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Abstract
In this paper, we contribute to research on enterprise artificial intelligence (AI), specifically to organizations improving the 
customer experiences and their internal processes through using the type of AI called machine learning (ML). Many organi-
zations are struggling to get enough value from their AI efforts, and part of this is related to the area of explainability. The 
need for explainability is especially high in what is called black-box ML models, where decisions are made without anyone 
understanding how an AI reached a particular decision. This opaqueness creates a user need for explanations. Therefore, 
researchers and designers create different versions of so-called eXplainable AI (XAI). However, the demands for XAI can 
reduce the accuracy of the predictions the AI makes, which can reduce the perceived usefulness of the AI solution, which, in 
turn, reduces the interest in designing the organizational task structure to benefit from the AI solution. Therefore, it is impor-
tant to ensure that the need for XAI is as low as possible. In this paper, we demonstrate how to achieve this by optimizing the 
task structure according to sociotechnical systems design principles. Our theoretical contribution is to the underexplored field 
of the intersection of AI design and organizational design. We find that explainability goals can be divided into two groups, 
pattern goals and experience goals, and that this division is helpful when defining the design process and the task structure 
that the AI solution will be used in. Our practical contribution is for AI designers who include organizational designers in 
their teams, and for organizational designers who answer that challenge.
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1 � Introduction: the need for explainability

In today’s development of AI solutions, effort and money 
are being wasted on creating solutions that never achieve 
their intended goals. One of the problems leading to this is 
AI solution’s lack of explainability (Barredo Arrieta et al. 
2020). The issue of explainability can be illustrated by two 
cases: the Pinot case and the loan case. In the first case, 
each summer, the software consultancy Pinot arranges for 
students to run a summer project where 300–400 students 
apply, with rising numbers every year. To deal with this, the 
artificial intelligence (AI) group at Pinot decided to create an 

AI solution, called StudRec, that classifies the students into 
two groups: employ or not employ. The AI team considered 
two machine learning (ML) models to be good choices: a 
simple decision tree or a neural network. The simple deci-
sion tree is more transparent, making it easier to understand 
the AI’s classification. The neural network provides a result 
with a higher probability of correct classification but is more 
opaque and harder to understand. The student summer pro-
ject is an important recruitment channel for Pinot, so the 
CEO was concerned about the selection outcome. The team 
explained that it could either use a less accurate and more 
transparent ML model, the simple decision tree, or the neu-
ral network model and add technology that explains what 
is going on: an eXplainable AI (XAI). In this first case, the 
CEO was involved in the AI team’s deliberations. In a sec-
ond case, described by Strich et al. (2021), another organiza-
tion and its CEO were seemingly not involved in how their 
loan consultants’ new AI-assisted way of working was being 
designed. In this case, the company reduced its loan consult-
ants’ responsibility from evaluating applicants and deciding 
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who would get a loan, to them entering client information 
into an AI solution and delivering the AI’s decision to the 
client. By doing so, it not only harmed the work identity of 
the loan consultants but also designed a task structure which 
increased the need for explanations on how the decision had 
been arrived at.

What we have described above is the problem of explain-
ability. The requirements for explainability can come from 
the context (Lawless et al. 2019), the need for accounta-
bility (Kim and Doshi-Velez 2021), and the needs of the 
domain which is going to use the AI solution (Leslie 2019). 
Explainability is often seen from a merely instrumental per-
spective, but it is also intrinsically valuable in maintaining 
people’s dignity, control over processes of decision-making, 
and self-actualization (Colaner 2022). Explainability is not 
a new challenge in AI development (Sørmo et al. 2005). 
What is new is the increased opacity of how the AI reached 
its decisions introduced by the use of ML, and especially 
deep learning (Barredo Arrieta et al. 2020). In most cases, 
not even the designer of the AI solution can explain why it 
reached the decision it did. However, to ascertain that the 
AI solution produces results that are fair, trustworthy, and 
consistent, there is a need for the humans involved to under-
stand what is happening, hence the efforts at explainability.

The focus of explainability research has been on technol-
ogy, concentrating on how the XAI is able to explain any-
thing (Gunning 2016), on the people involved, examining 
the user roles (also called audiences, Barredo Arrieta et al. 
2020; Rossi 2019) and prescribing a user-centric explaina-
bility (Liao et al. 2020), on how the explanations are formu-
lated (Miller 2019), and on the interaction between technol-
ogy and people (Bussone et al. 2015). There is also research 
into the design process for the AI solution, for instance by 
providing design guidelines (Eiband et al. 2018), and creat-
ing design methods like scenario-based explainability design 
(Wolf 2019). These are important perspectives, but there is 
also a need to see this research in the context of organiza-
tions’ task structure design, because how the task structure 
is designed sets guidelines for the use of AI. Unfortunately, 
many organizations have a task structure design that is 
counterproductive to the demands of the environment (de 
Sitter et al. 1997). This can influence the introduction of 
AI because the explainability demands are based on non-
optimal organizational designs that create a higher need for 
explanations. This can create exaggerated expectations of 
the XAI that the data scientist will not be able to fulfill, 
which can lead to the AI solution being abandoned before 
reaching the production stage or to choosing non-optimal 
ML models. Those organizations that are likely to succeed 
in their use of AI examine their task structures and redesign 
them where necessary (Barro and Davenport 2019). The 
design of the task structure often begins with a top-down 
view of the tasks that the organization will need to perform 

to serve its customers (users), and an exploration on how 
to best divide up the tasks (de Sitter et al. 1997; Worren 
2018). To further explain the different design options, it is 
expedient to make use of the design principles from socio-
technical systems design (STSD). STSD aims to enhance 
the performance of work systems by acknowledging that 
leveraging the knowledge and capabilities of workers with 
the assistance of technological systems will achieve better 
operational performance when dealing with uncertainty, 
variation, and adaptation (Pasmore et al. 2019). STSD has 
gained some renewed interest when studying digitalization 
due to the introduction of new work systems in organizations 
(Babüroğlu and Selsky 2021; Guest et al. 2022). However, 
STSD can be useful when designing IT solutions for other 
types of organizations as well (Govers and Südmeier 2016), 
where it is crucial to handle the complexity of the environ-
ment and prevent the IT solution from making it more rigid 
(Govers and van Amelsvoort 2019). The two main patterns 
in organizational design are either to divide the task struc-
ture into small units of work, as, for instance, in factory lines 
where each person performs just one small task, or to give 
responsibility for a larger part of the task structure to a set of 
people (group/team), as, for instance, within an emergency 
response team. Whether to go with the first or second pat-
tern depends on how much variety there is in the external 
or internal work environment (Emery and Trist 1965). The 
more variety, the more advisable it is to give the responsi-
bility for a larger part of the task structure to an operational 
work team (de Sitter et al. 1997). STSD’s other concern is 
with the design of the control structure, which is ideally 
bottom up, meaning that any problems that can be solved 
by the employee/team should be solved by them (de Sitter 
et al. 1997).

Because AI solutions can cause an increased need for 
explainability, there is a need to disentangle the explain-
ability needs that are caused by a non-optimal organizational 
design from the true explainability needs. This means that 
the design team that is given the task of increasing the 
explainability of an AI solution will benefit from under-
standing the options of how a task structure can be designed. 
For the organization, it will be beneficial to optimize the task 
structure for their environment regardless of the use of AI. 
Therefore, it is recommended to optimize the task structure 
before, or at least as a part of, the introduction of the AI 
solution. This leads us to the question:

1.1 � How can organizational task structure be 
designed to reduce or change the need for XAI?

In Sect. 2 of this paper, we present the explainability chal-
lenges presented by the use of ML, before describing STSD 
and its design principles and parameters in Sect. 3. The 
actors participating in the AI design and development are 
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presented in Sect. 4, where we suggest a more interdiscipli-
nary team than what may be the standard today. In Sect. 5, 
we discuss and present the benefits and dangers of different 
organizational designs vis-à-vis the explainability necessary 
in an organization, before concluding in Sect. 6 and suggest-
ing further research.

2 � Machine learning and explainability

Machine learning (ML) is “a subfield of AI that studies 
the ability to improve performance based on experience” 
(Russell and Norvig 2021, p. 1). ML models come in many 
variants with differing levels of opaqueness. This affects 
the explainability of the ML. Some ML models are self-
explanatory. These are called white-box learning models 
(Hall 2018), as opposed to ML models described as black 
boxes (Buhrmester et al. 2021; Castelvecchi 2016; Faraj 
et al. 2018). White-box ML are, for instance, tools like small 
regression models and decision trees. In regression mod-
els, one can have a list of the variables that are relevant for 
predicting what one wants to predict, and a weight for how 
much they affect the resulting decision. In a small decision 
tree, one can see the decisions on the leaf node level, trace 
the data through the tree, and see which nodes have been 
relevant for the outcome (Russell and Norvig 2021).

In white-box ML models, the designers can see what is 
going on. In black-box ML, however, there can be deep neu-
ral networks that work by shifting the weight on nodes in 
several layers as the neural network learns (Guidotti et al. 
2018). Here, it is not possible to fully understand what is 
going on. One could print out the documentation, but it is 
so extensive that it is not humanly possible to comprehend. 
In the case of some of these AI solutions, it is easy to eval-
uate whether the result from the AI solution is correct or 
not, for instance in image recognition training, where the 
task is to recognize certain objects in an image. Other types 
of results, for instance interpreting lab values in medical 
research, are harder for humans to confirm. In such cases, 
one must find ways of communicating the results so that 
the humans involved can evaluate them, by, for example, 
creating an output that clinicians can understand and use in 
their work (Shao et al. 2021). Another way is to add post-
hoc analysis (Russell and Norvig 2021). Such analysis can 
take two routes: either manipulating the data going into the 
AI solution to see how that changes the results, or analyzing 
a component inside the complex ML model (Liang et al. 
2021). The design team can also run ML models with differ-
ent transparencies in parallel and check that the results cor-
relate to satisfaction, for instance by running a deep neural 
network and a simple and explainable ML model in parallel 
(Shao et al. 2021). 

Explainability of AI solutions and the design of the 
appropriate XAI have been studied increasingly over the last 
years (Minh et al. 2022). The term XAI was coined by Van 
Lent et al. (2004) to describe the ability of the AI solution 
to give an explanation either during or after execution of the 
task. A definition of XAI is that the technology explains to 
the people involved how to understand each decision, rec-
ommendation, or action and the process followed to reach 
it (Biran and Cotton 2017). The difficulty of finding ways 
to making things understandable is evident in the fact that 
explainability is one of the main barriers to implementing 
AI solutions today (Barredo Arrieta et al. 2020). The impor-
tance of effectively handling the issue of explainability is 
evident in the goals that explainability aims to fulfill. In their 
literature review on explainability, Barredo Arrieta et al. 
(2020) found nine goals of explainability: fairness, privacy 
awareness, causality, transferability, accessibility, confi-
dence, informativeness, interactivity, and trustworthiness.

Fairness is perhaps the most important explainability 
goal (Benbya et al. 2020) because the AI solution might 
develop in a way that makes the technology perform unjust 
actions and reinforce biases (d’Alessandro et al. 2017; Esca-
lante et al. 2018). Therefore, research into XAI is important 
from an ethical point of view (Heinrichs 2022). For example, 
in the Pinot case, the certainty that the StudRec solution is 
fair and unbiased in its recommendations is important to 
the CEO. There can be dire consequences of losing track of 
the fairness goal to both the people being exposed to the AI 
solution and the organization, as in the case reported by the 
Economist in January 2021, where the Dutch Prime Minister 
had to resign because an algorithm designed to detect wel-
fare fraud had wrongly accused more than 20,000 beneficiar-
ies (Economist 2021).

Privacy awareness is necessary to avoid the illegal use of 
private data. Privacy is a human right and must be addressed 
properly by the organization (Stahl et al. 2022). In fact, the 
XAI techniques themselves may, in some cases, violate the 
privacy laws by revealing private data (Barredo Arrieta et al. 
2020), for instance by crowdsourcing image classification 
(Mauri and Bozzon 2021). In the Pinot StudRec solution, 
if the AI group includes external data in the solution and 
combines data from different sources, information about pri-
vacy-sensitive areas may emerge, for example about political 
affiliation or sexual orientation, even though the applying 
student did not provide this information.

Causality relates to inferring causality from data. When 
ML models discover correlations, the humans involved must 
be able to use their in-depth domain knowledge to judge if 
there is also causality (Barredo Arrieta et al. 2020). In some 
cases, showing correlation may be enough. For instance, in 
the Pinot case, it helps the company to know that there is 
a correlation between the profiles of students that StudRec 
suggests they employ and previously selected students who 
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are now full-time employees and show exemplary perfor-
mance. An assumption of causality may be supported by 
false correlations. Therefore, it is also important to be aware 
of the problem of spurious correlation in AI design, as one 
may find false correlations in massive datasets (Gandomi 
and Haider 2015).

Transferability means the possibility that the AI solution 
can be used for purposes other than what it is designed for. 
Such explainability means that humans can evaluate if the 
AI solution can actually be used with good results in a differ-
ent setting. For instance, Pinot could try to use the StudRec 
solution for all its recruitment, but it may cause problems 
because the non-student applicants might be evaluated on 
more recruitment criteria than the students.

Accessibility is the ability of non-AI-experts to under-
stand how the AI solution works. For example, if the Pinot 
recruiter does not understand what the AI solution does, 
there are two choices: upskill the recruiter or increase the 
explainability of the AI solution.

Confidence implies how stable the model is over time, 
that is, how confident one can be in the AI solutions’ results. 
For example, if the Pinot StudRec solution selected different 
students every time it ran, it would evoke low confidence and 
therefore be unfit for recruitment.

Informativeness is the most frequent expectation of 
explainability and speaks to the information that is needed 
for the user to understand the decision generated by the 
model. As the problem that the user is trying to solve may 
differ from the problem that the AI solution is intended to 
solve, there may be a need for information to connect the 
two. The user needs enough information to take the cor-
rect decision from a different, possibly wider perspective 
than what the AI solution provides. In the StudRec solution, 
what kind of informativeness could be achieved depends on 
who will use it, and for what purpose. The recruiter may 
need informativeness to review the list of students deemed 
employable by StudRec and, if he/she is to be part of that 
process, in deciding who will actually get employed. Alter-
natively, StudRec may directly inform the student who pro-
vided their data if she/he got the job or not, and thereby the 
informativeness goal would be directed towards the student.

Interactivity relates to the AI solution’s ability to inter-
act with users to help them with their work. For example, 
depending on how the task structure is designed, the focus 
could be the Pinot recruiter’s or the student’s interaction 
with the AI solution.

Trustworthiness determines whether a user will act in 
accordance with an AI solution’s decision or override it. 
In the Pinot case, showing trust would mean the recruiter 
accepts the list of students provided by the AI solution.

To achieve Barredo Arrieta et al.’s (2020) explainability 
goals, some of the AI solutions will have to provide XAI. 
XAI software has various explanatory techniques that can 

be used to increase explainability (Hall 2018). XAI can, for 
instance, be user-oriented visualizations, interfaces, and 
toolkits (Wang et al. 2019). Other factors than the XAI can 
also influence the explainability. This because, the quality of 
predictions from ML models depends on many aspects: the 
availability and quality of the training data, and what kind 
of training is possible (Jordan and Mitchell 2015), as well 
as defining the training goals used to evaluate the perfor-
mance of the AI solution (Lebovitz et al. 2021). In addition, 
the choice of ML model can affect prediction quality. The 
design choice regarding the explainability of the AI solution 
can lead to a trade-off between the accuracy of the predic-
tions and the level of explanation needed (Deeks 2019; Rai 
2020), because an increased prediction accuracy can reduce 
the explainability of the AI solution. This is so because an 
ML model that optimizes for accuracy of prediction will 
generally be too complex for humans to understand with 
regards to how it reaches its results. In order for the ML 
model to be more explainable to humans, it will have to be 
simpler and, thus, result in less prediction accuracy. This 
means that the XAI level needed to support user trust in 
the AI solution’s decisions may make the decisions more 
inaccurate and thereby less trustworthy. This underscores 
the importance of not pushing the AI solution towards too 
much explainability but rather focusing on reducing the need 
for explanations in the organizational design. The explain-
ability goals are part of different basic activities performed 
in the organization, and how these activities are structured 
into tasks affects how the goals are achieved. Therefore, we 
propose to use sociotechnical systems design principles for 
designing the task structure in a way that supports achieving 
the explainability goals.

3 � Sociotechnical systems design and IT 
architecture

Sociotechnical systems theory (STS) originates in Trist & 
Bamforth's (1951) study of new mechanical equipment in 
British coal mines, which demonstrated how the introduc-
tion of new technology hampered effective work organiza-
tion. The introduction of new technology challenged the 
established social working system. These findings formed 
the basis for a design approach that recognizes integrated 
interactions between people and technology as a necessity. 
An important design principle in sociotechnical systems 
design (STSD), emphasized by Herbst (1974, 1993), is that 
decisions should be made at the lowest organizational level 
possible. In addition, when those closest to the technology 
are allowed to give input into the design of the system, the 
workers benefit from the challenge, variety, feedback, and 
teamwork that is involved in taking responsibility for the per-
formance of the system (Pasmore et al. 2019). This requires 
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empowering employees to be able to cope with problems on 
their own by redesigning the way they work, increasing each 
employee’s autonomy (Pasmore 2001). Such autonomy can 
be designed by following the design parameters and struc-
tures described by de Sitter (Achterbergh and Vriens 2011; 
de Sitter et al. 1997; Vriens and Achterbergh 2011). These 
STSD structures and principles are based on a functional 
model of the organization with four basic activities: strategic 
regulation activities that set and adapt the organization’s 
goals, the regulation by design activities that improve the 
people, technology, and task structure of the organization, 
the operational regulations that handle the disturbances that 
occur, and the primary processes where the product or ser-
vice is produced and supported (see Table 1).

According to Govers and Südmeier (2016), STSD prin-
ciples are a toolkit for designing IT solutions that are non-
bureaucratic. For instance, Govers and Van Amelsvoort 
(2018) describe how an IT architecture can follow the 
principle of parallelized value streams to adhere to organi-
zational design parameters for flexible organizations, in 
what they call an archipelago architecture. The archipelago 
architecture presents different user interfaces for each of 
the parallel value streams that people use. In the organiza-
tional architecture description by Govers and Van Amels-
voort (2018), there seems to be an assumption that there 
are always people present in the primary processes. There 
are nodes (people/teams) that transform input into output 
based on information from the IT solutions. We interpret 
this to mean that the primary process is a ‘moving target’ in 
that the work performed by the people in the organization 
is always considered to be the primary process. This may 
lead to challenges when trying to describe the task struc-
ture of automated solutions. When the primary processes 
are fully automated, for instance in bank applications, the 
people involved are the design and development team, that 
is, they are performing regulation by design activities. We 
would therefore like to use the term primary process both 
for organizations where the primary processes are performed 
by people with the help of technology, and for organizations 
where the primary processes are performed by technology 
alone. What is described here is the difference between 
augmented and automated work. AI solutions that augment 

work are becoming abundant (Davenport and Miller 2022), 
for instance, radiologists studying mammography images 
with AI support to improve the chances of cancer detection 
(Rodríguez-Ruiz et al. 2019). Automated primary processes 
can be seen in work settings that are highly structured (Dav-
enport and Miller 2022), for instance providing banking or 
insurance services to customers (Iansiti and Lakhani 2020). 
What complicates the organizational design process even 
further is that some AI solutions have a level of agency 
that make them able to perform autonomously (Kaplan and 
Haenlein 2020), although in quite limited environments 
(Autor 2015). The AI solution can also self-automate in that 
it can learn and adapt to perform the tasks previously per-
formed by humans, in what is called Intelligent Automation 
(Coombs et al. 2020). This means that when redesigning the 
work system to include AI, it is both complex and crucial to 
understand what kind of automation degree is feasible and 
desirable, and what kind of augmentation to provide. STSD 
principles address the handling of uncertainty and variance 
and provide advice on what type of activities to automate 
and what activities to augment, which means that the neces-
sary explainability becomes clearer.

Organizational design in STSD consists of two parts; first, 
the functional model of the basic activities in organizations 
mentioned above, and second, the structural design param-
eters to describe who does what. The three regulation activi-
ties, operational regulation, regulation by design, and strate-
gic regulation, are called the control structure (Achterbergh 
and Vriens 2011). The use of the term ‘regulation’ is based 
on the idea that the organization has essential variables that 
it must keep within certain boundaries, for instance, that the 
revenue needs to be positive. If it is not, then one or more 
regulation activities are necessary to bring the essential vari-
ables back to within the defined boundaries. The control, 
therefore, both deals with disturbances that occur as well as 
with setting targets (Achterbergh and Vriens 2009; de Sitter 
et al. 1997).

The structural design parameters consist of three groups 
(Achterbergh and Vriens 2011; Vriens and Achterbergh 
2011). The first group is linked to the operational tasks in 
the organization and how the production is structured to han-
dle, for instance, order types. It breaks down into degrees of 

Table 1   The basic activities of 
an organization and examples of 
activities
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functional concentration, differentiation, and specialization. 
The second group is linked to the control tasks, especially 
the design of the regulatory tasks. The regulatory activities 
may similarly be divided into parts, aspects and specializa-
tion. Parts are the differentiation of process steps (correlat-
ing to the operational/production tasks’ degree of differen-
tiation). Aspects are the differentiation of different kinds of 
regulation (correlating to the operational/production tasks’ 
degree of functional concentration). And specialization are 
smaller sub-activities (correlating to the production tasks’ 
degree of specialization). The third group concerns the rela-
tion between the primary processes and the regulatory activ-
ities, looking at the degree of separation. The values of the 
design parameters are defined so that high parameter values 
are fragmented designs, while low parameter values are a 
flow-oriented designs. To obtain an adaptive organization, 
the design parameters should have low values, because high 
parameter values make it harder to have an overview of the 
entire process, understand what is going on, and act on that.

3.1 � First structural design parameter group: 
operational tasks and how the production 
is structured to handle order types

A high degree of functional concentration means that all 
order types are sent through the same task structure, and 
the people doing the activities are grouped together based 
on function. A low degree of functional concentration is 
parallelized into different order types. The parallelized order 
types can be divided by, for instance, type of product, type 
of client, or geography. In Fig. 1, we have illustrated the 
high functional concentration setting where all order types 
are handled by different functional departments, one after 
the other (fragmented). This as opposed to the low func-
tional concentration setting where different order types are 
divided between multifunctional teams that, together, handle 
the whole work process (flow oriented). In the high concen-
tration setting, this means that there may be a lot of variety 
in the orders. In addition, because they work sequentially, 

there is little learning and adaptation between the functional 
departments. In the low functional concentration setting, the 
orders are divided into order types to lower the variety of the 
orders. The lowered variety makes it easier for the team to 
handle all the variety it is exposed to. This leads to increased 
learning and adaptation.

3.2 � Second structural design parameter group: 
control tasks

The second group of design parameters entails differentia-
tion, that is parts, aspects, and specialization of regulatory 
tasks (strategic regulation, regulation by design, and opera-
tional regulation). The same principle applies here: wider 
responsibility, that is, a lower degree of differentiation and/
or specialization, is better for the adaptiveness of the organi-
zation. This means that if a person is performing operational 
regulation tasks, there is more adaptiveness if one person 
performs monitoring, assessment and action compared to if 
these tasks are given to different people.

3.3 � Third structural design parameter 
group: the relation between operational 
and regulatory activities

The third group of design parameters concerns the degree of 
separation between the primary processes and the control 
structure—the regulatory activities. This concerns whether 
the workers in the primary processes have the responsibil-
ity and possibility to handle the variety they encounter and 
improve their own work. A high degree of separation is seen 
when someone performs the primary processes, and some-
one else monitors the work and interferes when something 
needs to be corrected. A high degree of separation can also 
be seen when someone decides how to perform a primary 
process task, and someone else performs it. In a low degree 
of separation, the same person/team is expected to perform 
the primary process tasks, evaluate the quality of the work, 

Fig. 1   High and low functional 
concentration exemplified
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and correct it accordingly. In the latter case, the people are 
allowed to learn and improve their way of working.

4 � The AI design and development team

In an AI solution design team, there will typically be com-
petence on how to build ML models, for instance in the 
form of a data scientist (Davenport and Patil 2012). The 
explainability of the AI solution is considered the responsi-
bility of the data scientist because they build the ML models 
(Minh et al. 2022). To make data available, there is often a 
need for a data engineer creating the data pipeline (Tamir 
et al. 2015). The AI solution may be placed in a cloud (for 
instance Microsoft Azure) or on local servers, and depend-
ing on this, there may be a need for cloud or local server 
operational experts. The team may be delivering directly 
to the market/environment, and, to handle external variety 
that occurs from conflicting and changing customer demands 
(Van Amelsvoort 2016), user experience designers are 
needed to find out about the users’ needs and to design a user 
interface that enables interaction and informativeness. If the 
AI solution operates in a digital ecosystem, the AI solution 
may be installed into an automatic task structure which inter-
acts with other IT solutions instead of people, for instance 
in the case of fraud detection software that monitors credit 
card transactions and trigger actions like disabling a credit 
card. In that case, it may be necessary for a programmer to 
integrate the systems. The way the team works is usually 
decided by the team, perhaps with the help of a facilitator or 
team leader, and it is beneficial to the teamwork if the team 
creates temporal alignment and learns about the effects of 
their work (Wulff and Finnestrand 2022). The team can be 
an integral part of the organization’s work, or it may be put 
together for a specific project. The competence may come 
from inside the organization and/or be provided by consult-
ants. When using consultants it is vital that internal people 
are also part of the team (Tabrizi et al. 2019), and that the 
team engages the organization in its work. The team can 
be a functional team with the focus on delivering a prod-
uct, or it may be a sociotechnical team focused on changing 
the way the organization works (Achterbergh and Vriens 
2019). Of course, both functional and sociotechnical teams 
do change how the organization works, but in the case of the 
sociotechnical team, the changes are reflected upon, and the 
work is done with a higher degree of involvement from the 
rest of the organization to enable motivation, adoption, and 
integration of the AI solution. Hence, our preference is for a 
sociotechnical team as the development team. This may also 
mean acquiring new capabilities, both regarding the possi-
bilities and different ways of task structure redesign (Gong 
and Ribiere 2021). Also, according to Stahl et al. (2022), 
although the developers are not trained in ethics, they are 

expected to handle it. Hence, the competence of the people 
creating and using the AI solution may need to be increased. 
Such upskilling could be a part of the competences that the 
sociotechnical team provides when leading and facilitating 
organizational change and (re)designing task structures, and 
may be covered by roles like change manager, leader and/or 
organizational designer. The design team may also benefit 
from being diverse as that can make it more aware of bias 
issues (Daugherty et al. 2019).

The people who will use the AI solutions for augmented 
purposes will participate in designing and redesigning the 
AI solution with the sociotechnical team, because they know 
how to do the work and they will need to integrate the solu-
tion into their future work. This may also involve union rep-
resentatives and leaders.

The data that the team uses can come from internal and 
external data. When using internal data, the data may come 
from IT solutions already used in the organization as well 
as from people in the organization recording the data. To 
ensure that the team receives the right quality of data, this 
may create team tasks like understanding what data is avail-
able from IT solutions, contacting IT solution providers to 
get access to application programming interfaces (APIs), 
extracting and/or saving data and perhaps triggering actions 
based on occurrences in the IT solution. All these data might 
be necessary to train an ML model and thereby affects the 
quality of the output from the AI solution and its explain-
ability. The people who currently record or are expected to 
record data in future will benefit from being involved in the 
design process so that they understand why the data are use-
ful and how they can learn from the data. For external data, 
there may often be defined APIs, that is, external databases 
made available via interfaces on the Internet.

Creating an AI development team and deciding on the 
other actors involved in making design decisions is, there-
fore, based on broader considerations than the team being 
proficient in using AI tools. To aid the work of the AI devel-
opment team and its surrounding stakeholders, we demon-
strate how the use of design parameters can affect the ML 
model’s explainability.

5 � Discussion

The need for re-examining the principles for designing 
flexible organizations has increased with the introduction 
of the AI technologies that are used today, especially ML. 
ML is able to handle more variety, doing non-routine work 
that increases the need for understanding the choices the AI 
solution makes, in real time or later. However, demanding 
that the ML explains itself can reduce the accuracy of its 
predictive power. Therefore, it is necessary to understand 
how STSD contributes to the design of well-functioning task 
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structures and how it contributes to changing or reducing 
the need for XAI.

5.1 � The basic activities and the explainability goals

With regards to AI, we expect the strategic regulation on an 
organizational level to set ethical goals for the organization’s 
behavior towards both its employees and its customers. This 
means that we expect the people involved in strategic regula-
tion to show an interest in the fairness and privacy aware-
ness goals. The act of performing strategic regulation for the 
organization may also be supported by AI (Keding 2021), 
although intuition still plays an important part (Liebowitz 
et al. 2019). In such cases, we would expect causality and 
transferability to be of interest.

Regulation by design activities include all the design 
and redesign of the AI solution and the task structure. This 
determines what the next version of the organization will 
look like regarding who performs what tasks and with what 
technology and level of autonomy. One of the use cases for 
explainability in regulation by design is to be able to correct 
and redesign the AI solution (Ammanath et al. 2020), that 
is, to improve its accessibility. To build trustworthiness in 
the AI solution, regulation by design activities should—by 
following the low degree of separation parameter value—
include operational knowledge. For instance, the CEO in the 
Pinot case could include a recruiter in the AI solution design 
team, and representatives of the loan consultants could be 
included in the Strich et al. (2021) case. The confidence that 
the AI solution is providing as accurate decisions as nec-
essary is something that can be checked over time, either 
by comparing results from two different version of an ML 
model, monitoring the decisions, or by being notified of 
errors.

If it is an augmented solution, the operational regulation 
and primary processes are activities where people are inter-
acting with the AI solution. In that case, the explainability 
goals we will expect to find are informativeness of the AI 
solution to the people involved as well as useful interac-
tivity. We believe that the accessibility of the AI solution 
will be important here as well and, as mentioned before, its 
trustworthiness.

For the stakeholders and designers of the AI solution, it 
will be beneficial to understand how the different explain-
ability goals are experienced in different basic activities. The 
actual design of the AI solution performs with regards to two 
groups of explainability goals: First, those where a pattern 
emerges as the AI solution is run many times, which are fair-
ness, privacy awareness, causality, transferability, and con-
fidence. These patterns can/should emerge as part of regula-
tion by design activities (see Table 2), and we suggest that 
these are named pattern goals. Second, those where each 
run of the AI solution creates an experience of achieving the 

goal or not, which are accessibility, informativeness, inter-
activity, and trustworthiness. These goals are experienced 
as part of the operational tasks of the primary processes 
and operational regulation, and we suggest that these are 
named experience goals. We recognize that fairness—or 
rather unfairness—may be experienced in the moment of, 
for instance, a loan approval rejection, but whether this actu-
ally is an instance of unfairness can only be seen over time. 
We believe that what we call ‘sociotechnical team’ is nec-
essary to successfully handle all these design challenges. 
The following sociotechnical advice will, however, also be 
beneficial to other types of teams.

5.2 � The sociotechnical systems design parameters 
and the explainability goals

The STSD parameters are divided into three groups: the 
design parameters for the production structure, for the con-
trol structure, and for the connection between the production 
and the control structure. We will first look into the explain-
ability goals for the two first groups.

The required explainability can be affected by whether 
the workers in the production structure are in an organiza-
tional design with a high or low functional concentration. 
For instance, a design team develops an AI solution to find 
patterns in customer feedback to come up with a prediction 
about what the customer’s next call will be about. The goal 
of the explainability will be the informativeness for the per-
son answering the call. The workers in the customer support 
department in a high functional concentration setting, for 
example a separate customer support department which is 
not involved in the deliveries of the organization, need more 
information on what has happened so far to understand why 
the customer is calling. In comparison, when the customer 
support is an integral part of a low functional concentration 
team, the person doing the support knows what has hap-
pened to date and better understands the context of the cus-
tomer and why he/she calls. If the AI solution, in addition 
to providing information, also suggests a response to the 
customer, its trustworthiness needs to be high.

As mentioned earlier, a task may be divided into smaller 
or larger parts depending on the variety of the internal or 
external environment. This degree of differentiation of oper-
ational tasks concerns whether the same or different people 
perform the different parts of the primary process (such as 
preparing material, producing, and providing support). The 
degree of differentiation of operational tasks is high if each 
task is performed by different people, and low if several 
tasks are performed by the same people. An example of a 
high degree of differentiation is the case of the loan consult-
ants by Strich et al. (2021) where the task structure design 
is such that a loan consultant enters the client information 
into an AI solution, and then the AI solution produces an 
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answer that the loan consultant passes on to the client. This 
happens without the employee having any overview of or 
say in the decision. If the client asks why they did not get 
the loan, the loan consultant is expected to provide answers 
that she/he does not have. Therefore, the goal of the explain-
ability will be to increase its informativeness so that the loan 
consultant can provide satisfactory answers to the client. To 
provide such an XAI, there may be a need for choosing a 
simpler ML model than the optimal one, thereby increasing 
the risk of giving loans to the wrong people and/or wrongly 
declining loans.

The degree of specialization regards how specialized 
the work is. In a high degree of specialization scenario, the 
task is divided into different specializations, and this can be 
true for both control and production structure tasks. An AI 
solution designed for a primary process with a high degree 
of specialization would be, for instance, that one AI solu-
tion delivers classification with regards to mammography 
results while another delivers classification with regards to 
X-rays for orthopedic issues. This could fit well if the task 
structure is divided in the same way, that is, different radi-
ologists evaluate the two, but if the same radiologist evalu-
ates both results, they will have to learn to use two different 

AI solutions. The need for informativeness and interactivity 
might be reduced if the specialization of the AI solution 
matched how specialized the radiologists are. In addition, 
the explainability here is directed towards the consistency 
of the AI solution, and how much confidence one can have 
in its results. If the AI solution is to be used in a new set-
ting, the transferability is assessed. For instance, can the AI 
solution for detecting breast cancer be used for other cancer 
forms as well.

The third group of design parameters considers the con-
nection between the production structure and the control 
structure. In a high degree of separation structure, the pro-
duction and the control are performed by different entities, 
while in a low degree of separation structure production and 
control are performed by the same entity. In a low degree 
of separation, one strives to design the technology so that 
either the people perform both the primary process and the 
operational regulation with help from the technology, or that 
the technology performs both types of activities. An example 
of the latter case would be a credit card system where the 
transactions are automatic, and the fraud detection (control) 
is done by AI which triggers locking of the account when 
fraud is detected (Roy et al. 2018).

Table 2   The division of XAI 
goals into two groups and 
sociotechnical advice on how to 
increase the chance of achieving 
the goals
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As we see it, based on the literature, a high degree of sep-
aration structure where the primary process and operational 
regulations are performed by different entities has two main 
designs (Table 3). First, a design where people perform the 
primary processes and AI solutions perform the operational 
regulation, in what is called ‘algorithmic management’. 
Second, a design where technology performs the primary 
processes and people do the operational regulation, that is, 
the human is expected to monitor and assess the technology, 
and act if it fails. We suggest calling this ‘monitoring’ for 
lack of a better word.

Both these high degree of separation designs, as pre-
sented in Table 3, are problematic from an organizational 
performance perspective. The first, algorithmic manage-
ment, reduces employee control and thereby the possibility 
to improve the work (Kellogg et al. 2020). In algorithmic 
management, one can find AI solutions that perform, for 
instance, task allocation and scheduling (Schildt 2017), 
which we understand as operational regulation activities. 
Where technology performs the operational regulation on 
humans, the informativeness lies in conveying to the human 
what he/she is supposed to be doing. In other cases, the algo-
rithmic management controls the workers and either inter-
feres or notifies the leaders in case of errors (Herrera et al. 
2018). The interactivity then can mean explaining to the 
human why the AI solution saw it necessary to interfere in 
the work process, for instance by stopping a production line 
to prevent a harm from happening. The detrimental effects 
on employees of algorithmic management designs can be 
mediated by transparency and worker control over the output 
(Parent-Rocheleau and Parker 2022), that is, that workers are 
allowed to do regulation by design activities. In the case of 
human monitoring, that is, where technology performs the 
primary processes and people perform the operational regu-
lation, the XAI must compensate for the lack of situational 
awareness (Endsley 1995; Endsley and Kaber 1999) that fol-
lows when the human is not performing the primary process, 
in what is often called humans-out-of-the-loop problems 
(Banks et al. 2014). Such a lack of situational awareness 
increases the need for the informativeness and interactivity 
of the AI solution. A possible way to reduce the problems 
of this design is to ensure that the people performing the 
operational regulation participate in designing the technol-
ogy, which means that they perform regulation by design 

activities. This increases the possibility that they will under-
stand the explanations from the XAI and its accessibility.

One reason for choosing the monitoring task structure 
design is because the consequences of something going 
wrong in the primary process would be severe, which 
influences the explainability. The need for explainabil-
ity increases with the severity of the consequences of an 
unfair or faulty automatized decision (Wang et al. 2019). 
If a book recommendation system fails to provide us with 
interesting book recommendations, the consequences are 
low (Doshi-Velez and Kim 2018). In contrast, an autono-
mous ship that fails may set in motion a high-consequence 
situation (Utne et al. 2017). In such situations the expecta-
tions put on the XAI may be unrealistic because, when the 
task structure design is problematic, the necessary explain-
ability may be impossible to provide. The European Com-
mission has deemed decisions that affect people’s lives or 
careers to be of high consequence (Cappelli et al. 2020). 
This includes obtaining and using personal data (Kochan 
2021). To ensure that such decisions are understandable, 
the General Data Protection Regulation (GDPR) includes a 
rule on automated decision-making (European Commission 
2018) to ensure that decisions which are legally binding or 
affect people’s lives significantly are given with explana-
tions (Goodman and Flaxman 2017). Likewise, banking is 
regulated to ensure that the use of AI solutions is ethical 
and accountable (Maree et al. 2020). Such challenges place 
even greater demands on the designers of the algorithms to 
avoid creating unfair decision systems when automating AI 
(Shrestha et al. 2019), to understand the consequences for 
the work and organizing (Faraj et al. 2018), and to aim for 
an optimal task structure.

The successful introduction of ML models into organi-
zations will in part depend on the perceived value of the 
classifications, predictions, or prescriptions that the AI solu-
tion delivers. This means that it is important to be able to 
choose the best ML model for the job and to optimize the 
task structure that the AI solution will function in. If organi-
zations are going to allow AI solutions to interact with us 
as customers and users, it is a necessity to achieve some or 
all of the explainability goals (Barredo Arrieta et al. 2020). 
We have described how the design choices regarding the 
task structure the AI solution slots into influence its explain-
ability. Therefore, if an organization wanting to benefit from 

Table 3   High degree of 
separation operational design 
structures
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the use of AI evaluates and redesigns the organization to the 
appropriate degree values, it increases the probability that 
its investment will not be wasted.

6 � Conclusion

In this paper, we have examined explainability from a wider 
perspective than XAI design alone. The choices made on 
which data to train the model with, how to handle biases, 
who to involve in the design, and how to design the task 
structure can reduce or change the need for XAI. As we 
have demonstrated, the required XAI changes depending on 
the organizational design principles used. The goal is for 
a high-quality organizational design with optimal explain-
ability, an organization that increasingly includes autono-
mous technological systems and has enough flexibility to 
handle the disturbances that occur by using low value flow 
designs. This will prevent organizations from introducing AI 
solutions into low-quality organizational designs, and then 
demanding that the XAI fix a situation that the fragmented 
design has caused to start with.

There are two organizational challenges we would like 
to contribute to with this paper. First, that the AI solution 
actually reaches a stage where it produces value, and sec-
ond, that the AI solution is integrated into the organiza-
tion in a way that creates meaningful jobs for the people 
involved and supports the productivity of the organization. 
Our contribution was inspired by real-life business prob-
lems and was encouraged by researchers calling for more 
organizational research (f.i. Raj and Seamans 2019; von 
Krogh 2018). We were unable to find research that provided 
design principles for organizational design with AI. Thus, 
we concluded that a theoretical paper laying a foundation 
that could afterwards be tested by empirical research would 
be beneficial to the field of AI research. In order to study 
such a topic, it is appropriate to use a systemic theory aimed 
at recognizing and redesigning the task structure. Much of 
the existing AI research seems to be oriented towards the 
decision-making in a company (f.i. Delen and Ram 2018; 
Shrestha et al. 2019). Amongst organizational design theo-
ries, we chose de Sitter’s STSD because it provides a scale 
for each parameter value going from high to low, which can 
be helpful for describing how the organization works today 
and how it can work in future. In contrast, the Cherns (1976, 
1987) principles can be seen as more normative, although, 
also the de Sitter STSD promotes organizations with low 
parameter values. According to Mohr and Van Amelsvoort 
(2016), STSD is the least-known approach to organizational 
improvement. Nevertheless, we believe that STSD provides 
theory and design parameters that are necessary for today’s 
organizations. We would like to encourage further research 
into organizations’ readiness for applying AI solutions into 

their task structures to find out how and if the introduction 
of AI solutions includes organizational design evaluations 
and changes.

The are several implications of arguments in this paper. 
First, designing an AI solution is part of an organizational 
design change and as such will benefit from understanding 
and implementing organizational design parameters. Sec-
ond, when designing a task structure where AI will interact 
with workers in performing operational tasks, the need for 
explainability varies with how the task structure is designed. 
Third, the pattern goals and the experience goals of explain-
ability are reached in different ways. The experience goals 
may be achieved by redesigning the task structure. The 
achievement of the pattern goals will emerge over time as 
the AI solution is used, but can and should be addressed in 
the initial design to strive for goal fulfillment. To understand 
whether the goals are achieved, the AI solution’s perfor-
mance must be evaluated and redesigned accordingly. We 
have described the difference between a functional develop-
ment team and a sociotechnical one, and hope to have illus-
trated the benefits of taking a systemic approach and engag-
ing a sociotechnical team. Based on the design reflections 
we have presented here, we would encourage the design of 
XAI to be supported by organizational design knowledge.
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