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A B S T R A C T

Accurately predicting the evolution of wake is crucial for power output and structural load estimation in
wind farms. This study aims to validate the dynamic wake meandering (DWM) model, an efficient mid-fidelity
wake model, against large eddy simulation (LES). The predictive capabilities of the DWM model for various
wake properties, namely time-averaged wake deficit, mean wake center deflection, amplitude, and frequency
spectrum of wake meandering, are comprehensively analyzed using the IEA 15MW reference wind turbine
under different yaw and tilt misalignment angles. Two turbulent inflows with varying shear and turbulence
intensity levels are considered. The comparison highlights the significance of the filter size (𝐶meand) in DWM as
a key parameter determining simultaneously the time-averaged wake deflection and meandering amplitude,
with optimal values differing for horizontal and vertical wake displacements. When the appropriate 𝐶meand
values are selected, the implementation of the DWM model in FAST.Farm demonstrates good agreement with
LES data, particularly concerning time-averaged wake deficit, wake centerline deflection, and wake meandering
amplitude at eight rotor diameters downstream. However, the DWM model tends to overestimate the energy
in the lower frequency region with Strouhal’s number less than 0.1 and underestimate the wake oscillation
induced by the shear-layer at higher frequencies, even though the wake motion standard deviation is accurately
reproduced if the polar grid size is properly adjusted. Furthermore, the influence of the ground effect on
downward wake deflection through tilt control is revealed. These findings clearly demonstrate the strengths
and weaknesses of the current DWM model and can serve as a reference for the development of advanced
wake models.
1. Introduction

The need to understand wake effects as a result of the interaction
between wind turbines operating in the atmospheric boundary layer is
of increasing importance, since they affect the overall performance of
a wind farm. Wake effects imply power losses [1], which depend on
several parameters such as turbulence intensity, turbine spacing, and
atmospheric stability [2]. Measurements of a wind turbine completely
in wake conditions may show up to 40% losses compared to a wind
turbine operating in free flow [1,3]. Furthermore, wake effects cause
an increase of fatigue loads for downstream wind turbines, especially
for wind speeds below rated and with high turbulence intensity levels.

The main wake effects are deficit and meandering; additionally,
the wake may experience a mean vertical or horizontal deflection.
For onshore and offshore bottom-fixed wind turbines, the horizontal
deflection of the wake is a consequence of the misalignment between
the main direction of the incoming wind field and the rotor; the vertical
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deflection is a consequence of the built-in shaft tilt (referred to as tilt
in the following) and vertical shear. For floating wind turbines, the
platform pitch angle also contributes to the effective tilt angle, and thus
to the vertical deflection [4–6]. Both the yaw misalignment and the
tilted rotor, combined with the variation in the projected area of the
rotor itself, affect the overall performance of the wind farm.

To reduce the negative effects of the wakes on the downstream wind
turbines in a wind farm, several turbine control strategies have been
developed and evaluated. A well-studied group of control strategies
consists of wake steering, which changes the direction of wakes by de-
liberately misaligning the rotor and the wind. These strategies include
yaw-based [7–10] and tilt-based control [8,11], which deflect the wake
in the lateral and vertical directions, respectively. Understanding and
predicting how these techniques impact the wake is essential for their
implementation in utility-scale wind farms.
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Nomenclature

𝛼 Shear exponent
𝛼𝑐 Angle of attack
�̄�𝑐 Mean horizontal wake center position
�̄�𝑐 Mean vertical wake center position
𝛽 Tilt angle
𝛾 Yaw angle
𝜅 Von Kármán constant
𝜈 Kinematic viscosity
𝜈𝑇 Eddy viscosity
𝜈𝑎𝑚𝑏 Shear viscosity contribution
𝜈𝑠ℎ𝑒𝑎𝑟 Ambient viscosity contribution
𝛺 Rotational speed
𝜌 Density
𝜎𝑢 Standard deviation of the longitudinal

wind speed component
𝜎𝑣 Standard deviation of the lateral wind

speed component
𝜎𝑤 Standard deviation of the vertical wind

speed component
𝜎𝑦𝑐 Standard deviation of the lateral wake

center position
𝜎𝑧𝑐 Standard deviation of the vertical wake

center position
𝜏 Stress
𝜏1 Time scale from Øye’s dynamic inflow

model.
𝐃 Drag force
𝐞D Drag unit vector
𝐞L Lift unit vector
𝐅 Aerodynamic force
𝐟 Aerodynamic force per unit span
𝐋 Lift force
𝐮 Velocity vector in Cartesian coordinates
DWM Dynamic wake meandering
LES Large eddy simulation
𝜃 Deflection angle
𝛺 Rotational wind speed dependent on the

deflection angle
𝐶𝑇 Thrust coefficient normal to the rotor,

dependent on the deflection angle
𝑎𝑎𝑣𝑔 Time-averaged induction factor
𝑐 Chord length
𝐶D Drag coefficient
𝐶L Lift coefficient
𝐶meand Parameter related to the polar grid diame-

ter size in the DWM model
𝐶𝑇 Thrust coefficient normal to the rotor for a

non-yawed or non-tilted rotor
𝐷 Rotor diameter
𝐷𝑤 Wake diameter
𝑓 Frequency
𝑓𝑐 Cut-off frequency of the low-pass time-filter

for the wake advection, meandering and
deflection

𝐹𝑎𝑚𝑏 Ambient filter function to adjust the ambi-
ent viscosity contribution

𝐹𝑠ℎ𝑒𝑎𝑟 Shear filter function to adjust the ambient
viscosity contribution
2

𝐼1 Inflow 1
𝐼2 Inflow 2
𝑘𝑎𝑚𝑏 Weight parameter for the ambient turbu-

lence influence on the eddy-viscosity
𝑘𝑠ℎ𝑒𝑎𝑟 Weight parameter for the ambient turbu-

lence influence on the eddy-viscosity
𝑝 Pressure
𝑃𝑇 2 Power output of T2
𝑃𝑤𝑎𝑘𝑒 Available power in the wake
𝑃𝑆𝐷 Power spectral density
𝑟 Radial coordinate
𝑅𝑁 Characteristic length scale
𝑟𝑛 Radial distance of a point from the center of

the wake plane
𝑅𝑒 Reynold’s number
𝑆𝑡 Strouhal’s number
𝑇 Thrust
𝑡 Time
𝑇0 Thrust normal to the rotor plane when yaw

and tilt angles are zero
𝑇1 Wind turbine in free wind
𝑇2 Wind turbine in the wake
𝑇 𝐼 Turbulence intensity
𝑇 𝐼𝑎𝑚𝑏 Ambient turbulence intensity at the rotor
𝑈 Streamwise component of the wind velocity
𝑢∗ Friction velocity
𝑈𝑁 Characteristic velocity
𝑈∞,𝑧𝐻𝐻

Undisturbed streamwise incoming wind
speed at hub-height

𝑈∞ Undisturbed incoming wind speed
𝑈𝑛 Wind speed normal to the rotor plane
𝑉 Lateral component of the wind velocity
𝑉𝑟 Radial velocity component
𝑉𝑥 Time-filtered disk average wind velocity

normal to the actuator disk
𝑉𝑟𝑒𝑓 Relative flow velocity with respect to the

rotating blade
𝑊 Vertical component of the wind velocity
𝑤𝑛 Spatial weighting factor to compute the

disturbed wind velocity across a wake plane
𝑦𝑐 Lateral position of the wake center
𝑧0 Surface roughness
𝑧𝐻𝐻 Hub height

The yaw-based wake control strategy has been a research focus of the
wind energy and fluid mechanics community. Howland et al. [9] stud-
ied the wake deflection behind a yawed rotor by means of wind tunnel
experiments and large eddy simulation (LES). In their study, the wind
turbine was represented as a porous disk in uniform inflow. Bastankhah
and Porté-Agel [7] also performed wind tunnel measurements, where
they studied the characteristics of the wake of a yawed wind turbine
by particle image velocimetry. They developed an analytical model to
estimate the wake deflection and the far-wake velocity distribution for
yawed turbines. Qian and Ishihara [12] proposed a new analytical wake
model for a yawed turbine dependent on the thrust and turbulence
intensity. Recently, the success of yaw control has been justified by a
multi-month field measurement of a utility-scale wind farm, showing
an evident increase of energy production [13].

The number of studies on the impact of vertical wake steering is
small compared to the numerous studies on horizontal wake steering,
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since implementing vertical wake steering is challenging for current
bottom-fixed wind turbine designs. Research indicates that vertical
steering of the wake also increases the power available to wind turbines
downstream. Interestingly, the increase differs for cases with an upward
and a downward deflection. Fleming et al. [14] studied the impact of
tilting the rotor on two wind turbines inline, whereas Annoni et al. [15]
did so for three turbines in a row. Both studies reported significant
increase in the power output due to upward wake deflection. Johlas
et al. [16] performed large eddy simulations of a 15 MW turbine for
different rotor tilt angles to study the impact of downward wake steer-
ing on the wake geometry, shear and power production. Consistently
with previous studies, they [16] found that due to the wake being
tilted away, and replaced by higher wind speeds from above, the
power available to a downwind rotor recovered faster. Nanos et al.
[5] investigated the possibility of deflecting the wake behind a floating
wind turbine downwards, by imposing a tilt angle by differential ballast
control. Cossu [17,18] suggest that a negative tilt angle is not only able
to mitigate the wake effect by steering the wake downwards, but it has
the potential to increase the wind speed behind the wind turbine by
creating high speed streaks in the atmospheric boundary layer.

Previous studies on wake steering are mainly based on high-fidelity
large eddy simulation (LES), or wind-tunnel experiments. The dynamic
wake meandering (DWM) model [19] is a mid-fidelity model which
represents a compromise between accuracy and efficiency, and several
works have aimed to validate it against high-fidelity LES, or experi-
mental data. This model is based on the main hypothesis that wake
meandering is driven by large-eddy structures in the atmosphere. How-
ever, there is a second mechanism which considers wake meandering
as an intrinsic property of the wake. Both mechanisms have been con-
firmed to coexist at a utility-scale wind turbine wake, by computational
simulations [20] and field measurements [21]. Churchfield et al. [22]
compared DWM and LES with field data from the Egmond aan Zee
offshore wind farm; the input turbulent wind field for the DWM model
was based on a stochastic inflow turbulence generator, whereas for the
LES model they used SOWFA, a high-fidelity simulator for the wind
turbine dynamics and the fluid flow in a wind farm. Jonkman et al.
[23] validated the DWM model, as implemented in FAST.Farm, a mid-
fidelity tool developed at the National Renewable Energy Laboratory,
against SOWFA (LES), for a series of yaw misalignment cases up to 15◦,
or a single row of three NREL 5 MW turbines separated by eight rotor
iameters. In this work, they showed a good agreement between the
tatistical distribution of the horizontal and vertical wake meandering
gainst LES, suggesting that the DWM model is a very promising com-
romise between accuracy and efficiency. However, previous studies
nvestigated neither how the DWM model performs when considering
ake steering at larger yaw angles, for tilt steering in the vertical
irection, and for larger wind turbines, nor the consequence of not
ccounting for the shear layer instability wake meandering mechanism.

For this reason, the objective of the current research is to validate
he DWM model, a computationally more efficient model compared to
arge eddy simulations, focusing on its ability to predict wake evolution
nder various horizontal and vertical wake steering strategies. The
esearch fills the knowledge gap on whether the DWM model, based on
large eddy mechanism to model the wake meandering phenomenon,

an accurately capture both the average wake deflection resulting from
oth horizontal and vertical wake steering techniques (yaw or tilt) and
he instantaneous oscillations (meandering). The focus is on the model
redictive capability of the mean wake deficit, wake center deflection,
ake meandering statistics and frequency characteristics. To achieve

his, the wake of IEA 15 MW wind turbine [24] is predicted by both
WM and LES and is systematically compared. The analyses in the
urrent work comprise twenty different cases, including 2 inflows with
ifferent shear and turbulence intensities, each of them for 10 different
ind turbine misalignment angles (4 yaw, 5 tilt and 1 baseline). Finally,

he comparison is conducted to determine the model applicability
3

n predicting both the mean and dynamic wake effects under wake
teering techniques, as well as to identify any limitations that may
equire future development.

The remainder of the paper is structured as follows. Section 2
escribes the two methods compared throughout this work: LES by
FS-Wind and the DWM model as implemented in FAST.Farm. Sec-

ion 3 gives an overview of the simulation set-up, the wind turbine
odel, the generation of the wind field and the characteristics of

he computational domain in VFS and FAST.Farm. Section 4 analy-
es the time-averaged deficit and wake meandering statistics of the
WM model with respect to the LES data. The main limitation of

he employed DWM model is discussed in Section 5. The DWM is
pplied to investigate the effect of horizontal and vertical wake steering
echniques on a waked wind turbine in Section 6. The conclusions on
his work are retrieved in Section 7.

. Methodology

.1. Large eddy simulation

We employ the large eddy simulation code of the Virtual Flow
imulator [25] to provide high-fidelity turbulent flow simulations. The
ind version of the code employed in this study, VFS-Wind [26],
rovides extra functionalities for wind energy applications and has
een widely applied to reveal the fluid mechanics of wind turbine
ake [27–29], and to investigate complex flow in large-scale wind

arms [30–32].
The solver treats the airflow as a Newtonian fluid with a con-

tant density and viscosity. The governing equation is the filtered
ncompressible Navier–Stokes equation, as follows:

∇ ⋅ �̃� = 0, (1)
𝜕�̃�
𝜕𝑡

+ (�̃� ⋅ ∇)�̃� = −1
𝜌
∇𝑝 + 𝜈∇2�̃� − ∇ ⋅ 𝝉 + 𝐟

𝜌
, (2)

where 𝐮 = {𝑢, 𝑣,𝑤} is the velocity vector in the Cartesian coordinates,
𝑝 is the pressure, 𝜌 is the fluid density, and 𝜈 is the fluid kinematic
iscosity. ⋅̃ denotes the spatial filtering, and 𝝉 is the subgrid-scale stress
nd is closed with the eddy-viscosity model [33]. 𝐟 is a body force term
mployed to represent the effect of wind turbines on the flow and is
omputed using a well-validated actuator surface model [34], described
n Section 3.2.

The governing equations are discretized using the finite differencing
ethod on a structured rectangular grid. The spatial discretization
ses the second-order central differencing scheme. The temporal inte-
ration employs a second-order fractional step scheme. The nonlinear
omentum equation is solved by the Jacobian-free Newton–Krylov

pproach [35]. The Poisson equation, derived from the continuity
quation to enforce incompressibility, is solved by the Generalized
inimal Residual (GMRES) approach [36] with multigrid as a precon-

itioner. The reader can refer to Ge and Sotiropoulos [37] for a detailed
escription of the implementation of the above numerical approach
ith a staggered structured grid.

Large eddy simulations, in conjunction with actuator-type wind
urbine parameterization, have been widely adopted to predict the tur-
ulent wake of wind turbines, as comprehensively reviewed by Li et al.
38] for their theoretical foundations, numerical implementation, and
redictive capabilities. The advantage of employing actuator models
s the balance between computational efficiency and accuracy. These
odels enable the LES code to concentrate on resolving the large-scale

urbulent wake motion, spanning several kilometers, while avoiding the
omputationally intensive task of resolving the boundary layer aerody-
amics of rotor blades at the centimeter scale. In the literature, several
ctuator-type models have been proposed for LES wake simulations,
ncluding the actuator disk [39], actuator line [40], actuator surface
AS) [34,41], listed in increasing order of complexity. Existing research
as generally concluded that employing actuator models exhibits robust
redictive capabilities for the far wake, particularly when accounting
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for inflow turbulence in the simulations [34,42,43]. For cases with
laminar inflow conditions, it has been found that the simulation re-
sults can be sensitive to wind turbine parameterization [44,45] and
predicting the tip vortex in the near-wake can be challenging [46,47].
Since the present study focuses on the wake meandering phenomenon,
i.e., the large-scale motion in the far wake under turbulent inflow,
we consider the LES-AS method a sound approach for generating the
wake data. Furthermore, the predictive capability of VFS-Wind has
been systematically validated. For utility-scale wind turbines with a
diameter of 96 m and a Reynolds number of approximately 6.4 × 107,
VFS-Wind has shown its ability to replicate the complex flow features
observed in the near-wake, including intricate tip vortices, using super-
large-scale particle image velocimetry [48,49]. The code’s capability
to replicate the wake deflection and deformation resulting from wind
turbine yaw control has also been demonstrated with the 96 m wind
turbine [28]. Even though a wind turbine with a diameter of 240 m
and Reynolds number of approximately 1.6 × 108 is used in this
study, VFS-Wind is still considered a valid method because the flow
mechanism that drives the wake evolution is found to be independent
of the Reynolds number within the range of 𝑅𝑒 > 9.3 × 104 [50].

2.2. Dynamic wake meandering model in FAST.Farm

The basis behind the mid-fidelity dynamic wake meandering (DWM)
model is the division of turbulence scales by a cut-off eddy size filter:
turbulent eddies smaller than this size affect the evolution of the wake
deficit, whereas the larger eddies mainly impact wake meandering.
This size can be a model parameter, but it is usually taken to be two
rotor diameters. The original model as proposed by Larsen et al. [19]
consists of three submodels: the wake deficit, the wake meandering and
the added-wake turbulence. The wake deficit evolution is described in
the meandering frame of reference, and is modeled by the thin shear-
layer approximation of the Reynolds–averaged Navier–Stokes equations
under quasi-steady-state conditions in axisymmetric coordinates, in the
far-wake region, as:

𝑈 𝜕𝑈
𝜕𝑥

+ 𝑉𝑟
𝜕𝑈
𝜕𝑟

=
𝜈𝑇
𝑟

𝜕
𝜕𝑟

(

𝑟 𝜕𝑈
𝜕𝑟

)

, (3)

here 𝑈 is the axial velocity component, 𝑉𝑟 the radial velocity com-
onent, 𝑟 the radial coordinate and 𝜈𝑇 the eddy viscosity. The tur-

bulence closure is modeled by an eddy-viscosity formulation, which
assumes that the velocity gradients are higher in the radial direction as
compared to those in the axial direction; the pressure term is neglected.

FAST.Farm [51] is a multiphysics engineering tool used to predict
the power performance and structural loads of wind turbines within a
wind farm. This software uses OpenFAST version 3.4.0 [52], to solve
the aero-hydro-servo-elastic dynamics of each individual turbine, and
is based on the implementation of the DWM to account for wake deficit
and meandering. The eddy-viscosity is modeled by the longitudinal
distance 𝑥-dependent filter parameters 𝐹𝑎𝑚𝑏 and 𝐹𝑠ℎ𝑒𝑎𝑟, which were
described and calibrated by Madsen et al. [53], and extended by Larsen
et al. [19] and Keck [54]. The eddy-viscosity 𝜈𝑇 (𝑥, 𝑟), dependent on 𝑥
and the radial position 𝑟, can be divided into the ambient viscosity and
the shear viscosity contributions, 𝜈𝑎𝑚𝑏(𝑥) and 𝜈𝑠ℎ𝑒𝑎𝑟(𝑥, 𝑟), respectively,
as:
𝜈𝑇 (𝑥, 𝑟) = 𝜈𝑎𝑚𝑏(𝑥) + 𝜈𝑠ℎ𝑒𝑎𝑟(𝑥, 𝑟)

= 𝐹𝑎𝑚𝑏(𝑥)𝑘𝑎𝑚𝑏𝑇 𝐼𝑎𝑚𝑏𝑉𝑥
𝐷𝑤
2

+ 𝐹𝑠ℎ𝑒𝑎𝑟(𝑥)𝑘𝑠ℎ𝑒𝑎𝑟max
{

(

𝐷𝑤
2

)2
|

|

|

|

𝜕𝑉𝑥
𝜕𝑟

|

|

|

|

,
𝐷𝑤
2

𝑉𝑥,𝑚𝑖𝑛

}

,

(4)

where 𝑘𝑎𝑚𝑏 and 𝑘𝑠ℎ𝑒𝑎𝑟 are weight parameters for the ambient and shear
turbulence influence on the eddy-viscosity, 𝑉𝑥 is the time-filtered disk
average wind velocity normal to the actuator disk, 𝑇 𝐼𝑎𝑚𝑏 is the ambient
turbulence intensity at each rotor, and 𝐷𝑤 is the wake diameter,

hich in this work is set to be equal to the rotor diameter 𝐷. The
4

i

ilter functions 𝐹𝑎𝑚𝑏 and 𝐹𝑠ℎ𝑒𝑎𝑟 depend on user-specified calibrated
parameters. The parameters used in this research are based on the work
of Doubrawa et al. [55].

FAST.Farm allows for both a polar and a curl formulation for the
wake. The former implies that the wake, which is defined on a polar
grid, is axisymmetric, and it is solved using an implicit Crank–Nicolson
scheme, which satisfies both the momentum and mass conservation
laws under a shear-layer approximation. In the latter, the wake is
defined on a Cartesian grid and, and even though the effect of skewed
inflow is accounted for by introducing cross-flow velocities, a first-
order forward scheme is applied. In this work, despite the fact that the
effect of curled wake vortices in skewed inflow is not captured, the
polar formulation is applied, given the higher robustness. The radial
increment of the radial finite-difference grid is set to 5 m and the cut-
off frequency of the low-pass time-filter 𝑓𝑐 for the wake advection,
deflection, and meandering model is 0.1 Hz, based on Branlard et al.
[56]. They define the filter frequency 𝑓𝑐 in terms of the time scale 𝜏1
used in Øye’s dynamic inflow model [57], as:

𝑓𝑐 =
2.4
𝜏1

with 𝜏1 =
1.1 ⋅𝐷

2𝑈∞,𝑧𝐻𝐻
⋅ (1 − 1.3min(𝑎𝑎𝑣𝑔 , 0.5))

, (5)

here 𝑎𝑎𝑣𝑔 is the time-averaged induction factor and 𝑈∞,𝑧𝐻𝐻
the

treamwise incoming undisturbed wind speed at hub-height (HH), 𝑧𝐻𝐻 .
he remaining parameters, namely the calibrated parameters related to
he near-wake correction, to the eddy-viscosity filter and to the wake
iameter calculation, respectively, are set to the default values. The
dvection, deflection, and meandering velocity of each wake plane
or each turbine is calculated as the weighted spatial average of the
isturbed wind velocity on the wake plane. Larsen et al. [19] proposed
uniform spatial average where every point within a circle diameter

f 2𝐷𝑤 weigh the same. In FAST.Farm, an alternative is to use a
eighting parameter which weighs each point in the spatial average
y a form of a jinc function dependent on the radius of the point from
he wake centerline, 𝑟𝑛, and is normalized by 𝐶meand𝐷𝑤, which results
n a weighting parameter computed as:

𝑛 = jinc
(

𝑟𝑛
𝐶meand𝐷𝑤

)

jinc
(

𝑟𝑛
2𝐶meand𝐷𝑤

)

. (6)

his method yields an improved low-pass filter with a cut-off wave
umber of 1

𝐶meand𝐷𝑤
. The characteristic cut-off wave number proposed

y Larsen et al. [19], equal to 1
2𝐷𝑤

, can be applied by setting 𝐶meand =

2. In other words, 𝐶meand determines the size of the polar grid used to
alculate the spatial-averaged velocity that is used to meander the wake
eficits. Therefore its value impacts the amount of wake deflection
hat occurs. Discussion on the choice of the filter size for the cases
ithout rotor misalignment and wake deflection exists in the literature.
or example, Cheng and Porté-Agel [58] proposed a low-pass-filter
hreshold proportional to the time delay due to downstream advection
ased on Taylor’s diffusion theory, and therefore if the location of
nterest for predicting the wake is on the downstream distance 𝑥, the
emporal filter should have a size of 𝑥

𝑈∞,𝑧𝐻𝐻
𝛼

, with 𝛼 = 3. Brugger

et al. [59] found that, based on field measurements at a utility-scale
wind turbine, this filter gave similar results to the one proposed by
Larsen et al. up to 6𝐷 downstream, but the correlation between the

ake meandering and the 𝑣-component by using this filter improved
urther downstream. In this work, the value for 𝐶meand is chosen based
n the best fit to the mean and standard deviation of the vertical and
orizontal wake deflection resulting from the LES data, and the impact
f this parameter on the wake meandering is discussed in Section 5.2.

. Numerical set-up

.1. Simulation set-up

We compare the predictive capability of the DWM model and LES
n 20 different scenarios, namely 10 different yaw/tilt angles (four yaw



Renewable Energy 221 (2024) 119807I. Rivera-Arreba et al.

i

t
a
t
F
c
s
p
t
(
a
y
S
𝐶

3

o
i
o
m
w

b
p
f
t
t
c
o

u
l
c

Table 1
Simulation cases for the two scenarios of yaw misalignment (Yaw) and tilt deflection (Tilt).
Case 0 1a 2a 3a 4a 1b 2b 3b 4b 5

Yaw 𝛽 = 0◦ 𝛾 = 10◦ 𝛾 = 15◦ 𝛾 = 20◦ 𝛾 = 30◦ 𝛾 = 0◦ 𝛾 = 0◦ 𝛾 = 0◦ 𝛾 = 0◦ 𝛾 = 0◦

Tilt 𝛾 = 0◦ 𝛽 = 0◦ 𝛽 = 0◦ 𝛽 = 0◦ 𝛽 = 0◦ 𝛽 = -6◦ 𝛽 = 6◦ 𝛽 = 10◦ 𝛽 = 15◦ 𝛽 = 20◦
l
d

c
p
l
6

I
h

s

Fig. 1. (a) Top-view of the yawed rotor with a positive yaw misalignment angle
indicated as 𝛾. (b) Side-view of the tilted rotor with the positive tilt angle indicated
as 𝛽. 𝑈∞ is the incoming undisturbed wind speed.

Table 2
Fitted 𝐶meand filter values based on the results at 𝑥 = 8𝐷 downstream, for both incoming
nflows.
Case 1a 2a 3a 4a 1b 2b 3b 4b 5

𝐶meand 1.90 2.00 2.00 2.10 2.90 2.90 3.22 3.25 3.50

angles 𝛾, and five tilt angles 𝛽, and one case with 𝛾 = 𝛽 = 0), and each of
hem for two turbulent inflow conditions. A positive yaw misalignment
ngle 𝛾 and a positive tilt angle 𝛽 are depicted in Fig. 1. Table 1 presents
he yaw misalignment angle and the tilt angle for every simulated case.
or every case in Table 1, the 𝐶meand, or polar grid size, that yields the
losest mean and standard deviation of the wake mean deflection and
tandard deviation compared to LES, measured at 8𝐷 downstream, is
rovided in Table 2. For the cases with yaw misalignment (1a to 4a)
he mean value of this filter is 2.0, and for the cases with tilt deflection
1b to 5), 3.2. For the case with no yaw misalignment or tilt deflection
ngle (case 0), 𝐶meand is set based on Cheng and Porté-Agel [58], which
ields a higher value than the default one proposed by Jonkman and
haler [51] and Larsen et al. [19]. The effect of using a different filter
meand is analyzed in Section 5.2.

.2. Wind turbine model set-up

The IEA 15 MW reference wind turbine [24], with a rotor diameter
f 240 m and 150 m hub-height, is used. Since the focus of this research
s on validating the DWM against LES, the turbine rotor model and
perational parameters were defined as similarly as possible in both
odels. To this end, for both methods, we use a simple control strategy
ith a constant tip speed ratio 𝜆 = 𝛺𝐷∕(2𝑈𝑛), defined with respect to

the wind speed normal to the rotor 𝑈𝑛 = 𝑈∞,𝑧𝐻𝐻
cos 𝜃, with 𝑈∞,𝑧𝐻𝐻

eing the streamwise velocity at hub-height. The rotational speed de-
endent on 𝜃 is defined as 𝛺 = 𝛺 cos 𝜃, where 𝜃 is used indistinctly here
or yaw or tilt angles. 𝛺 = 6.4 rpm represents the rotational speed for
he case without yaw and tilt. We note that this simple strategy is only
o keep the velocity triangle experienced by the rotor blades similar for
ases with different misalignment angles (𝜃) and may not represent the
ptimal control strategy under yaw and tilt misalignment.

In VFS, the aerodynamics of the wind turbine rotor were computed
sing the actuator surface (AS) model proposed by Yang and Sotiropou-
os [20]. This model simplifies the rotor blades as zero-thickness force-
5

arrying surfaces. The aerodynamic forces are computed along the t
Table 3
Thrust coefficient 𝐶𝑇 and rotational speed 𝛺 for the case without yaw and tilt.
𝐶𝑇 𝛺

0.78 6.4 rpm

blade using two-dimensional airfoil coefficients, as follows:

𝐟 = 𝐅∕𝑐 = (𝐋 + 𝐃)∕𝑐, (7)

𝐋 = 1
2
𝑐𝜌𝐶L(𝛼𝑐 , 𝑅𝑒)|𝑉ref|

2𝐞L (8)

𝐃 = 1
2
𝑐𝜌𝐶D(𝛼𝑐 , 𝑅𝑒)|𝑉ref|

2𝐞D, (9)

where 𝐟 is the aerodynamic force 𝐅 per unit span, with 𝐋 and 𝐃 the
ift and drag, and 𝐶L(𝛼,𝑅𝑒) and 𝐶D(𝛼,𝑅𝑒) the lift and drag coefficients,
epending on the local airfoil and the angle of attack (𝛼𝑐) and the

Reynolds number (𝑅𝑒) defined with the chord length (𝑐). 𝑉ref is the
relative flow velocity with respect to the rotating blade, 𝐞L and 𝐞D are
unit vectors defining the lift and drag directions. 3D effects [60] and
tip losses [61] are corrected before computing the momentum source
in Eq. (2).

In OpenFAST, the loads on the rotor are computed based on the
blade-element/momentum (BEM) theory by Glauert [62]. To reduce
the sources of uncertainty when comparing the wake deflection be-
tween LES and the DWM model, the wind turbine parameters in Open-
FAST are set so that the rotor angular speed 𝛺 is fixed to the same
value as for the actuator surface in VFS. Additionally, the blades in
both approaches are modeled as rigid.

To verify the similarity of the set-up of the wind turbine in both
models, Fig. 2 compares the thrust 𝑇 of the rotor for the two models
as a function of yaw and tilt angles (𝛾 and 𝛽, respectively). The thrust
is defined as normal to the rotor plane for every case shown here. The
values are normalized by 𝑇 0, which corresponds to the thrust normal
to the rotor plane when the yaw misalignment or the tilt angle is
zero. Given the control strategy in the current study, the thrust follows
closely the relation cos2 𝜃, with 𝜃 = 𝛾 or 𝛽, in the two models and
for every tilt or yaw angle case, which is consistent with previous
findings [63–65]. The thrust coefficient 𝐶𝑇 and the rotational speed
𝛺 for zero tilt and yaw angles are presented in Table 3.

3.3. Turbulent inflow wind generation and characteristics

For every case presented in Table 1, the turbine is subjected to two
incoming turbulent wind fields. The incoming wind fields are generated
by large eddy simulations, with a half-channel configuration with
periodic boundary conditions to mimic fully developed atmospheric
boundary layer flow. The ground roughness length 𝑧0 is employed to
ontrol the wind profile and the turbulence intensity level [66]. The
recursory LES employed a large computational domain to capture
arge-scale turbulent structures in the atmospheric boundary layer [67,
8], which measures approximately 22.5 km × 15 km × 1 km in

the lateral, streamwise, and vertical directions. The streamwise and
spanwise grid intervals are 𝛥𝑥 = 20 m and 𝛥𝑦 = 10 m, respectively.
n the vertical direction, the grid is refined towards the ground and
as a grid size of approximately 𝛥𝑧 ≈ 2 m in the first layer. The

present resolution results in a total number of grid points equal to 254
million. The time step for the simulation is 𝛥𝑡 = 1 s. In the precursory
imulations, instantaneous velocity fields on a plane perpendicular to

he mean flow direction are saved each time step and applied as inflow
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Fig. 2. Thrust as a function of the yaw (𝛾) and tilt (𝛽) angles, normalized by 𝑇0: (a) for the yaw misalignment angle cases, and (b) for the tilt angle cases. The black solid line
represents the cos2 𝜃 relation, with 𝜃 = 𝛾 or 𝛽.
t
c
T
i
f
t
b
T
e
d
T
w
t
a
s
C
T
a
(
b
b
t

3

s

conditions for the turbine wake simulations in the LES and DWM
models. To use the wind fields generated by LES directly as input to
the DWM model, these were converted to a supported format. Prior
to converting them, they were linearly interpolated to a time step
𝛥𝑡 = 0.1 s and 𝛥𝑧 = 𝛥𝑦 = 8m.

We examine the generated inflow characteristics in the following.
The shear profile of 𝑈∞ along the height 𝑧 is generally described by
the power-law as:

𝑈∞(𝑧) = �̄�𝑟𝑒𝑓

(

𝑧
𝑧𝑟𝑒𝑓

)𝛼
, (10)

here �̄�𝑟𝑒𝑓 is the wind speed at a reference height 𝑧𝑟𝑒𝑓 and 𝛼 is the so-
called power-law exponent. The 𝛼 exponent is a bulk parameter which
includes both the effect of atmospheric stability and surface roughness
𝑧0 [69,70]. The DNV-RP-C205 standard [71] recommends a value of
𝛼 = 0.12 in open seas with waves, which is in the range of the exponent
of the two incoming inflows, I1 and I2, in this work, presented in
Table 4. Fig. 3(a) presents the shear profile of the longitudinal wind
speed component, normalized by the undisturbed incoming wind speed
at hub-height 𝑈∞,𝑧𝐻𝐻

, and computed as the average along the rotor
span, i.e. −𝐷∕2 < 𝑦 < 𝐷∕2, for every height. The two incoming wind
fields also differ in turbulence intensity level (TI), which is defined as:

TI =
𝜎𝑢

𝑈∞,𝑧𝐻𝐻

, (11)

here 𝑈∞,𝑧𝐻𝐻
is 9 m/s, for both inflow 1 and inflow 2, and 𝜎𝑢 is

he standard deviation of the longitudinal wind speed component,
omputed as the average of the standard deviations of the points along
he rotor span (−𝐷∕2 < 𝑦 < 𝐷∕2) for every height. Fig. 3(b, c and
) presents the average of the standard deviation computed across the
otor (−𝐷∕2 < 𝑦 < 𝐷∕2) for every height, of the longitudinal, lateral
nd vertical wind speed components with height 𝑧. The relationship
etween the longitudinal, lateral, and vertical components at hub-
eight is presented in Table 4, together with the 𝛼 exponent and the TI
f the two turbulent inflows. The values of 𝜎𝑣 and 𝜎𝑤 are only slightly
ifferent from the values of 𝜎𝑣 = 0.85𝜎𝑢 and 𝜎𝑤 = 0.60𝜎𝑢 provided in the
EC standards [72], for neutral atmospheric conditions, and low terrain
omplexity, which would correspond to an open sea with waves. Fur-
hermore, the standard deviation is seen to barely vary with height. The
ower spectral density (PSD) of the three wind speed components for
he two inflows is presented in Fig. 4, where the decrease in energy as
he frequency increases is observed. The dashed black and red lines in
ig. 4(a), for the 𝑈 -component, represent the IEC Kaimal spectra [72],
or the two inflows with different turbulence levels, respectively. If
he Kaimal spectra are compared to the corresponding ones related to
6

w

Table 4
Power-law exponent 𝛼, turbulence intensity TI, and standard deviation of 𝑣 and 𝑤, 𝜎𝑣
and 𝜎𝑤, as a function of 𝜎𝑢, the standard deviation of the longitudinal wind speed
component, of the two turbulent inflow wind fields, inflow 1 (I1) and inflow 2 (I2).

𝛼 [–] TI [%] 𝜎𝑣 𝜎𝑤
I1 0.08 6.1 0.71 𝜎𝑢 0.64 𝜎𝑢
I2 0.13 9.3 0.65 𝜎𝑢 0.57 𝜎𝑢

the conditions in this work, the former underestimate the frequency
content at the lowest frequency range.

3.4. Computational domain and numerical parameters set-up

3.4.1. Large eddy simulation (VFS-Wind)
The computational domain employed for the large eddy simulation

of wind turbine wakes is illustrated in Fig. 5. The size of the computa-
tional domain is 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 = 14𝐷 × 7𝐷 × 1 km, in streamwise (𝑥),
ransverse (𝑦), and vertical (𝑧) directions, respectively. The origin of the
oordinates coincides with the wind turbine footprint on the ground.
he boundary conditions of the computational domain are presented

n Table 5 and are described as follows. Turbulent inflows, generated
rom the previous simulations, are prescribed at the inlet (𝑥 = −3.5𝐷) as
he Dirichlet boundary condition. At the outlet (𝑥 = 10.5𝐷), a Neumann
oundary condition is applied to all velocity components (𝜕𝑢𝑖∕𝜕𝑥 = 0).
he lateral and top boundaries enforce the free-slip condition, which
nsures non-penetration for the velocity components in the wall-normal
irection and a zero-gradient condition for the remaining components.
he bottom boundary implements a non-penetration condition for the
all-normal velocity, along with a logarithmic rough wall function for

he tangential velocities [66]. This representation allows for the relax-
tion of the grid resolution near the ground by considering equivalent
hear stress for the ground surface. The domain is discretized by a
artesian grid with grid nodes of 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 = 281 × 281 × 105.
he grid is uniform in the 𝑥, 𝑦-directions with grid spacing 𝛥𝑥 = 𝐷∕20
nd 𝛥𝑦 = 𝐷∕40. In the 𝑧-direction, the grid is uniform near the ground
𝑧 ∈ (0, 2𝐷)) with 𝛥𝑧 = 𝐷∕40, and is gradually stretched to the top
oundary. The time step is fixed at 𝛥𝑡 = 0.06 s. This discretization has
een shown to produce grid-independent turbulence statistics of wind
urbine wake by a recent study on a similar case [28].

.4.2. DWM (FAST.Farm)
The numerical domain in FAST.Farm, outlined in Fig. 6, is a Carte-

ian grid, which is 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 = 10𝐷 × 6𝐷 × 0.6 km, in stream-
ise (𝑥), transverse (𝑦), and vertical (𝑧) directions, respectively. Two
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Fig. 3. Time-averaged turbulent inflow characteristics for the two inflows: (a) shear profile of the longitudinal component 𝑈 ; (b, c, d) standard deviation of the longitudinal,
transverse and vertical components, 𝜎𝑢, 𝜎𝑣 and 𝜎𝑤, respectively. All the values are normalized by the undisturbed incoming wind speed at hub-height 𝑈∞,𝑧𝐻𝐻

.

Fig. 4. Power spectral density (PSD) of the longitudinal 𝑈 (a), lateral 𝑉 (b) and vertical 𝑊 (c) -components of the wind speed at hub-height, for the two inflows. The red and
black dashed lines in (a) represent the IEC Kaimal spectra for inflow 1 and 2.

Fig. 5. Computational domain of the large eddy simulation in VFS.



Renewable Energy 221 (2024) 119807I. Rivera-Arreba et al.
Fig. 6. High- and low-resolution computational domains in FAST.Farm.
Table 5
Boundary conditions employed for the large eddy simulations of the wake. .

No. Boundary Location Boundary condition

1 Inlet 𝑥 = −3.5𝐷 Dirichlet B.C. : Imposed value for 𝑢, 𝑣,𝑤

2 Outlet 𝑥 = 10.5𝐷 Neumann B.C. : 𝜕𝑢
𝜕𝑥

= 𝜕𝑣
𝜕𝑥

= 𝜕𝑤
𝜕𝑥

= 0

3 Sides 𝑦 = ±3.5𝐷 Free slip: 𝑣 = 0 and 𝜕𝑢
𝜕𝑦

= 𝜕𝑤
𝜕𝑦

= 0

4 Top 𝑧 = 1 km Free slip: 𝑤 = 0 and 𝜕𝑢
𝜕𝑧

= 𝜕𝑣
𝜕𝑧

= 0

5 Bottom 𝑧 = 0 Wall normal components: 𝑤 = 0
Wall shear stress: 𝜏 = 𝜌(𝑢∗)2 with
𝑢𝑡(𝑧𝑝)
𝑢∗

= 1
𝜅
ln
( 𝑧𝑝
𝑧0

)

Note: 𝑢𝑡(𝑧𝑝) denotes the tangential velocity (parallel to the wall) at the wall-adjacent
grid with a height of 𝑧𝑝. 𝑧0 denotes the roughness length, which is set according to
the terrain type [73]. 𝜅 ≈ 0.4 is the von Kármán constant.

sub-domains are defined: the larger domain, corresponding to the
low-resolution domain, and the smaller domain around the rotor, repre-
senting the high-resolution domain. The low-resolution domain has the
same dimensions as the entire domain. The turbine is placed at 𝑥 = 1𝐷,
inside the high-resolution domain, which is 1.2𝐷 wide and high, and
it extends over 2.5𝐷 in the longitudinal direction. The resolution of
each domain, based on the work of Shaler et al. [74], is presented
in Table 6, where dSLow is the resolution in 𝑦, 𝑧-directions in the
low-resolution domain, and dSHigh the corresponding one in the high-
resolution domain. The time steps for both domains, dtLow and dtHigh,
are presented in Table 6. The recommended values by Shaler et al. [74]
are indicated as Rec., whereas the ones used in this work are the Used
ones. The time step in the high-resolution domain is determined by
𝑓𝑚𝑎𝑥, which indicates the highest frequencies influencing the structural
excitation. 𝑐𝑚𝑎𝑥 is the maximum blade chord length of the turbine, and
it defines the spatial resolution in 𝑦, 𝑧-directions of the high-resolution
domain, dSHigh. In the current work, the chosen resolution is above the
recommended value of 5.8 m. However, since the focus of this research
is not on the structural analysis of the wind turbine, combined with
the fact that this one coincides with the resolution of the LES data, a
dSHigh of 8 m is considered to be sufficient.

The influence of the nacelle on the time-averaged and the instan-
taneous wake characteristics, and on the wake meandering statistics,
is included in the LES model, but not in the DWM model. Several
studies (e.g. [75–78]) have demonstrated that modeling the tower and
nacelle affects the near-wake region under uniform incoming flow,
8

and large nacelle- or tower-to-rotor diameter ratios. However, in the
current case, the focus of the study is on the far-wake, for turbulent
inflow conditions. Therefore, including the nacelle in the modeling
should have a weak influence on the far-wake velocity deficit in the
current case. For the same reasons, the tower was not modeled for
the current analyses in either of the models. Additionally, the ratios
of rotor diameter-to-tower-diameter and -to-nacelle diameter are large
enough to decrease the effect that modeling these would have in the
far-wake region for a turbulent incoming inflow. To verify that the
tower’s effect at the distance of interest (8𝐷) is small, three cases are
analyzed, i.e. with zero yaw or tilt angle (𝛾 = 𝛽 = 0), and one yaw
case (𝛾 = 30◦, 𝛽 = 0) and one tilt case (𝛾 = 0, 𝛽 = 15◦), under
inflow I1. In Appendix, the instantaneous velocity, the time-averaged
velocity deficit, and the wake meandering statistics, are presented for
these cases with and without the tower model.

4. Comparison of DWM against LES

This section systematically analyzes the predictive capability of the
dynamic wake meandering (DWM) model by comparing it with the
large eddy simulation (LES) data. The analysis focuses on various wake
quantities, including the time-averaged wake deficit in Section 4.1,
and wake meandering statistics such as the time-averaged position
and standard deviation of the wake center (meandering amplitude) in
Section 4.2. Please note that in this section, the filter size parameter of
the DWM (𝐶meand) is tuned to generate the best agreement with LES
in the far-wake (𝑥 = 8𝐷), as indicated in Table 2. The effect of this
parameter will be further discussed in Section 5.

4.1. Time-averaged wake

This subsection investigates the predictive capacity of the DWM
model for the average wake deficit over time. The wake is analyzed
separately for yaw and tilt: while the phenomenon of wake deflection
appears similar in both cases, the wake deflection induced by tilt is also
affected by the vertical shear and the ground effect, which increases the
intricacy of wake modeling.

4.1.1. Horizontal wake steering
The predictive capability of the DWM model for cases with yaw

misalignment is firstly examined by the time-averaged contour plots at
the hub-height plane for three representative yaw angles, 𝛾 = 0◦, 15◦

and 30◦, as shown in Fig. 7, for inflow 1. The 𝐶meand filter used in the
results shown in this section corresponds to the values in Table 2, cases
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Fig. 7. Time-averaged velocity at the horizontal (𝑥𝑂𝑦) plane at hub-height for three representative yaw deflection angles 𝛾 = 0◦ , 15◦ , 30◦, for inflow 1; (a–c) streamwise velocity
𝑈∕𝑈∞,𝑧𝐻𝐻

computed by the DWM model, and (d–f) by LES; (g–i) horizontal velocity 𝑉 ∕𝑈∞,𝑧𝐻𝐻
computed by the DWM model, and (j–l) by LES.
Table 6
Recommended and used values for the spatial and time resolution in the FAST.Farm numerical domain. 𝑓𝑚𝑎𝑥 is the highest frequency influencing
the structural response and 𝑐𝑚𝑎𝑥 the maximum blade chord length.

dtLow [s] dtHigh [s] dxLow [m] dSLow [m] dxHigh [m] dSHigh [m]

Rec. Used Rec. Used Rec. Used Rec. Used Rec. Used Rec. Used

<
𝐶meand𝐷𝑤

10𝑈∞,𝑧𝐻𝐻

< 1
2𝑓𝑚𝑎𝑥

<
𝐶meand𝑑𝐷𝑤𝑈∞,𝑧𝐻𝐻

150m/s < 𝑐𝑚𝑎𝑥

<5.0 3.0 <0.5 0.2 0.11𝐷 0.11𝐷 <0.12𝐷 0.10𝐷 0.0075𝐷 <5.8 8.0
d
D
w

d
F
a
i
a
c
t
t
t
a
i
f
y
t
t
m

a to 4a, which lead to the best match of the DWM model to the LES
ata.

Fig. 7(a to c) presents the streamwise component of the wind
elocity 𝑈 predicted by the DWM model. Fig. 7(d to f) shows the same
esults, as obtained with LES. The streamwise velocity predicted by
oth approaches is similar. For all yaw angles, both models provide
consistent streamwise development of the wake, characterized by the

xpansion of the wake and the recovery of the streamwise velocity
ue to the turbulent mixing and wake meandering mechanism [79].
s the yaw misalignment angle increases, the wake deficit and the
idth of the low-speed region both decrease for both models, due to the
ecrease of thrust, and of the projected rotor area. In both models, the
treamwise component of the velocity field is approximately symmetric
ith respect to the wake centerline.

Some minor discrepancies between the models are also observed.
he first difference between the two models for a zero yaw angle is at
he near-wake region, as shown in Fig. 7(a) and (d). In the DWM model,
he width of the low-velocity region starts to decrease linearly right
ehind the rotor (𝑥 = 0). In contrast, the near-wake region predicted
y LES has a constant width up to approximately two rotor diameters
ownstream (𝑥 = 2𝐷). From that point on, the decrease of the wake
9

o

eficit and the width of the low-speed region is slightly slower for the
WM model. The same trend is also observed for 𝛾 = 15◦ and 30◦,
hen comparing Fig. 7(b–c) and (e–f).

However, the lateral velocity component (𝑉 ) in the wake pre-
icted by both approaches shows a more significant discrepancy, when
ig. 7(g–i) and (j–l) are compared. For the case with 𝛾 = 0◦, the time-
veraged transverse velocity 𝑉 is symmetric to the wake centerline and
s almost zero for both cases. In the far-wake, both models predict

converging pattern of the transverse velocity, reflecting a mean
onvection from the freestream to the wake and thus contributing to
he wake recovery. It is worth noting that LES predicts a diverging
ransverse velocity at the rotor position 𝑥 = 0 in Fig. 7(j), which reflects
he initial wake expansion, as a result of mass conservation [63]. Such
n initial wake expansion is not captured by the DWM model, because
ts governing equation (3) for the wake deficit is simplified with the
ar-wake assumption without imposing the continuity condition. As the
aw misalignment increases, the transverse component increases, and
he symmetry with respect to the centerline vanishes. Furthermore,
he induced velocity increases in the negative 𝑦-direction, and its
agnitude increases with 𝛾. Fig. 7(h), and especially (i), indicates an

verestimation of the mean value of the transverse component 𝑉 in
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Fig. 8. Time-averaged velocity deficit 𝛥𝑈 (𝑦)∕𝑈∞,𝑧𝐻𝐻
at 𝑥 = 2, 4, 6 and 8𝐷, at the hub-height plane for the five yaw deflection angles 𝛾, for inflow 1; (a–d) is computed by the

DWM model, and (e–h) by LES, with dashed lines. The thin lines show the DWM results (same as a to d), for the simplicity of the comparison.
the DWM model with respect to that of LES. Besides the magnitude,
the transverse components predicted by both models reside in different
locations. In the result of DWM, 𝑉 resides in the same region with the
wake deficit. However, the present LES results as well as previous ex-
periments [7] and simulations [28] suggest that the transverse velocity
should be skewed towards the wake border behind the rotor leading
edge. This difference indicates that the wake deflection in the DWM
model is driven only by the transverse velocity component created
directly in the near-wake, with other physics leading to the wake
centerline deflection, e.g., the wake deformation [9], being ignored.

In Fig. 8, the time-averaged wake is examined in further detail by
showing the horizontal wake deficit profiles. Fig. 8(a to h) presents
the wake deficit 𝛥𝑈 (𝑦)∕𝑈∞,𝑧𝐻𝐻

, with 𝛥𝑈 (𝑦) = 𝑈∞,𝑧𝐻𝐻
− 𝑈 (𝑦), at the

hub-height. The results are presented at four downwind locations, 𝑥 =
2, 4, 6 and 8𝐷, for the yawed rotor with five 𝛾 angles. The solid lines,
in the top row (a to d), represent the deficit as computed by the DWM
model. The deficits computed by LES, with dashed lines, are shown in
the bottom row (e to h), together with the DWM results, i.e. the same
as shown in the top row (a to d), outlined by thinner lines, to make the
comparison between the models more clear. Similar trends are observed
for both models: both the wake width and deficit decrease as the yaw
angle increases. The DWM model predicts a lower deficit at the near-
wake region than LES, i.e. at 𝑥 = 2𝐷. As the downstream distance
𝑥 continues to increase beyond 𝑥 ≥ 6𝐷, the wake deficits become
similar for both models, and resemble a Gaussian shape symmetric to
the summit of the wake deficit [7].

Further, the similarity of the wake deficit between cases with dif-
ferent yaw angles is examined. Li and Yang [28] suggested that there
is a similarity of wakes for turbines with different yaw angles based on
large eddy simulations of a 2.5 MW wind turbine. Based on that work,
the time-averaged wake velocity deficit profiles 𝛥𝑈 (𝑦) for cases with
10

different yaw angles collapse if 𝛥𝑈 (𝑦) is normalized by a proper velocity
(𝑈𝑁 ) and length (𝑅𝑁 ) scale, derived based on one-dimensional momen-
tum theory in the streamwise direction. The characteristic velocity and
length are defined as follows:

𝑈𝑁 = 𝑈∞,𝑧𝐻𝐻

(

1 −
√

1 − 𝐶𝑇 cos2 𝛾
)

, (12)

and

𝑅𝑁 = 𝑅 cos 𝛾

√

(

1 +
√

1 − 𝐶𝑇 cos2 𝛾
)/(

2
√

1 − 𝐶𝑇 cos2 𝛾
)

. (13)

With the above characteristic scales, the results for different yaw angles
predicted by both methods can be compared quantitatively, as in Fig. 9,
which shows the deficit shifted by the wake centers 𝑦𝑐 , and normalized
by the characteristic velocity 𝑈𝑁 and 𝑅𝑁 . A good agreement between
the models is observed in the normalized transverse profiles of the
streamwise component beyond the near-wake region 𝑥 = 2𝐷. This
collapse also indicates that the velocity deficit profiles are almost sym-
metric with respect to the wake centerline for every yaw misalignment
angle and the similarity of wake for wind turbines operating at different
yaw angles is well captured by both DWM and LES. A small discrepancy
between the normalized wake deficit profiles is observed, where the
wake deficit predicted by the DWM model is larger than LES, in the
far-wake (𝑥 = 8𝐷), and especially for the largest yaw deflection angle.
This difference is explained, and consistent, with the observation from
the contour plots in Fig. 7.

Although these results pertain specifically to inflow 1, which cor-
responds to the lower turbulence intensity level, similar comparative
trends between the LES and DWM model results are also evident for
inflow 2. However, for the sake of conciseness, these results are not
presented in this paper. The substantial agreement observed in both
cases showcases the predictive capabilities of the DWM model for the
time-averaged wake deficit and its shape on the hub-height plane, even
when considering relatively large yaw angles.
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Fig. 9. Time-averaged velocity deficit 𝛥𝑈 at 𝑥 = 2, 4, 6 and 8𝐷, at the hub-height plane for the five yaw deflection angles 𝛾, for inflow 1. The profiles are normalized by 𝑈𝑁 ,
and the wake centers shifted with respect to 𝑦𝑐 and normalized by the length scale 𝑅𝑁 .

Fig. 10. Time-averaged velocity on the vertical (𝑥𝑂𝑧) plane for three representative tilt deflection angles 𝛽 = −6◦ , 6◦ , 15◦, for inflow 1; (a–c) streamwise velocity 𝑈∕𝑈∞,𝑧𝐻𝐻

computed by the DWM model, and (d–f) by LES; (g–i) vertical velocity 𝑊 ∕𝑈∞,𝑧𝐻𝐻
computed by the DWM model, and (j–l) by LES.
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4.1.2. Vertical wake steering
Fig. 10(a to c) presents the contour of the time-averaged streamwise

wind speed 𝑈 (𝑧), normalized by the undisturbed incoming wind speed
at hub-height 𝑈∞,𝑧𝐻𝐻

, at the vertical plane (𝑥𝑂𝑧) for three tilt mis-
alignment angles, namely 𝛽 = −6◦, 6◦ and 15◦, for the DWM model.

he same results are shown for LES in Fig. 10(d to f). In general,
here is good agreement in the vertical deflection predicted by both
he DWM model and LES data. For the negative tilt angle (𝛽 = −6◦),
he wake deficit is deflected downwards as the distance downstream
ncreases. On the other hand, for positive tilt angles, the wake is
eflected upwards. Both the velocity deficit and the width of the low-
peed region decrease with increasing tilt angle, similar to the cases
ith yaw misalignment (Fig. 7). Once again, the initial wake width does
ot change until approximately 𝑥 = 2𝐷 for the LES model, whereas a
inear decrease of the width of the low wind speed region is observed
n the DWM model throughout the entire wake region. In the far-wake,
he wake deficit in the LES is recovered at a higher rate, reflecting a
tronger exchange of momentum with freestream flow predicted by the
igh-fidelity model.

The vertical velocity component 𝑊 (𝑧)∕𝑈∞,𝑧𝐻𝐻
is shown in

Fig. 10(g–i) and (j–l) for the DWM model and for LES, respectively.
For the case with the negative tilt angle, the vertical component is
a small negative value, for both models. For the positive tilt angles,
this component is positive. Again, the vertical velocity predicted by
the DWM model has a larger magnitude than that predicted by LES.
For the DWM model prediction, this vertical velocity originates from
the rotor location, due to the rotor vertical thrust components, and
slightly decreases in magnitude as it travels downstream. However, in
the LES, the vertical component has a smaller magnitude in the near-
wake, but increases slightly in magnitude as it travels downstream.
Such a phenomenon, particularly apparent in Fig. 10 (l), indicates
that the rotor vertical thrust may not be the only driving mechanism
leading to a vertical wake deflection in LES. Other mechanisms, such as
the kidney-shaped deformation in the wake [7], may also contribute to
the upward deflection of the wake centerline. The absence of this more
sophisticated flow mechanism in the DWM model is compensated by a
stronger vertical velocity, as the parameter 𝐶meand (see Table 2) is tuned
to achieve the best match of the vertical wake deflection with LES in
the far-wake (𝑥 = 8𝐷). This explanation can account for the significant
difference observed in the vertical velocity between the DWM model
and LES data.

Fig. 11(a to h) presents the wake deficit 𝛥𝑈 (𝑧)∕𝑈∞,𝑧𝐻𝐻
, with 𝛥𝑈 (𝑧)

= 𝑈∞ − 𝑈 (𝑧), at 𝑥 = 2, 4, 6 and 8𝐷, for the six tilt deflection angles.
The solid lines, in the top row (a to d), show the deficit from the DWM
model. As seen, the vertical profiles predicted by the DWM model are
symmetric with respect to the wake center, and are cut off by the
ground at 𝑧 = 0. For 𝛽 = 0, the wake center remains at the hub
height (𝑧𝐻𝐻 ) at all downstream locations considered. The DWM model
correctly predicts the trend of the wake vertical deflection, resulting
in a higher wake center displacement with larger 𝛽. For the case with
𝛽 = −6◦, the wake center is deflected downwards. The decreasing
trend of wake deficit via increasing the rotor misalignment (|𝛽|) is also
captured by the DWM model.

Fig. 11, (e to h), validates the predictive capability of the DWM
model by comparing it to the results from LES. The figure displays the
results predicted by the DWM and LES models using solid and dashed
lines, respectively. Although the DWM model utilizes optimal values of
𝐶meand to match the wake center position of LES at 𝑥 = 8𝐷, significant
discrepancies are observed between the two approaches in terms of
the wake deficit. The DWM model consistently overpredicts the deficit.
For a tilt angle of 𝛽 = −6◦, the DWM model overpredicts the wake
deficit by 22% at the wake center location. As the wake is deflected
upwards with a positive tilt angle 𝛽, the difference between the model
predictions decreases. For cases with 𝛽 = 20◦, the difference is reduced
to 11%. The relatively larger prediction for cases with a negative tilt
angle is attributed to the ground effect. In LES, the boundary condition
limits the downward deflection of the wake, but this is not accurately
12

modeled by the DWM. D
4.2. Wake meandering statistics

Wake meandering refers to the overall motion of the wake, which
plays a crucial role in the expansion of the time-averaged wake and the
generation of unsteady wind velocity fluctuations within the wake [80].
In this subsection, we assess the predictive capability of the wake
meandering of the DWM model by checking the statistics of the wake
center motion.

To illustrate the wake meandering predicted by DWM, Fig. 12
presents the instantaneous flow field 𝑈 (𝑦)∕𝑈∞,𝑧𝐻𝐻

at the hub-height
plane predicted by both the DWM model and LES, for yaw angles
𝛾 = 0◦, 15◦ and 30◦ and for tilt angles 𝛽 = −6◦, 6◦ and 15◦, at the
same instant for inflow 1. The figure clearly reveals the similarities
and differences of wake predicted by the two approaches of different
modeling fidelity. The instantaneous wake contours predicted by both
approaches show similar silhouettes. However, the instantaneous wake
predicted by LES contains more turbulent flow structures at smaller
scales, which are not resolved by the DWM model. This difference
is attributed to the spatial filtering process that removes the small
eddies of the inflow and the absence of the shear-layer instability
mechanism in the DWM model. Based on these instantaneous wake
fields, we define the instantaneous wake center position, 𝑦𝑐 (𝑥) or 𝑧𝑐 (𝑥),
at a downstream location 𝑥 as the center-of-mass of the wake deficit,
as employed by Brugger et al. [59].

In the following, we will investigate the predictive capability of
the DWM model by examining the characteristics of the wake center
motion, focusing on the mean and standard deviation of the wake
center. From a physics point of view, the mean value represents the
time-averaged wake deflection, and the standard deviation represents
the amplitude of the wake meandering motion. For cases without wake
steering (𝛾 = 𝛽 = 0), the mean wake center position is known a priori,
and only the standard deviation is of interest [19]. Here, by checking
both the mean position and standard deviation of the wake center, we
verify if both the mean deflection and the meandering can be predicted
simultaneously in the DWM model.

Fig. 13 presents an overview of the mean and standard deviation
of the horizontal and vertical positions of the wake center, 𝑦𝑐 and
𝑧𝑐 , respectively, at 𝑥 = 8𝐷. The mean and standard deviation of the
horizontal deflection is shown for the yaw misalignment cases, whereas
the mean and standard deviation of the vertical deflection is presented
for the tilt angle cases. The statistical values of the wake meandering
as computed with the DWM model are outlined by red circles, and
the corresponding mean values for the LES model are depicted by blue
triangles. Both the mean and standard deviation values are normalized
by the rotor diameter. The hub-height 𝑧𝐻𝐻 is subtracted from the mean
vertical deflection 𝑧𝑐 .

The generally good agreement in Fig. 13 is obtained after adjusting
𝐶meand to fit the mean and standard deviation values for each yaw
misalignment and tilt deflection case, respectively, to the LES data.
One key finding when comparing the wake meandering statistics of the
DWM model and LES is that the results of the former are sensitive to
the filter size to calculate the spatial-averaged velocity that is used to
meander the wake in this model. The present results are obtained with
the 𝐶meand filter size presented in Table 2 that result in the closest mean
and standard deviation compared to LES data at 8𝐷. The optimal 𝐶meand
s found to be different for cases with different yaw and tilt angles.

For the statistics of the horizontal wake center meandering, the
ptimal is found in the range 1.90 < 𝐶meand < 2.10, which is close
o the default value 𝐶meand = 2 proposed by Larsen et al. [19]. The
argest difference between the models in the mean value of the wake
eflection at 𝑥 = 8𝐷, for the yaw misalignment case, Fig. 13(a),
s for 𝛾 = 15◦, for which the DWM model overestimates the mean
alue, for I2, by 15%. The standard deviation is overestimated by the
WM model, especially for the 4a case, 𝛾 = 30◦, where the value

s 25% higher. However, this is the closest achievable value by the

WM model for the standard deviation 𝜎𝑦𝑐 , as compared to the LES
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Fig. 11. Time-averaged velocity deficit 𝛥𝑈 (𝑧)∕𝑈∞,𝑧𝐻𝐻
at 𝑥 = 2, 4, 6 and 8𝐷, for −0.5𝐷 < (𝑧 − 𝑧𝐻𝐻 ) < 1.3𝐷, at the rotor plane for the six tilt angles 𝛽, for inflow 1; (a–d) is

omputed by the DWM model, and (e–h) by LES. The hub-height is at (𝑧 − 𝑧𝐻𝐻 )∕𝐷 = 0, outlined by the solid horizontal line. The thin lines show the DWM model results same
s (a) to (d), for the simplicity of the comparison.
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esults, without compromising the mean value of the horizontal wake
eandering �̄�𝑐 for this specific case. The larger the 𝐶meand filter, the

arger the filter area used to calculate the spatial-averaged velocity with
hich the wake planes meander becomes. A larger polar grid implies

hat the convection velocity will be computed by involving a larger
ortion of freestream velocity and the wake deficit will have a smaller
ontribution when taking the average on the polar grid, resulting in
larger 𝑈 related to the meandering of the wake plane. The larger

veraged 𝑈 -component yields a smaller 𝑉 ∕𝑈 ratio, and therefore a
maller mean and standard deviation of the wake center. Therefore,
lthough reducing this filter would yield a closer result of the standard
eviation to the LES results, it would also decrease the mean deflection
nd make a large error in Fig. 13(a).

On the other hand, the optimal value of 𝐶meand is significantly larger
or predicting the mean vertical deflection of the wake for a tilted
otor, as shown in Table 2. It is found that the time-averaged wake
enter deflection �̄�𝑐 can be well predicted by the DWM for cases with
≥ 6◦compared to LES; however, a remarkable difference between

oth models is found for the cases 𝛽 = −6◦ and 𝛽 = 0◦, and cannot
e further reduced by adjusting 𝐶meand. This difference in 𝜎𝑧𝑐 is related
o the ground effect, which limits the vertical downward deflection of
he wake, and is only modeled in large eddy simulations. Moreover,
or the inflow considered in this study, the mean value of the vertical
eandering is barely affected by the turbulence intensity for either

f the models. The TI is found to not affect remarkably the standard
eviation of the vertical meandering of the wake center 𝜎𝑧𝑐 , in the LES
alculations, but has a larger impact for the DWM model. Moreover,
t is found that the DWM model predicts a weaker wake meandering,
mplying that a smaller vertical velocity fluctuation is obtained for
hese large 𝐶meand values.

Furthermore, Fig. 13, (c) and (d), shows that for both models, the
13

tandard deviation of the vertical meandering is smaller than that of v
he horizontal meandering, due to the lower standard deviation of the
ertical component, 𝜎𝑤, with respect to that of the lateral one, 𝜎𝑣,

which is consistent with the velocity fluctuations of the inflow as shown
in Fig. 3, (c) and (d).

5. Discussion on the limitations of the DWM model

As presented in the previous section, when comparing the wake
meandering statistics of the DWM model and LES, the results of the
former show a dependence on the filter size employed to calculate the
spatial-averaged velocity that is used to advect the wake, represented
by the 𝐶meand parameter (see Section 2.2). This section aims to reflect
on the differences of the DWM model results compared to the LES data,
focusing on the effect of the filter size. Two main limitations based on
the current findings of the comparison of the DWM model against LES
are addressed and analyzed in the following. Additionally, the power
available in the wake at 𝑥 = 8𝐷 is presented for both LES and the DWM

odel.

.1. Dependence of the mean wake deflection on 𝐶meand

The first limitation of the present DWM model is that the mean
ake deflection is dependent on the value of 𝐶meand, and the optimal
alue is found to vary with the yaw/tilt angles, as shown in Table 2.
ncreasing 𝐶meand is required to fit the wake deflection with increasing
isalignment angles, since by increasing the 𝐶meand value, i.e., having
larger filter size, the filtered averaged streamwise velocity also in-

reases, leading to the decrease of the ratio between the perpendicular
nd the streamwise velocity components.

Secondly, the optimal 𝐶meand value in the DWM model is also de-
endent on the downstream location 𝑥, so 𝐶meand is tuned with different

alues if the DWM and LES models are compared at different locations
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Fig. 12. Instantaneous flow field for 𝛾 = 0◦, 15◦ and 30◦ and 𝛽 = −6◦, 6◦ and 15◦, for inflow 1; (a–c) streamwise velocity 𝑈∕𝑈∞,𝑧𝐻𝐻
at the hub-height plane 𝑥𝑂𝑦 computed by

DWM, and (d–f) by LES; (g–i) streamwise velocity 𝑈∕𝑈∞,𝑧𝐻𝐻
at the 𝑥𝑂𝑧 plane computed by DWM, and (d–f) by LES.
Table 7
Fitted 𝐶meand filter values based on the results at 𝑥 ∈ (2, 8𝐷), for inflow 1, for the cases
with yaw deflection.

Case ⟶ 1a 2a 3a 4a

𝐶meand @ 𝑥 = 2𝐷 2.10 2.20 2.20 2.30
𝐶meand @ 𝑥 = 4𝐷 2.10 2.20 2.20 2.30
𝐶meand @ 𝑥 = 6𝐷 2.00 2.10 2.10 2.20
𝐶meand @ 𝑥 = 8𝐷 1.90 2.00 2.00 2.10

𝑥. In other words, the 𝐶meand tuned with the data at 𝑥 = 8𝐷 does
not guarantee the best fit of the two models at a different downstream
location. Fig. 14 presents the mean values of the horizontal and vertical
deflection of the wake at 𝑥 = 2, 4, 6 and 8𝐷, for inflow 1. The LES data
are shown by blue triangles. The red circles represent the best fit of the
DWM model at different downstream locations, using the 𝐶meand values
presented in Table 7. The markers for the two models go from lighter
to darker, as the deflection angles 𝛾 or 𝛽 increase. For the cases with a
yaw angle, as the distance downstream decreases, the size of the polar
grid, increases: for instance, for 𝛾 = 10◦, at 𝑥 = 8𝐷, the filter is equal
to 1.90, whereas at 𝑥 = 6𝐷, 𝐶meand is 2.00. Consequently, the filter
for each case and location is adjusted depending on the downstream
distance 𝑥, for 𝑥∕𝐷 ∈ (2, 8). For the vertical wake deflection cases, it
was found that the filter parameter at different downstream locations
did not vary with downstream distance, i.e. the filter remains constant
with 𝑥, see Table 2, for the different tilt angle cases.

For 𝑥 ≥ 2𝐷, the maximum difference in the mean horizontal
deflection is 7.4%, for 𝑥 = 8𝐷 and 𝛾 = 15◦. At 𝑥 = 2𝐷, the mean
deflection values computed by the DWM model are overestimated,
which is consistent with the fact that the near-wake modeling equations
in the DWM model are simplified with the far-wake model assumption.
14
As the downstream distance increases, the mean values of the DWM
model compare better to those of LES. The estimation for the mean
horizontal deflection in this work is in agreement with the values
predicted by the analytical model for the far-wake from [12], depicted
by the dotted lines in Fig. 14(a), for the different yaw misalignment
cases. This model was validated against field measurements by Brugger
et al. [81]. As such, the comparison of the results in the current work
to the predicted values by Qian and Ishihara’s model, can serve as a
basis for the validation of the current results.

Regarding the mean vertical wake deflection, for tilt angles of
𝛽 = 10◦, 20◦, and 30◦, the values are similar to the mean horizontal
deflection for yaw angles of 𝛾 = 10◦, 20◦, and 30◦. However, there is
a notable difference in the cases of 𝛽 = 0◦ and −6◦. This discrepancy
highlights the challenge of using the DWM model as a predictive ap-
proach for vertical wake steering, particularly in cases with negative tilt
angles and downward wake deflection. Nevertheless, it is important to
consider such scenarios as downward wake deflection has the potential
to enhance the wind speed for downwind turbines [17]. This difference
may be attributed to the ground effect, which is implicitly imposed
by the boundary conditions in the LES but is not considered in the
employed DWM model. The analysis for inflow 2 is very similar to that
of inflow 1, and therefore is not presented for conciseness.

5.2. Effect of the 𝐶meand on the wake meandering motion

Another limitation of the DWM model, based on the analyses in this
work, is revealed by the time series and power spectral densities of
the wake center meandering, which are found to be dependent on the
𝐶meand filter, and show a remarkable difference from the LES data.

Fig. 15 presents the time series and power spectral density of the
horizontal meandering of the wake center 𝑦 for case 0, i.e., 𝛾 = 𝛽 = 0◦.
𝑐
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Fig. 13. Mean horizontal and vertical position, �̄�𝑐 and �̄�𝑐 (a, b) and standard deviation 𝜎 (c, d) of the wake center position at 8𝐷 for the yaw and tilt misalignment cases,
espectively, for inflow 1 and inflow 2. The hub-height 𝑧𝐻𝐻 is subtracted from the mean vertical deflection.
Fig. 14. Mean horizontal (a) and vertical (b) deflection of the wake, �̄�𝑐 and �̄�𝑐 , at different downstream distances, for inflow 1, for every yaw and tilt case. For every case, the
espective color is darker as 𝛾 or 𝛽 increases. The red circles represent the DWM model estimation, and the triangles joined by the blue lines, the LES data. The 𝐶meand used for
ach case and downstream location is fitted depending on the downstream distance 𝑥, see Table 7. The dotted lines represent the estimation of the wake deflection in yawed
onditions by the analytical model from [12].
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or the DWM model, two results with different 𝐶meand filter sizes are
ompared to identify the influence of this parameter on the time series.
he first value, 𝐶meand = 2.67, is the one based on the work of Cheng
nd Porté-Agel [58]; the second value, 𝐶meand = 1.90, is the default
alue suggested by FAST.Farm, based on Larsen et al. [19], and it is
pproximately the mean value of the filter used for cases 1a to 4a,
15

p

.e. the yaw misalignment cases. From both the time series (a) and
he PSD (b), three main low frequency components at 0.0006, 0.0022
nd 0.0050 Hz, outlined by vertical lines in the PSD, are captured
y the two models, and the different levels of filtering. However, a
trong dependence on the 𝐶meand is found: the smallest filter, in red,
resents a larger standard deviation and is therefore closer to the LES
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Fig. 15. Time series (a) and PSD (b) of the horizontal wake center meandering for 𝛾 = 0◦, for the DWM model and two 𝐶meand filters, and for LES, at 𝑥 = 8𝐷, for inflow 1; (c)
SD of the incoming wind speed 𝑈 and 𝑉 -components at the node at hub-height. The vertical lines indicate the frequencies 𝑓 = 0.0006, 0.0022 and 0.005 Hz.
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odel. On the other hand, the higher energy content yielding this
igher standard deviation is not at the same frequencies as the LES
ata, i.e. at 𝑓 ≈ 0.01Hz. Instead, the energy content at 0.0006 and
.0022 Hz is higher for this smaller filter. These higher energy content
t these frequencies is also observed in the 𝑉 -component (0.0022 Hz)
nd 𝑈 -component (0.005 Hz) of the undisturbed incoming wind field
n Fig. 15, (c). The main conclusion is that the lower frequencies,
elated to the 𝑈, 𝑉 -components of the incoming wind field, are not
nly dominant in the meandering, but properly reproduced by the
WM model. However, higher frequency components, at approximately
.01 Hz, are not captured by this model. This higher energy content
dentified in the LES data may be related to the shear-instability wake
eandering mechanism, which has been characterized to fall in the

ange of a Strouhal’s number, defined as 𝑆𝑡 = 𝑓𝐷∕𝑈∞,𝑧𝐻𝐻
, between 0.1

and 0.5 [21]. In this case, 𝑆𝑡 is equal to 0.27, and based on qualitative
analyses of videos of the flow field, the hypothesis of this higher energy
content being related to this mechanism is plausible.

The limitation inferred from these analyses is that even though the
wake motion standard deviation is accurately reproduced by the DWM
model if the polar grid size is properly adjusted, it tends to overestimate
the energy in the lower frequency region, i.e. with a Strouhal’s number
lower than 0.1, and underestimates the wake oscillation induced by the
shear-layer at higher frequencies.

Fig. 16 further investigates the effect of using the same polar grid
size (𝐶meand) for the vertical wake meandering as for the horizontal
one, for the case with 𝛾 = 𝛽 = 0◦. Consequently, the 𝐶meand values used
here are not the ones for the analyses in the previous sections related
to the vertical wake misalignment. When comparing Figs. 15 and 16,
it is clearly found that the motion amplitude predicted by the DWM
model in the horizontal and vertical directions compares differently to
LES when using the same filter size. The filter size, 𝐶meand = 1.90 that
yields a close result for the horizontal meandering in Fig. 15(a), heav-
ily underestimates the vertical meandering in 16(a). This comparison
implies that the filter size employed in the DWM model tuned in the
horizontal direction does not automatically guarantee a close match in
the vertical direction, but should be adjusted carefully.

Further insight into the time- and frequency-domain for yaw and tilt
is given in the following. Fig. 17 shows the time series of the horizontal
meandering of the wake center 𝑦𝑐 (𝑡) and its PSD for 𝛾 = 10◦ and 𝛾 = 30◦,
at 𝑥 = 8𝐷. The 𝐶meand used in these cases are the ones corresponding to
Table 2. The energy content related to the lower frequency range of the
PSD is overestimated by the DWM model. As the frequency increases,
it is underestimated, and the frequency signature at 𝑓 ≈ 0.01 Hz,
presumably corresponding to a shear-layer-induced phenomenon, is
16

absent from the DWM model prediction.
The vertical meandering for tilt deflection angles 𝛽 = 6◦ and 15◦,
depicted in Fig. 18, shows that the DWM model captures the lowest
frequency with a higher energy content at 0.0006 Hz, related to the
incoming wind field, for both cases. The higher frequency components,
related to shear-layer instability meandering mechanisms, are not prop-
erly reproduced. This difference in the energy content is reflected in the
standard deviation in Fig. 13, (d), as a general trend, and specifically
for 𝛽 = 6◦ and 15◦. In the DWM model, as the tilt angle increases from
6◦ to 15◦, the energy content remains similar for the lowest frequency
at 0.0006 Hz. However, in LES, the energy content decreases for this
frequency as the tilt angle increases.

5.3. Available power in the wake

To further analyze the performance of the DWM model compared
to LES data, we investigate the power available in the wake 𝑃𝑤𝑎𝑘𝑒, at
𝑥 = 8𝐷. For the horizontal steering cases, the power is computed at the
ub-plane, i.e. at 𝑧 = 𝑧𝐻𝐻 , as the line integral of the available power
er unit distance, i.e. 𝑃𝑤𝑎𝑘𝑒 = ∫ 0.5𝐷

−0.5𝐷 0.5⋅𝜌𝑎𝑖𝑟 ⋅𝑈3
𝑦,𝑧=𝑧𝐻𝐻

𝑑𝑦; for the vertical

teering cases, 𝑃𝑤𝑎𝑘𝑒 is computed at the center plane, i.e. at 𝑦 = 0, as
𝑃𝑤𝑎𝑘𝑒 = ∫ 1.125𝐷

0.125𝐷 0.5 ⋅ 𝜌𝑎𝑖𝑟 ⋅ 𝑈𝑦=0,𝑧
3𝑑𝑧. Fig. 19 presents the comparison

of the available power output for the two models, at 𝑥 = 8𝐷, for
inflow 1 and inflow 2. For the horizontal steering cases, the maximum
difference between the models is 12%, for inflow 1, and for 𝛾 = 15◦, for
which the available power is underestimated by the DWM model. This
underestimation is consistent with the larger time-averaged deficit, as
presented in Fig. 8. For the vertical displacement cases, the difference
between the models in the available power at the central plane is
negligible.

6. Effect of the yaw and tilt wake steering on the power output of
a waked turbine

Despite the limitations presented in the previous sections, the DWM
model serves as a good compromise against LES to analyze the effect
that yaw and tilt have on the power production, if the polar grid size
of the model is adjusted accordingly. To estimate how the deflection of
the wake may affect the power output of a wind turbine in the wake,
the same set of cases was run in FAST.Farm, with a second IEA 15 MW
wind turbine (T2) placed 8𝐷 downstream the first turbine in free wind
(T1). T2 has an operating controller, i.e. not simplified to match the
LES rotor configuration. Fig. 20 shows the increase in power output
of T2 as the wake deflects due to the yaw misalignment or rotor tilt
of the wind turbine in free wind. The results are normalized by the
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Fig. 16. Time series (a) and PSD (b) of the vertical wake center meandering for 𝛾 = 0◦, for the DWM model and two 𝐶meand filters, and for LES, at 𝑥 = 8𝐷, for inflow 1. PSD (c)
f the incoming wind speed 𝑈 and 𝑊 -components at the node at hub-height 𝑧𝐻𝐻 . The vertical lines outline the frequencies 𝑓 = 0.0006 and 0.0028 Hz.
Fig. 17. Time series and PSD of the horizontal wake center meandering 𝑦𝑐 at 𝑥 = 8𝐷, for the yaw misalignment cases with 𝛾 = 10◦ and 30◦, for inflow 1.
power output of T2 if T1 were not yawed or tilted (𝑃𝑇 2,𝛾=0 and 𝑃𝑇 2,𝛽=0,
respectively). The power output of the turbine in the wake for 𝛾 = 30◦

s almost doubled compared to completely waked conditions.

. Conclusions

Wake steering strategies have gained significant attention from the
cademic and industry communities for reducing the adverse effects
f wakes on downstream wind turbines in wind farms. Wake steer-
ng techniques intentionally create a misalignment between the rotor
nd the wind, effectively redirecting the wake in the lateral and/or
ertical directions to mitigate the negative effects of wakes on power
roduction and fatigue [8,11].

The present study aims to validate the dynamic wake meandering
DWM) model by comparing its predictions to large eddy simulation
LES) data, specifically focusing on its ability to predict the wake evolu-
ion under various horizontal and vertical wake steering strategies. The
WM model is widely used for analyzing the impact of wakes on power
nd loading, providing a unified framework [19,72]. The main research
17
question addressed in this work is whether the current DWM model
can accurately capture both the average wake deflection resulting
from wake steering techniques (yaw or tilt) and the instantaneous
oscillations (or meandering). The objective is to determine the extent to
which the model can be applied to predict both the mean and dynamic
wake effects under wake steering techniques. Additionally, we aim to
identify any limitations that may guide future development.

To this end, two inflows with different shear and turbulence inten-
sities and a mean wind speed of approximately 9 m/s are investigated
with LES (VFS-Wind) and the DWM model (FAST.Farm). Twenty cases
with yaw (𝛾) and tilt (𝛽) misalignment are studied with the IEA 15 MW
wind turbine. The focus is on the time-averaged velocity field and wake
deficit downstream the wind turbine, the average wake deflection,
vertical and horizontal, and the meandering, or standard deviation of
the wake center displacement, at 8 rotor diameters (𝐷) downstream.
The main conclusions on the comparison of the results computed based
on the DWM model, implemented in FAST.Farm, with the ones based
on the high-fidelity LES results by VFS-Wind, include:
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Fig. 18. Time series and PSD of the vertical wake center meandering 𝑧𝑐 at 𝑥 = 8𝐷, for the tilt misalignment angles 𝛽 = 6◦ and 15◦, for inflow 1.

Fig. 19. Power available in the wake 𝑃𝑤𝑎𝑘𝑒 (a) at the hub-plane, in yawed conditions and (b) at the central plane at 𝑦 = 0, for the tilted rotor conditions, at 𝑥 = 8𝐷, in LES and
the DWM model, for both inflow 1 and 2.

Fig. 20. Power output of the turbine in the wake 𝑃𝑇 2,𝛾 (a) and 𝑃𝑇 2,𝛽 (b), for every case of yaw and tilt misalignment, respectively, and for the two turbulent inflows, inflow 1
and inflow 2. The power output is normalized by the power output of the same turbine (T2) if 𝛽 and 𝛾 of the upstream turbine are zero (𝑃𝑇 2,𝛽,𝛾=0).
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• The mean and standard deviation of the horizontal and vertical
meandering computed by the DWM model are sensitive to the
filter size used to calculate the spatial-averaged velocity with
which the wake planes are advected. As the polar grid area used
to calculate this spatial-averaged velocity increases, the lower
impact the deficit has on the averaged longitudinal component.
This lower impact of the deficit leads to a smaller (𝑉 ,𝑊 )-to-𝑈
ratio, and therefore to lower mean and standard deviation of the
wake center meandering.

• If the filter size is appropriately selected, the horizontal wake
steering in the DWM model, including the time-averaged wake
deflection and velocity profiles, shows very similar results to the
LES data for all the cases presented, and especially for 𝑥 ≥ 6𝐷.
The vertical wake steering shows very good agreement between
the DWM model results to the LES data for cases with positive
tilt angles (𝛽 > 6◦). For 𝛽 ≤ 0◦, discrepancies are observed
when analyzing the mean value, mainly due to whether or not
the presence of the ground is accounted for.

• Both the DWM model and LES approaches successfully capture
the wake meandering induced by large eddies when the Strouhal’s
number (𝑆𝑡) is less than 0.1. Furthermore, LES accurately cap-
tures the wake oscillation caused by the wake shear-layer when
𝑆𝑡 is approximately 0.27. However, if the DWM model is tuned to
accurately predict the wake center standard deviation, it tends to
overestimate the amplitude of the motion in the lower frequency
range.

The DWM model shows a generally good performance for the
ases presented here. The main limitations of this tool as used in this
ork which affect the wake deficit and meandering are listed in the

ollowing. First, ground effects are not modeled, which has an impact
ainly on the vertical wake steering. Second, the wake meandering

requencies related to shear-layer instability are not captured; these
ffects are observed at approximately 0.01 Hz, which coincides with
he typical natural periods of floating wind turbines. Third, the nacelle
nd the tower are not accounted for in the wake deficit and meandering
alculation. The last main limitation, based on the findings in this work,
s related to the size of the polar grid used to calculate the spatial-
veraged velocity with which the wake planes meander: this size cannot
e adjusted for the vertical and horizontal deflection separately, which
ntails the limitation of not being able to, for instance, analyze a yaw-
ontrol strategy in floating wind farms, since fitting this size for a
pecific yaw angle will yield an overestimation of the mean vertical
ake deflection. Additionally, the current DWM model implementation

n FAST.Farm considers a fixed polar grid size in time and space in a
iven simulation, while the current results suggest that a streamwise
ariation might be useful.

Despite the limitations of the mid-fidelity tool, the DWM model pro-
ides a good compromise between its efficiency and accuracy, given the
educed computational cost: in the current case, FAST.Farm requires
h runtime to run 3600 s simulation on a single core, whereas VFS-
ind uses 48 h on 240 cores. By using the former, the power output

ain of a wind turbine in the wake of the yawed and tilted rotors
ould be analyzed. From this analysis it was concluded that if the wind
urbine in free-wind is yawed by 𝛾 = 30◦, the power output of a turbine
laced 8𝐷 downstream is almost doubled compared to if the turbine in
ree wind were not yawed.

Due to the computational cost constraints of LES, running the cases
hown in this work to analyze the wake steering for other mean wind
peed scenarios, and for more than one seed, was not feasible. However,
uture work should consider additional cases, and perform a similar
19

nalysis using the curled wake formulation of the DWM model.
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Appendix. Influence of the tower on the wake deficit and mean-
dering

As the DWM model in the present work does not include the tower’s
effect on the wake, we investigate how including this effect in the
modeling affects the wake deficit and meandering by using LES. The
modeling approach for the tower is similar to the immerse boundary
method, with non-penetrating conditions enforced in the normal direc-
tion of the tower, and the frictional force in the tangential direction
is computed with a wall modeled based on coefficients obtained from
turbulent boundary layer experiments [34]. The analysis is based on
three cases, i.e., zero yaw and tilt angle case (𝛾 = 𝛽 = 0), and yaw case
(𝛾 = 30◦, 𝛽 = 0) and tilt case (𝛾 = 0, 𝛽 = 15◦), under inflow I1.

Fig. A.1 presents the instantaneous flow field. The main effect that
can be inferred from this figure, if compared to Fig. 12, is the larger
deficit at the near-wake region, due to the tower’s effect. From the
analysis in Fig. A.2, where the time-averaged velocity is presented for
the same cases, 𝛾 = 𝛽 = 0◦, 𝛾 = 30◦ and 𝛽 = 15◦, the decreasing effect
of the tower on the time-averaged velocity deficit as the downstream
distance increases is confirmed. Table A.1 retrieves the statistics of the
vertical and horizontal meandering of the wake center, for the same
cases, with and without the influence of the tower in the model. The
largest effect is seen in the tilt deflection case (𝛽 = 15◦), where there
is a difference of 20% in the mean value. This difference in this case is
expected, given the plane at which the wake approximately meanders
vertically, i.e. at the plane 𝑥𝑂𝑧 at 𝑦 = 0, where the tower is expected to
have the largest effect. Nevertheless, the statistics do not reveal a large
effect of the tower on wake meandering.
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Fig. A.1. Instantaneous flow field for 𝛾 = 0◦, and 30◦ and 𝛽 = 0◦ and 15◦, for inflow 1 with the tower included; (a–b) streamwise velocity 𝑈∕𝑈∞,𝑧𝐻𝐻
at the hub-height plane 𝑥𝑂𝑦

computed by LES; (c–d) streamwise velocity 𝑈∕𝑈∞,𝑧𝐻𝐻
at the 𝑥𝑂𝑧 plane computed by LES.
Fig. A.2. Effect of the tower on the time-averaged velocity deficit. (a, b) 𝛥𝑈 (𝑦)∕𝑈∞,𝑧𝐻𝐻
, at 𝑥 = 4, 6 and 8𝐷, at the hub-height plane for 𝛾 = 0◦ and 𝛾 = 30◦, for inflow 1; (c, d)

𝛥𝑈 (𝑧)∕𝑈∞,𝑧𝐻𝐻
at 𝑥 = 4, 6 and 8𝐷, for −0.5𝐷 < (𝑧 − 𝑧𝐻𝐻 ) < 1.3𝐷, at the rotor plane for 𝛽 = 0◦ and 𝛽 = 15◦, for inflow 1. The hub-height in (c, d) is at (𝑧 − 𝑧𝐻𝐻 )∕𝐷 = 0, outlined

by the solid horizontal line.
Table A.1
Effect of the tower on the wake statistics, the mean and the standard deviation, for
𝛾 = 𝛽 = 0◦ and 𝛾 = 30◦ and 𝛽 = 0◦ and 15◦, for inflow 1, at 𝑥 = 8𝐷.

Case 𝛾 = 0◦ 𝛽 = 0◦ 𝛾 = 30◦ 𝛽 = 15◦

Statistics [m] �̄�𝑐 𝜎𝑦𝑐 �̄�𝑐 𝜎𝑧𝑐 �̄�𝑐 𝜎𝑦𝑐 �̄�𝑐 𝜎𝑧𝑐
Without tower 0.04 0.18 0.09 0.13 −0.41 0.20 0.30 0.15
With tower 0.03 0.19 0.00 0.11 −0.47 0.18 0.24 0.13
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