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Summary

The massive integration of distributed energy resources (DERs) represents a
paradigm shift for the traditional power system, which until recently has been
dominated by large, centralized power generation units. In addition to being
located at lower voltage levels, DERs are typically smaller, intermittent, and
interfaced by power electronic converters, thereby presenting substantially dif-
ferent characteristics to conventional synchronous generators. This creates new
challenges and opportunities for the operation of power systems. An attractive
alternative that has emerged over the past two decades as a response to this
trend is the microgrid approach. Microgrids enable an organized implementation
of distributed generators (DGs), various ancillary services to the grid, as well
as improved reliability and resilience. Nonetheless, there are still pending issues
related to the stability and power quality of such grids, particularly in scenarios
with a large deployment of DGs. The objective of this work is to develop con-
trol strategies and models that target these issues, in order to obtain improved
performance for future microgrids.

In particular, to address the stability issue from a system perspective, a cen-
tralized controller for improving the microgrid stability margins is proposed. The
stability margins of such systems have been shown to be poor, particularly when
DGs are located close to each other. Hence, this will likely become more challeng-
ing with increased DG deployment. The controller adaptively changes the droop
controller gains of the DGs according to the location of the dominant modes in
the system. The modes are estimated by using the apparent impedance method,
which links impedance measurements with the eigenvalues of the corresponding
system. The method does not rely on any information of the system topology or
parameter values. It is shown that the proposed controller can greatly enhance
the system stability margins while maintaining accurate active power sharing be-
tween DGs. In addition, the low communication requirements of the conventional
droop control are maintained with the proposed controller. As such, this method
enables microgrids with larger amounts of DGs.

To further study the stability of microgrids, a reduced-order model of a DG
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is also developed. Such models have gained interest in the technical literature for
being less computationally expensive and simpler to analyze. Unlike most of the
models in the literature, the developed model includes the dynamics of internal
control loops and virtual impedances, while simultaneously achieving a low model
order. However, reduced-order models are inherently a trade-off between simplic-
ity and accuracy. Therefore, the validity of the model assumptions is investigated,
and a method for choosing an appropriate model order is proposed. By using the
model, differences between quasi-stationary and transient virtual impedances are
shown. In particular, it is analytically demonstrated that the system stability
region is larger when using the quasi-stationary virtual impedance.

Finally, a method for improving the power quality of microgrids is proposed.
Power quality is an increasing concern for microgrids, due to the widespread use
of nonlinear loads. This issue can be addressed by appropriate control of the
DGs, such as by incorporating harmonic virtual impedances. However, there ex-
ists an inherent trade-off between voltage quality and current harmonic sharing
among the DGs. To address this issue, an optimization algorithm is proposed to
set the harmonic virtual impedances of DGs in a multibus microgrid. Improv-
ing the voltage quality is the main objective of the algorithm, while any degree
of harmonic current sharing can be specified as a constraint. The algorithm is
executed periodically to account for changes in the grid conditions. While com-
munications are necessary for the functioning of the proposed method, these are
not time-critical such that a low-bandwidth communication can be used.

Each of these applications is described in detail and placed in the context
of the relevant state-of-the-art. The proposed control schemes and analytical
models were validated through numerical simulations and experimental results.
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Chapter 1: Introduction

Chapter 1

Introduction

1.1 Background and Motivation

The traditional power system is currently undergoing unparalleled changes due
to the proliferation of renewable energy sources (RES), and it is expected that
the future power system will consist of a vast number of distributed generators
(DGs). While there are several drivers to this trend, limiting the detrimental
effects of global warming is one of the key motivations [1]. Moreover, the rapid
development of RES has also improved their competitiveness against other en-
ergy sources, to the point where RES are the cheapest source of energy in some
places [2]. While the introduction of RES can significantly reduce greenhouse
gas emissions from power production, they pose a challenge for the power sys-
tem planning and operation. Not only are many of these sources intermittent
and non-dispatchable, but their control and stability properties are also funda-
mentally different to those of synchronous machines, which have constituted the
lion’s share of electricity production [3]. The latter issue stems from the fact
that RES are typically interfaced by power electronics converters. In contrast to
synchronous machines, the power electronic interfaces have no inherent inertia
and introduce faster dynamics. On the other hand, they also allow for faster
system response and the possibility to provide various ancillary services [4].

One attractive alternative for interfacing RES together with other technolo-
gies that has emerged over the last two decades is the microgrid paradigm [5].
Although a unanimous definition of microgrids is lacking, a commonly cited def-
inition by the U.S. Department of Energy defines a microgrid as [6]:

A group of interconnected loads and distributed energy resources within
clearly defined electrical boundaries that acts as a single controllable
entity with respect to the grid. A microgrid can connect and discon-
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Chapter 1: Introduction

Figure 1.1: Illustration of a microgrid, including DGs, energy storage, loads, a
connection to the main grid, and a microgrid controller.

nect from the grid to enable it to operate in both grid-connected or
island-mode.

Three of the main attributes of a microgrid are therefore that 1) it contains inter-
connected loads and distributed production, 2) the microgrid appears as a single
unit to the main grid, and 3) the microgrid can operate connected to or inde-
pendently from the main grid. These elements are illustrated in the microgrid
schematic in Fig. 1.1. Appearing as a single unit to the main grid is an impor-
tant microgrid trait, as active and reactive power injection then can be easily
controlled from the distribution system operator (DSO). The ability to operate
in island mode is also an advantageous characteristic because it can improve the
reliability and resilience of smaller parts of the power system in case of blackouts
of the main grid. This has been the main motivation for microgrid development
in the United States [1].

In a European context, the main motivation for microgrid development has
been the reduction of emissions [1]. Most notably, this is achieved through the
introduction of RES. However, having local production also reduces transmission
losses in the main grid, which also can contribute to reduced emissions. In a Nor-
wegian context, microgrids are currently considered to avoid or defer distribution
system investments, particularly for remote islands. Similarly, microgrids are
deemed promising for providing electricity to people living in rural areas without
this good, which make up the largest share of the 840 billion people currently
living without access to electricity [1,7]. This is because the cost of extending the
main grid over longer distances can be substantially higher than establishing a
microgrid where the power is needed. In such cases, the microgrid will not have a
connection to the main grid and is thus not strictly a microgrid according to the
definition above. However, the definitions are usually not interpreted so literally.

2



Chapter 1: Introduction

Despite its merits, microgrids also have challenges that have been addressed
to various degrees in the literature. These challenges include protection issues
resulting from bi-directional power flow [4], and regulatory challenges as micro-
grids do not fit neatly into the current market structure [1]. Of special interest
for this thesis are challenges related to stability [8] and power quality [9], which
will be explained in greater detail in the following. Although a microgrid in many
aspects resembles a smaller version of the conventional power system, some key
differences make stability analysis different in these two cases [8]. The small mi-
crogrid size typically results in a higher uncertainty, due to the small number of
loads as well as the intermittent and highly correlated RES. Moreover, the R/X
ratio of the grid is typically larger for microgrids than in the conventional power
system due to the lower voltage levels of the former. In addition, microgrids
are also characterized by relatively short feeders and small internal converter
impedances, which result in very different stability properties compared to the
conventional system [10]. Another challenge for stability analysis in microgrids
is that the necessary information might not be readily available if multiple DG
vendors are used [11]. The reason for this is that the DG control system is typ-
ically proprietary, yet it is also largely responsible for the converter dynamics
within the bandwidth of the DG. Combined, these factors give microgrids some
distinct stability properties, which call for different models and control strategies
compared to those of the conventional power system.

For operators of future microgrids, it is crucial to describe these stability
properties with accurate models. Such microgrid models can be found in the
literature, which typically use very detailed models of the DG. These models
accurately describe the DG dynamics and can therefore be used for designing
control systems or evaluating the performance of the DG. However, incorpora-
tion of the complete dynamics of a large number of converters is intractable for
numerical simulations. In addition, the wide timescale of the converters implies
that a small time step simulated over a long time is needed to capture the fast
and slow dynamics [12]. On the other hand, the wide timescale suggests that
reduced-order models could be effective in representing the slow dynamics, as is
commonly done in studies of the conventional power system. This can provide an
acceptable compromise between model accuracy and numerical efficiency. Yet,
while the assumptions of reduced-order models is agreed upon for power system
modeling, this is still being researched in a microgrid context [10].

Power quality is another challenge for future microgrids. This is a growing
issue due to the increased use of power electronics interfaced loads, such as com-
puters and TVs, LED lighting, charging of electric vehicles, and variable speed
motors. These devices draw nonlinear currents, which can be detrimental for the
power quality of the grid. In addition, microgrids are often unbalanced, which
can further reduce the power quality [13]. This is a serious issue as it can cause

3



Chapter 1: Introduction

reduced lifetime or in the worst case malfunction of components. Power quality
issues have traditionally been addressed by using active or passive filters. This
provides an adequate solution, but it requires installing extra equipment in the
grid. In a microgrid context, the possibility to modify the control of the DGs to
address the power quality issues might therefore be a preferred approach. How-
ever, if several DGs are used to this end, this should be coordinated to ensure
optimal use of the resources.

Both stability and power quality issues have been addressed in the litera-
ture by using virtual impedances in the control of DGs [14]. Virtual impedances
emulate a physical impedance in a certain range of the bandwidth of the con-
verter. In the context of microgrid stability, this is typically used to increase the
impedance magnitude and/or reshape the R/X ratio. Although this technique
has been extensively used, there exist some differences in the implementation of
the virtual impedances that have not been thoroughly discussed in the literature.
In regard to power quality, virtual impedances have been employed at harmonic
frequencies to facilitate harmonic current sharing between DGs. However, this
approach typically leads to reduced voltage quality, thereby presenting a trade-
off between harmonic current sharing and voltage quality. How to design the
virtual impedances for improved microgrid performance is therefore still an open
question.

The challenges related to stability and power quality are important to ad-
dress in accomplishing a widespread deployment of microgrids. In particular,
they are key in enabling future microgrids with many DGs. Future microgrids
should also be characterized by plug-and-play capabilities, as several of the DGs
might connect or disconnect depending on the availability of power. However,
from a stability point of view, this indicates that the system stability margins
might change rapidly. A rapidly changing amount of connected DGs can also
significantly affect the power quality improvements provided by the DGs. Hence,
flexible control strategies that adapt to changing operating conditions are neces-
sary for realizing future microgrids. In addition, efficient and accurate models are
crucial for planning and operating these grids. The aim of this thesis is to answer
some of the related challenges and propose control strategies that enable these
future microgrids. The following sections will present the scope and contributions
of this thesis in more detail.

1.2 Objectives and Scope

The main objective of this thesis is to develop models and control strategies to
facilitate a larger deployment of microgrids and DGs. In particular, the modeling
and control of DGs for improved stability and power quality of ac microgrids are
addressed. The considered DGs are interfaced with a power electronic converter.

4



Chapter 1: Introduction

In addition, a special emphasis is placed on island operation of the microgrid.

While there exist several control philosophies for managing microgrids, a hier-
archical approach with a decentralized primary control has been used a baseline
in this thesis. In particular, droop control is used to this end, which is the
most common scheme for microgrid applications. The control scheme only needs
measurements from the DG terminals to achieve the primary control objective,
thereby having a very small communication requirement. Moreover, the scheme
enables accurate active power sharing between DGs. However, the stability mar-
gins of the basic scheme are known to be poor. The basic scheme also performs
poorly with nonlinear loads. In particular, sharing of the nonlinear loads between
DGs is not satisfactory for the general case.

In light of these issues, the work in this thesis has been focused on the following
research questions:

1. How can the performance of microgrids with droop-controlled DGs be im-
proved, without compromising the benefits of a decentralized approach?

2. How should virtual impedances be designed for improved performance?

3. What DG elements should be represented to obtain a sufficiently accurate
model in network stability studies?

1.3 Overview of Contributions

The main contributions of this thesis are summarized in the following:

• An adaptive centralized controller for improving the stability of droop-
controlled microgrids was proposed, developed, and experimentally verified.
The controller first identifies the system eigenvalues by using the apparent
impedance method. Depending on the location of the identified modes, a
control law reduces or increases the droop gains of the DGs in the system.
The method allows all DGs to collaborate in ensuring adequate system
stability margins while maintaining adequate performance. Conditions that
guarantee stable operation of the control law are derived.

• An accurate reduced-order model of a DG is developed. The model accounts
for virtual impedances and an estimation of the fast dynamics of the con-
verter. By using the model, it is analytically demonstrated that different
virtual impedance implementations can give significantly different stability
margins. In particular, it is shown that quasi-stationary virtual impedances
give a larger system stability region than transient virtual impedances.

5
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• A method for selecting an appropriate order of the reduced-order model
is proposed. The model order is selected based on the frequency of the
dominant modes.

• An optimization algorithm for calculating the harmonic virtual impedances
for DGs in a microgrid is proposed. The algorithm minimizes the voltage
Total Harmonic Distortion (THD) in selected microgrid nodes, while ensur-
ing a degree of current harmonic sharing between DGs. The degree of shar-
ing can be varied by changing a parameter of the optimization algorithm,
thereby reflecting the trade-off between DG current harmonic sharing and
voltage distortion in the microgrid nodes.

1.4 Overview of Publications

The results of this work have been compiled and submitted for publication in
scientific journals. The main publications associated with this thesis are listed in
the following:

1. F. Göthner, R. Torres-Olguin, J. Roldán-Pérez, A. Rygg and O. -M.
Midtgard, ”Apparent Impedance-Based Adaptive Controller for Improved
Stability of Droop-Controlled Microgrid,” in IEEE Transactions on Power
Electronics, vol. 36, no. 8, pp. 9465-9476, Aug. 2021.

2. F. Göthner, J. Roldán-Pérez, R. Torres and O. -M. Midtgard, ”Reduced-
Order Model of Distributed Generators with Internal Loops and Virtual
Impedance,” in IEEE Transactions on Smart Grid, doi: 10.1109/TSG.2021.
3120323.

3. F. Göthner, J. Roldán-Pérez, R. Torres and O. -M. Midtgard, ”Harmonic
Virtual Impedance Design for Optimal Management of Power Quality in
Microgrids,” in IEEE Transactions on Power Electronics, vol. 36, no. 9,
pp. 10114-10126, Sept. 2021.

In addition, the publications listed below were published as a part of the
PhD. These works have not been included in this thesis, either due to being
preliminary explorations that were further developed in the main publications or
being outside the scope of the final thesis.

1. F. Göthner, O. Midtg̊ard, R. Torres-Olguin and S. D’Arco, ”Effect of
Including Transient Virtual Impedance in Droop-Controlled Microgrids,”
2018 IEEE International Conference on Environment and Electrical Engi-
neering and 2018 IEEE Industrial and Commercial Power Systems Europe
(EEEIC / I&CPS Europe), Palermo, 2018, pp. 1-6.
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2. F. Göthner, O. Midtg̊ard, R. Torres-Olguin and J. Roldán-Pérez, ”Virtual
Impedance Design for Power Quality and Harmonic Sharing Improvement
in Microgrids,” 2019 20th Workshop on Control and Modeling for Power
Electronics (COMPEL), Toronto, ON, Canada, 2019, pp. 1-7.

3. F. Göthner, E. Tedeschi and D. I. Brandao, ”Unbalanced Load Com-
pensation by Power-Based Control in the Synchronous Reference Frame,”
2019 10th International Conference on Power Electronics and ECCE Asia
(ICPE 2019 - ECCE Asia), Busan, Korea (South), 2019, pp. 1383-1388.

4. F. P. Marafao, A. M. S. Alonso, F. Göthner, E. Tedeschi and D. I. Bran-
dao, ”Power- and Current-Based Control of Distributed Inverters in Low-
Voltage Microgrids: Considerations in Relation to Classic Droop Control,”
2020 Fifteenth International Conference on Ecological Vehicles and Renew-
able Energies (EVER), Monte-Carlo, Monaco, 2020, pp. 1-10.

5. S. J. K. Berg, F. Göthner, V. V. Vadlamudi and D. Peftitsis, ”The Effect
of Non-Ideal Operating Conditions on Reliability of Inverters in Micro-
grids,” 2020 IEEE 11th International Symposium on Power Electronics for
Distributed Generation Systems (PEDG), Dubrovnik, Croatia, 2020, pp.
573-577.

6. S. J. K. Berg, F. Göthner, V. V. Vadlamudi and D. Peftitsis, ”Investiga-
tion of the Effect of Operating Conditions on Reliability of DC-link Capac-
itors in Microgrids,” 2020 IEEE PES Innovative Smart Grid Technologies
Europe (ISGT-Europe), The Hague, Netherlands, 2020, pp. 26-30.

7. W. Zhou, R. Torres-Olguin, F. Göthner, J. Beerten, M. K. Zadeh, Y.
Wang and Z. Chen ”A Robust Circuit and Controller Parameters Identifi-
cation Method of Grid-Connected Voltage Source Converters Using Vector
Fitting Algorithm,” in IEEE Journal of Emerging and Selected Topics in
Power Electronics, doi: 10.1109/JESTPE.2021.3059568.

1.5 Outline of the Thesis

This PhD thesis consists of two main parts. In the first part, the underlying
theoretical concepts are presented, and the main scientific contributions are sum-
marized. The second part consists of the three papers that represent the main
research contributions of the work. The detailed analysis, results, and discussion,
as well as the main contributions, are clearly stated in each paper.

The first part of the thesis is organized as follows. Chapter 2 provides a
literature review and an overview of the theoretical foundations that have been
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used in the work. These aspects have been assumed to be known or have only
been briefly addressed in the papers due to the page limitations. The chapter
includes an outline of control of DGs, as well as state-space analysis, reduced-
order modeling, and impedance-based modeling. Finally, an introduction to the
topic of power quality is given. Chapter 3 offers a summary of the main papers,
including key results and discussions. How the papers relate to each other are
also highlighted. The main findings of the papers are discussed in relation to the
objectives of the thesis. Finally, Chapter 4 concludes and presents proposals for
future work.

8
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Chapter 2

Theoretical Foundations and
State of the Art

This chapter presents an overview of the fundamental concepts that are used in
the thesis. This includes an overview of the control of DGs, state-space analysis
of microgrids, reduced-order modeling, impedance-based modeling, and power
quality in microgrids. The state of the art of these topics is also reviewed.

2.1 Control of Distributed Generators

Several schemes have been proposed in the technical literature for controlling
DGs. These schemes can be classified according to the converter operating mode
and the level of communication between the DGs. In addition, the control of a DG
typically consists of a hierarchical structure. In [15], the possible operating modes
of a DG are characterized as grid-following, grid-forming, or grid-supporting. In
the grid-following mode, the DG synchronizes to an energized grid and injects
power into it. Hence, this operating mode necessitates that the grid voltage is
already established. If the microgrid is operating in the grid-connected mode,
the main grid establishes this voltage. In island mode, the grid voltage can be
established by a DG operating in the grid-forming mode. Then, the DG acts
as an ideal voltage source by imposing the voltage magnitude and frequency of
the grid. DGs operating in the grid-supporting mode are regulated to keep the
grid voltage and frequency around their nominal values. These devices can either
be voltage or current controlled. While the current-controlled devices typically
need a voltage to synchronize to, the voltage-controlled ones can operate in both
grid-connected and islanded mode.

9
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(a) (b) (c)

Figure 2.1: (a) Decentralized, (b) centralized, and (c) distributed control schemes
for microgrid control.

Several control philosophies have also been adopted for coordinating the con-
trol of several DGs in microgrids. These schemes can be broadly categorized as
decentralized, centralized, or distributed. An illustration of the schemes is shown
in Fig. 2.1. In the decentralized scheme, each DG is solely controlled based on lo-
cal measurements [16]. Hence, no communication between the DGs is needed in a
decentralized approach. Centralized control implies that a centralized controller
determines the set-points of each DG, meaning that communication is needed
between each DG and the central controller. The distributed control relies on
collaboration between several controllers to achieve the desired control goals [17].
Thus, this scheme requires communication between the DGs.

In addition to these schemes, the microgrid control system usually comprises
a hierarchical structure [18]. Fig. 2.2 shows an example of a hierarchical control
structure consisting of primary, secondary, and tertiary controllers, including typ-
ical tasks for each control layer. The bandwidths of the controllers are also shown.
The inner loops regulate the current and voltage at the DG terminals. Their ref-
erence is provided by the primary control, which is responsible for maintaining
the voltage and frequency within acceptable limits. The secondary control is
typically related to restoring the voltage and frequency to their nominal values.
It also manages transitions between the islanded and grid-connected modes. Fi-
nally, the tertiary control manages the power flow between the microgrid and the
main grid and optimizes the microgrid performance.

The previously described DG operating modes relate to the primary control in
the hierarchical structure. Meanwhile, the control philosophies can be applied at
the different hierarchical layers. Centralized or distributed control is more com-
mon in the secondary and tertiary layers [17]. On the other hand, decentralized
approaches are the most common in the literature for primary control, although
some schemes have a communication-based primary control [19, 20]. The reason
for the widespread use of decentralized primary control is the enhanced reliability

10
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Figure 2.2: Hierarchical control structure of a microgrid, including tertiary, sec-
ondary, and primary control loops.

resulting from the lack of communication between DGs. Common decentralized
control schemes include droop control and virtual synchronous machines [21,22].

In this thesis, droop control has been used for the primary control scheme due
to its high degree of flexibility and reliability. Therefore, this control scheme will
be described in greater detail in the following.

2.1.1 Droop Control

The main objective of the droop control scheme is to support the grid voltage and
frequency and to enable parallel operation and adequate load sharing between
converters. The control provides a voltage amplitude and frequency set-point for
the inner loops of the converter. The original scheme was proposed for uninter-
ruptible power supply (UPS) systems and was made to mimic the behavior of
synchronous machines in the traditional power system [21]. In these systems,
deviations in frequency are used to alter the injected power. This enables the
machines to share the load according to the droop gain of each machine.

The background for droop control is best understood by considering the power
flow across a resistive-inductive line, as shown in Fig. 2.3. By expressing the
current by the terminal voltages and line impedance, the complex power S is
given by:

S = Eejδ
(
Eejδ − V
R+ jX

)∗
, (2.1)

where E and V are voltage magnitudes of the system nodes, δ is the angle between
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Figure 2.3: Power flow across a resistive-inductive line.

these, while R and X are the line resistance and reactance. This expression can
be developed further to obtain the active and reactive powers:

P =
RE2 −REV cos δ +XEV sin δ

R2 +X2
, (2.2a)

Q =
XE2 −XEV cos δ − jREV sin δ

R2 +X2
. (2.2b)

It is evident from (2.2) that the active and reactive powers are coupled with
both the voltage magnitude and angle in the general case. However, some of these
quantities can be decoupled depending on the R/X ratio when considering the
small signal dynamics. In particular, for systems with a low R/X ratio, active
power is predominantly connected with the angle, while reactive power is mainly
connected with the voltage. This is typical for transmission systems [23], and it
was also assumed for the first works using droop control for UPS and microgrid
applications [21]. Since the angle is the integral of the frequency, there is also a
strong connection between active power and frequency. Therefore, the following
droop relations were proposed [21]:

ω = ω∗ −mp(P − P ∗) (2.3a)

E = E∗ − nq(Q−Q∗) (2.3b)

where ω and E are the angular frequency and voltage of the DG, ∗ denotes
reference value, while mp and nq are the active and reactive power droop gains.
The active and reactive powers P and Q are low-pass filtered according to:

P =
1

1 + τs
p̃ (2.4a)

Q =
1

1 + τs
p̃ (2.4b)

where τ is the time constant of the low-pass filter (LPF), while p̃ and q̃ are
the instantaneous active and reactive powers. The angle needed for the Park
transformations (θ) is obtained by integrating the angular frequency:

θ =

∫
ωdt. (2.5)
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Figure 2.4: (a) Conventional Pω and (b) QV droop control.

The control law in (2.3) is denoted as conventional droop control, and it is
illustrated in Fig. 2.4. Whenever the power produced by the DG exceeds its
reference, the DG frequency is less than the nominal value. Likewise, whenever
the reactive power exceeds its reference, the DG voltage magnitude is less than
its nominal value. A particularly appealing feature of the conventional droop
control is that the active power can be shared between DGs in proportion to
their rating by proper selection of mp. This is possible because the frequency
is the same for all DGs in steady state. Meanwhile, the reactive power is not
inherently shared in the general case, as voltage is a local quantity. Achieving
reactive power sharing through supplementary control schemes has consequently
attracted significant attention in the literature [24,25].

Although the initial works using droop control assumed predominantly induc-
tive lines, the feeders in low-voltage systems are typically resistive. This means
that the connections between the quantities in (2.2) are different and that another
droop scheme could be more effective. In particular, in cases where the R/X ratio
is high, (2.2) simplifies to give a strong connection between active power and volt-
age, and reactive power and frequency. In this case, the opposite droop control
is applicable, in which the active power is drooped against voltage and reactive
power is drooped against frequency [26]. In cases where the R/X ratio is around
unity, both active and reactive power are coupled with frequency and voltage. In
this case, a mixed droop approach has been used, in which both the active and
reactive powers are drooped against the frequency and voltage [27,28].

Several proposals have also been made for improving the stability and tran-
sient performance of different droop schemes. One popular approach is to use
derivative action in the droop controllers, effectively making it a PD controller [26,
29,30]. This approach is similar to the implementation of virtual impedances [31].
Virtual impedances will be described in Section 2.1.3. Also, integral terms have
been added to the droop control to ensure accurate tracking of power references
when operating in grid-connected mode [32]. However, this can cause instability
in island mode and is therefore often avoided.
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Figure 2.5: Overview of the control scheme for a droop-controlled converter with
cascaded voltage and current controllers.

2.1.2 Inner Controllers

While some control designs directly use the droop controller voltage reference to
control the converter voltage [33], inner controllers are often employed to form a
closed-loop voltage control. The main goal of the internal controllers is then to
track the voltage reference provided by the droop controller [15]. In addition, the
inner controllers provide an effective means for implementing protection features,
such as protecting the converter from over-currents [34]. The internal controllers
are commonly designed with significantly larger bandwidths than the droop con-
troller to achieve proper time-scale separation between them. Fig. 2.5 shows an
overview of a common implementation of cascaded inner loop controllers [35].
Here, the control is performed using PI controllers in the dq reference frame, but
the control can be similarly performed using proportional-resonance (PR) con-
trollers in the αβ or abc reference frames [36, 37]. The outer voltage controller
regulates the voltage over the capacitor Cf , while the inner current controller reg-
ulates the current through the inductor Lf . These controllers will be described
in the following.

The equations describing the dynamics of the capacitor voltage (vo,dq) in the
dq reference frame is given by:

Cf
dvo,d
dt

= if,d − io,d + ωCfvo,q, (2.6a)

Cf
dvo,q
dt

= if,q − io,q − ωCfvo,d, (2.6b)

where if,dq and io,dq are the converter and grid side currents, respectively, and
Cf is filter capacitance. The voltage controller for this plant typically includes
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decoupling terms and feedforward of the output current. With a PI controller to
track the desired voltage reference, the complete voltage controller is given by:

i∗f,d = Kpv(v
∗
o,d − vo,d) +Kiv

∫
(v∗o,d − vo,d)dt− ωCfvo,q + Fio,d, (2.7a)

i∗f,q = Kpv(v
∗
o,q − vo,q) +Kiv

∫
(v∗o,q − vo,q)dt+ ωCfvo,d + Fio,q, (2.7b)

where Kpv and Kiv are the proportional and integral gains of the voltage con-
troller, F is current feedforward gain, and i∗f,dq is the reference to the inner
current controller. The dynamics of the inner filter current (if,dq) is given by:

Lf
dif,d
dt

= vi,d − vo,d −Rf if,d + ωLf if,q, (2.8a)

Lf
dif,q
dt

= vi,q − vo,q −Rf if,q − ωLf if,d, (2.8b)

where vi,dq is the voltage at the converter terminals and Lf is the converter-
side filter inductance. Similarly to the voltage controller, the current controller
contains decoupling and feedforward terms in addition to a PI controller. The
complete current controller is then given by:

v∗i,d = Kpi(i
∗
f,d − if,d) +Kii

∫
(i∗f,d − if,d)dt− ωLf if,q + Fivo,d, (2.9a)

v∗i,q = Kpi(i
∗
f,q − if,q) +Kii

∫
(i∗f,q − if,q)dt+ ωLf if,d + Fivo,q. (2.9b)

where Kpi and Kii are the proportional and integral gains of the PI controller,
Fi is a feedforward gain, and v∗i,dq is the reference voltage passed to the PWM.

In microgrids with significantly unbalanced or harmonically distorting loads,
resonance controllers are also commonly employed to improve the tracking or
mitigation capabilities at certain frequencies. A resonant controller is almost
exclusively effective at its resonance frequency, and it is therefore often used in
parallel with other controllers. In the Laplace domain, the resonant controller is
written on the following form [38]:

GR(s) =
2Kiωcs

s2 + 2ωcs+ ω2
0

(2.10)

where Ki is a gain, ωc is the cutoff frequency and ω0 denotes the resonance fre-
quency. At the resonance frequency, the gain of the controller is determined by
Ki, while ωc is a parameter that can modify the bandwidth of the controller.
Since this type of controller is only effective at its resonance frequency, it is com-
mon to use several controllers in parallel to address several harmonic frequencies
simultaneously. This will substantially increase the controller gain at these fre-
quencies.
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2.1.3 Virtual Impedance-Based Control

The virtual impedance concept was first introduced for shaping the output imped-
ance of a converter [39]. This can improve the droop control performance by
enforcing a certain R/X ratio. Since then, the concept has been used in several
applications, such as active stabilization, harmonic or unbalance compensation,
and grid fault ride-through. An overview of numerous virtual impedances appli-
cations is given in [14]. The virtual impedance applications of particular interest
for this work include improvement of the stability margins of droop-controlled
microgrids [40,41] and improvement of the harmonic power sharing [24,42–44].

A common implementation of virtual impedances in droop-controlled DGs
is to subtract a voltage drop from the voltage reference provided by the droop
controller. This is an example of an outer virtual impedance [14]. The voltage
drop is obtained by multiplying the DG output current (io) with the virtual
impedance (Zv). To discuss some aspects of the implementation of the virtual
impedance, consider the voltage drop over an impedance in the dq reference
frame:

∆vd = Rid − ωLiq + L
did
dt
, (2.11a)

∆vq = Riq + ωLid + L
diq
dt
, (2.11b)

where R and L respectively denote the line resistance and inductance, ∆vdq is the
voltage drop over the impedance, and idq is the current through the impedance.
When implementing virtual impedances, the transient term in (2.11) is typi-
cally not used directly in order to avoid amplification of noise [14]. A common
strategy is to omit the transient term completely, which replicates the effect of
an impedance in steady state. This implementation is denoted as the quasi-
stationary approximation. The resulting voltage reference is then:

v∗o,d = E −Rvio,d + ωLvio,q, (2.12a)

v∗o,q = −ωLio,d −Rvio,q. (2.12b)

Another possibility is to include an LPF of the transient term. This is denoted
as transient virtual impedance and is given in the Laplace domain by:

v∗o,d = E −Rvio,d + ωLvio,q −
sLv

1 + τvs
io,d, (2.13a)

v∗o,q = −ωLio,d −Rvio,q −
sLv

1 + τvs
io,q, (2.13b)

where τv is the time constant of the LPF. Differences between these two virtual
impedance implementations are one of the contributions that will be highlighted
in Section 3.2.
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Figure 2.6: Overview of modeling approach for representing a microgrid consist-
ing of DGs, loads, and a network.

2.2 State-Space Analysis

To study the dynamics and small-signal stability of a single DG or an entire micro-
grid, state-space analysis has been employed. The method has also been widely
used in power system studies for decades [23]. This section outlines a methodology
for obtaining a small-signal model of a microgrid consisting of droop-controlled
DGs, passive loads, and an interconnecting network. The methodology is based
on the work of Pogaku et al. [35], which has served as a benchmark for studying
small-signal stability in microgrids.

An overview of the modeling approach is shown in Fig. 2.6. First, the micro-
grid is split into sub-models of DGs, network, and loads. Then, the linearized
state-space model of each of the sub-models is obtained. These models are on
the standard state-space form:

∆ẋ = A∆x+B∆u

∆y = C∆x+D∆u
(2.14)

where x is the state vector, u and y are the input and output vectors, while A,
B, C, and D are matrices. The input to one sub-module is the output from
another, as illustrated by the arrows in Fig. 2.6. The state-space model of the
entire microgrid is finally obtained by aggregating the sub-models.

Each of the DG sub-models is modeled in its own dq reference frame. The
lines and loads are modeled in a common reference frame, which is the reference
frame of one of the DGs. The common reference frame is denoted as DQ. The
complete microgrid model is constructed by translating all DG models to the
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common reference frame according to the following transformation:

[
xD
xQ

]
=

[
cos δi − sin δi
sin δi cos δi

] [
xd
xq

]
, (2.15)

where δi denotes the angle between the reference frame of the ith DG and the
common reference frame.

2.2.1 DG Model

In the following, the DG models with and without transient virtual impedances
will be outlined. The models are obtained by linearizing and combining the
controller equations and the equations describing the dynamics of the LCL-filter.
The dynamics of the outer filter inductor Lc is given by:

Lo
dio,d
dt

= vo,d − vs,d −Rcio,d + ωLcio,q, (2.16a)

Lo
dio,q
dt

= vo,q − vs,q −Rcio,q − ωLcio,d, (2.16b)

where vs,dq is the grid-side voltage of the filter inductor Lc. In addition, the angle
between the DG and the common reference frame is needed to relate the two.
This angle is obtained as:

δ =

∫
(ω − ωcom)dt (2.17)

The small-signal model of the DG is now obtained by linearizing and com-
bining (2.3), (2.4), (2.6)-(2.9), (2.16), and (2.17). In addition, (2.12) or (2.13)
should be linearized and included, respectively, for quasi-stationary and transient
virtual impedance implementations.

2.2.2 Complete Microgrid Model

The lines and loads are modeled directly in the common reference frame. These
are modeled as resistive-inductive branches. The complete MG model is finally
obtained by combining the models of the DGs, loads, and the network. For a
detailed description, see [35].

2.3 Reduced Order Modeling

While detailed analytical state-space models are useful for obtaining an accurate
representation of the microgrid dynamics, several works have advocated the need
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for reduced-order models [10]. These models try to capture the most relevant dy-
namics by neglecting or approximating a part of the dynamics, thereby achieving
a lower order. Reduced-order models can not only reduce the computational
speeds of numerical simulations but also aid in the analytical understanding of
the dynamics. As opposed to detailed models, reduced-order models do not re-
quire knowledge of all parameters, thereby reducing the possibility of incorrect
predictions due to modeling errors. On the other hand, it is imperative that the
reduced-order models accurately represent the most important dynamics to be
useful. This illustrates an important trade-off between the model complexity and
accuracy.

The first reduced-order models for studying the low-frequency dynamics in
microgrids approached the modeling similarly as when studying small-signal sta-
bility in transmission systems [45, 46]. In particular, the network dynamics and
inner controllers were neglected. While these assumptions have been validated
for small-signal modeling in the transmission system, it has later been shown
that they play an important role in microgrid dynamics [35]. The reason why
modeling network dynamics is necessary in microgrids, while it can be omitted
in transmission system modeling, is related to the much smaller p.u. impedances
between DGs in the former [10]. As a result, several recent reduced-order mod-
els have included network dynamics, thereby significantly improving the model
accuracy [10,47–51].

Recent works have also found that the internal controllers in droop-controlled
DGs can significantly affect the microgrid low-frequency dynamics, despite their
significantly larger bandwidth compared to the droop controller [12, 52]. The
coupling between the fast and slow dynamics is partly occurring because of in-
sufficient time-scale separation [12]. Naturally, this depends on the tuning of the
droop and inner controllers. However, the type of inner controllers also affects
the degree to which the internal controllers affect the low-frequency dynamics.
This was clearly shown in [53], in which the small-signal stability margins of
the conventional PI-based inner controllers were found to be significantly smaller
than an implementation using an internal model-based controller.

In the following, selected reduced-order models of a droop-controlled DG are
presented. A method for approximating the network dynamics is also outlined.
The importance of accounting for the internal loops is discussed further in Sec-
tion 3.2.

2.3.1 Reduced-Order DG Models

In [10], a 5th-order DG model denoted as an electromagnetic model was proposed.
It contained the dynamics of the droop controller and the network but neglected
the effect of fast internal dynamics. Three states (angle, frequency, and voltage)
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model the internal droop dynamics, while another two states (d and q current
phasor components) model the network dynamics. Contrary to the model in [10],
real values will be used instead of a per-unit representation. The model is given
by:

dδ

dt
= ω − ω0, (2.18a)

τ
dω

dt
= ω∗ − ω −mpPm, (2.18b)

τ
dU

dt
= U∗ − U − nqQm, (2.18c)

L
dId
dt

= U cos δ − Us −RId + ω0LIq, (2.18d)

L
dIq
dt

= U sin δ − ω0LId −RIq. (2.18e)

where U 6 δ is the effective output voltage of the DG, Us is the grid voltage, τ
is the low-pass filter time constant, Pm and Qm are the measured active and
reactive powers, while the line is a resistive-inductive branch with components R
and L. An uppercase variable refers to the dynamic phasor of the signal (e.g. Id
is the dynamic phasor of iod) and ω0 is the angular frequency of the grid.

This model can be further reduced by neglecting the network dynamics com-
pletely, which corresponds to setting the left-hand sides of (2.18)(d)-(e) to zero.
Then, the current phasor can be used to calculate the active and reactive pow-
ers, which are inserted in (2.18) (b) and (c) to obtain a third-order model. The
resulting model is often termed the conventional 3rd-order model [10]. However,
a significantly more accurate model is obtained by approximating the effect the
network dynamics has on the low-frequency modes, as shown in the following.

2.3.2 Approximating Network Dynamics

A method for approximating the network dynamics was presented in [10]. Un-
der certain assumptions, this method can greatly improve the accuracy of the
reduced-order model while maintaining a low computational requirement. The
method will be briefly explained in the following.

The network dynamics are governed by 2.18(d)-(e). These equations can
be transferred to the Laplace domain and represented by the following current
phasor (where X = ω0L):

I=
Uejδ − Us

R+ jX + sL
=
Uejδ − Us
R+ jX

1

1 + sL
R+ jX

. (2.19)
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As noted previously, the first reduced-order models neglected the dynamic
term sL in (2.19) and used the resulting quasi-stationary approximation of the
current to calculate the active and reactive powers of the DG. This approximation
is also called zero’s order approximation [10]. A more accurate representation can
be obtained by approximating (2.19) by using its first-order Macluarin series:

I ≈ Uejδ − Us
R+ jX

(
1− sL

R+ jX

)
. (2.20)

This approximation is valid for frequencies such that:

∣∣∣∣
jωL

(R+ jX)

∣∣∣∣� 1. (2.21)

This criterion can be assumed to hold when studying the low-frequency dynam-
ics [10]. However, it should be noted that the accuracy of the approximation is
relevant for the accuracy of the final model. This is further discussed in Sec-
tion 3.2.

To obtain the final reduced-order model, the active and reactive powers Pm
and Qm should be calculated. These can be obtained by calculating the complex
power Sm = (3/2)UejδI∗. After inserting (2.20) and returning to the time-
domain, the complex power is given by:

Sm =
3

2

(
U2 − UsUejδ
R− jX − LUU̇ − jδ̇U

2

(R− jX)2

)
, (2.22)

where the dot refers to the time derivative. The final model is then obtained by
linearizing and inserting this equation in (2.18) (b)-(c). For a detailed derivation,
see [10].

2.4 Impedance-Based Small-Signal Modeling

Small-signal analysis has traditionally been performed by using state-space anal-
ysis in power system applications. However, impedance-based stability analysis
is a small-signal method that has gained increased interest in recent years, par-
ticularly for applications dominated by power electronics. The method has been
extensively used for dc systems, and it was first proposed in [54]. The method was
later extended for three-phase ac systems in [55]. The first step in the modeling
is to divide the system into source and load subsystems. Then, after finding the
small-signal impedances of each subsystem, the stability of the interconnected
system can be investigated by using the generalized Nyquist criterion.
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The impedances of the subsystems can either be found analytically or by
measurements. If they are found analytically, detailed knowledge of the system
parameters and configuration is needed. Notable examples of obtaining small-
signal impedances analytically are given in [56, 57]. If the impedances are found
by measurements, detailed information is not needed as the impedance can be
estimated from the terminals of the subsystem. Hence, one of the main advan-
tages of impedance-based stability analysis is that it can be performed without
detailed information of the system. This is in clear contrast to state-space anal-
ysis, in which detailed information of all components is needed. In addition, by
measuring the small-signal impedances online, it is possible to design controllers
that adapt to varying grid conditions [58]. On the other hand, impedance-based
stability analysis can sometimes suffer from limited observability [59]. Moreover,
as the system is compressed into two equivalent subsystems, it may be challeng-
ing to find the underlying reasons for any instability in case the subsystems are
extensive [12].

In the following, modeling of small-signal impedances will be explained. Then,
stability analysis using the impedance-based methods will be outlined. Finally,
a related small-signal method named apparent impedance analysis will be de-
scribed. This method will later be used in Section 3.1.

2.4.1 Modeling Small-Signal Impedances in Three-Phase
Systems

To obtain a small-signal impedance, it is necessary to be at an equilibrium point.
Then, the small-signal impedance is given by the transfer function from current
to voltage. Since voltages and currents are oscillating with the fundamental fre-
quency in three-phase systems, the variables need to be transformed into another
domain [11]. One of the most used domains for this purpose is the sequence do-
main [60], which models the system by using its positive and negative sequence
components. By assuming negligible coupling between these, the resulting model
is given by two independent single-input single-output (SISO) models. Although
it is simpler to analyze the decoupled system, this model has been shown to be
inaccurate in some cases [61].

Another commonly used domain for impedance analysis is the dq domain [55].
The transformation between the abc and dq reference frames is accomplished
by Park’s transformation. As opposed to the sequence domain approach, there
is a more pronounced coupling between the d and q axes. For this reason,
impedances in the dq domain must be represented by 2x2 matrices, which makes
the impedance analysis more involved than in the sequence domain. However,
it has been shown that the dq domain approach has superior accuracy over the
sequence domain in some cases [61]. Therefore, the dq domain will be utilized
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in the following. It can be noted, however, that the same accuracy can be ob-
tained if using the modified sequence domain proposed in [61], but this requires
including the coupling effect between the positive and negative sequences in the
general case.

The following will define the dq small-signal impedance based on [11], with
some differences in notation. To define the small-signal impedance, consider a
balanced three-phase system with fundamental frequency ω1 without any switch-
ing dynamics. A variable xabc can then be transformed to the dq domain by using
Park’s transformation:

[
xd
xq

]
=

√
2

3

[
sin (ω1t+ φa) sin (ω1t+ φa − 2π

3 ) sin (ω1t+ φa − 4π
3 )

cos (ω1t+ φa) cos (ω1t+ φa − 2π
3 ) cos (ω1t+ φa − 4π

3 )

]

xa
xb
xc




(2.23)

where φa is an angle that is normally set to align the d-axis with the peak of
the phase a voltage. In steady state, the dq variables will be constant under the
stated assumptions. Now, assume that a small perturbation with amplitude v̂dq
and frequency ωp is superimposed on the voltage such that:

[
vd(t)
vq(t)

]
=

[
Vd0
Vq0

]
+

[
v̂d sin (ωpt)
v̂q sin (ωpt)

]
(2.24)

where subscript 0 denotes the steady-state operating point. The perturbation v̂dq
should be much smaller than the steady-state voltage to be eligible for small-signal
analysis. The resulting dq currents will then consist of steady-state components,
in addition to sinusoidal components of frequency ωp with amplitudes îdq and
phase displacements φdq:

[
id(t)
iq(t)

]
=

[
Id0
Iq0

]
+

[
îd sin (ωpt+ φd)

îq sin (ωpt+ φq)

]
(2.25)

Upon neglecting the steady-state variables due to the small-signal assumption,
the frequency domain voltages and currents can be written as:

Vd(jωp) = v̂d, Vq(jωp) = v̂q, Id(jωp) = îde
jφd , Iq(jωp) = îqe

jφd (2.26)

The dq domain small-signal impedance Zdq is then defined by the 2x2 matrix
that relates the voltage and current:

[
Vd(jωp)
Vq(jωp)

]
=

[
Zdd(jωp) Zdq(jωp)
Zqd(jωp) Zqq(jωp)

] [
Id(jωp)
Iq(jωp)

]
(2.27)
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Z1,dq

Z2,dqvT iNvinjiinj
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Figure 2.7: System partitioning for impedance-based stability analysis. c© 2021
IEEE.

where Zdd, Zdq, Zqd, and Zqq are the elements of the dq impedance matrix. It
is also common to define the small-signal impedance in the Laplace domain as
given by:

[
Vd(s)
Vq(s)

]
=

[
Zdd(s) Zdq(s)
Zqd(s) Zqq(s)

] [
Id(s)
Iq(s)

]
(2.28)

Measurement-based impedance estimation has been an important topic of re-
search due to the possible applications for online stability analysis and adaptive
control. This consists of perturbing the system at a range of frequencies. Both
shunt current injection and series voltage injection have been used for acquiring
the necessary perturbation to measure the impedance [62]. Two independent
perturbations are needed to obtain the full 2x2 impedance matrix, and this is
commonly accomplished by injecting into the disturbances sequentially in the d
and q axes [63]. The most straightforward method of acquiring the impedance
is to perturb one frequency at a time, which is known as single-tone frequency
sweep. While this is an accurate method for obtaining the impedance, it might
be time-consuming when it is desired to measure the impedance at many fre-
quencies. To address this issue, the multi-tone frequency sweep perturbs the sys-
tem at several frequencies simultaneously. A detailed overview of implementing
these frequency sweeps is given in [11]. Impedances can also be obtained using
broadband excitation of converters, including impulse [58] and pseudo-random
sequences [64–66].

2.4.2 Impedance-Based Stability Analysis

An illustration of the complete system is shown in Fig. 2.7, where the source
and load subsystems are modeled by their Thevenin and Norton equivalents,
respectively. Once the subsystem impedances are obtained, the stability of the
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interconnected system can be studied, given that the following assumptions are
satisfied [60]:

1. The source subsystem must be stable when operating in open loop.

2. The load subsystem must be stable when operating connected to an ideal
grid with zero impedance.

For SISO systems, the stability of the interconnected system is then guaranteed
if the ratio Zs/ZL satisfies the Nyquist criterion [67]. When analyzing multiple-
input multiple-output (MIMO) systems, such as when performing impedance
analysis in the dq domain, the generalized Nyquist criterion should be applied to
the minor-loop gain ZSZ

−1
L [55].

2.4.3 Apparent Impedance Analysis

A method that is closely related to the traditional impedance-based stability
analysis is the apparent impedance analysis. It was first proposed for dc systems
in [68] and later extended for three-phase systems in [69]. Contrary to the conven-
tional impedance-based methods, however, only a single impedance is estimated.
This impedance represents a closed-loop transfer function in the system, which
enables the method to estimate the eigenvalues that are observable from the point
of injection. As such, the method provides a link between impedance-based and
state-space stability analysis.

The apparent impedance is obtained by perturbing the system at a point in
the system. This can be achieved by a shunt current or series voltage injection.
The apparent impedance Za,dq is defined as the equivalent impedance seen from
the point of injection:

V inj = Za,dqIinj , (2.29)

where V inj and Iinj are the perturbed voltage and current in the dq frame in
the Laplace domain. Thus, the apparent impedance can be viewed as the parallel
connection of the subsystem impedances in Fig. 2.7.

The relation between the poles of the apparent impedance and the eigenvalues
of a state-space representation can then be established by considering the pertur-
bation current (iinj) and the voltage (vinj) as the input and output, respectively.
The state-space representation of the system can then be written as:

sx = Ax+Biinj (2.30a)

vinj = Cx+Diinj + Esiinj, (2.30b)

where the input and output are iinj = [iinj,d, iinj,q]
T and vinj = [vinj,d, vinj,q]

T ,
respectively. If the state vector x contains n states, the state matrix A has
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dimension n×n, the input matrix B has dimension n×2, and the output matrix
C has dimension 2 × n. In addition, the matrices D and E have dimensions
2× 2. Upon combining (2.30a) and (2.30b), and comparing the result to (2.29),
the apparent impedance is obtained as:

Za,dq = C(sI −A)−1B +D + sE. (2.31)

Hence, the poles of the apparent impedance correspond to the eigenvalues of the
system. More precisely, only the eigenvalues of the system that are observable
from the point of injection are identical to the poles of the apparent impedance.
Hence, the method may not capture all eigenvalues in a system. This drawback
also occurs for the traditional impedance method, where limited observability of
certain states can occur based on where the system is partitioned [59].

To find the system eigenvalues, an estimate of the apparent impedance should
first be obtained. This can be achieved by perturbing the system at several fre-
quencies with two linearly independent injections [63]. A non-parametric estimate
of the apparent impedance is then calculated for each frequency in the frequency
sweep as:

Za,dq=

[
Vinj1,d Vinj2,d
Vinj1,q Vinj2,q

][
Iinj1,d Iinj2,d
Iinj1,q Iinj2,q.

]−1
, (2.32)

where the subscripts inj1 and inj2 refer to the first and second injections, respec-
tively. The apparent impedance in (2.32) can then be used as input to system
identification methods to extract the system eigenvalues. The following section
will describe the vector fitting technique, which has been used to this end.

2.4.4 Vector Fitting

Vector fitting is a mathematical technique that enables fitting frequency responses
to rational function approximations, by using poles and residues [70–72]. In doing
so, it can estimate the state-space model of a transfer function based on curve
fitting [69]. Vector fitting is applicable to SISO systems, while an extension that
is applicable to MIMO systems also exists. In this case, the method is denoted
as matrix fitting. The method is also available online [73].

An approximation of a transfer function matrix H(s) is given by the following
rational function [11,70]:

H(s) ≈
n∑

i=1

Ri

s− λi
+ D + sE (2.33)

where Ri is the ith residue matrix corresponding to the poles λi, while D and
E are matrices. The unknowns in (2.33) are the poles, residue matrices and the
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matrices D and E. Vector fitting solves the problem in two stages, where known
poles are used for both stages. In the first stage, a set of starting poles are spec-
ified. These are used to solve an augmented least-squares problem, from which
an estimate of the poles is obtained. This process is repeated until convergence
occurs, which is typically achieved within a few iterations. Then, these poles are
used to find the residue matrices and matrices D and E in (2.33). For more
details on vector fitting, see [70].

In addition to the frequency response input, the order of the model needs to be
specified. However, the actual number of states of a system is generally unknown.
By choosing a sufficiently large model order, the system modes can be identified,
but this might also give a number of insignificant modes. Therefore, a method for
reducing the model order was proposed in [69] to remove insignificant eigenvalues.
The method is based on the fact that a state is not contributing to the measured
response if its residue divided by its eigenvalue has a small absolute value [70].
The model order can therefore be reduced until the following holds [69]:

‖Ri‖2/|λi| ≥ ε (2.34)

where ‖ · ‖2 is the 2-norm of a matrix. The value for ε is set to 10−4 based on
the discussion in [69].

2.5 Power Quality in Microgrids

The previous sections have described important concepts for studying the stabil-
ity of microgrids. Another topic that has attracted attention in microgrid research
is power quality, as a large amount of power electronics-interfaced DGs and loads
can lead to significantly deteriorated voltage quality [9]. Moreover, the voltage
quality can also be reduced because of unbalance between phases in the distribu-
tion grid. Although the term power quality encompasses a variety of effects, the
focus in this thesis is placed on power quality issues resulting from harmonics.
Since reduced voltage quality can be detrimental for electrical equipment, several
standards limit the allowed distortion in the grid [74, 75]. Traditionally, power
quality issues have been addressed by using active or passive filters [76]. However,
an attractive alternative for microgrids is to address these issues by modifying
the control of the DGs. This is possible because of the flexibility provided by
the power electronic interface and the fact that the DGs are often not operating
at full capacity. Hence, the spare capacity can be used for improving the power
quality.

If DGs are used to address power quality issues, one important aspect to
consider is the degree to which each DG should contribute to the harmonic com-
pensation. While the simplest approach is to let a single DG compensate the
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Figure 2.8: (a) Two parallel DGs with a common nonlinear load and (b) its
simplified electrical model at harmonic frequency h. c© 2021 IEEE.

harmonics, this might lead to reduced reliability of that particular DG. On the
other hand, the harmonic compensation can also be performed by a group of
DGs, but this requires more coordination between the devices. In the following,
fundamental aspects of a cooperative harmonic compensation are addressed, in
addition to a review of proposed control solutions.

2.5.1 Harmonic Current Sharing in Microgrids

Consider first the simple microgrid in Fig. 2.8 (a), in which two DGs are operating
in parallel to feed a non-linear load. A simplified equivalent model at harmonic
frequency h is given in 2.8 (b). At harmonic frequencies, the load is modeled as a
current source (Ih in parallel with the admittance Yh), while the DGs are modeled
as impedances. The impedance of a DG consists of the output impedance and any
virtual impedance of the DG [77]. The lines are modeled as a series connection
of resistance and inductance (R and L). The term equivalent impedance will be
used to denote the sum of the line and DG impedances. These impedances are
denoted as Z1 and Z2 for DG1 and DG2, respectively.

To achieve equal harmonic current sharing, the equivalent impedances of the
DGs need to match. This can be shown by considering the harmonic current
drawn by the DGs with respect to the harmonic load current:

ih1
Ih

=
1/Z1

1/Z1 + 1/Z2 + Yh
, (2.35a)

ih2
Ih

=
1/Z2

1/Z1 + 1/Z2 + Yh
. (2.35b)

The harmonic sharing between the DGs can then be expressed by combining (2.35):

ih1Z1 = ih2Z2. (2.36)

Thus, equal harmonic current sharing necessitates equal equivalent impedances.
Otherwise, the DG with the smaller equivalent impedance will consume a larger
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share of the harmonic currents. Equivalent impedances can be achieved by in-
creasing the virtual impedance of the DG with the smaller equivalent impedance.
Another possibility is to use large virtual impedances for both DGs, so that dif-
ferences in the line impedances become negligible. However, this will produce a
larger harmonic voltage drop, thereby deteriorating the voltage quality [42]. This,
therefore, represents a trade-off between harmonic current sharing and voltage
quality.

2.5.2 Proposed Control Solutions

Several solutions have been proposed for addressing harmonic current sharing and
improving the voltage quality in MGs [9]. These strategies can be categorized
as droop-based, hierarchical-based, and virtual impedance-based approaches. An
overview of these approaches is given next.

One of the first droop-based strategies that dealt with cooperative harmonic
compensation was proposed in [78]. Here, a harmonic conductance was drooped
against harmonic power, where harmonic power was defined as in [79]. The har-
monic power was calculated at the DG terminals, thereby enabling a decentralized
scheme. However, in cases where the DGs are interfaced with LCL filters and
electrical lines are long, this method can give undamped oscillations at the point
of common coupling. Another harmonic droop controller was proposed in [80],
which addressed the harmonic sharing between DGs and the voltage quality of
the PCC. The method is based on measuring the harmonic content at the PCC,
based on which each DG update their droops. A drawback of this method is that
it requires relatively fast communication systems.

Centralized strategies have also been used to improve the power quality in
microgrids. In [81], the voltage quality of a sensitive load bus was regulated by
using a hierarchical approach. Based on the harmonic content of the load bus,
the secondary controller provides a reference to the primary controller. This
scheme can improve the voltage quality, but its performance is uncertain in more
general topologies. To address this issue, a tertiary controller that includes an
optimization algorithm ensuring acceptable voltage quality of all buses was pro-
posed in [82]. However, this was only performed for unbalanced systems. In [83],
a centralized controller for ensuring harmonic current sharing between parallel-
connected DGs was proposed. The controller is applicable to both current- and
voltage-controlled DGs operating in parallel. As such, it is unclear how well this
approach can be extended for more general topologies.

Several virtual impedance schemes have also been devised for improving power
quality. As noted in Section 2.5.1, accurate harmonic current sharing can be
achieved by setting the virtual impedances sufficiently large. The simplest imple-
mentation is to use the same virtual impedance at all frequencies [37]. However,
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it is also common to have a different virtual impedance for the fundamental
and harmonic frequencies, as their requirements might differ. For instance, only
inductive harmonic virtual impedance was included in [42], while resistive har-
monic and inductive fundamental virtual impedances were used in [29]. Similar
approaches can be found in [43,84]. Capacitive virtual impedances have also been
explored to compensate for harmonic voltage drops of long lines [85, 86]. While
many works have emphasized the importance of sharing the harmonic compen-
sation between DGs, some works have also argued that the compensation effort
should not necessarily be split equally [87, 88]. By letting the DG(s) closest to
the nonlinear load compensate the most, the distribution losses can be reduced.
On the other hand, this will pose larger stress on the DGs that perform the
compensation.

A majority of the research on harmonic compensation strategies in micro-
grids has focused on topologies with parallel-connected DGs and a common load.
However, there has recently been an increased interest in strategies encompassing
more complex network topologies [89–91]. In [89], an optimization algorithm for
reducing the voltage unbalance in a general radial microgrid was proposed. Al-
though improving the voltage quality, the scheme requires voltage references to
be sent from the central controller to the DGs continuously. Another optimiza-
tion algorithm that addressed the voltage quality in a microgrid was proposed
in [90]. However, this method did not consider harmonic current sharing between
the DGs. In [91], real-time supervisory control for addressing power quality in
multi-area microgrids was proposed. In this case, current harmonic sharing is
not addressed, as the main goal of the paper was to allocate the least number of
DGs or active power filters while ensuring the desired power quality.

In conclusion, several control solutions address power quality in microgrids.
However, many of these are only applicable to certain topologies. A proposal
that addresses this issue is provided in Section 3.3.
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Chapter 3

Contributions

This chapter provides a summary of the main articles. An overview of the con-
tributions of each article is provided, and it is explained how the papers address
the research questions in this thesis. The research questions are repeated here:

1. How can the performance of microgrids with droop-controlled DGs be im-
proved, without compromising the benefits of a decentralized approach?

2. How should virtual impedances be designed for improved performance?

3. What DG elements should be represented to obtain a sufficiently accurate
model in network stability studies?

Selected analytical results that highlight the contributions are also presented.
The detailed developments, analysis, discussion, and experimental work are fur-
ther explained in the papers. In addition, extended details regarding the labora-
tory facilities are given in Appendix B. Finally, the chapter is concluded with a
discussion of how the papers relate to each other.

3.1 Apparent Impedance-Based Adaptive Con-
troller - Paper I

The stability of droop-controlled microgrids is known to be susceptible to the
droop parameter values and system topology. In particular, small distances be-
tween the DGs can cause instability for a given droop value. The rapid de-
ployment of DGs can therefore be challenging, as the efficient electrical distance
between DGs reduce with increased deployment. To address this issue, a cen-
tralized controller for improving the stability of droop-controlled microgrids was
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proposed in this paper. The controller first estimates the dominant low-frequency
modes by using the apparent impedance method. Depending on the location of
these modes, the droop gains of the DGs are subsequently modified by using a
control law.

As the proposed controller targets improved microgrid stability, this work
contributes to answering the first research question. Although being centralized,
the proposed controller does not reduce the reliability of the conventional droop
control. This is because the proposed controller can be considered a supplement
to the conventional droop control, such that the basic primary control still works
even if the proposed controller is unavailable, e.g. due to a communication break-
down. It should also be noted that only a low-bandwidth communication channel
is required.

The following subsections will outline and discuss the proposed controller, in
addition to the accuracy of the mode identification. Simulation results illustrating
the proposed controller are also given.

3.1.1 Overview of Proposed Controller

An overview of the proposed method is presented in the flowchart in Fig. 3.1 (a).
In the first step, the allowed and damped regions of the complex plane are speci-
fied. The regions are shown in Fig. 3.1 (b). The allowed and damped regions are
specified by a minimum damping, respectively given by ζ− and ζ+. In addition,
the regions are limited by the maximum frequency ωlim. The damped region is a
subset of the allowed region. The main purpose of the proposed controller is to
place the low-frequency modes of the microgrid inside the allowed region.

In the second step, the system modes are identified by using the apparent
impedance and matrix fitting methods. A dedicated converter is used to perturb
the system to obtain the apparent impedance and the associated system modes.
It is then checked if any of these modes are outside the allowed region. If so, the
droop gain is reduced for all DGs. Otherwise, it is checked whether all modes
are in the damped region. If this is the case, the system is considered to be
unnecessarily damped, such that the droop gain is increased. If all modes are in
the allowed region, but not all are in the damped region, no change in the control
occurs. The last step in the flow chart is to wait before the process is repeated
from identifying the system modes.

The increase or reduction in the effective droop gain is achieved by introducing
a factor γ in the conventional droop control law:

ω = ω∗ − γmpP, γ ∈ (0, 1] . (3.1)

Here, γ is a parameter calculated by the centralized controller. This parameter
is calculated recursively, according to the location of the identified low-frequency
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(a) (b)

Figure 3.1: (a) Flowchart of the proposed control and (b) allowed and damped
regions for the system eigenvalues. c© 2021 IEEE.

modes:

γ[k]=





αiγ[k − 1], if ζi ≥ζ+ ∨ |λi| ≥ωlim ∀i
γ[k − 1], if ζi ≥ζ− ∨ |λi| ≥ωlim ∀i

αrγ[k − 1], otherwise

(3.2)

where αi and αr are constants, λi and ζi denote the ith eigenvalue and its corre-
sponding damping ratio, and γ[1] = 1. The constants αi and αr are, respectively,
larger than and less than unity. Thus, γ is reduced by αr if any mode is located
outside the allowed region, and it is increased by αi if all modes are located in
the damped region. Otherwise, γ maintains its previous value.

3.1.2 Discussion of Control Design

The active power droop gain is known to be an important parameter for the
stability of droop-controlled microgrids. However, other control parameters also
affect the stability, indicating that these could have been used in the adaptive
controller. Therefore, a justification for using the active power droop gain is given
in the following.

Participation factor analysis of droop-controlled microgrids has shown that
the dominant low-frequency modes are associated with the states of the droop
controller [35]. This makes sense intuitively, given that DGs typically have a
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cascaded control structure where the droop controller is the slowest outer loop
(see Fig. 2.5). Hence, the parameters of the droop controller are candidates for
being used to relocate the low-frequency modes. However, when examining the
participation factor analysis in [35] more closely, it is seen that the dominant low-
frequency modes are mainly associated with the active power and angle states.
This suggests that the low-frequency modes are more sensitive to variations in mp

than in variations of nq. This is supported by the reduced-order models in [10],
where it is shown that mp is typically the droop gain that is limiting stability
for practical droop values. To illustrate this, consider the root-locus diagrams in
Fig. 3.2. The diagrams are obtained from a microgrid consisting of four DGs.
In Fig. 3.2 (a), mp is reduced from 1e-4 to 5e-5. This results in a significantly
increased damping of the low-frequency modes. In Fig. 3.2 (b), nq is reduced
from 5e-4 to 5e-5. It can be seen that this results in an increase in the damping
of the least oscillatory eigenvalues. Meanwhile, the complex pair of eigenvalues
with the largest imaginary part first move towards the real axis, before moving
away from it as nq is further reduced. This indicates that reducing nq can lead
to reduced damping at some operating points. It should also be noted that the
range in which nq is varied is much larger than the corresponding range of mp

values. This suggests that the sensitivity of the low-frequency modes are more
sensitive to variations of mp.

Another advantage of modifying the effective active power droop gain is that
this does not affect the power sharing in steady state. To show this, consider
(3.1) in steady state. Since the frequency is a global quantity, and γ is the same

(a) (b)

Figure 3.2: Root locus diagram of the low-frequency modes when reducing (a) mp

and (b) nq. The green and red crosses indicate the starting and stopping position
of a mode, respectively. The arrows show the direction of reducing values.
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for all DGs, the power sharing between DGs j and k will be determined by:

Pj
Pk

=
γmp,k

γmp,j
=
mp,k

mp,j
(3.3)

Thus, the proposed control does not affect the steady-state active power sharing,
even if the droop gains between the DGs differ.

3.1.3 Mode Identification Accuracy

The successful implementation of the proposed controller requires accurate iden-
tification of the low-frequency modes. To discuss this, the frequency injections
and the matrix fitting technique itself should be considered in closer detail.

As noted in Section 2.4.4, the model order needs to be selected to use the
matrix fitting technique. In this case, the maximum order of the identified system
is limited to the number of frequency injections. Hence, a minimum number of
frequency injections should be used to identify the apparent impedance. On the
other hand, it is not desired to have an excessive number of frequency injections,
as this leads to increased harmonic distortion in the microgrid. The frequency
range in which the injections are performed should also be selected carefully. In
particular, the frequency range should be selected in the range where the low-
frequency modes reside. This is because the matrix fitting technique is only
accurate in the frequency range of the measured response [70].

The model order is also determined so that the criterion in (2.34) holds.
Combined with the limited number of frequency injections, this means that not
all eigenvalues are likely to be identified in most practical applications. However,
the matrix fitting technique will identify the least damped modes, given that they
are observable from the point of injection. This is clear by considering how the
matrix fitting technique works. The technique minimizes the rms error between
the rational function approximation and actual frequency response. Complex
conjugate poles give a well-observable resonance peak in the measured response,
such that the technique estimates these poles accurately. Otherwise, the rms
error would be substantial. Meanwhile, real poles may not be estimated with
the same degree of accuracy. This occurs because the contribution from these
eigenvalues can be less visible in the frequency response, such that a smooth
response can be fitted quite accurately with several choices of real eigenvalues.
As the method proposed here mainly focuses on the least damped eigenvalues,
this is considered an acceptable performance.

3.1.4 Simulation Results

The proposed controller will be illustrated with a case where a DG is added
to a microgrid consisting of three DGs. This represents a relevant scenario for
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future microgrids, as the availability of renewable energy sources might lead to
relatively frequent connection and disconnection of DGs. Fig. 3.3 displays the
resulting operating points the system is undergoing. The colors mark different
operating points. Estimated eigenvalues are shown with circles, while the ana-
lytical eigenvalues are shown by x-marks. The dark blue circles show the initial
operating point, in which all eigenvalues are inside the allowed region. It can be
seen that there is a good match between the analytical and estimated eigenvalues
in this case.

Next, a new DG is connected to the system, and the resulting estimated
eigenvalues are shown in light blue. This results in a new pair of complex eigen-
values. It can be seen that the two least damped complex conjugate eigenvalues
are accurately estimated, while there is a mismatch in the estimation of the
most damped complex conjugate eigenvalues. Also, the least damped complex
eigenvalues marked by (1) are now outside the allowed region. Therefore, the
centralized controller reduces γ.

The subsequent operating point is shown in dark green. There is again a
slight mismatch in the estimation of the most damped pair of eigenvalues. The
dominant eigenvalues (2) are still outside the allowed region, thus leading to
another reduction of γ. The new operating point is shown in bright green. Now,
the least damped complex pair of eigenvalues (3) is inside the allowed region such
that the desired stability margin is attained. For this operating point, only two
complex pairs of eigenvalues remain, and these are estimated with a good degree
of accuracy. The other two eigenvalues became real, and there is a notable
mismatch in the estimation of these eigenvalues. This supports the previous

Figure 3.3: Estimated (circles) and analytical (x-marks) eigenvalues as a result
of connecting an additional DG and reducing γ. c© 2021 IEEE.
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discussion indicating that the least damped modes are accurately identified, while
there may be a mismatch for more damped and purely real modes.

3.1.5 Main Contribution

The main contribution from the paper can be summarized as follows:

• A method for safeguarding the stability of a microgrid is proposed by adap-
tively updating the active power droop gain of the DGs. No previous in-
formation of the system topology or parameter values is required in doing
so. Moreover, the stability is improved without compromising the inherent
power sharing, transient performance, and low dependence on communica-
tion systems of the droop control.

3.2 Including Realistic Effects in Reduced-Order
Converter Modeling - Paper II

Reduced-order modeling is being increasingly applied for microgrids as it can give
numerically efficient and accurate models. This will not only improve computa-
tional speeds when analyzing larger systems, but it can also aid in the analytical
understanding of more complex models. However, what to include in these models
to obtain a sufficiently accurate model is not straightforward. Although virtual
impedances are commonly used in microgrid applications to achieve adequate
damping and transient response, their effects have usually not been included in
reduced-order models. In addition, the effect of the internal dynamics has also
commonly been neglected. To address these issues, a reduced-order model of a
DG that includes virtual impedances and internal dynamics was developed in
this paper. The assumptions used in developing the model were examined, and a
criterion for deciding the applicability of the reduced-order model was presented.
Based on the proposed model, differences between transient and quasi-stationary
virtual impedances in terms of low-frequency stability were highlighted.

This work contributes to answering all the research questions in the thesis.
In response to the third research question, it is found that an approximation of
the internal DG dynamics is important to include to accurately model the DG.
The criterion for deciding the model applicability also contributes to answering
this question. In addition, it is found that quasi-stationary virtual impedances
present improved stability characteristics over their transient counterparts. Thus,
this contributes to answering the first and second research questions.

In the following, the modeling of the DG and the criterion for selecting the
model order are outlined. In addition, some of the main analytical results are
presented.
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Figure 3.4: Block diagram representing the dq axes dynamics of the output filter
and the internal control loops. The d and q axes are assumed decoupled. c© 2021
IEEE.

3.2.1 Simplifying Internal Dynamics

Despite the significantly faster inner loops, there exists a coupling between these
and the outer droop controller dynamics. The fast dynamics are almost linear,
as it is composed of linear controllers and linear circuits. This means that it is
possible to approximate the fast dynamics without distorting the slow dynam-
ics [12]. This will be used to simplify the internal loops to evaluate their effect
on the slower dynamics. In particular, this will be done by approximating the
frequency response of the fast dynamics at low frequencies.

By assuming that the d and q axes are decoupled, the internal dynamics of
both axes can be represented by the block diagram in Fig. 3.4. The plant is
represented by the filter capacitor (Cf ) and inductor (Lf ). The inner current
controller is represented by its PI controller (Kpc+Kic/s) and feedforward of the
capacitor voltage (through the gain Fi). Similarly, the outer voltage controller
is represented by its PI controller (Kpv + Kiv/s) and feedforward of the output
current (through the gain F ). The PWM is modeled by the block Gd. The
capacitor voltage can be expressed as:

[
vod
voq

]
= Tv(s)I

[
v∗od
v∗oq

]
− Zo(s)I

[
iod
ioq

]
, (3.4)

where Tv is the complementary sensitivity function, Zo is the inner DG impedance,
and I is the identity matrix. As the inner current loop is designed to have a sig-
nificantly larger bandwidth than the outer voltage controller, it is reasonable to
assume that if ≈ i∗f at low frequencies. This assumption is confirmed by con-
sidering the bode plots in Fig. 3.5. The dashed lines show Tv and Zo when the
internal loops are included, while the solid lines display the same transfer func-
tions when the internal loops are neglected. It can be seen that neglecting the
inner current dynamics is an appropriate assumption for frequencies lower than
about 1000 rad/s. Hence, this assumption is justified in the low-frequency range.
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(a) (b)

Figure 3.5: Frequency responses of Tv and Zo. c© 2021 IEEE.

With this assumption, the matrices in (3.4) are given by:

Tv(s) =
Kpvs+Kiv

Cfs2 +Kpvs+Kiv
, (3.5a)

Zo(s) = (1− F )
s

Cfs2 +Kpvs+Kiv
. (3.5b)

The effect of the fast dynamics on the slow dynamics can then be found by
considering these transfer functions. In the low-frequency range, these can be
further approximated by:

Tv ≈ 1 and Zo ≈ sLo, (3.6)

where Lo = (1 − F )K−1iv . Hence, the effect of the internal dynamics can be
modeled as the transient part of an inductor at low frequencies. By approximating
the transient term in (2.13) as sLv at low frequencies, the DG output voltage
with a transient virtual impedance can be calculated by combining (2.13), (3.4)
and (3.6):

[
vod
voq

]
=

[
u
0

]
−
[
Rv −ωLv
ωLv Rv

][
iod
ioq

]
− s(Lo + Lv)I

[
iod
ioq

]
. (3.7)

It should be noted that the DG output voltage with only quasi-stationary
virtual impedance is obtained by setting Lv = 0 for the last term in 3.7. It
can be seen from (3.7) that the internal dynamics and virtual impedances can
be represented by an ideal voltage source in series with a form of impedance.

39



Chapter 3: Contributions

By including this in the electromagnetic model in (2.18), the following 5th-order
model is obtained:

dδ

dt
= ω − ω0, (3.8a)

τ
dω

dt
= ω∗ − ω −mpPm, (3.8b)

τ
dU

dt
= U∗ − U − nqQm, (3.8c)

Lt
dId
dt

= U cos δ − Us −ReqId +XeqIq, (3.8d)

Lt
dIq
dt

= U sin δ −XeqId −ReqIq, (3.8e)

where the effect of real and virtual impedances, as well as the effect of internal
loops, is included in the values of Req = Rc + Rv, Xeq = ω0(Lc + Lv) and
Lt = Lc + Lo + Lv. Note that Lt = Lc + Lo for a quasi-stationary virtual
impedance implementation.

The model in 3.8 has the exact same form as the electromagnetic model in [10].
Hence, the network dynamics can be approximated as shown in Section 2.3.2. The
resulting small-signal 3rd-order model can then be written as:

τ

mp
∆δ̈ +

(
1

mp
−B′

)
∆δ̇ +B∆δ +

G

U0
∆U̇ − G′

U0
∆U = 0 (3.9a)

(
τ

nq
− B′

U0

)
∆U̇ +

(
1

nq
+
B′

U0

)
∆U −G∆δ̇ +G′∆δ = 0 (3.9b)

where

B =
3XeqU

2
0

2(R2
eq +X2

eq)
, G =

3ReqU
2
0

2(R2 +X2
eq)

, (3.10a)

B′ =
3LtReqXeqU

2
0

(R2
eq +X2

eq)
2
, G′ =

3Lt(R
2
eq −X2

eq)U
2
0

2(R2
eq +X2

eq)
2

. (3.10b)

A simplistic estimate of the small-signal stability boundary in (3.9) is to re-
quire positive coefficients in front of ∆δ̇ and ∆U̇ [10]. This can equivalently be
written in terms of the droop coefficients as:

mp <
(R2

eq +X2
eq)

2

3LtReqXeqU2
0

, nq <
τ(R2

eq +X2
eq)

2

3LtReqXeqU0
. (3.11)

Since Lt is larger for transient virtual impedances than for quasi-stationary vir-
tual impedances, the estimates of the stability regions are smaller for the tran-
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Figure 3.6: Flow diagram for selecting whether to use 3rd- or 5th-order model.
c© 2021 IEEE.

sient virtual impedances. Hence, this suggests that the stability region of droop-
controlled DGs can be enlarged by using quasi-stationary virtual impedances
instead of transient virtual impedances.

3.2.2 Proposed Method for Selecting Model Order

As reduced-order models essentially are a trade-off between complexity and accu-
racy, it is important to consider when the reduced-order model is applicable. To
address this issue, a method for selecting the model order is proposed. As noted
in Section 2.3.2, the first-order Maclaurin approximation of the network dynam-
ics is only valid for sufficiently small frequencies. Now that the internal dynamics
Lo has been included in the model, the criterion in (2.21) can be written as:

∣∣∣∣
sLt

Req + jXeq

∣∣∣∣� 1, (3.12)

As an aside, it can be noted that this represents a stricter criterion compared
to (2.21), since including the internal dynamics effectively increases the left-hand
side of (3.12). By rearranging (3.12), the frequency for which the model is valid
is given by:

ω �

√
R2
eq +X2

eq

Lt
= ωlim. (3.13)

Hence, the reduced-order model is valid for frequencies much less than ωlim.
It can be seen that increasing the quasi-stationary virtual impedances increases
ωlim, while increased inner DG impedance reduces it. In addition, it is also
evident that including the transient term in the virtual impedances will give a
smaller ωlim.

To determine whether the 3rd- or 5th-order model should be used in a given
application, the flow diagram in Fig. 3.6 is proposed. In the first step, the DG
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Figure 3.7: Root locus diagram for the detailed model, and 5th-order and 3rd-
order models with and without including internal dynamics. c© 2021 IEEE.

is modeled by using the 3rd-order model. Subsequently, the natural frequency
(ωn) is calculated for each of the resulting modes. Then, ωn/ωlim is evaluated to
test whether the approximation of the network dynamics is accurate. If the ratio
is less than a parameter βlim, the assumption is considered valid, meaning that
the 3rd-order model can be applied. Otherwise, the 5th-order model should be
used. The value of βlim should be chosen depending on the desired accuracy for
the specific application. In particular, if a high degree of accuracy is needed, a
low value of βlim should be used.

3.2.3 Analytical Results

To validate the accuracy of the presented reduced-order models, a detailed aver-
age model of a DG was used as a benchmark. This model is obtained as described
in Section 2.2. Fig. 3.7 displays a root locus diagram when increasing mp for the
detailed model, as well as the 5th- and 3rd-order models with and without inner
dynamics. For this case, the transient virtual impedance is used. The 5th-order
model including inner dynamics is seen to be the most accurate. Meanwhile, the
3rd-order model including inner dynamics is also quite accurate, although it is
predicting a more damped response as the system is approaching the stability
limit. Although accurate for low values of mp, the models neglecting the internal
dynamics deviate significantly from the detailed one for larger values of mp. In
particular, the deviation is mainly related to the real value, thereby completely
overestimating the damping of the system. This underscores the importance of
accounting for the internal dynamics of the DG.

To consider the differences between quasi-stationary and transient virtual
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Figure 3.8: Parametric stability limits predicted by the 3rd-order model with
transient (t.) and quasi-stationary (q.) virtual impedance. The simplistic esti-
mates based on (3.11) are also shown. c© 2021 IEEE.

impedance implementations, consider the parametric stability regions in Fig. 3.8.
The stability regions are obtained based on the 3rd-order model in (3.9) for
the quasi-stationary (red) and transient (green) virtual impedances. The stable
region is to the left and below the curves. The simplistic estimates of the stability
region provided by (3.11) are also shown for the quasi-stationary (black) and
transient (blue) virtual impedances. For this operating point, the estimates are
accurate for the limit on nq, while they are mostly restrictive for the limit on
mp. Again, it is observed that the system stability region is smaller when using
the transient virtual impedance compared to when the quasi-stationary virtual
impedance.

3.2.4 Main Contributions

The main results from the paper are summarized in the following:

• It is analytically shown that transient virtual impedances lead to a smaller
system stability region compared to quasi-stationary virtual impedances.
The improved performance of the latter in terms of low-frequency stability
is also shown experimentally.

• A criterion for deciding when reduced-order models of droop-controlled DGs
can be used is presented. Although simple, the criterion effectively predicts
when the reduced-order model is accurate.

• Despite being several times faster than the slow droop dynamics, it is shown
that the internal dynamics can significantly affect the low-frequency dynam-
ics. Hence, this should be included for accurate modeling of the DGs.
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3.3 Harmonic Virtual Impedance Design for Op-
timal Power Quality Management - Paper III

Power quality is an important topic for microgrids due to the proliferation of
nonlinear loads. While DGs can be used to improve the power quality, there exists
a trade-off between current harmonic sharing and voltage quality, as explained
in Section 2.5.1. This trade-off is difficult to manage with a general microgrid
configuration with several DGs. To address this issue, an optimization algorithm
for determining the harmonic virtual impedances of DGs in a multibus microgrid
was presented in this paper. The main objective of the algorithm is to reduce
the harmonic voltages of the microgrid nodes. A certain degree of harmonic
current sharing between the DGs by selecting a single parameter in the algorithm.
Hence, the power quality trade-off between accurate current sharing and harmonic
distortion is taken into account in the algorithm.

The work in this paper contributes to answering the first two research ques-
tions. Firstly, as the design of the harmonic virtual impedances for improved
power quality is addressed, the paper contributes to answering the second re-
search question. A centralized unit calculates the harmonic virtual impedance
values of the DGs in the microgrid. These values are updated periodically to
account for varying grid conditions. Despite being a centralized unit, this does
not interfere with the main function of the droop controller, so that the work also
addresses the first research question.

In the following, an overview and discussion of the proposed optimization
algorithm are given. In addition, analytical results highlighting the main features
of the algorithm are provided.

3.3.1 Overview of Proposed Optimization Algorithm

An overview of the application of the proposed algorithm is shown in Fig. 3.9.
In the first step, the harmonic content of the load currents is extracted. Hence,
a dedicated current sensor is needed for each load. Subsequently, the harmonic
content from all DGs is sent to the microgrid central controller (MGCC). This is
used as input to the optimization algorithm, which is run for all harmonics where
harmonic virtual impedances are implemented. The harmonic virtual impedances
are then sent to all DGs where they are updated. Finally, the process is repeated
after a certain time. In practical applications, the duration between updating the
harmonic virtual impedances can be quite long. This is because the method is
aimed at improving the power quality in steady state. This makes sense consid-
ering that standards typically assess harmonic voltages over longer time intervals
(e.g. 10 min in EN50160 [74]).

In the following, an overview of the optimization algorithm will be provided.
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Figure 3.9: Sequence showing the application of the proposed optimization. The
optimization reduces node harmonic voltages while ensuring a degree of DG cur-
rent harmonic sharing. c© 2021 IEEE.

In addition to the objective function that minimizes the harmonic voltages, the
algorithm contains four constraints:

1. Kirchhoff’s Current Law applied to all system nodes.

2. The equivalent harmonic impedances of each DG should be greater than a
minimum.

3. Node harmonic voltages should comply with standards.

4. A certain degree of DG current harmonic sharing should be maintained.

The first constraint represents a physical restriction that applies to all nodes
in the system. The second constraint limits the excessive use of negative virtual
impedances. This is included for preserving the stability of the microgrid. The
third constraint ensures that the harmonic voltages are kept within the values
specified by standards (e.g. EN 50160 [74]). The fourth constraint reflects the
power quality trade-off in terms of current harmonic sharing and voltage quality.
A detailed formulation of the optimization algorithm can be found in Appendix A.

The decision variables for the algorithm are the harmonic virtual impedances
and the harmonic voltages at the microgrid nodes. Meanwhile, the network
impedances and configuration are assumed to be known. While the assumption of
a known configuration is reasonable from a system perspective, exact knowledge
of the network impedances is unlikely. However, the impedance values are used for
several system-level functions, and this is therefore not an unusual assumption.
The line impedances can also be readily estimated when the type of conductor
and the cable length is known [13], or more advanced methods on line impedance
estimation can be used [92].
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Figure 3.10: Simulated test system based on the microgrid benchmark in [13].
c© 2021 IEEE.

3.3.2 Analytical Results

The proposed algorithm was implemented for a microgrid consisting of three DGs
and five loads based on the benchmark microgrid in [13]. The system is shown in
Fig. 3.10. This system will be used to highlight the ability of the method to vary
the trade-off between harmonic sharing and voltage quality. In the optimization
algorithm, this is achieved by setting a parameter β. In particular, setting β = 0
forces equal harmonic sharing between the DGs, while increasing values of β
allows for increasing mismatch in the harmonic sharing.

For the simulated case, nonlinear loads were applied at nodes R16 and R17. In
addition, all load nodes included linear loads. The following results were obtained
for different values of β, upon reaching steady after application of the virtual
impedances resulting from the optimization algorithm. Fig. 3.11 (a) shows the
THD of the circulating currents between DGA and DGC, and DGB and DGC.
For β = 0, the THD value is very low. This shows that the current harmonics
are accurately shared between the DGs. It can also be seen that the THD of the
circulating currents increases for increasing values of β. This occurs because β
represents a degree of freedom; smaller values enforce sharing between the DGs,
while larger values allow a mismatch in the sharing. This degree of freedom is
used to improve the voltage quality, as this is set as the main objective. This is
clearly shown in Fig. 3.11 (b), which displays the voltage THD at the load nodes
for different values of β. The voltage THD is the largest when β = 0, and it

46



Chapter 3: Contributions

(a) (b)

Figure 3.11: (a) the THD of the circulating currents and (b) the voltage THD at
selected nodes when changing the value β. c© 2021 IEEE.

decreases for increasing values of β.

3.3.3 Main Contributions

The main contributions from the paper are summarized in the following:

• The optimization algorithm minimizes the voltage THD while ensuring a
degree of current harmonic sharing. In this way, the algorithm reflects the
trade-off between voltage distortion in the MG nodes and DG harmonic cur-
rent sharing. This trade-off can be easily adjusted by selecting a parameter
of the optimization problem.

• The proposed optimization algorithm is applicable for any MG topology.

• The method does not rely on time-critical communications.

3.4 Discussion

The main objective of the work in this thesis has been to facilitate an increased
integration of microgrids and DGs, through the development of models and con-
trol strategies. Although they are addressing different aspects, the presented
papers contribute to this end. In particular, the accurate and efficient reduced-
order model in paper II can be useful in the planning and operation of future
microgrids. Meanwhile, the proposed controller in paper I automatically adapts
the controllers of the DGs based on the system stability margins, so that the
system stability is guaranteed. Thus, this enables increased integration of DGs
in a plug-and-play manner. Finally, paper III addresses how the power quality
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of a generic microgrid can be enhanced by employing the spare capacity of DGs
for ancillary services.

As noted in the previous sections, all papers aim at improving the microgrid
performance, thereby contributing to answering the first research question. While
both papers I and II are related to improving the stability of DGs in microgrids,
this is done at different levels. Paper II addresses the stability of a single DG,
while paper I is concerned with the stability of the entire microgrid. Hence,
these papers somewhat complement each other. Meanwhile, paper III aims at
improving the power quality of the microgrid. Similar to paper I, this is performed
from a system perspective.

The first research question states that improved performance should be inves-
tigated, without compromising the advantages of a decentralized approach. To
discuss this in more detail, the advantages of a decentralized approach should be
clear. One of the main advantages is the high degree of reliability since no com-
munication between DGs or a central controller is necessary. Hence, no single
unit is indispensable for the proper operation of the microgrid. Another ad-
vantage of avoiding communication is simplicity. Clearly, as paper II addresses
the stability of a single DG, this is a completely decentralized approach. As
such, it cannot compromise any of the stated advantages. On the other hand,
papers I and III depend on centralized controllers and communication. At the
first glance, this might seem to undermine the advantages of the decentralized
approach. However, in terms of reliability, the methods in these papers can be
considered supplements to the basic control scheme for enhancing the system per-
formance. As such, they are not critical for the system operation, meaning that
the basic control scheme will continue to function even if the central controller
or the communication breaks down. However, if this occurs, the improved per-
formance provided by the methods will, of course, not be attainable. As for the
simplicity, it is clear that the proposed methods add some complexity due to the
added communication requirements. Yet, the communication requirements are
low for both methods. Considering that some level of communication typically
is needed in hierarchically controlled microgrids anyway, the added requirements
from the proposed methods will not significantly increase the complexity of the
system.

The methods in papers I and III can also be considered a type of secondary
control. However, in contrast to the conventional secondary control that sends
references for a variable (e.g. active or reactive power references), the methods
here send references for a parameter. This has the advantage that the primary
controllers act in a distributed way, as in their standard configuration. Then,
the secondary controller only modifies the parameter values. This means that
any delays only have effects through the parameter update and not through the
control loops. Hence, a low update rate can be used without jeopardizing the
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stability of the system.
The second research question is related to how virtual impedances can be used

to improve the performance of the microgrid. Although considering different as-
pects, both papers II and III address this question as they study outer virtual
impedance implementations. In paper II, it is found that a quasi-stationary vir-
tual impedance implementation gives larger system stability margins compared
to transient virtual impedances. Meanwhile, paper III addresses how the har-
monic current sharing between DGs can be obtained by proper selection of the
harmonic virtual impedances. A difference between the papers is that paper III
uses a virtual impedance for each harmonic of the output current, while paper
II uses a virtual impedance for the entire output current. Paper I does not con-
sider virtual impedances, but it could be of interest to devise a controller that
adaptively changes the virtual impedances of the DGs instead of the droop gains.
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Chapter 4

Conclusions and
Recommendations for
Further Work

4.1 Conclusions

The objective of this work was to develop models and control strategies to facil-
itate a larger deployment of microgrids and DGs. This has been addressed from
different points of view for both stability and power quality. Three main con-
tributions have been presented in the thesis. First, a centralized controller was
proposed, which adapted the controllers of the DGs according to predefined sta-
bility margins. Initially, the system eigenvalues were estimated. Then, depending
on the location of these eigenvalues, the controller adapted the droop gains of the
DGs. The results demonstrated that the eigenvalue identification was accurate,
although the model order needed to be carefully chosen. It was shown that the
proposed controller enabled restoring of the desired stability margins within a
few control steps. Moreover, the performance of the system did not depend on
fast communications and did not adversely impact the advantageous features of
the conventional droop control.

Second, a reduced-order DG model considering internal dynamics and virtual
impedances were developed. These were modeled by approximating their transfer
functions at low frequencies, to obtain an accurate representation of the low-
frequency modes of the DG. In addition, a method for deciding the model order
was proposed, which was based on analyzing the assumptions used in obtaining
the reduced-order model. This provided a straightforward criterion for selecting
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the model order in studies of larger systems. The model clearly showed the
importance of accounting for the internal dynamics, as failing to do so could lead
to optimistic estimates of the damping of the dominant modes. Moreover, the
model also showed that quasi-stationary virtual impedances led to larger system
stability regions than transient virtual impedances.

Finally, an optimization algorithm for setting the harmonic virtual impedances
for improving the power quality of multibus microgrids was proposed. The ob-
jective function minimized the harmonic voltages at the microgrid nodes, while
a degree of current harmonic sharing between the DGs represented one of the
constraints. In this way, the method was able to reflect the trade-off between
power quality and current harmonic sharing. While the main developments were
validated in simulation and experimental work, the experimental validation also
showed appreciable differences. In particular, it was noticed that unmodeled
sources of harmonics could lead to significant modifications of the expected re-
sults.

The three main contributions aimed at improving the stability and power
quality of microgrids with droop-controlled DGs. These topics are highly rele-
vant for future microgrids consisting of a large number of DGs, as such microgrids
are prone to variable stability margins. In addition, a large amount of DGs also
call for a coordinated control strategy for efficient use of the DGs for ancillary
service provision. The results of this work contribute to achieving these future
microgrids. Specifically, the proposed controller that adaptively ensures the sta-
bility margins of a system facilitates plug-and-play functionality of DGs by taking
the variable stability margins into account. The proposed reduced-order model
also contributes to this end by pointing to the essential elements that may cause
low-frequency instability of droop-controlled DGs. In addition, the proposed
optimization algorithm enables power quality improvements for microgrids with
more complex network topologies. Both of the proposed control strategies adapt
according to changing operating conditions, thereby providing the necessary flex-
ibility to the rapidly changing operating points of future microgrids.

4.2 Further work

Several research topics can be pursued as an extension of the research in this
thesis. Suggestions for possible directions are included in the list below:

1. While the apparent impedance method has been successfully applied in
finding the eigenvalues of smaller systems, it is clear that it can have limited
observability of some states for larger systems. Therefore, it would be of
interest to investigate how large a system can be while still identifying the
system modes. If limited observability occurs, it could also be of interest
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if the method could be effectively extended by having several converters
identifying the system dynamics.

2. A drawback of the proposed controller is the need for a dedicated converter
to identify the apparent impedance. Hence, it would be of interest to in-
corporate the identification in one of the other DGs. However, in this case,
the dynamics of that DG would not be included in the obtained apparent
impedance, such that the identification would need to be modified.

3. Although several decentralized control strategies have been proposed for
control of DGs, a thorough comparison between these have not been un-
dertaken. Reduced-order models can be valuable to this end, as differences
and similarities between the models can more easily be analyzed analyti-
cally.

4. In the experimental verification of the proposed optimization algorithm,
important differences were observed compared to the analytical results. It
would therefore be of interest to investigate more in depth what is contribut-
ing to these discrepancies and whether these effects can be incorporated into
the optimization algorithm.

5. It could also be of interest to extend the optimization algorithm to include
reactive power and unbalance compensation. The necessary measurements
would already be in place so that only the algorithm would have to be
extended to deal with these cases.
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Apparent Impedance-Based Adaptive Controller for
Improved Stability of Droop-Controlled Microgrid

Fredrik Göthner, Raymundo E. Torres-Olguin, Javier Roldán-Pérez, Member, IEEE,
Atle Rygg, and Ole-Morten Midtgård, Member, IEEE.

Abstract—Droop control is the most common approach for con-
trolling microgrids (MGs) and interfacing distributed generators
(DGs) due to its inherent power-sharing characteristics and low
dependence on communication systems. However, the stability
of MGs operated with this control paradigm is sensitive to the
droop parameter values and system topology. This situation will
be even more challenging in future grid scenarios, where system
reconfiguration and parameter uncertainty will become more
relevant. In this paper, a centralized controller for improving
the stability margins of a MG is proposed. Firstly, the apparent
impedance of the MG is periodically identified by injecting
a multi-tone current perturbation. Then, the matrix fitting
technique is applied to calculate the system eigenvalues based on
the estimated apparent impedance. Depending on the location
of the dominant eigenvalues, the droop gains are modified
by using a control law to ensure sufficient stability margins.
No previous information of the system topology or parameter
values is required. It is shown that this method can greatly
improve stability margins without compromising the inherent
power sharing, transient performance and low dependence on
communication systems of the droop control. Simulation and
experimental results for a MG based on DGs rated at 60 kVA
are included to validate the proposed control scheme.

Index Terms—Microgrid Control, Impedance Estimation,
Adaptive Control, Apparent Impedance Analysis.

I. INTRODUCTION

M ICROGRIDS (MGs) have gained attention in recent
years since they facilitate the integration of renewable

energy sources in electrical distribution systems [1]. Several
philosophies have been adopted for controlling MGs, includ-
ing centralized and decentralized approaches. Centralized ap-
proaches such as master-slave schemes rely on communication
between a master controller and local controllers [2]. Although
such schemes perform well, the reliability has been questioned
due to the dependence on communication. Moreover, failures
in the master controller can cause a complete system shut-
down. Meanwhile, decentralized approaches such as power-
frequency droops [3] and virtual synchronous machines [4]
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are by far more common in the literature. The advantage of
decentralized schemes lies in their low dependence on com-
munications systems, which is paving the way for plug-and-
play capability. However, the stability of decentrally-controlled
MGs is known to be sensitive to the droop control parameters,
especially when the MG is working isolated from the main
grid. This is particularly challenging for MG configurations in
which line impedances are small and predominantly resistive,
which is common in low-voltage networks [5, 6].

Several control modifications have been proposed to address
this stability issue. One popular approach is to emulate an
additional impedance at the output terminal of the DG by using
virtual impedances [7–9]. This technique virtually increases
the electrical distance between DGs, thereby improving the
stability margins. However, voltage regulation is worsened,
and this can have a negative impact when large loads are
suddenly connected to the MG. Another common approach for
improving stability margins is to modify the droop control law.
Firstly, depending on the R/X ratio of the electrical connec-
tion, the active power-voltage and reactive power-frequency
relations are altered [7]. For inductive grids, the classical
active power-frequency and reactive power-voltage relations
can be applied. However, for dominantly resistive grids, there
is a strong coupling between voltage and active power, and
frequency and reactive power. Under these circumstances,
opposite droops should be used [10]. For R/X ratios around
unity, both voltage and frequency are coupled with active
and reactive power. In this case, a mixed droop approach
should be applied [11]. Another control technique that can be
applied under these circumstances is called virtual power [12].
For this technique, the actual active and reactive powers are
transformed by using a rotation angle. The result is “virtual
powers”, to which traditional droop control can be applied.
In addition to the modified droops and their alternatives
mentioned before, derivative terms have also been proposed
to improve voltage and frequency regulation [10, 13]. This
approach can effectively reduce the coupling between voltage
and frequency control loops, similarly to the virtual impedance
approach [14].

Hierarchical control approaches have also been extensively
used to improve the performance of decentralized control
schemes [15]. In these approaches, the primary control is
decentralized, while the secondary and tertiary layers typically
use communication systems. The secondary control has been
used to restore the system operating point (e.g. removing
steady state frequency and voltage deviations) [16–18] or
to handle unbalance compensation [19]. The mismatch in
reactive power sharing between DG units have also been
addressed by using a secondary controller [20, 21]. Moreover,
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the hierarchical control structure has been used to update
control parameters online [22, 23]. However, in these works,
it is assumed that the system configuration and parameters are
known in order to update the controller.

The massive integration of DGs in future power networks
will inevitably reduce the electrical distance (and thereby the
impedance value) between DGs [6, 24]. Other factors such
as ambient temperature and loading conditions also affect
line impedance values [25]. This makes the MG stability
margins highly dependent on the actual operating conditions.
Therefore, to achieve plug-and-play capability, the MG control
system must be able to adapt itself according to these variable
(and many times unpredictable) scenarios. A solution is pro-
posed by Huang et al. [26]. In that work, virtual impedance
values are set large enough so that MG stability is guaranteed
for a given set of droop parameters. This solution is robust and
provides adequate stability margins for any working condition.
However, the resulting virtual impedances are large, and this
restricts the transient performance of the MG.

State-space methods have traditionally been used for analyz-
ing power systems dynamics. These methods require detailed
information of each network component. For traditional power
systems based on large rotating electric machines, this problem
can be adequately addressed including all the details of gen-
erators and their control loops. However, in electrical systems
dominated by a large number of DGs, the problem becomes
intractable. In this case, system identification techniques are a
solution to analyze power system dynamics without detailed
system information [27]. These methods only use time-domain
measurements as inputs. The output can be the dominant
modes or low-order linear models of the system. Several types
of identification methods have been used in the literature, such
as ringdown and mode-meter algorithms [28]. However, in
order to obtain accurate results, reliable real-time synchronized
measurement systems are typically needed.

As an alternative, impedance-based techniques have been
increasingly applied to ac power systems over the last decades
decades [29, 30]. In this case, the system is split into source
and load subsystems, and stability is guaranteed if the ra-
tio between the subsystem impedances satisfies the Nyquist
stability criterion (provided that each subsystem is stable
by itself) [31]. The main advantage of this method is that
stability is determined by using the impedance measured at
the interconnection point. This removes the need for detailed
information of internal state variables and system parameters.
On the other hand, limited observability of certain states might
occur depending on where the system is partitioned [32].
A related version of traditional impedance methods is the
apparent impedance analysis [33]. Instead of using the source
and load impedances individually, this method estimates the
equivalent impedance seen from the point of injection. This
apparent impedance can be readily estimated by using fre-
quency sweeps and system identification techniques such as
matrix fitting [33, 34]. The main advantage of using the
apparent impedance is that it represents a closed-loop transfer
function in the system. Hence, the system eigenvalues can be
estimated without previous knowledge of the grid configura-
tion or parameter values. Impedance-based methods have also
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Fig. 1. MG topology, including internal loops and the proposed controller.

been used for adaptive control of DGs based on the estimated
grid impedance seen from the converter [35, 36]. This can
improve the performance and stability margins under varying
grid conditions. However, the power quality of the grid might
significantly worsen if many DGs actively estimate the grid
impedance simultaneously. Moreover, the adaptive control in
these methods only guarantee the stability of individual DGs.

In this paper, a controller that adapts the droop coefficients
of an MG to safeguard its stability is presented. The adaptation
process is based on estimated system eigenvalues, which are
calculated by using apparent impedance analysis and matrix
fitting. The apparent impedance is obtained by perturbing the
system with a single dedicated converter, thereby minimizing
adverse power quality effects. Subsequently, the active power
droop gain is updated for all DGs depending on the location
of the system eigenvalues. By using this approach, all DGs
cooperate to ensure sufficient stability margins and adequate
performance. Conditions to guarantee the stable operation of
this control law are derived. Also, the performance of the
control system will be explored by using analytical derivations
and simulations. Finally, experimental results are presented to
validate the main contributions.

The rest of the paper is organized as follows. In Section II,
the application is described, including a short overview of
DG controllers and the proposed control technique. In Sec-
tion III, the proposed controller is derived, while the apparent
impedance analysis is explained in Section IV. Simulation
and experimental results are presented in Sections V and VI.
Section VII provides a discussion of the method, while the
conclusions are drawn in Section VIII.

II. APPLICATION OVERVIEW

A. Microgrid Description

Fig. 1 shows the islanded MG considered in this work. It
consists of four DGs connected via LCL filters, three loads,
three lines, and an additional current-controlled voltage source
converter (CC-VSC). The DGs regulate the MG voltage and
frequency cooperatively by using conventional Pf and QV
droop controllers. The line impedances are denoted by Zij ,
where i and j are the nodes interconnected by the line.
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Fig. 2. Hardware and control diagram of a droop-controlled DG.

The loads are denoted by ZLi. Both loads and lines are
modelled as RL equivalent circuits. The CC-VSC is in charge
of identifying the system dynamics. The injected current of the
CC-VSC (iinj) and resulting voltage (vinj) serve as input to
the proposed adaptive controller. This controller regularly out-
puts the variable γ through a low-bandwidth communication
channel. Bold variables are referred to a synchronous reference
frame (SRF) (e.g. x = xd + jxq).

B. DG Control Overview

Fig. 2 presents the droop-controlled DG considered in
this work. The inner current controller regulates the current
through the converter-side inductance (Lf ), while the outer
voltage loop regulates the voltage across the filter capacitor
(Cf ). The inner loops are devised in an SRF and they include
PI controllers with appropriate feedforward and decoupling
terms [5]. The outer Pf and QV droop controllers enable par-
allel operation of DGs. For the conventional droop controllers,
active power is drooped against frequency and reactive power
is drooped against voltage [3]:

ω = ω∗ −mpP, E = E∗ − nqQ, (1)

where ω and ω∗ are the DG frequency and its reference value,
E and E∗ are the DG voltage magnitude and its reference
value, while mp and nq are the active and reactive power
droop gains. The terms P and Q are filtered values of the DG
output active and reactive powers:

P =
1

1 + Tfs
Pm, Q =

1

1 + Tfs
Qm, (2)

where s is the Laplace variable, Tf is the low-pass filter time
constant, while Pm and Qm denote the measured active and
reactive power of the DG. The angle for Park transformations
is obtained by integrating the frequency (ω), in (1).

C. Proposed Control System Overview

Fig. 3 (a) shows a flowchart summarizing the proposed
controller. In the first step, two regions of the complex plane
are defined. These are denoted allowed and damped regions.
The main objective of the control system is to place the
dominant (low-frequency) poles of the MG inside the allowed
region. This region is defined by a minimum allowed damping
ratio (ζ−), as shown in Fig. 3 (b). The damped region is a
subset of the allowed region. This region is defined by the

(a) (b)

Fig. 3. (a) Flowchart of the proposed control and (b) allowed and damped
regions for the system eigenvalues.

minimum damping ratio (ζ+). Also, as only the dominant
poles will be addressed with the controller, an upper bound
for their natural frequency is defined (ωlim). By limiting
the frequency of the poles of interest, the high-frequency
poles related to electromagnetic phenomena (e.g. fast-inner
controllers) can be discerned from the low-frequency ones that
dominate the power flow dynamics.

In the second step, the dominant low-frequency modes are
identified by using apparent impedance analysis. The data
required to identify the model is obtained from a dedicated
converter (see Fig. 1). A low-magnitude multi-tone current is
used to estimate the apparent impedance without threatening
the MG power quality. Subsequently, the matrix fitting tech-
nique is used to estimate the system state-space model. The
application of the apparent impedance analysis and matrix
fitting is explained in detail in Section IV. If any mode is
outside the allowed region, the centralized controller reduces
the active power droop gains (by reducing γ) to increase the
system stability margins. If instead all the modes are inside
the allowed region, the method checks if all of them are in
the damped region. If so, the MG is unnecessarily damped
and the controller increases the active power droop gains (by
increasing γ). If all modes are in the allowed region, but not
all are in the damped region, no change in the control system
occurs. Finally, the system waits before the process repeats.
This is further explained in Section III. The development and
analysis of this control method is the main contribution of this
work.

D. Small-Signal Model of the MG

In order to verify whether the identified eigenvalues are
correctly estimated, an analytical small-signal model of the
MG in Fig. 1 is developed. This model is found by calculating
a linearized state-space representation of each DG, line and
load, independently. Afterwards, the submodels are aggregated
in a single state-space representation [5]. The models of each
subsystem should be referred to a common reference frame
(DQ), which is aligned with the reference frame of DG1.
Lines and loads are directly modelled in the common reference
frame, while DG units are modelled in their own reference
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Fig. 4. Effect that the central controller gain (γ) has on the droop control
law. Here, γ1 > γ2.

frame. To aggregate the models, the following reference frame
transformation should be performed:

[
xD
xQ

]
=

[
cos δi − sin δi
sin δi cos δi

] [
xd
xq

]
, (3)

where δi is the angle difference between the reference frame of
a DG (dqi) and the common reference frame (DQ). For details
regarding state-space modelling of MGs with DGs, lines and
loads, see [5].

III. PROPOSED CONTROL METHOD

In this section, the proposed control for droop-controlled
MGs is presented. Also, conditions to guarantee stability are
derived.

A. Proposed Control

Many droop-controlled MG topologies have already been
analyzed by using participation factor analysis. In these works,
it was found that low-frequency modes are mainly associated
with the states of the droop controller [5, 13]. This suggests
that the low-pass filter time constant or droop gains could be
used for relocating the low-frequency modes. More specifi-
cally, the active power and angle states have the most relevant
impact [5]. These findings are supported by the reduced-
order models in [6], where it is shown that the active power
droop gain is typically limiting stability for practical tuning
of droop controllers. This means that altering mp is the most
direct method for shifting the low-frequency modes. However,
altering nq or Tf might also be of interest depending on the
MG application.

The following modified active power droop control is pro-
posed in order to adjust the position of the low-frequency
modes:

ω = ω∗ − γmpP, γ ∈ (0, 1] , (4)

where γ is calculated by the centralized controller. Its value
is specified recursively, depending on the location of the
identified modes:

γ[k]=





αiγ[k − 1], if ζi ≥ζ+ ∨ |λi| ≥ωlim ∀i
γ[k − 1], if ζi ≥ζ− ∨ |λi| ≥ωlim ∀i

αrγ[k − 1], otherwise
(5)

where αi and αr are constants, λi and ζi denote the ith
eigenvalue and its corresponding damping ratio, and γ[1] = 1.

Fig. 5. Eigenvalues of the MG, when γ is reduced. The arrows indicate the
direction of decreasing γ. (green) γ = 1 and (red) γ = 0.5.

The constants αi and αr are respectively larger than and less
than unity. Hence, if any mode is located outside the allowed
region, γ is reduced by αr. On the other hand, if all modes
are in the damped region, γ is increased by αi. Otherwise,
γ retains its previous value. It should also be noted that γ
is bounded according to (4). The upper bound is included to
limit the maximum droop, while the lower bound is implicitly
ensured in (5).

The effect of the proposed controller on the droop char-
acteristic and system eigenvalues can be seen in Fig. 4 and
Fig. 5, respectively. The MG parameters can be found in
Section V. Fig. 4 shows that the slope of the droop reduces for
smaller values of γ. Thus, for a given value of active power,
smaller values of γ lead to smaller steady-state frequency
deviations. Secondly, the effect of reducing γ on the small-
signal stability can be seen in the root locus diagram in
Fig. 5. Only the dominant low-frequency modes are shown
here, as these modes are more affected by changes in the
droop gains, while high-frequency ones rely more on the
parameters of internal controllers. For γ = 1, there are three
pairs of complex conjugate eigenvalues and another six real
eigenvalues, including one in the origin. When γ is reduced,
the modes placed on the real axis are almost unaffected,
while the damping ratios of the complex conjugate eigenvalues
significantly increase. Hence, low damping factors result for
large values of γ. Therefore, αi should not be much larger
than unity so that the dominant modes are not placed outside
the allowed region.

The proposed control displayed in Fig. 3 is performed re-
peatedly, to ensure that the system is operating with sufficient
stability margins. From a stability point of view, the droop
gains should be updated as fast as possible so that the MG
maintains satisfactory stability margins. However, the multi-
tone current injection needed for the system identification
increases the harmonic distortion of the MG. In this regard,
the proposed control should be performed seldom to limit the
adverse power quality effects. Naturally, the dynamics of the
proposed controller should also be significantly slower than
that of primary control loops to ensure sufficient time-scale
separation. Based on this, γ is updated every 10 s in this work.
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Fig. 6. DG modelled as a voltage source connected to an infinite bus.

Note that the effective droop gain is modified by the same
factor (γ) for all DGs. The droop gain of a DG is normally set
inversely proportional to the rating of the DG. This ensures
proportional power sharing between the DGs according to their
rating [3]. Since γ is the same for all DGs, the ratio between
the effective droop gains of different DGs are unaffected by the
proposed control. Hence, the proposed method does not affect
the power sharing between DG units, even if the original droop
gains differ between DGs.

B. Stability Analysis of the Proposed Controller

In order to analyze the stability properties of the proposed
control technique, consider a single DG unit connected to a
stiff grid via a line impedance Zn = Rn + jXn as shown in
Fig. 6. The DG unit is modelled as an ideal voltage source.
The dynamics of internal current and voltage control loops are
neglected. Therefore, the reference voltage is taken directly
from the droop controller. The active and reactive power
injected to the grid can be calculated as follows [37]:

Pm = (V/|Zn|2) [Rn(E cos δ − V ) +XnE sin δ] (6)

Qm = (V/|Zn|2) [Xn(E cos δ − V )−RnE sin δ] . (7)

In order to obtain the dynamic equation that governs the
power flow, the power flow equations (6)-(7), the voltage droop
equations (1)-(2) and the proposed frequency droop equation
(4) are merged. Since the angle difference between the voltage
sources is small, it will be assumed that δ ≈ 0. Then, sin δ ≈ 0
and cos δ ≈ 1. Derivations can also be done for sin δ ≈ δ
instead of sin δ ≈ 0, with similar conclusions. However, the
results will be presented for sin δ ≈ 0 since this gives more
compact expressions. The operating point of the DG voltage
will be denoted E0. Taking into account all the considerations
above, the characteristic polynomial is:

s3 + a2s
2 + a1s+ a0 = 0, (8)

where

a2 =
2

Tf
+
nqV Xn

Tf |Zn|2
(9)

a1 =
1

T 2
f

+
nqV Xn

T 2
f |Zn|2

+ γ
mpV E0Xn

Tf |Zn|2
(10)

a0 = γ
mpV E0

T 2
f |Zn|2

(Xn + nqV ) . (11)

To analyze the stability of the proposed control, the system
can be assumed to be initially stable with γ = γ0. According
to Routh-Hurwitz criterion, a2 > 0, a0 > 0 and a2a1 > a0
are sufficient and necessary conditions to guarantee the system
stability. Hence, these inequalities hold by assumption for the
initial operating point. Thus, to verify that the proposed control
is viable, the effect of reducing and increasing γ must be

considered. Clearly, since a2 is independent of γ, a2 > 0
for any value of γ. Moreover, a0 > 0 is always fulfilled for
γ > 0. Finally, the effect of changing γ must be considered
for the condition a2a1 > a0.

Consider first the effect of reducing γ. Equations (9)-(11)
can be rewritten as follows:

a2 = c21, a1 = c11 + γc12, a0 = γc01, (12)

where the constants c21, c11, c12 and c01 can be identified
from the original expressions. Clearly, these coefficients are
positive. After these considerations, the expression a2a1 > a0
can be divided by γ such that it can rewritten as follows:

(c21c11)/γ + c21c12 > c01. (13)

As reducing γ increases the left-hand side of (13), it is evident
that the condition is fulfilled for 0 < γ < γ0. Hence, by
Routh-Hurwitz criterion, the new operating point is stable for
any reduction as long as γ > 0.

Meanwhile, increasing γ reduces the left-hand side of (13).
By re-arranging (13), the stability condition for increasing γ
is given by:

γ < c21c11/(c01 − c21c12), (14)

where c01 − c21c12 > 0 has been assumed in the derivation.
Hence, γ is limited to the range 0 < γ < c21c11/(c01−c21c12)
to ensure system stability. If the denominator in (14) is
negative, γ is lower bounded by this value. In this case,
the model predicts that the system is stable for arbitrarily
large values of γ. This is clearly wrong. The reason why the
model fails in estimating the exact stability limit is extensively
discussed in [6]. However, the same authors point out that the
model has adequate accuracy when the system is not close to
the stability limit. Since the proposed method aims at operating
the MG far from the stability limit, this model is considered
sufficient in this work.

A more accurate limit for γ can be found by using the high-
fidelity model proposed in [6]. There, an estimate of the upper
bound on the active power droop gain is given in p.u. by:

kp < Sn
(R2 +X2)2

2RX2
, (15)

where kp is the p.u. droop gain, Sn is the inverter rating with
respect to its base power, while R and X are the p.u. resistance
and reactance. For simplicity, Sn can be set to 1 here. In
deriving (15), the voltage magnitudes are assumed to be close
to unity [6]. In this work, the active power droop gain is given
by γmp. By using the nominal frequency as the base value,
an estimate of the upper bound on γ is thus given by:

γ <
ω0(R

2 +X2)2

2mpRX2
. (16)

Thus, an upper limit on γ is given by the lowest value of
(14) and (16).

IV. MODE IDENTIFICATION

In this section, an outline of the apparent impedance analy-
sis and matrix fitting are presented. These techniques will be
used for identifying the system modes.



6

Z1,dq

Z2,dqvT iNvinjiinj

i1 i2
Source Subsystem Load Subsystem

Fig. 7. Generic three phase power system with shunt current injection.

A. Apparent Impedance Analysis

The apparent impedance analysis is a small-signal method
derived from impedance estimation techniques. The method
was first proposed in [33]. Fig. 7 shows an electrical diagram
that will be used to explain it, in which a generic three-phase
power system is divided into two subsystems. The subsystems
are represented by their Thevenin and Norton equivalents in
an SRF. In the following, the Thevenin and Norton sources are
disregarded due to the small-signal assumption. By injecting a
shunt current disturbance iinj at the interconnection point of
the subsystems, the entire system is perturbed. At this point,
the conventional impedance estimation technique can be used
to estimate the subsystem small-signal impedances (Z1,dq and
Z2,dq), which are defined as follows:

V inj = Z1,dqI1

V inj = Z2,dqI2.
(17)

In (17), uppercase variables denote that voltages and currents
are in the Laplace domain, while the subscript dq emphasizes
that the impedances represent 2 × 2 impedance matrices, in
an SRF. Based on the resulting equivalent impedances, the
Generalized Nyquist Criterion can be applied to analyze the
stability of the entire system [29].

Contrary to the conventional impedance estimation, the
apparent impedance analysis is directly estimating the small-
signal impedance Za,dq seen from the point of injection:

V inj = Za,dqIinj , (18)

where Za,dq is the parallel connection of Z1,dq and Z2,dq .
The advantage of the apparent impedance is that it represents
a closed-loop transfer function of the system.

The relation between the poles of the impedance transfer
function and the state-space representation of the full system
can be obtained by writing a state-space representation of the
system in the following way [33]:

sx = Ax+Biinj (19)
vinj = Cx+Diinj + Esiinj, (20)

where the input and output are iinj = [iinj,d, iinj,q]
T and

vinj = [vinj,d, vinj,q]
T , respectively. The state matrix A has

dimension n×n, the input matrix B has dimension n×2, the
output matrix C has dimension 2 × n, while the matrices D
and E have dimensions 2 × 2. By combining (19) and (20),
and comparing to (18), the apparent impedance is given by:

Za,dq = C(sI −A)−1B +D + sE. (21)

Therefore, it is clear that the poles of the apparent impedance
match with the eigenvalues of the full system. This means that

the apparent impedance contains all the information regarding
observable modes seen from the point of injection [33].

A non-parametric estimate of the apparent impedance can
be found by performing a frequency sweep, in which two
linearly independent injections are performed [34]. For each
frequency in the frequency sweep, the apparent impedance is
then calculated by:

Za,dq=

[
Vinj1,d Vinj2,d
Vinj1,q Vinj2,q

][
Iinj1,d Iinj2,d
Iinj1,q Iinj2,q.

]−1

, (22)

where the subscripts inj1 and inj2 refer to the first and second
injections, respectively. Note that it is important to perform
the frequency sweep in the frequency range where the low-
frequency modes reside. This is because the accuracy of the
matrix fitting technique is only guaranteed in the frequency
range of the measured response [38].

The apparent impedance is a small-signal relation between
voltages and currents. Therefore, it must be estimated by using
a consistent steady-state operating point. However, in practical
applications, variations in the operating point occur frequently.
In this work, a multi-tone current injection is chosen to perturb
the system so that all the desired frequencies are disturbed
simultaneously. This allows the identification process to be
carried out rapidly and variations in the operating point will
become insignificant.

B. Mode Identification Using Matrix Fitting

Once the non-parametric apparent impedance is obtained,
the system modes can be obtained by using system identifi-
cation methods. In this work, the system modes are obtained
using a mathematical technique called matrix fitting, which is
the multi-input multi-output version of vector fitting [33, 38–
40]. It enables fitting frequency responses to rational function
approximations, using poles and residues. The method is
briefly described here.

First, the rational function approximation of the matrix
transfer function Za,dq is given by:

Za,dq ≈
n∑

i=1

Ri

s− λi
+D + sE (23)

where Ri are the ith residue matrix corresponding to the
eigenvalue λi. The poles, residues and matrices D and E need
to be estimated. To this end, the set of frequency response
points identified from the apparent impedance in (22) are
used. First, the poles of a simplified version of the system
are identified. This gives an overdetermined linear problem
that can be solved by using the method of least squares [38]:

Âx̂ = B̂, (24)

where x̂ includes the estimated parameters, while Â and B̂ are
matrices that can be derived from the model structure and the
measurements. After this first identification, a second step is
carried out, in which the approximation is improved. This step
is controlled by the magnitude of the residues, which play an
important role in the accuracy of the identification (this will
be discussed later). For more details, see [38].
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In addition to the data input, only the order of the identified
model has to be specified. Since mode identification using
apparent impedance analysis is a black box technique, the ac-
tual order of the system is generally unknown. Three elements
should be considered for choosing the system order:

1) The order must be less than the number of frequency
injections. Hence, this also gives a lower bound for the
number of frequency injections.

2) The system eigenvalues should be estimated with an
adequate level of accuracy.

3) The order should be selected small enough, such that all
eigenvalues are significant.

The first point can be easily addressed by selecting the num-
ber of tones in the injected signal. The second point requires
a validation by using simulation and experimental results,
which will be given in Sections V-1) and VI-B1). Finally, the
third point requires an adequate method to discern whether
the identified modes are significant. This can be ensured by
reducing the model order until the 2-norm of the residue
divided by the eigenvalue is larger than a constant [33, 38]. In
particular, the following criterion has been used in this work:

‖Ri‖2/|λi| ≥ 10−4, (25)

where Ri and λi denote the ith residue-matrix and eigenvalue,
respectively. For further details regarding the matrix fitting
technique applied to power electronics converters, see [33].

In most practical applications, not all system eigenvalues
will be identified since the order of the identified system is
limited by the number of frequency injections and the criterion
in (25). However, as long as the modes are observable from
the point of injection, the matrix fitting technique will be able
to identify the least damped modes. This occurs because the
technique finds a least squares approximation of the response
and minimizes the rms error. Since complex conjugate poles
will give a well-observable resonance peak in the measured
frequency response, the technique will estimate these poles
with high accuracy. Otherwise, the rms error would become
substantial. On the other hand, real poles might not be esti-
mated with the same degree of accuracy since the contribution
from such poles can be less visible in the response. In other
words, a smooth response can be fitted quite accurately with
alternative choices of real poles.

V. SIMULATION RESULTS

In this section, the theoretical results are validated by
using a detailed simulation model of the system depicted in
Fig. 1. The model was developed by using Simulink and
SimPowerSystems, and it includes all the details of power
electronics converters. The initial network configuration is
given in Table I. The simulation time step was set to 1 µs.

1) Validation of the Matrix Fitting Technique: For the
matrix identification, 20 logarithmically-spaced tones were
used in the range [2, 200] Hz. The length of the interval for
performing the fast Fourier transform (FFT) was 2 s. The tones
and the FFT interval were rounded based on the actual MG
frequency so that the spectral leakage was minimized [41].
The amplitude of each tone was 10−3 p.u.

TABLE I
SIMULATION PARAMETERS FOR THE SYSTEM UNDER STUDY

Parameter Value Parameter Value
Vdc 800 V Lf 1.4 mH
VLL 400 V Rf 0.1 Ω
f0 50 Hz Cf 50 µF
fsw 8 kHz Lo 0.35 mH
mp 1e-4 rad/s/W Ro 0.03 Ω
nq 1e-4 V/VAr Z12 0.45 + j0.25 Ω
Tf 0.0318 s Z23 0.27 + j0.15 Ω
kpv , kiv 0.05, 390 Z34 0.36 + j0.2 Ω
kpi, kii 10.5, 16000 ZL1 25 + j1 Ω
kffi 0 ZL2 25.7 + j4.3 Ω
kffv 0.75 ZL3 25.7 + j4.3 Ω
ζ−, ζ+ 0.35, 0.9 ωlim 100 rad/s
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Fig. 8. System eigenvalues calculated analytically (x-marks) and estimated
(circles) by using apparent impedance and matrix fitting, in simulation.

Fig. 8 shows a comparison between the analytical and
estimated eigenvalues for the initial operating point. The
mode in the origin and the three dominant complex pairs of
eigenvalues are estimated accurately. However, there is a small
mismatch in the real value for the pair of eigenvalues that have
the smallest real value. This is consistent with the discussion
in Section IV-B, where it is explained that the least damped
modes are estimated with the highest accuracy. Clearly, two
of the real eigenvalues have not been identified. This occurs
due to the limited frequency injections (that limit the order of
the system), as well as the criteria for the significance of the
eigenvalues presented in (25).

2) Effect of Reduced Line Impedances: In this test, the
effect of changes in line impedances will be studied. In this
case, only DGs 1, 3 and 4 remain connected. The dominant
identified eigenvalues for this operating point are shown as
dark blue circles in Fig. 9 (top), while x-marks correspond to
analytical eigenvalues. Clearly, all eigenvalues are within the
allowed region. Moreover, the match between the analytical
and identified results is adequate for the pair of complex
conjugate eigenvalues with the largest real value, whereas there
is a small mismatch in the real value of the second most
dominant pair of complex eigenvalues.

Now, the line impedances Z12, Z23 and Z34 are reduced by a
factor of 0.8. This variation tries to replicate the effect of ambi-
ent temperature and light load conditions. The corresponding
identified eigenvalues are presented as light blue circles in
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Fig. 9. Position of the dominant eigenvalues as a result of (top) reducing
the line impedances and (bottom) connecting an additional DG unit, with the
proposed controller. The (circles) are estimated eigenvalues and the (x-marks)
are analytical eigenvalues.

Fig. 9 (top). One complex pair of eigenvalues (1) now lie
outside the allowed region. Therefore, the proposed controller
should be enabled. It can be seen that the match between
the identified and analytical pairs of eigenvalues is adequate.
When the controller is enabled, the active power droop gain
is effectively reduced by a factor of αr = 0.9. Now, γ is
reduced until the system modes are inside the allowed region.
The resulting identified eigenvalues are shown by the dark and
bright green circles in Fig. 9 (top). Reducing γ to 0.9 improved
the damping ratio of the eigenvalues, but the complex pair of
eigenvalues represented by (2) was still outside the allowed
region. It was observed that reducing γ to 0.81 resulted in the
desired damping ratio, as the most dominant complex pair of
eigenvalues (3) is inside the allowed region. Also, it can be
seen that analytical and simulation results matched.

3) Effect of Connecting an Additional DG: This case study
considers the effects of adding an additional DG unit. This
represents a realistic scenario in future MGs, where DGs might
be connected or disconnected depending on the availability of
renewable energy sources. The initial operating point is given
by the dark blue circles in Fig. 9 (bottom), whereas the x-
marks represent the corresponding analytical eigenvalues. The
dominant eigenvalues are all inside the allowed region.

Now, DG2 is connected to the system. The corresponding
identified eigenvalues are displayed as light blue circles in

Fig. 10. Value of γ, active and reactive power, and frequency, for (blue) DG1,
(yellow) DG2, (orange) DG3 and (purple) DG4, when DG2 is connected.

Fig. 9 (bottom). As expected, the inclusion of DG2 leads to
an additional pair of complex conjugate eigenvalues. The two
pairs of complex conjugate eigenvalues with largest real value
are estimated accurately, whereas the third pair has a slight
mismatch in the real value. Since the damping ratio of the pair
of complex eigenvalues with the largest real value (1) is less
than the allowed limit, the centralized controller reduces γ.
The new identified eigenvalues corresponding to reduced
droop gain can be seen in Fig. 9 (bottom) as dark green
circles. Clearly, the dominant complex eigenvalues (2) are still
outside the allowed region, leading to another reduction of
γ to 0.81. In this operating point, also the complex pair of
eigenvalues with the smallest damping ratio (3) are within the
allowed region, leading to no further reduction in γ. For the
last two operating points, the two dominant complex pairs
of eigenvalues are identified accurately. The two remaining
eigenvalues are also estimated accurately, although there is
a slight mismatch. This happens in the final operating point
since the effective reduction in the active power droop gain
eliminated the imaginary part of these eigenvalues.

4) Effect of Time Delay in Updating γ: In order to evaluate
the impact of delays in the communication link, a simulation
with additional communication delays was conducted. Fig. 10
displays γ, as well as the DGs frequencies, active and reactive
powers. The identified dominant modes for the different steps
in this case is shown in Fig. 9. Up until t = 4 s, only three DGs
were connected to the MG, and the active power was equally
shared between them. Meanwhile, the reactive power delivered
by each DG is different, due to the different line impedance
values [42]. This problem can be addressed by sending reactive
power commands to each DG. However, this issue will not
be explained here for the sake of conciseness. Then, DG2 is
connected to the MG and the active power is redistributed
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Fig. 11. Electrical diagram of the experimental set-up, including hardware
elements and the control platform.

equally between the DGs. At t = 14 s, γ is reduced for all
DGs at the same time. Both the active and reactive power
sharing remain unaffected. Meanwhile, the system frequency
increases due to the reduction in the effective droop gain. For
the reduction in γ at t = 24 s, a delay of one second in
updating γ was added for DG2. This results in a transient
mismatch between the power delivered by DG2 and the other
DGs. This happens because the effective droop gain of DG2
is larger during the transient. Once γ is updated for all the
DGs, the active power is again shared equally. Due to the
coupling of active and reactive powers, a small transient can
be observed in the reactive power of the DGs. Meanwhile, the
system frequency increases as a result of increasing γ, and it
increases further when γ is the same for all DGs.

VI. EXPERIMENTAL VALIDATION

A. Description of Laboratory Setup

Fig. 11 shows a single line diagram of the experimental
setup. The nominal phase-to-phase grid voltage was 350V
and the nominal frequency was 50Hz. Two DGs were im-
plemented with two 60 kVA converters. The switching and
sampling frequencies were 10 kHz. The CC-VSC was imple-
mented in an EGSTON 200 kVA COMPISIO system unit.
Electrical lines were emulated by using external impedances,
while banks of resistances were used as loads. The main
controllers of the DGs and the CC-VSC were implemented in
Simulink and executed on an OP5600 real-time simulator by
OPAL-RT. All converters were operated from the same com-
puter, where the centralized controller was executed. Electrical
measurements were captured with a Tektronix MSO3014.

B. Experimental Results

1) Validation of Analytical Model: The accuracy of the
analytical small-signal model is analyzed in this section. To
this end, a power step of 5.3 kW was applied to the load ZLC.
Fig. 12 shows the output powers and the dq-components of
the DGs output voltages when the load was connected. The
d-axis voltages of the DGs experienced an initial dip before
returning to the new steady state voltage levels. Also, the q-
axis component of the voltages returns to zero in steady state,
since each DG is synchronized with its own reference frame. It
can be seen that the model is able to capture the low-frequency
dynamics of the system. However, the model is not able to

Fig. 12. Response of DGA and DGD to a step in the load. (left) DGA
and (right) DGD. (top) Active power, (middle) d-axis DG output voltage
and (bottom) q-axis DG output voltage. (black) Small-signal and (red)
experimental data.

Fig. 13. Oscilloscope capture of (top) current injected by the CC-VSC and
(bottom) MG voltage (phase-to-phase), during the multi-tone current injection.

capture the high-frequency ripple generated by the switching
devices since these effects were not included in the model.

2) Identification of Dominant Eigenvalues: A multi-tone
current injection with ten tones in the range [2, 200] Hz was
used for estimating the apparent impedance. The phase of
each tone was precalculated so that their amplitude was not
excessive. Fig. 13 shows a snapshot of the multi-tone current
injection and the resulting voltage at the point of injection.
The total harmonic distortion (THD) of the MG voltage before
the current injection was 0.8 %, while it was 0.96 % when
the MG was being disturbed. Clearly, the level of accuracy of
the identification depends on the amplitude of the disturbance.
The voltage disturbance required to identify the model of the
MG under study is within common limits established in power
quality standards (e.g. IEEE 519 [43]), where the typical limit
for the voltage THD is 5 %.

The identified and analytical eigenvalues are shown in
Fig. 14. The two complex pairs of eigenvalues are estimated
with adequate accuracy. Meanwhile, the eigenvalues on the
real axis are not identified by the method. This can partly be
explained by the order of the identified system, which was set
to 6 in order to comply with (25).

3) Performance of the Centralized Controller: Fig. 15
shows the transients of frequencies and powers when the
proposed adaptive controller is enabled. After detecting system
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Fig. 14. Identification of the system eigenvalues by using experimental results.
(x-marks) Analytical and (circles) identified eigenvalues.

eigenvalues outside the allowed region, γ is reduced at instants
t = 1 s and t = 10 s. At t = 1 s, γ is reduced simultaneously
for both DGs. This results in a step change in the frequency
for both DGs. The system is stable and the transient effects
in active and reactive power are almost undetectable. To
illustrate the effect of updating γ at different times for the
two DGs, γ is only reduced for DGA at t = 10 s. This
gives the same initial step-like response for DGA, before a
new steady state frequency is obtained. Meanwhile, a transient
is observed for the active and reactive powers. Now, the
active power is not shared equally between the two DGs
due to the different effective active power droop gains. The
mismatch in reactive power slightly increased. At t = 11 s,
γ is also updated for DGD. This gives a step change in the
frequency for DGD before a new steady state frequency is
reached. It can also be seen that the active power sharing is
restored. In practical applications, ramp rates over the updated
droop coefficients could be applied in order to limit undesired
transients resulting from asynchronous update of γ. However,
this was not included here for simplicity.

VII. DISCUSSION

Since the proposed method depends on low-bandwidth
communication, it is in place to discuss the effect of communi-
cation breakdown. Clearly, the proposed method will not work
as intended if the communication breaks down, since γ is not
updated. In this case, all DGs will retain their previous value
of γ. However, it should be noted that the proposed method
can be considered a supplement to the conventional droop
control. Hence, the MG will maintain the basic functionalities,
but the proposed method cannot improve the performance
or stability margins. If the communication is restored, the
proposed method will function properly again.

The proposed method also depends on the identification of
the apparent impedance. Thus, if the CC-VSC is disconnected,
γ will not be updated in the DGs. Again, the MG will
still work as the proposed method is a supplement to the

Fig. 15. Transient responses when the proposed controller is enabled, for
(blue) DGA and (red) DGD. (top) DGs frequencies, (middle) active and
(bottom) reactive power.

conventional droop control. However, the system stability
margins cannot be adjusted. Another DG could perform the
multitone injection needed to find the apparent impedance,
given that it has sufficient control bandwidth. If this DG unit
is performing any other function during the identification, it
would affect stability. Meanwhile, the developments of this
paper assume that the CC-VSC (that now is one of the DGs)
does not affect stability. Therefore, the method proposed in this
paper can be improved if this issue is taken into consideration
in the problem formulation. This is of interest for further
research.

VIII. CONCLUSION

In this paper, a centralized controller that improves the sta-
bility of an MG consisting of several DGs has been proposed.
This controller recursively modifies the droop coefficient of
DGs and guarantees that the system eigenvalues lie inside an
allowed region. System eigenvalues are estimated each time
step by using apparent impedance analysis and the matrix
fitting technique. Therefore, no previous information of the
system topology or parameter values is required. A small-
signal representation of the system was used as a benchmark
for the system identification. The performance of the controller
was analyzed theoretically, and by using simulation and ex-
perimental results.

The results have shown that the system eigenvalues were
accurately identified by using the matrix fitting technique.
It was shown that an adequate selection of the number of
frequency injections in the perturbing signal and a criterion for
discerning significant eigenvalues are of paramount importance
for practical applications. Theoretical results have shown that
the proposed controller is stable provided that 1) the value of
the adaptive gain is adequately selected and 2) the sampling
period of the controller is slow enough. The disconnection of
one line and the addition of one DG were used as test cases.
Even though the sampling period of the controller was slow,
the controller was able to move back the system eigenvalues
to the allowed region in a few control steps. Moreover, as the
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performance of the system did not rely on fast communication
systems the benefits of droop control were retained.
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Reduced-Order Model of Distributed Generators
with Internal Loops and Virtual Impedance

Fredrik Göthner, Javier Roldán-Pérez, Member, IEEE, Raymundo E. Torres-Olguin, and Ole-Morten Midtgård,
Member, IEEE

Abstract—Reduced-order converter models have attracted at-
tention in microgrid applications for being less computationally
expensive and simpler to analyze. However, most of the models
already developed in the literature only include basic control
loops, while control additions such as virtual impedances and
the effect of internal control loops are typically neglected. Also,
the frequency range in which these models are applicable has not
been thoroughly studied. In this paper, a low-order reduced-order
model of a droop-controlled converter that includes internal
control loops and virtual impedances is derived. The validity
of the assumptions used to reduce the model is analyzed and a
criterion for deciding the frequency range in which the model
can be used is proposed. Differences between transient and
quasi-stationary virtual impedances are highlighted by using the
proposed modelling method. In particular, it is analytically shown
that quasi-stationary virtual impedances have a larger stability
region compared to transient virtual impedances. Simulation and
experimental results based on a 60 kVA converter are used to
validate the main contributions of this work.

Index Terms—AC/DC Converter Control, Reduced Order
Model, Virtual Impedance, Droop Control.

I. INTRODUCTION

THE massive deployment of distributed generators (DGs)
and electrical storage devices has led to an increased

interest in microgrids [1, 2]. When operating in grid-connected
mode, DGs have traditionally been controlled to extract the
maximum power [3]. However, with an increasing share of
DGs, it is anticipated that these devices will participate in the
regulation of the grid voltage and frequency. This is particu-
larly the case for operation in island mode. As a consequence,
a variety of control schemes for voltage-controlled DGs have
been proposed, of which droop control is one of the most
commonly used in the literature [4]. This method enables load
sharing between units operating in parallel without using com-
munication. However, it has been shown that the basic control
scheme suffers from poor stability margins, particularly for
large droop gains or small interconnecting lines [5, 6].

To address this issue and evaluate appropriate modifications
to the original droop control, small-signal analysis of micro-
grids has been extensively used over the last two decades.
A complete small-signal model of an MG was developed by
Pogaku et al. [5], which has served as a benchmark for MG
stability studies. This model accounts for droop-controlled
DGs with internal cascaded voltage and current controllers, in
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distribution, an 8-year Research Centre under the FME-scheme (Centre for
Environment-friendly Energy Research, 257626/E20). The authors gratefully
acknowledge the financial support from the Research Council of Norway and
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addition to the dynamics of the network and loads. Although
it accurately models the MG dynamics, the complexity of this
model makes theoretical derivations inconvenient and limits
computational speed for analyzing MGs consisting of several
DGs. This has motivated the development of reduced-order
models that aim at capturing the dominant low-frequency
dynamics.

Inspired by small-signal modelling in power systems, the
first works in this field neglected the network and inner
controller dynamics [7, 8]. This was justified by the signifi-
cantly larger bandwidth of the internal controllers and small
timescales of the network dynamics. However, it was later
realized that a dynamic network model was imperative to
model the MG dynamics accurately, as their dynamics can
significantly affect the low-frequency modes [5, 6]. Several
reduced-order models have included the effect of the network
dynamics [9–13]. These models have been obtained using dif-
ferent approaches, including phasor-based modelling [10, 13]
and singular perturbation methods [11, 12]. This substantially
improves the accuracy of the reduced-order models; how-
ever, these models still neglect the dynamics of the inner
controllers. While this may be accurate in certain situations,
the inner dynamics can significantly affect the low-frequency
modes [14, 15]. In [14], the fast dynamics are approximated
by using the frequency response of the DG. This method cap-
tures the interaction between the internal controllers, the low-
frequency modes and the network dynamics. Even though the
results are promising, the form of the model is not convenient
for analytical derivations. In [15], the controller dynamics were
similarly approximated in the frequency domain, resulting in a
5th-order DG model that produces accurate results. However,
this model is not further reduced so its size is still large for
analytical derivations.

In practical MG applications, additional control loops such
as virtual impedances are commonly applied to guarantee an
adequate system damping and transient performance [16–18].
This has led to a variety of virtual impedance implementations,
among other things depending on the R/X ratio of the
grid [19, 20]. The dynamic response of physical impedances
has also been included in virtual impedance schemes to
various degrees [18]. In this regard, quasi-stationary virtual
impedances replicate the effect of an impedance in steady
state, while transient virtual impedances additionally include
a dynamic term. While virtual impedances are commonly
applied in DG controllers, they have not commonly been in-
cluded in reduced-order models. Notable exceptions from this
are [13], which included an inductive virtual impedance with
transient terms, [21], which designed virtual impedances to
guarantee small-signal stability using a reduced-order model,
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Fig. 1. The system under study with complete DG control structure.

and [22], which compares reduced-order models including
virtual impedances. However, these models did not consider
how virtual impedances are affected by the dynamics of inner
control loops. Moreover, the differences between dynamic
stability properties of different virtual impedance implemen-
tations were not studied.

In this paper, an accurate reduced-order DG model includ-
ing the effects of converter internal dynamics and virtual
impedances is developed. The main contributions can be
summarized as follows:

1) An accurate reduced-order DG model including the
effects of converter internal control loops and virtual
impedances is developed.

2) The frequency range in which this model can be reduced
to a 3rd-order one is studied, and a criterion for selecting
an adequate model order is presented.

3) The differences between two different virtual impedance
implementations are shown analytically. In particular,
it is shown that including transient virtual impedances
reduces the stability margin of the low-frequency modes.

4) The theoretical developments are verified in a 60 kVA
droop-controlled converter connected to a grid emulator.

The rest of this paper is organized as follows. In Section II,
an overview of the DG control and a simplification of the
internal loops are given. The reduced-order model is presented
in Section III, while a condition to select the order of the
reduced-order model is presented in Section IV. Simulation
and experimental results are presented in Sections V and VI.
Conclusions are drawn in Section VIII.

II. SYSTEM AND MODELLING OVERVIEW

A. Overview of Droop Controlled DG

Fig. 1 shows the system under study. It consists of a
droop-controlled DG connected to an ideal grid. An overview
of a typical implementation of a DG control system in a
synchronous reference frame (SRF) (dq) is also shown. The
outer power loop uses conventional Pf and QV droops to
enable parallel operation of DGs [4]:

ω = ω∗ −mp
1

1 + τs
Pm, u = U∗ − nq

1

1 + τs
Qm, (1)

where ω is the DG frequency and u is the droop controller
magnitude, superscript “*” stands for “reference”, mp and nq
are the active and reactive droop gains, τ is the low-pass filter

Fig. 2. Block diagram representing the dynamics of the dq axes of the output
filter and the internal control loops.

time constant, s is the Laplace variable, while Pm and Qm are
the measured active and reactive powers. The inverter angle
is obtained as θ =

∫
ωdt. The voltage reference calculated by

the QV -droop controller is the input to the virtual impedance
block, which modifies the voltage reference according to:
[
v∗od
v∗oq

]
=

[
u
0

]
−
[
Rv −ω∗Lv
ω∗Lv Rv

][
iod
ioq

]
− sLv

1 + τvs
I

[
iod
ioq

]
, (2)

where Rv and Lv are the virtual resistance and inductance,
respectively, τv is the time constant of the low-pass filter and
I is the identity matrix. Electrical variables are marked in the
figure and subscripts d and q refer to variables in the SRF. A
low-pass filter is included in the transient term of the virtual
impedance to limit amplification of high-frequency noise [18].
If this term is neglected, a quasi-stationary implementation of
the virtual impedance is obtained. The voltage reference in
(2) is tracked by the inner voltage controller while the inner
current controller regulates the inverter-side current. These
controllers are devised in the SRF and consist of PI regulators
with feedforward and decoupling terms [5].

B. Simplification of Internal Loops

Even though inner controllers are commonly designed to
be faster than outer control loops, they can significantly affect
the stability margins of the system. Hence, the inner dynamics
should be properly accounted for in reduced-order models [14,
15].

If decoupling terms are used in inner controllers, it is
common to assume that the dq axes dynamics are decoupled
in the low-frequency range [23]. Then, the inner dynamics of
both axes can be represented by the block diagram depicted
in Fig. 2. The effectiveness of the decoupling terms in the
frequency range of interest will be confirmed in the following
paragraph. The outer voltage controller is represented as a PI
regulator together with a feedforward of the output current
io multiplied by the gain F . Similarly, the inner current
controller is represented by a PI regulator and feedforward
of the capacitor voltage vo through the gain Fi. The voltage
vo can then be expressed by:

[
vod
voq

]
= Tv(s)I

[
v∗od
v∗oq

]
− Zo(s)I

[
iod
ioq

]
, (3)

where Tv is the complementary sensitivity function and Zo is
the inner DG impedance. As the inner current loop is designed
to have a significantly larger bandwidth than the outer voltage
controller, it is reasonable to assume that if ≈ i∗f at low fre-
quencies [24]. The validity of this assumption can be studied
by considering the bode plots in Fig. 3. The dashed lines show
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(a) (b)

Fig. 3. Frequency responses of Tv and Zo with (blue) approximated and
(black) complete current dynamics.

Tv and Zo when the internal loops are included, while the solid
lines display the same transfer functions when the internal
loops are neglected. It can be seen that neglecting the inner
current dynamics is an appropriate assumption for frequencies
lower than about 1000 rad/s (approximately, 150 Hz). Hence,
this assumption is justified in the low-frequency range. In this
case, the transfer functions in (3) are given by:

Tv(s) =
Kpvs+Kiv

Cfs2 +Kpvs+Kiv
, (4a)

Zo(s) = (1− F )
s

Cfs2 +Kpvs+Kiv
. (4b)

Here, Tv describes the voltage tracking capability of the
converter and Zo is its equivalent output impedance. If the
feedforward gain is chosen as F = 1, the effect of the inner
DG impedance is cancelled. However, in practical applications,
F is chosen to be less than one in order to avoid stability
problems.

In general, the bandwidth of the voltage controller is signifi-
cantly larger than that of droop controllers. Hence, the transfer
functions in (4) can be approximated at low frequencies as:

Tv ≈ 1 and Zo ≈ sLo, (5)

where Lo = (1− F )K−1iv .
Clearly, the inner DG impedance acts as an inductance at

low frequencies. By further approximating the transient term
in (2) as sLv at low frequencies, the DG output voltage can
be calculated by combining (2), (3) and (5):
[
vod
voq

]
=

[
u
0

]
−
[
Rv −ω∗Lv
ω∗Lv Rv

][
iod
ioq

]
− s(Lo + Lv)I

[
iod
ioq

]
.

(6)

III. REDUCED-ORDER MODEL OF A DG

In this section, the method proposed in [13] is applied
to reduce the model order of droop-controlled DGs. The
effect of internal control loops and different virtual impedance
implementations are added to the model in order to improve
its accuracy.

A. Derivation of the Reduced-Order Model

By modelling the DG as a droop-controlled ideal voltage
source in series with an impedance, it is possible to establish
an accurate 5th-order model of the DG. Three states are then
related to the DG, while two states represent the dynamics of

the current phasor [10, 13]. According to (6), the effect of the
virtual impedance, the internal controllers and the LC filter
can be modelled by a controllable voltage source in series
with an impedance. Thus, the DG terminal voltage can be
modelled as U∠δ, while the impedance can be incorporated
into the current dynamics. Taking the ideal grid as a reference,
a 5th-order model can then be used to accurately model the
low-frequency dynamics of the DG [13]:

dδ

dt
= ω − ω0, (7a)

τ
dω

dt
= ω∗ − ω −mpPm, (7b)

τ
dU

dt
= U∗ − U − nqQm, (7c)

Lt
dId
dt

= U cos δ − Us −ReqId +XeqIq, (7d)

Lt
dIq
dt

= U sin δ −XeqId −ReqIq, (7e)

where an uppercase variable refers to the dynamic phasor of
the signal (e.g., Id is the dynamic phasor of iod). The effect of
real and virtual impedances, as well as the effect of internal
loops, is considered in the values of Req = Rc + Rv , Xeq =
ω0Lc + ω∗Lv and Lt = Lc + Lo + Lv .

The conventional 3rd-order model is obtained by neglecting
the network dynamics in (7), which corresponds to setting the
derivatives of Id and Iq to zero. Then, the currents are readily
obtained from (7d) and (7e), which can be used to calculate
Pm and Qm. However, a significantly more accurate model
can be obtained by using dynamic phasors. To this end, the
current phasor can be written in the Laplace domain as:

I=
Uejδ − Us

Req + jXeq + sLt
=
Uejδ − Us
Req + jXeq

1

1 + sLt
Req + jXeq

. (8)

As the goal here is to represent the low-frequency dynamics,
it can be assumed that [13]:

∣∣∣∣
sLt

(Req + jXeq)

∣∣∣∣� 1, (9)

in order to simplify (8). In this case, (8) can be approximated
by using its first-order Maclaurin series:

I ≈ Uejδ − Us
Req + jXeq

(
1− sLt

Req + jXeq

)
. (10)

It can be noticed that a higher-order approximation of (8) is
also possible. Very high-order approximations might result in
a model order higher than the original one in (7), and therefore
they are not recommended. However, it is possible to show that
a second-order approximation can give additional terms to the
model without increasing the model order. This is beyond the
scope of this paper, but it is of interest for future research.

After returning to the time-domain, the complex power can
be calculated as Sm = (3/2)UejδI∗, giving:

Sm =
3

2

(
U2 − UsUejδ
Req − jXeq

− Lt
UU̇ − jδ̇U2

(Req − jXeq)2

)
. (11)

Upon linearizing about a steady-state operating point (denoted
by subscript 0) and assuming δ0 ≈ 0 and Us0 ≈ U0, the
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Fig. 4. Equivalent block diagram of the reduced-order model in (14).

measured small-signal active and reactive powers are given
by:

∆Pm=B∆δ−B′∆ω+
G

U0
∆U−G

′

U0
∆U̇− G

U0
∆Us+B′∆ω0,

(12a)

∆Qm=−G∆δ+G′∆ω+
B

U0
∆U−B

′

U0
∆U̇− B

U0
∆Us−G′∆ω0,

(12b)

where

B =
3XeqU

2
0

2(R2
eq +X2

eq)
, G =

3ReqU
2
0

2(R2 +X2
eq)

, (13a)

B′ =
3LtReqXeqU

2
0

(R2
eq +X2

eq)
2
, G′ =

3Lt(R
2
eq −X2

eq)U
2
0

2(R2
eq +X2

eq)
2

. (13b)

Note from (13b) that increasing the inner DG impedance or
transient virtual impedance increases G′ and B′. Meanwhile,
increasing the quasi-stationary virtual impedances (Req or
Xeq) reduces these terms.

The reduced-order model is obtained by linearizing (7a)-
(7c), and combining these with (12). A block diagram of the
resulting reduced-order model is shown in Fig. 4. The model
can also be written in the following compact form (omitting
the external inputs to the model):

τ

mp
∆δ̈ +

(
1

mp
−B′

)
∆δ̇ +B∆δ +

G

U0
∆U̇ − G′

U0
∆U = 0

(14a)(
τ

nq
− B′

U0

)
∆U̇ +

(
1

nq
+
B′

U0

)
∆U −G∆δ̇ +G′∆δ = 0

(14b)

B. Approximate Stability Boundaries

A simple estimate of the small-signal stability boundary is
found by requiring positive coefficients in front of ∆δ̇ and ∆U̇
in (14) [13]. In terms of the droop coefficients, this stability
boundary is thus given by:

mp <
(R2

eq +X2
eq)

2

3LtReqXeqU2
0

, nq <
τ(R2

eq +X2
eq)

2

3LtReqXeqU0
. (15)

Recall that increasing the inner DG impedance or transient
virtual impedance increases Lt. Clearly, this will reduce the
maximum allowable droop gains. This result suggests that the
stability margins for the low-frequency modes are reduced

Fig. 5. Flow diagram for selecting whether to use 3rd- or 5th-order model.

when the transient virtual impedance is used. On the other
hand, increasing the quasi-stationary virtual impedance in-
creases Req and/or Xeq . In this case, the maximum allowable
values for the droop gains will also increase. Therefore,
the effect of the transient and the quasi-stationary virtual
impedance is different from this point of view.

IV. APPLICABILITY OF REDUCED-ORDER MODELLING

As noted in Section III, the first order Maclaurin series
expansion in (10) is only valid for |sLt/(Req + jXeq)| � 1.
Hence, it is valid for frequencies given by:

ω �

√
R2
eq +X2

eq

Lt
= ωlim. (16)

In other words, the reduced order model is valid for
modes with a natural frequency much less than ωlim. Note
that increasing the inner DG impedance and transient virtual
impedance reduces ωlim, while increasing the quasi-stationary
virtual impedances increases the limit. Based on this, the flow
diagram in Fig. 5 is proposed to determine whether the 3rd-
or 5th-order model should be used to model a DG. The first
step consists of modelling the DG using a 3rd-order model.
Then, the natural frequency (ωn) is calculated for each of the
resulting modes. Next, ωn/ωlim is evaluated in order to test
whether the first order Maclaurin series expansion is accurate.
If this value is less than a number βlim, the assumption is
considered valid and the 3rd-order model can be used. The
value βlim can be selected depending on the accuracy needed
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TABLE I
MAIN SIMULATION PARAMETERS

Par. Value Par. Value Par. Value
mp 1e-4 rad/(Ws) Lf 0.5 mH Lc 1.3 mH
nq 1.3e-4 V/VAr Rf 5 mΩ Rc 0.13 Ω
τ 33.3 ms Cf 50 µF Lv 0.64 mH
Kiv 187.5 F 0.75 Rv 0.2 Ω

for the specific application. Small values of βlim ensure that
the 3rd-order model is only used when its modes closely
correspond to the modes of the 5th-order model. If the ratio
ωn/ωlim is larger than βlim, the 5th-order model should be
used.

In practical applications with droop-controlled DGs, the
low-frequency modes typically have frequencies in the range
1− 10 Hz [25, 26]. Hence, this gives an indication of typical
values for ω in (16). In the general case, however, this largely
depends on the droop gains and low-pass filter time constant,
in addition to the line impedance between DG units. To discuss
typical values of ωlim, it should first be observed that its
minimum value is obtained for low R/X ratios. Then, the
applicability of the third-order model increases if either the
R/X ratio or the resistance increases. In cases where the R/X
ratio is low, ωlim ≈ (ω0Lc+ω∗Lv)/Lt. By assuming that Lc,
Lv and Lo have comparable magnitudes, and that ω0 ≈ ω∗

the following lower bounds are then obtained:

ωlim ≈
{

2ω∗/3, for transient virtual impedance,
ω∗, for quasi-stationary virtual impedance.

It can be seen that, under these considerations, the range of
applicability of the reduced order model is larger for the quasi-
stationary version of the virtual impedance.

V. ANALYTICAL RESULTS

A detailed averaged DG model based on [5] was used as
a benchmark model to validate the reduced order models in
(7) and (14). Table I summarizes the main parameters used
in the numerical simulations and experiments. The nominal
phase-to-phase voltage was 400 V and the nominal frequency
was 50 Hz.

A. Model Validation Against Ideal Grid

Fig. 6 (a) displays the time-domain response of the fre-
quency to a step change in the grid voltage for the detailed,
5th-order and 3rd-order models. Since the model developed
in this work only considers small-signal dynamics, a step
change of 1 % was applied to the input. Larger step changes
can also be performed. However, this will give increasingly
inaccurate results due to the non-linearity of the original
model. For this test, mp = 6e-4 so that the DG operates close
to the stability limits and therefore differences can be better
studied. For the 5th- and 3rd-order models, both the effect of
including and excluding internal dynamics are shown. It can
be seen that the 5th-order model including internal dynamics
accurately represents the detailed model. Meanwhile, the 3rd-
order model with internal dynamics shows a slightly more
damped response. The 5th-order model neglecting internal

(a)

(b)

Fig. 6. (a) Dynamic response to a step change and (b) root locus diagram
for the detailed model, and 5th-order and 3rd-order models with and without
including internal dynamics.

dynamics is slightly more accurate than the 3rd-order model
with internal dynamics for the initial peak, but it is less
accurate for the subsequent peaks. The reason for this is
that the 5th-order model describes the current dynamics more
accurately. However, the damping of the low-frequency modes
is inaccurate when neglecting the internal dynamics. Also, the
3rd-order model without inner dynamics is the least accurate.
These findings are supported by the root locus diagram in
Fig. 6 (b), which shows the low-frequency eigenvalues when
mp is increased. For the models including internal dynamics,
the eigenvalues of the 5th-order model closely match those
of the detailed model, while the eigenvalues of the 3rd-order
model are slightly more damped. The 5th-order and 3rd-order
models neglecting internal dynamics deviate significantly from
the detailed model, particularly for large values of mp.

B. Model Validation for a Small Microgrid

To test the accuracy of the reduced-order model in multi-
converter systems, the MG presented in Fig. 7 was studied.
It consists of two DGs, one electrical line and a load. The
DGs have the same parameters as before. The line is modelled
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Fig. 7. MG configuration for testing the applicability of reduced-order models
with more than one DG.

Fig. 8. Transient response of the frequency of DG1, when there is an increase
of 1 kW in the load.

with an RL equivalent, where Rline = 0.12 Ω and Lline =
0.32 mH. The load is modelled as another RL equivalent, with
values Rload = 26 Ω and Lload = 3.2 mH.

Initially, the load absorbs 3kW. Then, a load increase of
1 kW occurs. The resulting variation in the system frequency
(taken as the frequency of DG1) is shown in Fig 8. This
simulation is performed for the relatively large value of
mp = 6.3e-4, in order to highlight the differences between
the models. It can be seen that the 5th-order model with
inner dynamics accurately describes the detailed simulation.
The 3rd-order model with inner dynamics also represents
the detailed simulation adequately, although the response is
slightly less damped. Meanwhile, the models neglecting the in-
ternal dynamics present significantly more damped behaviour
compared to the detailed model.

C. Stability Regions for Different Virtual Impedances

Fig. 9 displays the parametric stability regions predicted
by the model in (14) with (green) and without (red) transient
virtual impedance. The stable region is below and to the left
of the curves. The estimates of the stability boundaries in (15)
are also given for the case with (blue) and without (black)
transient virtual impedance. It can be seen that the estimates
in (15) are accurate for the limit on nq , while they are for the
most part restrictive for the limit on mp. It should be noted that
this is not a general conclusion but applies for this operating
point. Clearly, the stability region is smaller when employing

Fig. 9. Parametric stability limits predicted by the 3rd-order model with
transient (t.) and quasi-stationary (q.) virtual impedance.

Fig. 10. Root locus diagram when increasing mp for the detailed and 3rd-
order models. The lines show constant values of ωn/ωlim.

the transient virtual impedance. Hence, employing transient
virtual impedance reduces the stability margins.

D. Model Order Selection

Fig. 10 shows a root locus diagram of the detailed and 3rd-
order models for three different values of τ . The lines mark
constant values of ωn/ωlim. As a general trend, it can be
seen that the match between the eigenvalues obtained from
the reduced-order and analytical models gets worse as the
frequency of the eigenvalues increases. There is a close match
between eigenvalues located inside the lines marked by 0.1 and
0.2. Meanwhile, the eigenvalues located in the area where the
ratio is between 0.2 and 0.3 display appreciable differences,
particularly for the damping ratios. The difference between
the damping ratios of the detailed and third-order models is
further increased for larger ratios of ωn/ωlim. The relative
error of the eigenvalues obtained by the 3rd-order model as a
function of ωn is plotted in Fig. 11. Clearly, the error increases
with ωn. The errors of the different cases are similar for
the same frequency. Although the percentage error in Fig.
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Fig. 11. Relative error of 3rd-order model with respect to the detailed model.

Fig. 12. Single-line diagram of the experimental setup.

11 is relatively small, it should be noted from Fig. 10 that
the error is mainly associated with the real parts. Thus, it is
particularly important to model the DG as a 5th-order model
when ωn/ωlim is large and the system is operating close to
the imaginary axis.

VI. EXPERIMENTAL VALIDATION

A. Description of Laboratory Setup

Fig. 12 shows a single line diagram of the experimental
setup. A 60 kVA VSC was used as the switching device. The
switching and sampling frequencies were 10 kHz. Electrical
lines were emulated by using external impedances, while the
ideal grid was implemented in an EGSTON 200 kVA COMPI-
SIO system unit. Uncertainties in the electrical parameters are
implicit due to tolerances in the filter and impedance values.
The main controllers of the DG and the ideal grid reference
were implemented in Simulink and executed on an OP5600
real-time simulator by OPAL-RT.

B. Validation of Analytical Model

In this section, the accuracy of the detailed simulation model
is analyzed. To this end, a step of 5 V is applied to the ideal
grid voltage. As the accuracy of the reduced-order models
has already been studied in relation to the detailed one (in
Section V), the laboratory tests are aimed at validating the
detailed model. Fig. 13 displays the response of the active and
reactive powers, as well as voltages and currents of the DG for

the experimental data (red) and analytical model (black). The
active power shows a significant transient, before returning
to zero since the grid imposes the nominal frequency. The
reactive power displays a slight overshoot before settling at
a negative value due to the increase of the grid voltage. The
d-axis and q-axis voltages respectively increased and reduced
because of the increased grid voltage (this happens because
of the cross-coupling terms of the virtual impedance). The
analytical model predicts a slightly larger overshoot than the
experimental data for the d-axis voltage. The effect of the
internal controllers in the initial part of the electrical transients
can be easily distinguished in Figs. 13 (b,c,e,f). Clearly, the
proposed reduced-order model analyzed in Fig. 6 is not able
to capture these fast events, even though it accurately accounts
for the effect of the fast dynamics on the low-frequency modes.
The d-axis and q-axis currents respectively remained close to
zero and increased significantly after an initial transient. For
all variables, it is evident that the low-frequency dynamics are
adequately represented by the detailed analytical model. The
high-frequency dynamics are not captured by the model since
switching effects are not included in the model.

C. Comparison of Virtual Impedance Implementations

To further validate the claim that the transient virtual
impedance reduces the stability margins compared with the
quasi-stationary virtual impedance, both alternative methods
were implemented in the laboratory. Since the differences
between these implementations are more evident when the
DG is working close to its stability limits, the value of mp

was increased to 4.4e-4, while Lc was reduced to 0.3 mH.
Fig. 14 shows the active and reactive powers injected by the
DG after applying a step of 5 V to the grid voltage value. It
can be seen that including transient virtual impedance results
in larger overshoot and oscillations, thus indicating a smaller
damping compared to the quasi-stationary case.

VII. DISCUSSION

A. Parameter Selection of Droop-Controlled DGs

Based on the analysis in this paper, it is clear that the
parameter Lt should be minimized to enlarge the system
stability margins of droop-controlled DGs. As discussed, one
measure for achieving that is to use the quasi-stationary in-
stead of the transient virtual impedance. In addition, reducing
the internal impedance of the DG would contribute to the
reduction of Lt. This can be achieved by increasing F , as
Lo = (1− F )/Kiv . Setting F = 1 would cancel the effect of
the internal dynamics in the low-frequency range completely.
However, setting F = 1 could lead to a negative value of the
output impedance (Zo), which, depending on the dynamics
of the output current, could lead to a positive feedback. For
this reason, the value of F is typically set below 1. Increasing
the voltage controller integral gain also reduces the internal
impedance. Therefore, this is another option for increasing the
stability margins. However, this parameter should not be too
large, as this would reduce the phase margin of the voltage
controller.
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(a) Active power (b) d-axis voltage (c) d-axis current

(d) Reactive power (e) q-axis voltage (f) q-axis current

Fig. 13. Comparison between experimental data (red) and analytical model (black) to a step change in the grid voltage.

(a)

(b)

Fig. 14. Dynamic response to a step change for (a) active power and
(b) reactive power with quasi-stationary (black) and transient (red) virtual
impedance implementations.

VIII. CONCLUSION

In this paper, a reduced-order model of a DG that takes
into account the effect of virtual impedances, internal control

loops and the connection filter has been developed. The model
included the droop controllers, the angle dynamics and an
approximation based on dynamic phasors for the electrical in-
terconnection. The dynamics of the internal control loops and
the DG output impedance were modelled by approximating the
low-frequency responses of the transfer functions representing
the tracking capability and equivalent output impedance of
the DG. The accuracy of the model was analyzed, and a
methodology for deciding when 5th-order models can be
reduced to 3rd-order ones was proposed. The proposed model
was used to study the stability limits of the transient and
the quasi-stationary implementation of virtual impedances.
Finally, the main contributions were validated in a 60 kVA
DG connected to a grid emulator.

The model shows that the DG internal control loops rep-
resent an additional transient impedance that tends to reduce
the stability margins. It is also shown that including quasi-
stationary virtual impedances increase the stability margins.
However, the transient part of the virtual impedance reduced
the stability margins. The methodology for checking the
applicability of 3rd-order models provided a simple test for
evaluating the validity of the results obtained with the 3rd-
order model. This methodology provides a straightforward
criterion for selecting the model-order of DGs in studies of
larger systems. Finally, it was shown that theoretical and
experimental results were in good agreement.
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Harmonic Virtual Impedance Design for Optimal
Management of Power Quality in Microgrids

Fredrik Göthner, Javier Roldán-Pérez, Member, IEEE, Raymundo E. Torres-Olguin, and
Ole-Morten Midtgård, Member, IEEE

Abstract—Power quality is an important concern for practical
microgrid (MG) applications due to the widespread use of non-
linear loads, and it is characterized by the implicit trade-off
between voltage quality in the MG nodes and harmonic current
sharing between distributed generators (DGs). Active and passive
filters can be used to address this problem. Nevertheless, modifi-
cation of the control system of the DGs represents a cheaper
and more practical solution. To this end, virtual impedances
(VIs) can be included in the controller. However, the power
quality trade-off is difficult to adjust, especially in the presence
of electrical distribution lines. In this paper, an optimization
algorithm for setting the harmonic VIs of the DGs in a multibus
MG is presented. This optimization algorithm can be easily
configured for any degree of harmonic current sharing between
the DGs, while improving the voltage quality is set as the main
objective. Compared to other works presented in the literature,
power quality can be managed without relying on time-critical
communications since only the values of the harmonic VIs
are modified in the optimization problem. The optimization is
executed periodically so that the VIs are adapted to changes in
the grid. Theoretical developments were validated by simulation
in a benchmark model, and in a laboratory environment.

Index Terms—Microgrid Control, Power Quality, Current
Harmonic Sharing, Virtual Impedance.

I. INTRODUCTION

A. Motivation

POWER quality standards have traditionally established
limits for current harmonics generated by loads, as well as

limits for the harmonic voltage components and total harmonic
distortion (THD) at the system nodes [1, 2]. For microgrids
(MGs), it is expected that new regulations will add power
quality requirements for DGs to guarantee their safe inte-
gration into power networks, both in the grid-connected and
islanded modes, similarly to DG interconnection standards [3].
Moreover, due to the rapid deployment and great versatility of
power electronics interfaced DGs [4], these elements will have
an active role in improving the power quality. However, current
and voltage harmonics in DGs should not exceed certain limits,
since they have a relevant impact on the reliability and lifetime
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of the DGs. Typically, the main task of a DG is to deliver
power to the grid, or to regulate the MG frequency and voltage.
Hence, the spare capacity (i.e. capacity available for improving
the voltage quality) is the rated capacity minus the capacity
used by the primary function, and this is greatly restricted
by operational constraints. Therefore, a coordinated control
strategy is needed for an efficient utilization of the resources.

B. Literature Review

For MGs operating in island mode, the conventional Pω−
QV droop control enables DGs to share the load with very
low dependence on communication systems [5]. However, the
conventional droop control has important limitations in dealing
with current and voltage harmonics. Consequently, several
strategies have been proposed in the literature to address this
issue [6–26]. These strategies can be classified as droop-
based, centralized and virtual impedance-based approaches.
One of the earliest droop-based strategies was proposed by
Lee et al. [6]. Here, a harmonic conductance is drooped
against harmonic power [27]. This control solution can be
easily added to the fundamental droop control loop and it
does not require the use of communication systems. However,
the approach may give rise to undamped oscillations in the
voltage at the point of common coupling (PCC), especially
when DGs are interfaced via LCL filters and electrical lines
are long [7]. Another droop-based approach is proposed by
Moussa et al. [7]. In that work, a harmonic droop controller
is used to guarantee an accurate sharing of harmonic currents
consumed by the MG loads. However, this method requires
relatively fast communication systems to assess the harmonic
content at the PCC in real-time, and a single bus of the MG is
used for calculating the control action. Therefore, this method
would need to be modified for application in more complex
MG topologies.

A different strategy for improving voltage quality in MGs
using a centralized approach is proposed by Savaghebi et
al. [9]. In that work, a hierarchical control structure regulates
the magnitude of each voltage harmonic at the node where
a sensitive load is connected. This control goal is achieved
by modifying the voltage reference of each DG. The scheme
can effectively improve the grid voltage quality, but it is
limited to simple topologies as it only considers one load bus.
Hence, the expansion of this solution might be challenging
for more complex MG configurations. This issue is addressed
for voltage unbalance compensation in [10], where the tertiary
controller includes an optimization algorithm that guarantees
acceptable voltage quality in each of the selected buses.
Another centralized approach was proposed in [11]. This
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controller is applicable to MGs consisting of both current-
and voltage-controlled DGs, and it enables harmonic current
sharing between parallel-connected DGs. However, its applica-
tion to a more general MG topology would require additional
research efforts.

Another category for improving harmonic sharing and re-
ducing the PCC voltage THD is by applying outer virtual
impedances (VIs) [12–17]. The fundamental principle is to
use the output current of the inverter and multiply it by an
impedance value chosen by the designer. The designed VI can
either be the same for all current harmonics [13], or applied
to a specific harmonic [14–17]. One of the main drawbacks
of the virtual impedance approach is the inherent trade-
off between harmonic current sharing between the DGs and
voltage distortion [16]. While accurate harmonic sharing can
be guaranteed if the VIs are set large enough, this might lead to
a relatively large voltage distortion [16]. In [17], this problem
is addressed by applying negative virtual inductances in order
to compensate for large physical feeders. However, negative
VIs have an adverse impact on closed-loop stability. Therefore,
this method should be applied carefully as it requires a priori
knowledge of the line feeders or a need for setting a relatively
large safety margin during the design process. This problem is
addressed in [18], in which the feeder impedance of each DG
is first estimated and then used as an input for an optimization
algorithm. The solution provides an optimal value of the
harmonic VIs. In [19], this problem is addressed similarly by
adapting the VIs in two stages: the VI is first tuned to achieve
current sharing, before the second stage reduces the VIs to
ensure improved PCC voltage quality. This method provides
adequate results. However, it requires relatively fast commu-
nications in order to guarantee the system stability. Another
approach is given in [20], where the VIs are tuned adaptively
based on the magnitudes of the harmonics at one node of
the MG. Blanco et al. [21] proposed virtual admittances for
harmonic compensation, which are applicable for both current-
and voltage-controlled DGs. Virtual admittances and harmonic
current references are provided by a central controller based on
the measured voltage harmonics at the PCC. It is shown that
distribution losses can be reduced if the same virtual admit-
tance is used for all DGs. In [22], an autonomous approach for
voltage harmonic compensation using virtual impedance and
admittance design that also considers the available capacity of
the DGs is given. However, equal harmonic current sharing
is not possible with the proposed scheme in the general case.
Baghaee et al. [23] proposed a hierarchical control that is able
to improve the voltage quality by using VIs and a harmonic
compensation scheme. The voltage of one the MG buses is
used for the compensation.

Although there has been a significant amount of research
on power quality issues in islanded MGs, this has been
mainly limited to grid topologies with several DGs operating
in parallel to feed a common load. This might not be the
case for several types of MGs, e.g. residential MGs. However,
there has recently been an increased interest in power qual-
ity improvements for more general MG topologies [24–26].
In [24], an optimization algorithm is presented for improving
the voltage unbalance for a more general radial MG. The

scheme is enabling improved voltage quality, but it requires
to continuously send voltage references to the DGs from a
central controller. A real-time supervisory control for power
quality improvement in multi-area MGs is proposed in [25].
However, the main aim of the control is to allocate the least
number of DGs or active power filters, which is the opposite of
sharing the harmonic compensation. In [26], an optimization
method is formulated for improving the voltage quality in an
MG. While this method improves the voltage quality, it does
not consider harmonic current sharing between DGs.

C. Contribution and Paper Organization

In this paper, an optimization algorithm that calculates the
harmonic VIs of DGs is proposed. The main contributions of
this work are:

1) The algorithm minimizes the voltage THD while ensur-
ing a degree of current harmonic sharing. Hence, the
algorithm reflects the trade-off between DG harmonic
current sharing and voltage distortion in the MG nodes.
It will be shown that the trade-off can be easily adjusted
by selecting a parameter of the optimization problem.

2) The proposed optimization algorithm is applicable for
any MG topology.

3) The method does not rely on time-critical communica-
tions.

The optimization algorithm includes constraints such that elec-
trical variables are within their operational limits, as specified
by standards. It will be shown that the VIs can be periodically
updated in the DGs, so that the controller adapts to changes
in the operating conditions. Simulation results of a benchmark
MG are used to demonstrate the benefits of the proposed
solution. Also, experimental results are included to validate
the basic features of the proposed algorithm.

The rest of this article is organized as follows. Section II
presents an overview of the proposed algorithm, along with
an overview of the droop-controlled DG that will be used in
this paper. In Section III, the proposed optimization algorithm
is explained. In Section IV, the proposed algorithm is applied
to the benchmark MG, while experimental results are given
in Section V. Finally, Section VI discusses the main results,
before the conclusions are drawn in Section VII.

II. APPLICATION AND CONTROL SYSTEM OVERVIEW

A. Overview of the Application and the Proposed Solution

Fig. 1 shows the MG considered in this work, which is based
on a low-voltage benchmark model for European distribution
networks [28]. This system is representative of traditional
electrical distribution systems that have been upgraded with
a large share of renewable energy sources. Also, it has been
reinforced to work either connected to the grid or in island
mode. In the proposed solution, the harmonic content of the
load currents is used as inputs for an optimization algorithm
that is executed in the MG central controller (MGCC). The
output of the algorithm are the VI values, which are sent via
low-bandwidth communications to the DGs.

The main objective of the proposed algorithm is to optimize
the voltage quality of the MG while simultaneously ensuring a
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Fig. 1. Electrical and control diagram for the application. The system is based
on a benchmark MG for electrical distribution systems with high penetration
of renewable energies [28].

certain degree of harmonic current sharing between the DGs.
Fig. 2 displays the main steps of the algorithm. First, the load
currents are measured, and their harmonic content is extracted.
Thus, there is a need for having a dedicated current sensor
for each load. Then, the extracted harmonic content is sent
to the MGCC, where the proposed optimization algorithm is
executed for all the harmonics addressed by the VIs. Finally,
the VIs are sent to the DGs where they are updated. The
optimization is done using a global synchronous reference
frame (SRF). This means that the measurements of the DGs
should be sent together with a global time stamp so that
they can be translated to this reference frame. The objective
function minimizes the harmonic voltages of the MG nodes.
Hence, the decision variables are the voltage harmonics at each
node and the virtual admittances of each DG at each harmonic
frequency. In addition, the following constraints complete the
optimization algorithm:

1) Kirchhoff’s Current Law applied to all system nodes.
2) DG equivalent harmonic impedances should be greater

than a minimum.
3) Node harmonic voltages should comply with standards.
4) A certain degree of DG current harmonic sharing should

be maintained.
The first constraint represents a physical limitation. The

second constraint is included to avoid excessive use of negative
VIs so that the MG stability is preserved. The third constraint
is included to ensure that the harmonic content complies with
standards (e.g. EN 50160 [2]). Finally, the fourth constraint
ensures that the DGs share the harmonic currents to a certain
degree. The output from the proposed optimization algorithm

Fig. 2. Sequence showing the application of the proposed optimization. The
optimization reduces node harmonic voltages, while ensuring a degree of DG
current harmonic sharing.

are the values for the harmonic VIs of the DGs that will
be updated via a communication channel. Finally, the entire
procedure is repeated after a certain time.

B. Distributed Generator Control System

Fig. 3 shows the conventional solution for controlling grid-
supporting DGs in MGs that is used in this paper [29]. The
DG is connected to the grid via an LCL filter. An internal
current controller is used to control the current through the
converter-side inductor (ic), while an external voltage con-
troller is used to control the voltage across the filter capacitor
(vc). These controllers are implemented in an SRF that is
internally generated by the DG. Variables in the SRF will
be written in bold and are organized as column vectors (e.g.
x = [xd xq]

T , where T denotes the transpose). The current
controller includes two PI regulators (one for each axis) to
track the current references (i∗c ) and appropriate decoupling
and feedforward terms. The voltage controller also consists of
two PI regulators with conventional voltage decoupling terms
and feedforward of the output current (io). A plug-in resonant
controller is used in the voltage controller so that harmonic
voltages can be addressed adequately [30]. Also, a virtual
impedance loop is included. This loop and its features will
be explained in the following subsection.

Standard Pω and QV droops with additional derivative
terms have been used to achieve proper sharing of active and
reactive power between the DGs. The droop equations for DG
j are given by:

ωj = ω∗ −mj(Pj − P ∗j )−md,j
d

dt
(Pj − P ∗j ), (1)

Ej = E∗ − nj(Qj −Q∗j )− nd,j
d

dt
(Qj −Q∗j ), (2)

where ωj and ω∗ are the angular frequency of the DG and its
nominal value, respectively. Ej and E∗ represent the droop
control voltage reference and its nominal value, while mj

and nj are the conventional droop gains. The gains md,j and
nd,j are the derivative action droop gains, which are used
for improving the stability margins and transient performance.
They were required for the MG since the electrical lines were
relatively short. P ∗j and Q∗j are the active and reactive power
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Fig. 3. Electrical and control diagram of a DG unit, including internal control loops, VIs and droop controllers. The VI values specified by the MGCC are
highlighted.

references, while Pj and Qj are filtered active and reactive
powers given by:

Pj =
1

1 + Tfs
(vcd,jiod,j + vcq,jioq,j), (3)

Qj =
1

1 + Tfs
(vcq,jiod,j − vcd,jioq,j), (4)

where Tf is the low-pass filter time constant. In the rest of
the paper, subscript j will be omitted whenever possible for
the sake of clarity. The angle used for dq-transformations is
θj , which is obtained by integrating the angular frequency ωj .

C. Outer VI Control

Virtual impedances are typically adopted to improve reactive
power sharing in islanded MGs [31]. Depending on the ratio
between reactance and resistance and the desired control
strategy, both virtual inductances and resistances are com-
monly employed at the fundamental frequency. In addition,
VIs that only address specific harmonics (i.e. harmonic VIs)
can be used to improve the harmonic sharing. In this work,
individual harmonics are extracted using multiple synchronous
reference frames [17]. If both fundamental and harmonic VIs
are employed, the resulting voltage reference can be calculated
as follows:

v∗c = [E∗ 0]T −Zv,f io,f −
∑

h

Zv,hio,h, (5)

where h is the harmonic number and f is the fundamental
frequency (h = 1), v∗c is the modified voltage reference,
[E∗ 0]T is the voltage reference provided by the droop
controller, io,f and io,h denote the fundamental and harmonic
component h of the output current, while Zv,f and Zv,h

are the VIs for the fundamental and harmonic frequency h,
respectively. The latter is calculated as follows:

Zv,h =

[
Rv,h −hωLv,h

hωLv,h Rv,h

]
, (6)

where Rv,h and Lv,h are the virtual resistance and inductance,
respectively, and ω is the rotational frequency of the SRF
calculated by the droop controller.

Yh

Rvh,2

Lvh,2

Rvh,1

Lvh,1

R2 L2R1 L1

Ih

Ih1 Ih2

Fig. 4. Simplified electrical model at harmonic frequency of two parallel DGs
and a load.

D. Harmonic Sharing in Microgrids

The diagram in Fig. 4 will be used to highlight the trade-off
between voltage harmonics and sharing of current harmonics,
and to introduce the notation used in the rest of the paper. The
model represents the equivalent circuit of two DGs and a load,
at a specific harmonic frequency (h). The load is modelled as
a Norton equivalent consisting of a current source (Ih) and
a parallel admittance (Yh). The DGs are modelled by their
harmonic VIs (Lv,h and Rv,h), while the electrical lines are
modelled by a series connection of inductance and resistance
(L and R). The equivalent impedances of the DGs are the sum
of the virtual and physical impedances. These are denoted Z1

and Z2 for DG1 and DG2, respectively. The harmonic currents
drawn by DG1 and DG2 with respect to the harmonic load
current are then given by:

ih1
Ih

=
1/Z1

1/Z1 + 1/Z2 + Yh
, (7)

ih2
Ih

=
1/Z2

1/Z1 + 1/Z2 + Yh
. (8)

Combining (7) and (8), the harmonic sharing between the two
DGs can then be expressed as:

ih1Z1 = ih2Z2. (9)

Thus, the DG with the smaller equivalent impedance will
consume a larger share of harmonic currents. This issue can
be solved by increasing the VI for the DG with the smallest
equivalent impedance. If the physical feeder impedances are
unknown, accurate current sharing can be achieved by using
large VIs. However, this will produce a larger harmonic
voltage drop at the terminals of the DGs, thereby deteriorating
the voltage quality [14]. The feeder impedances can also be
matched by using negative VIs for the DG connected by the
largest physical impedance [17]. However, excessive use of
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Fig. 5. General node used for the optimization, including a DG, load and
interconnecting line admittances.

negative VIs might reduce stability margins, so this solution
is commonly avoided.

III. PROPOSED OPTIMIZATION ALGORITHM

In this section, the proposed algorithm for improving the
power quality is presented. First, the notation will be intro-
duced, and the objective function will be chosen. Then, the
constraints for the optimization problem will be explained.

A. Notation and Algorithm Overview
In the rest of the paper, matrices are uppercase and in

boldface, while their elements are uppercase. Vectors are
lowercase and in boldface, while their elements are lowercase.
In order to explain the notation, Fig. 5 shows an electrical
schematic of a generic node in the MG. Each node j is
connected to at least one other node. In Fig. 5, node j is
connected to nodes k and l via the line admittances Y jk and
Y jl, respectively. Any loads at the node are aggregated and
represented by the current source ij . DGs are modelled by
their equivalent admittance Y e

j , which consists of the physical
admittance Y p

j in series with the virtual admittance Y v
j . The

latter is emulated by the DG controller, and its design and
analysis represent the main contribution of this paper.

The optimization algorithm is run for each harmonic h.
However, in order to simplify the notation, superscript h
is omitted from the variables in the objective function and
constraints.

B. Optimization Problem Formulation
The following objective function has been chosen:

min
r∑

j=1

cj
(
(vdj )

2 + (vqj )
2
)
, cj ≥ 0, (10)

where cj is a parameter that weights the importance of each
node j, vdqj are the dq voltages for harmonic h and r is
the number of nodes (j = 1, 2, ..., r). This function thus
minimizes the harmonic voltages at the MG nodes. Although
constraints introduced in following subsections will limit the
maximum allowed harmonic voltages in the MG nodes, the
objective function aims at further reducing them so that their
adverse impact is minimized.

The decision variables for the system are the harmonic volt-
ages of the MG nodes, {vd1 , vq1, ..., vdn, vqn}, and the equivalent
virtual admittances of the DGs, {Ge

1, B
e
1, ..., G

e
m, B

e
m}. The

complete optimization problem is given with the objective
function presented in (10), and the constraints given in (12),
(17), (19), (20), (23) and (24). These constraints are explained
in the following subsections.

C. Constraints Based on Nodal Admittance Matrix

Kirchhoff’s current law represents a physical constraint
for the optimization problem. This constraint ensures that
the harmonic voltages are accurately calculated. This can be
expressed by using the nodal admittance matrix for a given
harmonic. For the node in Fig. 5, this is given by:

Y jvj −
∑

k∈Kj

Y jkvk + Y e
jvj = −ij ∀j, (11)

where Kj is the set of nodes connected to node j, vj and ij
are the harmonic voltages and load currents in the dq frame at
node j, while Y j =

∑
k∈Kj

Y jk is the sum of the admittances
connecting to node j, excluding Y e

j . Note that the two first
terms on the left-hand side are linear with respect to their
unknowns, while the third term is quadratic (recall that Y e

j and
vj are unknowns). In order to avoid using complex quantities
in the optimization algorithm, (11) is specified in terms of its
conductance and susceptance, as given in:

[
Gjk −Bjk

Bjk Gjk

] [
vdj
vqj

]
−
∑

k∈Kj

[
Gjk −Bjk

Bjk Gjk

] [
vdk
vqk

]

+

[
Ge

j −Be
j

Be
j Ge

j

] [
vdj
vqj

]
= −

[
idj
iqj

]
∀j.

(12)

D. Constraints on DG Equivalent Impedance

If a DG is connected at node j, its equivalent impedance is
given by:

Ze
j =

1

Y e
j

=
1

Y p
j

+
1

Y v
j

= Zp
j + Zv

j , (13)

where Zp
j and Zv

j are the physical and virtual impedances of
DG j, respectively. To ensure a positive equivalent resistance,
it is necessary to fulfil <(Ze

j ) > 0. Since Y e
j = Ge

j + jBe
j ,

this requirement can be rewritten as:

<(Ze
j ) = <

(
1

Ge
j + jBe

j

)
=

Ge
j

(Ge
j)

2 + (Be
j )

2
> 0. (14)

Clearly, (14) is fulfilled if Ge
j > 0. Therefore, in order to have

a safety margin for this requirement, the equivalent resistance
of the DG is restricted to be larger than a factor (αh) times
the physical resistance:

<(Ze
j ) ≥ <(Ze,min

j ) = Rmin
j = αh

Gp
j

(Gp
j )

2 + (Bp
j )

2
, (15)

where Rmin
j is the minimum allowed equivalent resistance for

DG j. Then, the constraint can be derived from (15):

Rmin
j ≤ <(Ze

j ) =
Ge

j

(Ge
j)

2 + (Be
j )

2
, (16)

which can be rewritten as a quadratic constraint as follows:

−Ge
j +Rmin

j (Ge
j)

2 +Rmin
j (Be

j )
2 ≤ 0. (17)

Similarly, by restricting the reactance of the equivalent
impedance to be larger than a factor times the physical
impedance, the following result is obtained:

=(Ze
j ) ≥ Xmin

j = αh=(Zp
j ), (18)
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which can be rewritten as a quadratic constraint as follows:

Be
j +Xmin

j ((Ge
j)

2 + (Be
j )

2) ≤ 0. (19)

E. Constraints for Voltage Harmonic Distortion

The harmonic voltage of the MG nodes should be less than
a limit specified by the applicable standard (e.g. [2]). This can
be easily incorporated with the following quadratic constraint:

(vdj )
2 + (vqj )

2 ≤ (V max
h )2 ∀j, (20)

where V max
h is the maximum voltage value for the harmonic

component h.

F. Constraints for DG Current Harmonic Sharing

The harmonic current of DG j is given by:

iDG
j = Y e

jvj . (21)

While imposing perfect current harmonic sharing reduces
the risk of overloading any single DG, it could also lead
to excessive voltage distortion. Moreover, it could generate
excessive losses since harmonics would need to travel through
the distribution lines. Therefore, a certain degree of sharing
between the DGs has been specified. This has been modelled
by using the following constraint:

(1−β) Sj

Stot

l∑

k=1

iDG
k ≤ iDG

j ≤ (1+β)
Sj

Stot

l∑

k=1

iDG
k ∀j, (22)

where l is the number of DGs, β ∈ [0, 1] is a parameter to
be chosen by the designer that specifies the degree of sharing,
Sj is the rated capacity of DG j and Stot =

∑l
j=1 Sj is

the sum of the rated capacities of all DGs. If β = 0, then
(22) turn into equality constraints, which enforces DG current
harmonic sharing according to the available capacity of each
DG. The sharing according to capacity is specified by the
fraction Sj/Stot. By setting β > 0, (22) take the form of
inequality constraints, thus allowing the DGs to have unequal
current harmonic sharing. This will make the DG(s) closest
to the harmonic loads inject more harmonic currents, thereby
reducing the distribution losses [21].

In order to have only real values for the optimization, the
quadratic constraints in (22) can be rewritten as:

(1− β) Sj

Stot

m∑

k=1

[
Ge

k −Be
k

Be
k Ge

k

][
vd
k

vq
k

]
≤
[
Ge

j −Be
j

Be
j Ge

j

][
vd
j

vq
j

]
∀j, (23)

[
Ge

j −Be
j

Be
j Ge

j

][
vd
j

vq
j

]
≤(1 + β)

Sj

Stot

m∑

k=1

[
Ge

k −Be
k

Be
k Ge

k

][
vd
k

vq
k

]
∀j. (24)

IV. CASE STUDY RESULTS

A. Case Study System Description

The basic elements of the test system are depicted in
Fig. 1 and the values of the main parameters are included in
Table I. The following modifications were made to the original
benchmark model so that simulation and experimental results
are on a similar scale:

TABLE I
MAIN SIMULATION PARAMETERS FOR THE SYSTEM UNDER STUDY

Parameter Value Parameter Value
Sn 15 kVA Lf 2.3 mH
Vn 400 V Rf 0.1 Ω
fn 50 Hz Cf 8.8 µF
Vdc 680 V Lo 0.9 mH
fsw 10 kHz Ro 0.03 Ω
m 5e-5 rad/s/W Tf 0.1 s
n 1e-4 V/VAr ZR3,R4 50 + j31 mΩ
ZR4,R6 100 + j63 mΩ ZR6,R9 149 + j94 mΩ
ZR9,R10 50 + j31 mΩ ZR3,R11 43 + j27 mΩ
ZR4,R15 192 + j121 mΩ ZR6,R16 43 + j27 mΩ
ZR9,R17 43 + j27 mΩ ZR10,R18 43 + j27 mΩ

Fig. 6. THD of the circulating currents between DGA and DGC, and DGB
and DGC, when the value of β is modified.

1) Only the three largest DGs in the benchmark were used.
The ratings of the converters were set to 15 kVA.

2) Line impedances were balanced and scaled up by a fac-
tor of five to be comparable to the available impedances
in the laboratory. The relative magnitudes between
impedances were kept as in the benchmark.

3) Two types of loads were considered: A linear load with
power factor of 0.85, and a nonlinear load based on
a diode rectifier. The latter also had a dc-side LC-
filter with values L = 84 µH and C = 235 µF. The
relative magnitude between the loads were kept as in
the benchmark.

Simulations were done by using Matlab/Simulink and the
SimPowerSystems toolbox. The simulation included realistic
effects such as pulse width modulation (PWM) and the imple-
mentation of controllers in discrete time.

B. Steady-State Operation and Parameter Selection
In this section, the trade-off between harmonic sharing and

voltage quality was explored for different values of β. From
the theoretical point of view, this effect is summarized in the
objective function (10), and in the constraints (23) and (24).
For this scenario, all the nodes included linear loads, whereas
nonlinear loads were applied at nodes R16 and R17.

Fig. 6 shows the THD of the currents that circulate between
the DGs (iA − iC and iB − iC) for different values of β.
It can be seen that β = 0 leads to a very low THD value.
This happens because the output currents of the DGs are very
similar, meaning that current harmonics are accurately shared.
This result is in good agreement with the constraint in (22),
which forces equal harmonic sharing for β = 0.
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Fig. 7. THD value at representative nodes, for different values of β.

TABLE II
IMPEDANCE OF NONLINEAR (NL) AND LINEAR (L) LOADS AT THE

SYSTEM NODES

Load t = 0 s t = 1 s t = 7 s
ZR11,nl - - 87.2Ω
ZR15,l 20.12 + j12.47Ω 20.12 + j12.47Ω 20.12 + j12.47Ω
ZR16,l 20.12 + j12.47Ω 20.12 + j12.47Ω 20.12 + j12.47Ω
ZR16,nl - 36.98 Ω 25.89 Ω
ZR17,nl - 230.11 Ω 184.09 Ω
ZR18,l 43.91 + j27.21Ω 43.91 + j27.21Ω 43.91 + j27.21Ω

If the value of β increases, it is evident that the THD
of the circulating currents increases as well. This happens
because the algorithm takes advantage of this degree of
freedom to improve the voltage quality at the MG nodes.
To highlight this feature, Fig. 7 shows the resulting voltage
THD at representative nodes of the MG, for different values
of β. Clearly, the voltage THD reaches its maximum value
for β = 0, and it decreases for all nodes in the system as the
parameter β increases. These results illustrate how the trade-
off between current harmonic sharing and voltage quality can
be easily adjusted by changing a single parameter (β) in the
optimization algorithm.

C. Transient Performance and Parameter Update

In addition to the steady-state performance, the effect of
load variations and changes in the VIs in the DGs was
explored. To this end, different transient events were simulated
for the MG depicted in Fig. 1. The load impedance values
for the nonlinear (nl) and linear (l) loads are summarized in
Table II. The timing of these events is as follows:

1) At t = 0 s, the simulation is started with linear loads
connected at nodes R15, R16 and R18. The harmonic
VIs are set to be equal to the fundamental VIs.

2) At t = 1 s, nonlinear loads are connected at nodes R16
and R17.

3) At t = 4 s, the proposed optimization algorithm is used
to calculate a set-point for the harmonic VIs and the
parameters are updated in the DGs. The optimization is
done with β = 0, thus enabling equal sharing of the
harmonic currents.

4) At t = 7 s, the nonlinear load is increased at nodes R11,
R16 and R17.

5) At t = 10 s, the optimization algorithm is fed with the
new data, and the new values of the VIs are calculated
and updated in the DGs.

6) At t = 13 s, the optimization algorithm is executed
again, but this time β = 0.2, thereby allowing some
degree of freedom for unequal current harmonic sharing.

The resulting magnitudes of the harmonic currents for the
three DGs are shown in Figs. 8(a)-(d), while the magnitude of
harmonic voltages in percent of the base voltage are shown in
Figs. 8(e)-(h).

As shown in Figs. 8(a)-(d), using the same value for the
VIs at the fundamental and harmonic frequencies leads to
an unequal distribution of the harmonic currents. Once the
optimized harmonic VIs are calculated and updated at t = 4 s,
the harmonic currents are accurately shared between the DGs.
Moreover, the harmonic components of the voltage nodes also
reduce. This occurs because the optimized VIs can be set much
smaller than the fundamental VI, thereby reducing the equiva-
lent impedance seen by the load harmonic current sources.
After the load increase at t = 7 s, the current harmonic
sharing is worsened. However, the relative differences between
the harmonic currents are still small. Hence, even though the
VI values are optimal for a specific operating condition, the
design is robust against parameter variations. Naturally, the
harmonic voltages at the MG nodes also increase as a result
of the load increase. At t = 10 s, the optimization algorithm
is executed again for the updated values of the operating
point. As expected, the current is again shared between the
DGs and the magnitude of the harmonic voltages is decreased
significantly. At t = 13 s, the optimization algorithm is
executed again, but this time for β = 0.2 to allow unequal
current harmonic sharing. Fig. 8 shows that this selection
clearly worsened the current harmonic sharing. However, the
5th, 7th and 13th voltage harmonics are greatly reduced, while
the 11th harmonic is almost unaffected. Therefore, the overall
voltage quality of the MG clearly improved.

D. Effect of Inaccurate Line Impedances in the Optimization

In practical applications, the line impedance values are
not accurately known. Therefore, there will be a mismatch
between the impedance values used for the optimization and
the actual impedances. To study the possible effect of this, the
transient simulation in Section IV-C was modified to include
a random error of ±10 % in the line impedance values. The
resulting harmonic currents and voltages are shown in Fig. 9.
As the results were similar for all harmonics, only the results
for the 5th harmonic are shown. It can be observed that the
results are similar to those obtained with exact values. After
applying the optimized set-points for the VIs at t = 4 s, the
current sharing is significantly improved. However, compared
to the original case, the differences are larger. The same occurs
after the new set-points are applied at t = 10 s. When allowing
for unequal current harmonic sharing at t = 13 s, a clear
mismatch between the currents can be observed. Meanwhile,
the harmonic voltages are generally reduced when optimized
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(a) 5th (b) 7th (c) 11th (d) 13th

(e) 5th (f) 7th (g) 11th (h) 13th

Fig. 8. Transient performance of the MG together with the proposed optimization algorithm. (top) Harmonic currents for DGA, DGB and DGC. (bottom)
Harmonic voltages for nodes R11, R15, R16, R17 and R18. The transient events are defined in Section IV-C.

(a) 5th (b) 5th

Fig. 9. Transient performance of the MG. Inaccurate line impedance values
are used in the optimization algorithm. (a) Harmonic currents for DGA, DGB
and DGC. (b) Harmonic voltages for nodes R11, R15, R16, R17 and R18.

VI values are used. This is particularly the case when allowing
for unequal current sharing. These results show that the
proposed method provides adequate results even if the values
of the line impedances are not known accurately.

E. Effect of Time Delay in Communication Link

In previous subsections, the VIs were updated simultane-
ously for all DGs. However, in practical applications, these
values are sent via communications and therefore they will
be updated asynchronously. This effect will be studied here
by adding a time delay in the communication channel. In
particular, for the case presented in Section IV-D, an additional
delay of 1.5 s will be added to the communications of DGA.
As the delay effect was similar for all harmonics, only the
results for the 5th harmonic will be presented.

The resulting DG harmonic sharing and selected node
harmonic voltages are shown in Fig. 10. The dashed-dotted
lines indicate the time instances when the VIs of DGB and
DGC are updated. Meanwhile, the dashed lines indicate the
times when the VIs of DGA are updated. By comparing Fig. 10
with Fig. 9, it is clear that the current is correctly shared when
the VIs of all the DGs are updated. Also, the harmonic voltages
are the same in steady state. In addition, it can be seen that the
current sharing is improved even if the VIs are not updated
for all the DGs.

(a) 5th (b) 5th
Fig. 10. Transient performance of the MG. Inaccurate line impedance values
are used in the optimization algorithm, and a time-delay in updating the VIs
of DGA is added. (a) Harmonic currents for DGs A, B and C. (b) Harmonic
voltages for nodes R11, R15, R16, R17 and R18.

V. EXPERIMENTAL VERIFICATION

The basic features of the proposed optimization algorithm
were tested in the laboratory facilities of IMDEA Energy.
Compared to the simulation case, some aspects were simplified
in order to make the implementation viable. However, the
results were kept in the same scale so that simulation and
experimental results can be compared qualitatively.

A. Prototype Description

Fig. 11 presents an electrical schematic of the laboratory
facilities. Two converters rated at 15 kVA and one rated
at 75 kVA were used as DGs. Compared to the simulation
results, one 15 kW converter was replaced with a 75 kW
one. Otherwise, the MG was not able to withstand the sudden
connection of the emulated loads. The dc sides of the DGs
were kept constant at 680 V by using rectifiers with isolation
transformers. All DGs were controlled as shown in Fig. 3.
The dc-link capacitor values were 1 mF and 2 mF for the
15 and 75 kVA converters, respectively. Two resistive linear
loads with a maximum rating of 30 kW were connected
to nodes R15 and R10. In addition, mixed loads (including
linear and nonlinear consumption) were emulated by using
two 15 kVA converters and one 75 kVA converter. These
were connected to nodes R4, R6 and R9. Emulated loads
were connected to the grid by using isolation transformers,
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Fig. 11. Electrical schematic of the laboratory facilities. (red) Common-dc
bus for loads, (yellow) isolated DC voltages for DGs and (blue and green
tones) MG nodes.

Fig. 12. Communication infrastructure of the laboratory facilities. (blue)
EtherCAT, (green) TCP/IP and (red) CAN bus.

while their dc sides were connected by using a dc busbar. In
order to consume power during the experiments, the dc voltage
was maintained constant at 680 V by using a 90 kW dc-dc
converter coupled to a Li-ion battery rated at 47.5 kW/h. This
capacity was enough to run tests during several hours. The
switching and sampling frequencies were set to 10 kHz and
8 kHz for the 15 kVA and 75 kVA converters, respectively.
Pulse-width modulation (PWM) signals were generated by
using the min-max method, and the dead-time was 2 µs. The
control systems were implemented in embedded (real-time)
computers NEXTCOM NISE3140.

Fig. 12 shows a schematic of the control and communication
infrastructure of the laboratory facilities. The control of DGB
and DGC was implemented in one real-time PC (RTPC),
while the control of DGA was implemented in another RTPC.
These RTPCs were connected to the VSCs via EtherCAT so
that internal controllers were executed each sampling period.
Also, they were connected to the laboratory network by using
TCP/IP protocol. The battery was connected via CAN bus to
the battery converter and the central controller. For extended
details of the laboratory facilities, see [32].

B. Implementation Aspects

Even though simulations provided adequate and robust
results, the practical implementation required several modi-
fications to the original control scheme. These are listed here:

1) During the experiments, it was observed that stabil-
ity of the resonant controllers was highly dependent
on the operating conditions. Therefore, an automatic

commissioning procedure was developed and executed
before they were turned on. This procedure included
an identification of the plant dynamics at the harmonic
frequencies. In addition, a significant coupling between
the dq components of the VIs was observed. Therefore,
a decoupling system based on the identified plant dy-
namics was added to them.

2) The transient performance of the VIs was initially very
fast. This produced unwanted oscillations that interacted
with other elements in the MG (e.g. transformers).
Therefore, low-frequency low-pass filters were included
for the harmonic VIs.

3) The DGs were equipped with a soft-start sequence that
allowed their connection and disconnection from the MG
in a smooth way.

4) The droop controllers of DGs were adjusted by hand,
according to the transient performance under load vari-
ations. Reactive power references were also adjusted by
hand to avoid excessive circulating currents.

5) The values of the VIs were sent to the DGs via a TCP/IP
network (not time synchronized). Therefore, their values
were pre-calculated and sent to all the DGs at the same
time.

C. Experimental Results

1) MG Operation Without VIs: The steady-state results for
the tests are shown in Fig. 13 and Fig. 14. Fig. 14 (a) shows
the waveforms of the phase-a output currents for the three
DGs. The results were measured by using an oscilloscope. It
can be seen that there are significant differences between them,
especially for the current of DGA. The harmonic components
of the output currents of the DGs and the voltage THD at
the MG nodes can be found in Fig. 13 (left). The current
harmonics consumed by DGA is much higher than DGB and
DGC, mainly because DGA is located closer to the source
of the harmonics. Also, the rating of the converter is higher
(and then the physical impedance values are lower). There
are more harmonic components in the output currents than
expected because some of them were produced in transformers
and other non-ideal hardware elements of the MG. Also,
these additional currents increased the theoretical THD values,
which are higher than the expected ones.

2) MG Operation for β = 0 and β = 0.2: The MG
operation was also tested with the proposed VIs. In this case,
the VIs were calculated offline, since the laboratory facilities
were not adequate for calculating and updating the VIs through
a time-critical communication channel. Fig. 13 (top) shows
the harmonic content of the DGs output currents for (centre)
β = 0.2 and (right) β = 0. Similarly, Fig. 13 (bottom) shows
the THD at the MG nodes that were accessible. It can be
seen that the general trend of the results is as expected. For
β = 0, the harmonic current distribution is greatly improved
compared to the case without VIs. Meanwhile, the THD at the
MG nodes increased as a consequence of the power quality
trade-off. These results highlight that the proposed control
strategy provides adequate results. However, some aspects that
are not commonly modelled in this type of research studies
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Fig. 13. (top) Current harmonics delivered by the DGs and (bottom) THD at accessible MG nodes. (left) No VIs, (centre) β = 0.2 and (right) β = 0. In the
top, (blue) DGB, (green) DGC and (yellow) DGA.

Fig. 14. Phase a output current for (blue) DGB, (red) DGC and (green) DGA.
(a) Without VIs, and with VIs for (b) β = 0.2 and (c) β = 0.

(e.g. transformers and nonlinear sources of harmonics) should
be considered in order to obtain more accurate results.

3) Transient Response of a DG with VIs: Fig. 15 shows the
transient response of DGC variables when the VIs of that DG
were turned on. The rest of the DGs were connected. In that
instant, the current harmonics decreased, and their transient

responses experienced overshoots. The voltage THD and the
frequency of the DG slightly increased. The transient response
of the harmonics was slower compared to the simulations since
additional low-pass filters were used for the implementation.

4) Updating the VIs via Communications: In this section,
the effect of updating the VIs on the entire system is explored.
Fig. 16 shows the results obtained in the laboratory. The timing
of the events is as follows:

1) At t = 0 s, the test starts. All the DGs and loads are
connected. However, the VIs are not enabled.

2) At t = 5 s, the VIs calculated for β = 0 are sent via
communications to the DGs. When the values are re-
ceived, they are immediately updated in the controllers.

3) At t = 14 s, DGC is disconnected.
4) At t = 20 s, a new set of VIs is sent via communications

to DGA and DGB.

The values of the VIs used for the experiments were pre-
calculated and stored in the central PC. The resulting magni-
tudes of the harmonic currents for the three DGs are shown
in Figs. 16(a)-(d), while the voltage THDs at the connection
points are shown in Fig. 16(e).

Initially, the VIs were disconnected. Therefore, the currents
were not distributed equally between the DGs. When the
VIs were sent via communications to the DGs, the current
harmonics were redistributed and the sharing improved with
respect to the case without VIs. However, the current harmonic
sharing was not perfect due the realistic elements of the
laboratory facilities. As expected, the THD of the connection
nodes increased due to the improved sharing. At t = 14 s
DGC was disconnected, and therefore the harmonics were
redistributed again between the remaining DGs. The voltage
THDs also increased. Then, at t = 20 s, the new VIs were sent
to DGA and DGB. For the 5th and 7th harmonic, the current
sharing greatly improved, while the THD was maintained
almost at the same level. The 11th and 13th harmonics were
almost unaffected compared to the previous state.
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Fig. 15. Transient response of DGC when the VIs are turned on. (a) Current
harmonics, (b) THD of the connection point, (c) voltage module at the
connection point and (d) frequency of the DG.

VI. DISCUSSION

A. Assumption of Known Line Impedances

One of the basic assumptions for the proposed method
is that the MG topology and line impedance values are
assumed to be known. Although this is a drawback for the
method, this information is also needed for several system
level functions [33, 34]. Moreover, this information has been
used in similar MG applications [24]. In practical applications,
the line impedances can be readily estimated when the type
of conductor and the cable length is known [28], or more
advanced methods on estimating the line impedances can be
performed [35]. However, as shown in Section IV-D, the pro-
posed method performs adequately despite having inaccurate
knowledge of the line impedances.

B. Scalability of the Proposed Method

The computational and communication requirements as well
as the optimization algorithm itself should be considered
when discussing the scalability of the proposed method. The
method in this paper targets improving the power quality in
steady state. This makes sense in practical applications, as
harmonics are measured based on average values over longer
time intervals (e.g. 10 min for EN50160 [2]). Since the goal is
to improve the power quality in steady state, the optimization
at the MGCC is not time critical. Meanwhile, the harmonic
load current measurements should be time synchronized. This
is important irrespective of the size of the MG. Therefore,
this does not affect the scalability of the proposed method.
However, it should be noted that solving the optimization
problem and updating the harmonic VIs are not time critical.
Hence, the computational and communication requirements for
the MGCC are low.

The scalability of the proposed optimization program largely
depends on the type of program. It can be shown that the

Fig. 16. VIs updated via communications in DGA, DGB and DGC. The VIs
were readjusted so that the sharing is almost equal. Current harmonic (a) 5th,
(b) 7th, (c) 11th and (d) 13th. (e) Voltage THDs.

proposed algorithm is a quadratically constrained quadratic
program (QCQP) [36]. Moreover, the proposed algorithm is
convex. Clearly, this does not scale as well as linear programs.
However, it scales adequately when the grid size is not
excessive.

VII. CONCLUSION

In this paper, an optimization algorithm for setting the
harmonic virtual impedances of DGs in a multibus MG has
been presented. The objective function minimized the har-
monic voltages at selected nodes, while a degree of current
harmonic sharing between the DGs was included as one of
the constraints. With the algorithm, both the sharing between
DG units and voltage quality can be improved at the same
time and the power quality trade-off can be easily adjusted.
Theoretical, simulation and experimental results were used to
validate the main contributions of this work.

Theoretical results showed that power quality can be easily
managed by changing the parameter β. It was shown that β =
0 provided accurate sharing of current harmonics. However,
the voltage quality was worsened. As the value of β increased,
the sharing of current harmonics was less accurate, but this
gave degrees of freedom to greatly improve the voltage quality.
Simulation results verified the theoretical developments. Also,
it was shown that the values of the VIs can be modified
without noticeable problems. Finally, the main contributions
of the work were tested in an experimental platform. It was
shown that the proposed VIs provided improvements in the
harmonic sharing. However, the laboratory implementation
required a number of modifications to achieve an adequate
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performance. In particular, it was difficult to guarantee the
system stability under any operating conditions, so harmonic
controllers needed to be adapted for each specific case. Also,
it was noticed that unmodelled sources of harmonics (such
as transformers and dead-time effects) can lead to significant
modifications of the expected results.
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Appendix A

Complete Description of
Optimization Algorithm

In this section, the detailed optimization algorithm presented in Section 3.3 is
presented. First, the notation will be introduced. Subsequently, the objective
function and the constraints will be given.

A.1 Notation and Algorithm Overview

In the following description, matrices are uppercase and in boldface, with upper-
case elements. Vectors are lowercase and in boldface, with lowercase elements.
To describe the notation, consider the electrical diagram of a generic node j in
Fig. A.1. Each node is connected to at least one other node. Here, node j is
connected to nodes k and l via the line admittances Y jk and Y jl. Any loads
connected to the node are aggregated and represented by the current source ij .
Any DGs connected to the node are modeled by an equivalent admittance (Y e

j).
This consists of a series connection of a virtual and physical admittance, respec-
tively denoted as Y v

j and Y p
j . The equivalent admittance is included as a decision

variable and finding its optimal value is the main goal of the algorithm.

The optimization algorithm is run for each harmonic addressed by virtual
impedances. However, the notation is simplified by omitting superscript h in the
formulation of the optimization algorithm.
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Figure A.1: General node used for the optimization, including a DG, load, and
interconnecting line admittances.

A.2 Optimization Problem Formulation

The main objective is set to minimize the harmonic voltage at the microgrid
nodes. Mathematically, this is expressed by the following objective function:

min

r∑

j=1

cj
(
(vdj )2 + (vqj )

2
)
, cj ≥ 0, (A.1)

where cj is a parameter, vdqj are the dq voltages for harmonic h at node j, and r
is the number of nodes (j = 1, 2, ..., r). The parameter cj can be used to weight
the importance of each node j, in case any node(s) have stricter requirements on
the voltage quality.

In addition to the equivalent admittances of the DGs, the harmonic voltages of
the microgrid nodes form the decision variables for the algorithm. The complete
optimization program is given by the objective function presented in (A.1), and
the constraints given in (A.3), (A.8), (A.9), (A.10), (A.13), and (A.14). In the
following, the constraints are explained.

A.2.1 Constraints Based on Nodal Admittance Matrix

The first constraint is given by Kirchhoff’s current law, which represents a phys-
ical restriction. For the node in Fig. A.1, this is given by:

Y jvj −
∑

k∈Kj

Y jkvk + Y e
jvj = −ij ∀j, (A.2)

where Kj is the set of nodes connected to node j, vj and ij are the harmonic
voltages and load currents in the dq frame at node j, while Y j =

∑
k∈Kj

Y jk is

the sum of the admittances connecting to the node, excluding Y e
j . Since both

Y e
j and vj are decision variables, the third term in A.2 is quadratic. To avoid
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the use of complex quantities in the algorithm, the constraint can be rewritten
as follows:

[
Gjk −Bjk

Bjk Gjk

] [
vdj
vqj

]
−
∑

k∈Kj

[
Gjk −Bjk

Bjk Gjk

] [
vdk
vqk

]
+
[
Ge

j −Be
j

Be
j Ge

j

] [
vdj
vqj

]
=−

[
idj
iqj

]
∀j. (A.3)

A.2.2 Constraints on DG Equivalent Impedance

The equivalent impedance of a DG connected at node j is given by:

Zej =
1

Y ej
. (A.4)

A positive equivalent resistance can be ensured by enforcing <(Zej ) > 0. With
Y ej = Gej + jBej , this requirement can thus be rewritten as:

<(Zej ) = <
(

1

Gej + jBej

)
=

Gej
(Gej)

2 + (Bej )
2
> 0. (A.5)

Hence, Gej > 0 is necessary and sufficient for fulfilling this requirement. A safety
margin can be added to this requirement by restricting the equivalent resistance
of the DG to be larger than a factor (αh) times the physical resistance:

<(Zej ) ≥ <(Ze,minj ) = Rminj = αh
Gpj

(Gpj )
2 + (Bpj )2

. (A.6)

where Rminj is the minimum allowed equivalent resistance for DG j. The final
constraint can then be derived from (A.6) as:

Rminj ≤ <(Zej ) =
Gej

(Gej)
2 + (Bej )2

, (A.7)

which can be rewritten as the following quadratic constraint:

−Gej +Rminj (Gej)
2 +Rminj (Bej )2 ≤ 0. (A.8)

By similarly restricting the reactance of the equivalent impedance, the follow-
ing quadratic constraint can be obtained:

Bej +Xmin
j ((Gej)

2 + (Bej )2) ≤ 0. (A.9)

where Xmin
j = αh=(Zpj ).
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A.2.3 Constraints for Voltage Harmonic Distortion

Limits on harmonic voltages are specified by standards (e.g. EN50160). This can
be included with the following quadratic constraint.

(vdj )2 + (vqj )
2 ≤ (V maxh )2 ∀j, (A.10)

where V maxh is the maximum voltage value for the harmonic component h.

A.2.4 Constraints for DG Current Harmonic Sharing

One of the main features of the proposed optimization algorithm is that it ensures
a certain degree of current harmonic sharing. This constraint will be described
here. The harmonic current of DG j can be written as

iDGj = Y e
jvj . (A.11)

A certain degree of current harmonic sharing can be enforced with the following
constraint:

(1− β)
Sj
Stot

l∑

k=1

iDGk ≤ iDGj ≤ (1 + β)
Sj
Stot

l∑

k=1

iDGk ∀j, (A.12)

where l is the number of DGs, β ∈ [0, 1] is a parameter that specifies the

degree of sharing, Sj is the rated capacity of DG j, and Stot =
∑l
j=1 Sj is

the sum of the rated capacities of all DGs. Having β = 0 forces sharing of the
harmonic current according to the capacity of each DG, which is given by Sj/Stot.
Meanwhile, allowing β > 0 implies a degree of freedom resulting from unequal
current harmonics between the DGs.

To avoid complex quantities in the optimization algorithm, (A.12) can be
reformulated as the following quadratic constraints:

(1− β)
Sj
Stot

m∑

k=1

[
Gek −Bek
Bek Gek

][
vdk
vqk

]
≤
[
Gej −Bej
Bej Gej

][
vdj
vqj

]
∀j, (A.13)

[
Gej −Bej
Bej Gej

][
vdj
vqj

]
≤(1 + β)

Sj
Stot

m∑

k=1

[
Gek −Bek
Bek Gek

][
vdk
vqk

]
∀j. (A.14)
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Appendix B

Laboratory Facilities

The experimental verification was mainly performed at the National Smart Grid
Laboratory (NSGL) at NTNU, but the Smart Energy Integration Lab (SEIL) at
IMDEA Energy was also used. In the following, an overview of these laboratory
facilities is presented.

B.1 National Smart Grid Laboratory

The NSGL is a versatile laboratory for the research and development of a variety
of Smart Grid applications. A schematic diagram of the laboratory is seen in
Fig. B.1. The thick black lines represent ac busbars, whereas the thick blue lines
represent dc busbars. The ac busbars can be connected to the main grid or a
model grid. As the laboratory contains a large amount of equipment, only the
parts relevant to the thesis will be described in the following.

The main equipment needed for the tests were:

• Two 60 kVA ac-dc Converters: Two 2-level converters were used to validate
the control scheme in paper I and the model in paper II. The converters are
fitted with LCL filters and were connected to the busbars through delta-wye
transformers with a turns ratio of 1.

• 200 kVA Power Amplifier: The block denoted as EGSTON is a power am-
plifier with a bandwidth of 5 kHz. It has six outputs that can be configured
in several ways. For the experiments in this thesis, it was used to provide a
constant dc voltage to the converters. In addition, it served as the current-
controlled voltage source converter to identify the system dynamics in paper
I.
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Figure B.1: Overview of the NSGL.

• Electrical Lines and Loads: Electrical lines were emulated by using external
impedances, while a load bank was emulated by using a passive load rated
at 20 kW.

The control of the converters and the EGSTON was implemented in Simulink
and executed on an OP5600 real-time simulator by OPAL-RT. The communica-
tion was accomplished using a high-speed optical fiber bus.

B.2 Smart Energy Integration Lab

The SEIL is located at IMDEA Energy Institute, Móstoles, Madrid, Spain [93].
The laboratory can be used to emulate complex grid scenarios including pri-
mary, secondary and tertiary control levels. The laboratory includes hardware
elements (converters, batteries, etc.) and control devices. The different technolo-
gies that form an electrical grid (PV, wind, electrical rotating machines, etc.) are
emulated by using power-hardware-in-the-loop (PHIL) techniques or dedicated
devices whenever possible. The laboratory topology can be easily reconfigured
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from a central computer so that manual modifications are avoided. The labora-
tory was used in validating the findings in paper II. An overview of the laboratory
facilities is shown in Fig. B.2. Again, as the laboratory contains a large amount
of equipment, only the parts relevant to the thesis will be described here.

The main elements used for the experimental verification in paper II were:

• Four 15 kW ac-dc Converters: Each converter is formed by a three-leg
three-wire four-quadrant ac-dc converter. The outputs of these converters
can be connected to the ac panel by using an LC or an LCL filter. They
have a dc capacitor in the dc side and an additional uncontrolled rectifier
that can be used to maintain the dc voltage constant. Also, each converter
includes an isolation transformer with taps that can be connected either to
the rectifier side or converter side. Each pair of converters (see the orange
square in Fig. B.2) is controlled by a single embedded computer NEXTCOM
NISE3140.

• Two 75 kW ac-dc Converters: The basic topology of these converters is
similar to that of the 15 kW converters. However, one of them has four
legs and it is controlled by a single real-time computer. The other one has
the standard configuration, but it is connected through the dc side to a
90 kW dc-dc converter, which is used to control the Li-ion battery. The
latter ac-dc converter and the dc-dc converter are controlled by using the
same real-time computer.

• One 90 kW dc-dc Converter: This converter has three legs with standard
buck configuration, which are connected through individual L filters to a
configurable point. To run a single battery, each leg is connected to the
same point and all of them are operated by using interleaved modulation.
However, if required, they can be operated separately so that more than
one battery can be controlled at the same time.

• Li-Ion Battery: This Li-Ion battery is connected to the low-voltage side of
the dc-dc converter, and it has a capacity of 47.5 kWh. It is made of small
Li-ion modules connected in series and parallel. Its rated voltage is 450 V.
The battery is controlled by using a battery management system (BMS),
which sends relevant information (state of charge (SOC), current, etc.) to
the central controller (implemented in a CompactRIO platform) by using
a dedicated CAN bus.

• Load Banks: There are two resistive load banks rated at 30 kW. One of them
can be used to emulate unbalanced loads. Both banks can be configured in
steps of 1 kW through a compactRIO controller. There is also a bank of
balanced capacitive loads, which are configured by the same compactRIO
platform.
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Figure B.2: Electrical diagram of the laboratory, including the main hardware
elements.

• An ac Distribution Panel: This element is used to interconnect the different
devices available in the laboratory. The state of the contactors is managed
from a compactRIO platform (the same one used for the loads), which
also measures voltages and currents to guarantee the safe operation of the
laboratory.

• A dc Distribution Panel: The dc sides of all the converters can be intercon-
nected by using a dc distribution panel. The dc panel includes dc breakers
and isolation measurements to guarantee the safe operation of the intercon-
nected devices.

• A Set of Configurable Impedances: There are five configurable impedances
in the laboratory, which can be connected between the different nodes of
the ac panel. Both the inductive and resistive parts can be configured
independently. This PLC is connected to the CompactRIO so that the
impedance can be configured from an external computer.

The primary and internal controllers of power converters are developed in
Matlab/Simulink. Then, the controller is translated to c-code, compiled and
executed on a real-time computer by using an automatic tool. The secondary
part of the controller is formed by different compactRIO platforms and PLCs.
These devices are used to automatically manage the laboratory interconnections
and protections. All of these devices are connected by using TCP/IP protocol
so they can exchange information. This information is also accessible from an
external interface developed in Labview that is used to configure the laboratory
topology. For extended details of the laboratory facilities, see [93].
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