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A B S T R A C T   

Understanding what information is important for consumers when making a purchase-related decision has been a 
key question for researchers and practitioners ever since the advent of empirical research in commerce. 
Nevertheless, our knowledge of what information is important has been formed primarily through post-purchase 
conscious capturing approaches, such as surveys and questionnaires. To overcome these limitations, we ground 
this research on an exploratory study that captures eye-tracking data during a decision-making task of product 
selection. Grounded on the dynamic attention theory, we utilize different information types and formats present 
on a popular social commerce platform, to identify elements which are important when deciding about online 
product purchase decision. Specifically, we employ a series of prediction algorithms and use an ensemble 
learning setup to predict the aspects that contribute to product selection by consumers. Our analysis highlights 
the most important informational cues to accurately predict product selection among alternatives. In addition, 
the results showcase how such elements shift in importance during the temporal sequence of comparing different 
product alternatives. Our results provide insight into how we can understand the journey of decision-making for 
social commerce customers when navigating through information to select a product. In addition, it opens the 
discussion about the shifts that eye-tracking in combination with machine learning can create for researchers and 
marketers.   

1. Introduction 

Ever since the emergence of online commerce, a primary question for 
research and practice has been to understand what informational cues 
trigger consumers to select certain products during their online pur-
chases [32,74,75]. A key aspect in this quest has been to present con-
sumers with sufficient information about a product to make ease the 
decision-making process [16,43]. Social commerce platforms which 
have become increasingly prevalent over the last decade have added to 
the complexity of this task, as they typically incorporate both marketer- 

and consumer-generated information about a product [17,44,80]. In 
addition, such information is often presented in different formats, which 
facilitates consumers to select from a variety of informational cues that 
will ease the selection of products [6]. Yet, while there has been a sig-
nificant advancement in the front of presenting information to con-
sumers, we still have limited knowledge on how consumers utilize such 
information, and more importantly what type of information is critical 
for them during their decision-making process [59]. Furthermore, we 
have limited knowledge on how the importance of different informa-
tional cues evolves during the product selection process [49]. 
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A growing stream of research has sought to understand more about 
how users of social commerce platforms process different formats of 
information by capturing physiological data through eye-tracking ap-
proaches [7,10,23,71]. Eye movements and attributes of the pupil can 
help us understand the connection between eye movements and cogni-
tive processes, and specifically how visual stimuli affect humans in de-
cision making processes [4]. Specifically, the eye-mind hypothesis 
argues that the direction of our eye movements helps to assess what an 
individual is thinking and where the attention of the individual is 
focused [35]. The resulting data gathered from eye tracking methods 
can be analyzed statistically and graphically to provide evidence to-
wards specific visual patterns and the sequence of gazing [11]. By 
examining the saccades along with other patterns of eye movements, 
researchers can ascertain the attractiveness of a given product, as well as 
the interaction of the user with different types and formats of informa-
tion that are provided [45]. Such analyses provide valuable insight into 
what informational cues have the highest impact and which ones are 
ignored by users during their decision-making process [9]. Furthermore, 
such approaches can enable researchers and practitioners to understand 
how the attention of individuals dynamically changes over time during 
the decision-making process [58,76]. 

Prior studies have provided us with rich insight on the importance of 
customer satisfaction during the decision-making process of product 
selection [78] and its significance on prompting purchase intentions 
[33,36,37,40]. An important part in realizing customer satisfaction has 
to do with the quality information that is provided to users during their 
decision-making process [17,60,78,80]. Delving into this topic through 
eye-tracking methods, recent studies have found that users tend to 
complement different types and formats of information when deciding 
on which products to purchase [71]. Fei et al. [23] find that the type of 
information presented on online commerce platforms and the format or 
presentation have differentiating effects on consumer intentions. 
Building on an e-commerce platform using an eye-tracking approach, 
Brand and Reith [10] show that that both the type and representation of 
information, have an impact on how users make decisions on credibility 
evaluations. Thus, there is a growing consensus that the type and rep-
resentation format of information that users are provided with on online 
platforms, has an effect on their decision-making process [2,5,66,81]. 

While there is a growing understanding concerning the role of in-
formation cues on online platforms, we still have limited knowledge on 
how the utilization of the different types and formats of information 
influences a user’s decision-making process during product selection. In 
addition, there is still a limited understanding concerning which infor-
mational cues are most important during the different phases of 
decision-making for users of social commerce platforms. From a meth-
odological perspective, eye-tracking approaches provide several 
strengths in capturing detailed data on the gaze patterns of users, 
however, a challenge is in making inferences from such data. In this 
study we build on machine learning approaches to identify aspects of the 
product selection process that can accurately predict which product will 
be selected by consumers [25]. Doing so enables us to understand how 
users utilize different types of information present on social commerce 
platforms, and how the importance of such information changes during 
the decision-making process. We, therefore, seek to understand not only 
what type of insight eye-tracking can enable during the decision-making 
process of consumers, but also how such insight can be used to optimize 
the product selection experience. To address this research gap, the aim 
of this study is to address the following research questions (RQs). 

RQ1. What informational cues are important for predicting consumer 
choices during the decision-making process on social commerce 
platforms? 

RQ2. How does the importance of informational cues for consumers 
change over time during the decision-making process on social com-
merce platforms? 

To answer these questions, we conducted two separate studies with 
participants in a lab setting. During these studies, participants were 
provided with several sets of products to select from on a popular social 
commerce platform. Using an eye-tracking device, we captured aspects 
of their visual processing patterns during product selection, as well as 
the types of information they used on the social commerce platform to 
reach a final decision. Using this data, we employed several machine 
learning and prediction algorithms to understand which features were 
the best predictors of product selection, as well as how these features 
shifted in importance over the duration of product selection. Our results 
highlight key elements that play an important part in decision-making 
for product selection. They also highlight the strengths of combining 
eye-tracking with advanced ways of analyzing data through machine 
learning. Based on these results, we draw several key research and 
practical implications. 

2. Theoretical background 

2.1. Dynamic attention theory 

The Dynamic Human-Centered Communication System theory 
(referred to as Dynamic Attention theory) [41,73] has been used in this 
study to understand how the attention of a user in an online platform 
such as social commerce leads to certain outcomes, and how attention 
shifts over time. In this theory, attention is considered as a process 
involving interaction between humans as well as environment [41]. 
Dynamic attention theory helps to assess the intention of the consumers 
for the consumption of information and supports interpreting how the 
consumers make a decision of which product to select. Dynamic atten-
tion theory is founded on human-computer interaction (HCI) research 
which presumes that an active observer is supposed to use stable ele-
ments available in the environment which is also known as distributed 
cognition to facilitate decision-making [56]. 

In terms of dynamic attention theory, recording of eye tracking 
highlights that humans tend to acquire information from the available 
environment by using low-efforts gazing strategies compared to using 
high-efforts based on a strategy of memorization [42]. This human 
behavioral attribute has been the driver of design for many social 
commerce platforms and is the main driver by which user of such online 
platforms make a decision towards purchasing a product or a service. 
Understanding and predicting within the context of dynamic attention 
theory can be studied through the use of eye tracking approaches [70]. 
By tracking attention through an eye-tracking method, movements of 
eye occur in the direction of the object which receives more attention in 
terms of the dynamic attention theory, but “the resulting fixation and 
fixation durations may not be long enough for memory encoding” [73]. 
Hence, eye tracking methods can provide a more accurate and nuanced 
assessment of the implications of this theory. 

Through the lens of dynamic attention theory, eye tracking is 
considered as a specific type of communication between the consumers 
and the product at hand, which is a complex dynamic system comprising 
of a human, a message, a congenial medium, and a location [41]. Thus, 
dynamic attention theory provides enables us to understand how the 
attention of a user in relation to a product evolves over time while a 
decision has been made. In the context of this study, dynamic attention 
theory is used to gain insight into the consumers’ decision-making 
process and to try to understand the key elements that lead to the se-
lection of a specific product. To gain such insight, the use of eye-tracking 
data is deemed as the most suitable as it is possible to record gaze pat-
terns, saccades, and attention over a product decision-making activity. 

2.2. Eye-tracking and decision-making 

Applying eye tracking in studies of human behavior aids in capturing 
real-time information on individuals’ fixations and visualization pat-
terns as consumers; in turn granting researchers the ability to study the 
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behavioral-environmental processes more effectively behind transaction 
decisions [19,67]. Eye tracking is considered as a measurement of the 
movements of eye for determining the gaze location and to ascertain 
where the attraction is mainly focused [26]. Research using eye-trackers 
has built on a number of different measures, as for example fixation 
duration, an indicator of concentration and focus on a particular object 
or area [68]. There is not a particular study where the authors have 
provided a universally accepted definition of fixation in the context of 
eye tracking research because such definition differs between on-screen 
system of eye tracking and mobile eye tracking system [28]. Fixation 
may be interpreted as the duration during which the pupils of a person 
remained still on an object even the object is in movement [29]. Several 
studies have shown that there are mainly two types of systems that drive 
human visual attention which include stimuli-related attention known 
as bottom-up system, and observer related attention which is called top- 
down system [9]. 

In the context of eye tracking research, a seminal study by Ellis and 
Smith [22] highlights that the process of eye movement is either strat-
ified random or completely random or may be statistically dependent 
stochastic. A study conducted in a physical store by Wästlund et al. [69] 
showed that when entering a shop, customers tend to typically start 
browsing the central areas of store shelves, and in sequence proceed to 
the peripheral areas on the horizontal axis. In this context, Chandon 
et al. [15] found that products which are placed on the horizontal 
central line as well as placed in the upper areas are found to have 
received better attention by the consumers in the context of on-screen 
self-test approach. 

When considering online commerce, several studies have shown that 
the location of information that is depicted plays a critical role in pur-
chase decision-making, where most tend to first observe the screen from 
the center and move towards the right side [64]. Researchers have 
demonstrated that since the central portion is considered as the optimal 
location containing maximum amount of preliminary information, 
people are used to have their attention centered to this part of the screen 
first [3]. Some research has also demonstrated that objects which are 
placed in the central area of the field of vision are attended by the people 
in a faster way for fostering initial saccades [13]. 

Nevertheless, the position of informational cues on the screen is not 
the only aspect that drives user attention and focus when making pur-
chase decisions on online platforms. Several studies have shown that the 
type and format of information also play an important role in user 
attention [23,25,71]. Yang [77] found that positive and negative 
framing, or peripheral cues, can have an effect on purchase intentions by 
increasing attention on the cue message. Furthermore, on par with 
Yang’s findings, Zhang and Benyoucef [80] found that there is a positive 
relationship between peripheral cues and purchase intention. During the 
decision phase, a consumer’s mind is more heavily impacted by negative 
product reviews than positive ones [63]. As a result, product reviews 
may directly impact a consumer’s decision on whether to purchase a 
product or service, depending on how they are framed and represented. 
The influence of information types is also noted in a study by Guerreiro 
et al. [27] who show that hedonic products present higher levels of 
fixation than utilitarian products. 

While these studies provide valuable insight into the eye-tracking of 
individuals in relation to decision-making processes of consumers, they 
come under the limitation that they do not build on appropriate ap-
proaches of capturing the dynamic cognitive process that underpin such 
eye signals. In this study we leverage a series of prediction algorithmics 
and an ensemble learning setup to uncover how important eye-tracking 
information can provide us with real-time information about consumers 
preferences and decision-making processes. From a theoretical point of 
view, this approach facilitates a better understanding of how visual cues 
and information consumption influence decision making. From a 
methodological perspective, the combinations of methods and tech-
niques allows to understand in real-time the types of informational 
sources that are important for consumers when making a purchase- 

related decision and to predict with high accuracy the products that 
will be selected. These insights can help us understand how users of 
online social commerce platforms utilize different types and formats of 
information present on them, as well as uncover the temporal sequence 
of use of such information. 

3. Research methodology 

3.1. Participants and procedure 

We conducted two data collection studies to understand the relation 
between the customers’ decision-making processes and their gaze- 
patterns. The choice of two studies was done on the basis of mini-
mizing any potential bias due to the types and products that participants 
were offered to choose from as well as to differentiate the number of 
products that were needed to be compared to reach a decision. Thus, we 
followed relevant guidelines to mitigate the potential of bias in our tests 
by increasing the variance in a controlled manner [14,31]. The main 
idea for having two different studies (both in the terms of types of 
products and types of eye-trackers) was to have more variance in the 
model [8], which could lead to higher generalizability of the outcomes. 
Most of the measurements that we get from the two different eye- 
trackers is the same, for example, fixation duration, first fixations in 
the areas of interest, pupil diameter, saccade length and saccade ve-
locity. Therefore, the two datasets were similar in nature. Moreover, 
having one head-mounted eye-tracker and one screen-based eye-tracker 
also allows us to study the consumer behavior in two different but 
ecologically valid settings. With a single study, the model would have 
been biased towards a specific setting for data collections and types of 
products. This would hinder the generalizability of our outcomes. On the 
other hand, we did not choose two different social commerce platforms 
to control the variability of the datasets. 

In the first study, we recruited 30 participants (9 females, 22 males) 
with an average age of 24.84 years (SD = 6.58 years). The participants 
were shown 12 products from different categories, and they chose six 
out of 12 products. These products appeared in pairs of two from which 
they needed to select one each time, and spanned different categories in 
order to ensure that there was no bias introduced due a specific type of 
product. For the second study we recruited 23 participants (10 females, 
13 males) with an average age of 27.5 years (SD = 7.15 years). The 
participants were shown three products and they chose one product out 
of three. We used a slight manipulation in the two studies on the number 
of products that the participants needed to compare among in order to 
reach a decision, the first being between two and the second being be-
tween three [31]. 

Participants for both studies were recruited through an open call 
with a brief description of the step and requirements of the study. We 
offered each participant a financial compensation equal to approxi-
mately $20. The participants in both studies were familiar with Amazon 
as a company and had average experience with shopping on Amazon 
having purchased on the website more than once. During the studies, 
they participants signed an informed consent form that provided infor-
mation concerning the purpose of the study and the way their data 
would be treated. They were notified that all data would remain anon-
ymous, and the purpose of the study was solely for research purposes. 
Once they were briefed about the objective of the study, they were also 
informed that they needed to just select the product of their choice after 
assessing the relevant information, without the need to purchase it. We 
did however instruct them that they should treat the decision-making 
task as an actual product they would buy. Moreover, all the partici-
pants had 20 × 20 vision (with or without correction). A threshold was 
defined and set for the calibration of eye-tracking, which is crucial to 
determine whether or not to re-calibrate and conduct the study. This 
threshold was set for the validation accuracy and was selected to be 
allowed a maximum of 2.50 degrees. The achieved validation accuracy 
was below 1.0 for all respondents, with a high of 0.98 and a low of 0.30. 

P. Mikalef et al.                                                                                                                                                                                                                                 



Decision Support Systems 175 (2023) 114039

4

Hence, no results were discarded due to an inability to produce a suf-
ficient validation accuracy at this phase. 

The eye-tracker’s validation was conducted by repeating the same 5- 
point calibration scheme. Five points appear on screen, one after the 
other, and the participants are told to look at them for a few seconds. 
Then the in-built algorithm of the eye-tracker was used to validate the 
calibration of the eye-tracker. The validation threshold of 2.5 degrees 
corresponds to <10 pixels on the screen from a viewing distance of 
50–70 cm. This is an acceptable error margin in eye-tracking studies 
[30]. 

3.2. Data collection 

During the data collection participants were given as much time as 
needed to select each product among the pairs they were presented with. 
Throughout the entirety of the study, respondents were free to ask 
questions to the researcher regarding the study, however, they were 
encouraged to complete the study with minimal disruption and assis-
tance. In order to prevent the end result of the research from being 
undermined by sub-optimal research scenarios, measures to improve the 
reliability of the eye tracking research were emphasized. Given that 
most eye tracking devices utilize infrared light reflecting from the pupil, 
alongside complex algorithms to track eye movements, the lighting in 
the study’s environment must be stable. In other words, it is important to 
mitigate the amount of fluctuating infrared light and maintain consis-
tent lighting levels to ensure high accuracy. Thus, we selected a 
controlled laboratory setting where incoming light and appropriate 
settings could be carefully calibrated. After participants signed a consent 
form, we collected non-sensitive demographic data, such as age and 
gender of the respondents through a quick demographic survey. In 
sequence, a brief introduction to the eye tracking system is given, in 
addition to a quick explanation of what will be tested during the ensuing 
study. Prior to the actual data collection, a calibration exercise was done 
in order to ensure the correct syncing of every individual participant’s 
retinal movement to the recording equipment, which is an important 
part for the validity of measurements and results. 

We utilized two different types of eye-trackers to control for possible 
movement of users during the studies and variations in sampling accu-
racy [20]. First with a stationary eye-tracker, we used Tobii Pro X3–120 
and collected data at 120 HZ. The screen was a full HD 24-in. monitor 
with a display resolution of 1920 × 1080. Second, we used mobile eye- 
tracking glasses, where the participants were wearing the eye-tracking 
glasses and they were provided a laptop to watch the products’ web-
pages. We used SMI ETG (eye-tracking glasses) and Tobii Eye-tracking 
glasses to collected data at 60 Hz. The laptop screen was a full HD 17- 
in. with as display resolution of 1680 × 1050. For both the setups, we 
ensured that the laboratory was appropriately lit, mitigating effects from 
external elements of light and annoyances, and elements of obstruction 
and distraction were minimized before conducting the actual study. The 
use of two sampling methods was done to minimize the potential noise 
or error points in data collection, as well as to control for any differences 
between the two groups of users [14]. During the assignment of par-
ticipants to tasks, there was a random allocation of the devices used. Our 
analysis showed that there were no significant differences between the 
participants that used the mobile and stable eye-trackers [31]. More-
over, the data exported from both types of eye-trackers has the same 
structure and we made sure the calibration and validation errors were 
similar in both cases. 

3.3. Variables and measurements 

3.3.1. Dependent variable 
In this contribution, we attempt to predict whether the given product 

was chosen to be bought by the participants or not, using the eye- 
tracking data. This is a binary variable with two non-ordinal cate-
gories: selected and rejected. This variable was measured through a 

question which asked respondents to add their selected product in the 
purchase basket. 

3.3.2. Independent variables 
Tobii’s default algorithm (i.e., in-build function in the Tobii software 

for gaze data processing) was used to identify fixations and saccades (for 
details please see Olsen [47]). A filter (i.e., in-build function in the Tobii 
software) was used to remove the raw gaze points that were classified as 
blinks. Eye movement data provide the mean, variance, minimum, 
maximum and median of several parameters, such as pupil diameters, 
fixation details, saccade details, blink details, and event statistics. 
Table 1 provides an overview of the extracted features as well as the 
respective reference from the literature. All the Areas of interests (AOIs) 
were calculated as a proportion of the time students spend looking at the 
different areas of the screen. 

Amazon has developed and implemented social commerce tools that 
have become familiar concepts to most of its users. Such tools include 
customer reviews and the product rating system, which function as our 
primary components comprising the social popularity, also known as peer 
influence. Customer reviews are peer reviews posted by other in-
dividuals who have purchased and used, or have experience with, the 
product or service in question. Amazon also possesses the ability to 
display time left of sale and the remaining quantity currently available 
for products when applicable. The latter comprises scarcity, present for 
the product if it is sufficiently low in stock, demonstrated by Amazon 
with red text at the right-hand side of the product display. The third 
category of AOIs is product information, which is readily available for all 
products on Amazon, based on what the vendor has provided as avail-
able description and information, e.g. product description, technical 
specifications, and product summary. Finally, the remainder of the 
available information on Amazon’s web page for the product display is 
referred to as distractions. This comprises all visible elements that are not 
directly related to the product itself, but rather to Amazon’s related 
product advertisements, based on their recommendation system. Ex-
amples of this include related products, recommended products, 
frequently bought together, and any other recommendation system ap-
pearances. The AOIs are selected to obtain substantial data on the 
relevant variables while attempting to balance sensitivity and selectivity 
for the targeted areas (Fig. 1). They are also chosen to represent and 
distinguish between the variables (product information, social popu-
larity, scarcity, and distractions) as well as several additional unrelated 
informational sections presented by Amazon. Table 3 summarizes the 
AOIs for each product. It is important to point out that because the areas 
of the different AOI vary a lot in the webpage used, there was a 
normalization scheme used while computing the time spent on each 
individual AOI. The time on the different AOIs was normalized for the 

Table 1 
Features extracted from the eye-tracking data.  

Eye-tracking 
parameters 

Features extracted 

Diameter Pupil [53] (mean, median, min, max, SD) 
Fixation Fixation duration [61] (mean, median, min, max, SD) 

Fixation dispersion [34] (mean, median, min, max, SD) 
Skewness of fixation duration histogram [55] 

Saccade Ratio of forward saccades to total saccades [39] (scanpath 
velocity) 
Ratio of global and local saccades [79] (threshold on sac. vel.) 
Skewness of saccade velocity histogram [52] 
Saccade velocity [57] (mean, median, min, max, SD) 
Saccade length [38] (mean, median, min, max, SD) 
Saccade amplitude [50] (mean, median, min, max, SD) 
Saccade duration [65] (mean, median, min, max, SD) 

Events Num. Fixations, Num Saccades, Fixation to saccade ratio 
Others Time spent on Areas Of Interest (AOIs) (see the Table 2 for the 

details about AOIs) 
Cognitive load (mean, SD, skewness) [21] 
Index of information Processing (mean, SD, skewness) [46]  
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area of the AOI by dividing the time spent on the AOI by the square root 
of the area of the given AOI. 

3.4. Prediction algorithms 

3.4.1. Support vector machines 
SVM maps an input x onto a multidimensional space using kernel 

functions (linear, radial or polynomial), and then any kind of regression 
can be used to model the input data in the new feature space. The quality 
of estimation is measured by the ε-intensive loss function given by 
Cortes and Vapnik [18]. 

3.4.2. Gaussian process models 
GPM is similar to SVM; the only difference is that the mapping from 

the original space to a multidimensional space is governed by Gaussian 
latent variables that are parametrized using different kernel functions 
[12]. In this study, we set the kernel functions to take linear, radial, and 
polynomial forms. 

3.4.3. Random forest 
Random Forests are ensembles of decision trees mostly used for 

classification and/or regression purposes. The training algorithm for RF 
applies the general technique of bagging repeatedly selects a random 
sample with replacement of the training set, fits trees to these samples, 
and uses these replicates as new testing sets. The random forest is able to 
permute the given feature set and compute the feature importance for 
each feature in a given dataset, by optimizing one of the modelling 
parameters, e.g., root mean squared error, proportion of variance 
explained; or in the case of classifications, precision and/or recall. Using 
the individual feature importance from RFs, one can put a threshold 
either on the number of features (10 in our case) or on the importance 
values of the features to select the required number of features. 

3.5. Ensemble learning setup 

One way of using the results from multiple models is to use a 
weighted average from all the prediction algorithms. The weights for 
individual prediction are considered based on their accuracy during the 
validation phase. There are 3 major advantages of these methods 
[24,48,54]: 1) We can compare the performance of the ensemble 
methods to the diversification of our models predicting cognitive per-
formance. It is advised to keep a diverse set of models to reduce the 

variability in the prediction and hence, to minimize the error rate. 
Similarly, the ensemble of models will yield better performance on the 
test case scenarios (unseen data), as compared to the individual models 
in most of the cases. 2) The aggregate result of multiple models always 
involves less noise than the individual models. This leads to model sta-
bility and robustness. 3) Ensemble models can be used to capture the 
linear, as well as the non-linear relationships in the data. This can be 
accomplished by using two different models and forming an ensemble of 
both. 

The main reason for selecting the models was to introduce the three 
categories of prediction models was to make sure that we are using the 
benefits of the models and maximize the prediction performance. For 
example, SVM is a preferred model when the dataset is relatively small 
and have high dimensional feature set. Moreover, SVM is known to 
reduce the risk of over fitting [51]. One drawback of SVM is that it might 
be difficult to choose the kernel function (Amari & [1]) and therefore, 
we chose to use all three of them in this contribution. Considering the 
Gaussian process models, they also have similar advantages as SVMs 
with one difference. The major difference in GPM and SVM is the use of 
gaussian latent variables to map the original feature space onto the 
higher dimensional space. Once again, there is no clear indication, from 
the data, about which method of creating the higher dimensional space 
from the original space. Therefore, we decided to use both methods to 
optimize performance. Finally, we included Random Forest in our 
ensemble because it is known to be efficient while handling multidi-
mensional data when the different dimensions have varied distributions 
and ranges. This is the case in our dataset as well, for example, the 
underlying distribution of the five major categories of features (diam-
eter, fixation, saccades, events, and other) are different from each other. 

3.6. Training validation and testing 

We perform out-of-sampling testing (i.e., leave-one-participant-out), 
dividing all 3 first datasets into 3 subsets: (1) training, (2) validation, 
and (3) testing. We keep the testing set aside (15%). The datasets are 
split based on participant identifiers. All the models are trained and 
validated using the training and validation sets with a cross validation. 
The cross-validation is performed using leave-one-participant-out. We 
used the following metrics to evaluate the performance of the ensemble 
classifier:  

1. Precision = TP / (TP + FP);  
2. Recall = TP / (TP + FN);  
3. Accuracy = (TP + TN) / (TP + TN + FP + FN);  
4. F1 score = 2TP / (2TP + FP + FN). 

Where, 
TP = true positive; 
FP = false positive; 
TN = true negative; 
FN = false negative. 
For evaluating the prediction quality the “chosen” class is the “pos-

itive” class. For the baseline prediction, we selected the “random pre-
diction baseline”, due to the balanced nature of our dataset. 

The validation in the prediction pipeline was done using leave-one- 
participant out scheme, this is the most suited method of validation 
for datasets with smaller sample size [72] as opposed to K-fold valida-
tion scheme that is suited for larger datasets, for example, as it is the case 
with Aribag & Schwartz [2]. In this process the training phase is 
repeated while leaving one participant out for validation every time. 
This process is repeated until all the participants in the training data 
have been left out once. Once the process is complete the validation 
accuracy is calculated as the mean of all the leave-one-participant-out 
iterations. 

Table 2 
Description of AOI categories.  

AOI category AOI names 

Product 
Information 

Additional Details, Other Technical Details, Price, Product 
Description, Product Images Small, Product Main Image, 
Product Summary, Technical Details, Title, Zoomed Image 

Social Popularity 4 Stars and Above, Customer Questions and Answers, Detailed 3 
Star Reviews, Detailed All Reviews, Detailed Negative Reviews, 
Review Summary, Summary Reviews, Top Critical Review, Top 
Positive Review, Top Reviews 

Scarcity Quantity 
Distractions Compare Similar Products, Customers Also Viewed, Frequently 

Bought Together, Inspired By, Recommended Products, Related 
Products, Sponsored Products  

Table 3 
prediction results from using the full data length.  

Metric Training Testing 

Precision 88.12 83.33 
Recall 87.25 86.96 
F1-Score 87.68 85.11 
Accuracy 87.56 85.42  
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3.7. Prediction with partial temporal data 

We also predicted the dependent variable using partial data, to test 
“how quickly can we predict whether the customer will buy the product?”. For 
this, we took 75% of the data (approx. 6–7 min of eye-tracking data) 
from each participant and used the methods described above to predict 
the dependent variable. Then, we keep removing 10% data based on the 
time up to 15% of the data (approx. 1–2 min of eye-tracking data) 
(Fig. 2). For each partial dataset we evaluate the prediction performance 
and the set of most important features. This set is chosen based on the 
features’ importance computed from the random forest classifier and has 
a value of >75 (out of 100). 

4. Results 

In this section, we will present the results from the two prediction 
setups. The first set of results is about the using the whole data duration 
for training, validation and testing along with the variable importance. 
Second, we will present the prediction results from using the partial data 
duration along with the changing variable importance for each of the 
most important predictors. 

4.1. Basic prediction results 

First, we predicted whether the product was “chosen” based on the 
complete data and we obtain a good prediction quality as it can be seen 
in the Fig. 3 and in the Table 3. The most important variables are shown 

Fig. 1. AOI example from one product.  

P. Mikalef et al.                                                                                                                                                                                                                                 



Decision Support Systems 175 (2023) 114039

7

in the Fig. 4. We can observe that the precision (88.12) and recall 
(87.25) from the training phase are similar to those in the testing phase 
(precision = 83.33; recall = 86.96)., this shows that we successfully 
avoided over-fitting of the data, because the testing was done using an 
out of sample setup. In both these phases, we clearly improve the 

random assignment baseline (precision = 0.50, recall = 0.50, f1-score =
0.50, accuracy = 0.50). Moreover, the most important features for 
predicting the dependent variables are cognitive load, information 
processing index, time on AOIs (price, image, recommendations, quan-
tity, review summary, description), fixation duration, scanpath velocity, 
saccade velocity mean, saccade velocity skewness. The list of most 
important variables in the predict model show that there are clear pat-
terns from the gaze data that can help us in classifying whether the 
customer would have selected the product or not. For example, we 
observe that apart from the AOI-based features, many other variables 
appear as the most important variable. This indicates that the impor-
tance of the visual information processing behavior is as important as 
the behavior induced by the information provided by the e-commerce 
platform. We performed single feature predictions to show how the 
consumer choice would be predicted with the features concerning the 
time on the different AOIs. We performed Single feature predictions 
(Appendix A, Table A3) to compare the most important feature with 
other AOI-based features that are in the top 12 most important features. 

Moreover, we also showcase the effectiveness of the ensemble 
methods used in this contribution by two different methods. First, we 
compare the proposed method by replacing one of the methods (at a 
time) with logistic regression and artificial neural networks. The com-
parison results are shown in Appendix A (Tables A4 and A5). None of the 
two methods provide better prediction performance than the one used in 
the paper. Second, we also compare the ensembling of the three models 
using feature fusion with the ensembling using the weighted average. In 
the Appendix A (Table A6), we show the precision and recall when one 
of the five major categories of the features (Diameter, fixation, saccade, 
Events, others) are missing from one of the three major categories of the 
prediction algorithms groups (SVM, GPM, RF). We observe that none of 
the ensembles are better than the weighted average method of 
ensebmling the models. One clear explanation for such results is the lack 
of information in each individual model which leads to the poor per-
formance. Finally, we compare the ensembling of the three models using 
another scheme feature fusion with the ensembling using the weighted 
average. In the Appendix A (Table A7), we show the precision and recall 
when two of the five major categories of the features (Diameter, fixation, 
saccade, Events, others) are missing from one of the three major cate-
gories of the prediction algorithms groups (SVM, GPM, RF). We observe 
that none of the ensembles are better than the weighted average method 
of ensembling the models. One clear explanation for such results, is the 
lack of information in each model resulting in poor performance. 

Fig. 2. Schematic representation of the different data duration for the predic-
tion of whether the customer selected or rejected a given product. Each block 
represents 5% of the data. Blue blocks show the data used for prediction and the 
white boxes show the remaining unused data in each iteration. (For interpre-
tation of the references to colour in this figure legend, the reader is referred to 
the web version of this article.) 

Fig. 3. Visual comparison of the prediction quality metrics from using the full 
data duration. 

Fig. 4. The most important variables from the ensemble learning pipelines.  
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4.2. Partial prediction results 

Next, we present the results from predicting the dependent variable 
using shorter periods of the data. Tables 4 and 5 present the prediction 
quality and the variable importance for the different data lengths, 
respectively. We observe from the Table 5 that the set of the most 
important features remains the same as it was for the full data predic-
tion, with changes in the importance order. We can also observe that the 
prediction quality does not deteriorate until the 35% data partition and 
at the 25% data partition the recall is the only metric that changes by a 
considerable difference. This shows that by using a little over two mi-
nutes of eye-tracking data, we can predict whether the customer is going 
to buy a given product. Form Table 5, we also observe that the most 
important feature set remains consistent across the different data slices 
(how much data we are using in the terms of duration). However, there 
are slight differences in the ranking of these most important variables 
but there is nothing that bursts out of order in the terms of feature 
importance. This is indicative of the fact that there is a considerable 
amount of information in the gaze data from the participants while they 
process e-commerce websites, and this information is also consistent 
over time. 

We compare the proposed method with two other methods, which 
have similar data collection settings as in our studies. The first (Ap-
pendix A, Table A1) utilizes Hidden Markov Models (HMM, [76]) and 
the second (Appendix A, Table A2) utilizes ANOVA-based prediction 
[25]. 

5. Discussion and conclusions 

In this research we have sought to understand how consumers utilize 
different types of informational cues when purchasing online, and spe-
cifically, when attempting to make a choice between alternative prod-
ucts. Online commerce platforms nowadays incorporate different types 
and formats for presenting information to consumers, both marketer- 
and consumer-generated. Nevertheless, we still know very little about 
how consumers interact with such content and which types of 

information they utilize during the process of making a purchase-related 
decision. Furthermore, there is a lack of understanding concerning how 
users during their decision-making process utilize different informa-
tional cues to reach a decision. Using an eye-tracking approach and 
building on ensemble learning methods of prediction, we uncover what 
aspects of information on social commerce sites enhance decision- 
making. 

In relation to our first research question (RQ1), our analysis revealed 
that there are certain informational cues that decision-makers placed 
more focus on and where more important in explaining a purchase de-
cision. Specifically, the most important cues included the time a user 
spent on the image, the saccade velocity, the time on quantity, saccade 
velocity skewness, time on price, and time on review summary. These 
outcomes demonstrate that certain informational cues are of high sig-
nificance for decision-makers in the context of social commerce, since 
the process of deciding what product to purchase is a result of carefully 
examining the visual characteristics of the product at hand, as well as 
the expected cost, scarcity, and experiences of others. The saccades, 
which correspond to the eye movement from one point of fixation to 
another, also indicate that when there is increased speed and dynamics 
of fixation that is a strong indicator of consumer choices during the 
decision-making process. Taken together, these findings indicate that 
both different informational cues presented on screen as well as patterns 
of gazing behavior can capture consumer decision-making. Specifically, 
in regard to the informational cues, the results show that consumers are 
particularly drawn to the visual stimuli from product images, as well as 
the trade-off between price and scarcity, in relation to other consumer 
experiences, as presented by the relevant information. 

When exploring the second research question (RQ2), our analysis 
reveals that there are indeed fluctuations in the importance of different 
aspects in relation to decision-making on social commerce platforms. 
More precisely, we find that by using different segments of activity the 
informational cues play an important role on decision-making shift. In 
fact, time on recommendations appears to be a very important deter-
minant during the first quarter of the allocated time, while it later shifts 
to the price information, and in sequence to the quantity of the product. 
This temporal sequence of importance for the different information 
ques. allows us to gain a better understanding of the decision-making 
process that users of social commerce platforms go through when 
deciding about what product to purchase. Within the context of social 
commerce product selection, it highlights that consumers initially rely 
on experiences provided by others, which may indicate that they 
perceive this type of information as more credible than that of mar-
keters. In sequence, once trust has been established towards a product, 
informational cues that revolve around the assessments of the trade-off 
between price and its scarcity receive more importance. Finally, details 
about the product such as the visual appearance and a re-confirmation of 
opinions from other users conclude decision-making. Such insight pro-
vides us with a more nuanced understanding of decision-making as a 
process that is dynamic and changing, and where the importance of 
informational cues shifts over time. 

Table 4 
prediction quality from the partial data prediction.  

Data Training phase Testing phase 

Recall Precision F1-score Accuracy Recall Precision F1-score Accuracy 

75% 84.80 82.78 84.60 83.92 80.62 80.47 80.82 80.91 
65% 83.34 82.44 83.25 82.30 80.01 80.06 80.60 78.72 
55% 83.22 81.95 82.85 81.13 77.92 79.83 78.82 76.58 
45% 82.32 79.61 80.13 79.20 77.79 78.18 78.18 76.31 
35% 82.09 79.53 79.90 78.63 76.45 77.83 77.73 76.26 
25% 78.56 79.45 79.71 78.58 76.41 76.33 76.16 76.01 
15% < 25 < 25 < 25 < 25 < 25 < 25 < 25 < 25  

Table 5 
most important features from the partial data prediction.  

Feature Data partitions 

75% 65% 55% 45% 35% 25% 

Cognitive load 80.46 92.84 79.65 93.85 94.27 91.48 
Info. processing index 75.76 81.83 87.78 81.24 89.04 83.99 
Time on price 90.47 95.88 80.79 75.84 79.70 90.08 
Time on image 91.96 86.74 93.44 88.17 91.77 82.94 
Time on recommendations 98.29 92.79 95.89 90.88 75.17 97.18 
Time on quantity 97.18 90.77 80.62 93.99 79.48 84.26 
Time on review summary 80.16 76.11 89.20 95.85 77.33 82.43 
Time on description 75.16 82.03 88.19 80.75 92.24 93.71 
Fixation duration 97.43 92.89 92.20 95.97 94.65 84.31 
Scanpath velocity 96.68 76.03 97.42 82.50 84.83 78.94 
Saccade velocity mean 80.36 93.10 98.06 78.46 75.53 81.14 
Saccade velocity Skewness 81.08 81.48 91.87 79.84 75.97 95.20  
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5.1. Research implications 

This study has built on a combination of data collection approaches 
and methods to analyze eye-tracking data which is gaining momentum 
in the domain of consumer decision-making. Our work contributes by 
extending the knowledge in this domain concerning how different 
informational cues influence consumer decision-making during product 
selection of social commerce websites, where there is a plethora of 
different information types and formats. In addition, we explore the 
dynamic nature of decision-making identifying the temporal sequence of 
user preferences when interacting with such information. In addition, 
the approaches used to analyze such types of data can be transferred to 
other application areas where there is a presence of such complex 
phenomena. Specifically, this study contributes to ongoing research in 
the following ways. 

When it comes to understanding how consumers interact with in-
formation presented on online commerce platforms, research to date has 
identified several important aspects and information types that trigger 
consumer intentions [23,69,71]. To date, most studies have attempted 
to examine the value or importance of certain types of information (user- 
vs marketer-generated) when selecting product online, or on identifying 
for users perceive certain types of prompts when those are presented to 
them. Nevertheless, contemporary social commerce platforms manage 
to contain diverse types of information generated by marketers and 
consumers, as well as different formats of presenting such information. 
In our study we have defined several different areas of interest (AOIs) 
which correspond to some of the information users are exposed to during 
a purchase decision. Our findings indicate that users make use of certain 
types of information over others, and that the value of information 
presented on such websites does not have equal weight when it comes to 
ensuring that consumers make an informed decision. In our analysis we 
have included predictors of the layout, as well as on the gaze patterns of 
consumers. Specifically, the analysis pinpoints to the fact that certain 
types of information such as the time spent on the image, price, and on 
reviews have a strong effect on decision-making prediction. Thus, this 
finding indicates that we can infer more detailed information when can 
capture, or control for both. 

Nevertheless, another key finding is that the importance of infor-
mational sources and gaze patterns dynamically changes during the 
decision-making process. As users interact with online interfaces the 
significance of certain types of information either increases or decreases 
in importance. This finding shows that there is a temporal significance of 
key aspects for users as they are making decisions. Several of the iden-
tified informational cues shift in importance for users of social com-
merce platforms as they decide which product to select. This finding 
provides some context to our first point, that the importance of certain 
types of information and how they are represented should be considered 
in the context of when exactly during the decision-making process they 
are utilized. This finding indicates that informational sources may have 
an ephemeral value in satisfying consumer requirements. Extending on 
such a reasoning entail that we need to develop a more nuanced un-
derstanding of how consumers of information utilize such sources over 
time, rather than in a snapshot in time. Thus, a fruitful domain for future 
studies is to adopt a more dynamic perspective to understanding how 
users interact with online commerce platforms, and conceptualize 
decision-making as an active process of interaction, between the user 
and the available information. 

Adding to the above, our approach opens future research avenues for 
understanding designing dynamic interfaces that can satisfy user re-
quirements. With the prevalence of smart glasses and more advanced 
eye-trackers in devices that are not intrusive, there is a renewed interest 
in such dynamic interfaces, and presenting users with the right type and 
format of information that is needed at the different stages of the 
decision-making process. Such interfaces that can capture data in real- 
time from eye-tracking inferences and dynamically alter the informa-
tion that is presented to users or consumers is likely to be an important 

area of research in the years to come. To date, we have been accustomed 
to static interfaces that only change after they have been prompted by 
user action. The same applies also in the case of social commerce web-
sites where consumers need to initiate an action to receive information 
that may interest them, such as clicking on an option to get additional 
information. By capturing real-time data from eye-movements, there is a 
renewed interest in developing interfaces that can present important 
information automatically. 

A key aspect in being able to analyze data such as eye movements 
and make accurate assessments of user intentions is utilizing advanced 
methods of prediction. In this study, we showcase how different pre-
diction algorithms can be used on eye-tracking data in order to provide a 
more detailed understanding of aspects that contribute to product se-
lection. While this study is not the first to combine such data and 
analysis approaches [4,23,62], it does showcase how it can yield inter-
esting findings within the area of social commerce by focusing on key 
types of information presented on such online platforms. The combi-
nation of rich data from physiological data with advanced methods of 
analyzing such data can enable the examination of complex phenomena 
in emerging digital technologies (e.g., smart glasses, smart windshields 
etc.). We therefore argue that such approaches will likely be very useful 
in future research as a more in-depth lens of understanding user 
behavior when interacting with digital technologies. 

5.2. Practical implications 

Apart from several important research implications, the study also 
provides some interesting insights for practitioners, both on how to 
develop interfaces for social commerce platforms as well as for future 
advancements in the domain. In terms of designing and developing in-
terfaces on social commerce platforms, our results provide some useful 
information to UX designers on aspects that are of increased importance 
to consumers when making a product selection. They also highlight the 
need to design based on principles of efficiency and use from the end- 
user’s perspective. As marketers want to improve the efficiency of 
product selection and browsing by providing the right type of infor-
mation to consumers, it is important that such input is utilized in the 
design process. Prior studies have shown that information overload can 
negatively affect product selection on such platforms, so a key take for 
designers is not to include as much information as possible on social 
commerce websites but rather to focus on the ones that are of impor-
tance to consumers. 

In addition, our results highlight that there are certain aspects from 
the analysis that users find particularly important in their decision- 
making process. These can be leveraged from practitioners in the 
design of online platforms for optimizing the decision-making process of 
users. Furthermore, the temporal order of importance can provide 
insight into the structure of design and how to present important in-
formation in a way that eases the user’s decision-making. For instance, 
time on recommendations was found to be an important aspect of in-
formation for the users of social commerce platforms during product 
selection which highlights the focus that should be placed on presenting 
such information in a clear and distinct way, without proximity to other 
aspects that might distract the user’s attention and using appropriate 
font size and style to facilitate easy readability. Similarly, the time on 
image features as one of the most important aspects of prediction for 
purchase intention, which indicates that is a need for practitioners to 
design interfaces that can capture the intricacies of the product that is 
visualized. In other words, images of products on social commerce 
platforms must be of high quality and featured in a way that can make 
them easily accessible and interactive to users. 

Furthermore, an interesting practical implication has to do with 
emergence of novel wearable devices and how they can be leveraged to 
create dynamic interfaces for information presentation. A growing 
number of users are now using smart glasses, or even laptops that have 
enhanced abilities of understanding face gestures and track eye 
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movements. This trend denotes a progression in terms of information 
that can be utilized by marketers to provide more personalized infor-
mation to consumers and enhance their product selection when pur-
chasing online. For instance, it has become common not to utilize 
location data to provide accurate advertisements, or third-party 
browsing history for product suggestions. With novel devices that can 
track eye-movement, we are likely to see new design paradigms where 
information that is presented to consumers is adjusted along the 
product-browsing journey. In addition, much of what is presented to 
users may be dynamically adjusted based on several factors such as in-
dividual preferences, type of product, or even based on real-time data 
like where the consumer is focusing their attention or if there is a 
detection of drowsiness, lack of attention, or cognitive overload. Such 
new waves of designing interfaces with the integration of real-time 
physiological data are likely to herald a new era for online purchasing. 

5.3. Limitations and future research 

Although in this study we have attempted to minimize the presence 
of any bias and to provide results that are generalizable, the outcomes do 
not come without limitations. First, we have based our analysis on a 
product selection study which was conducted in a lab and with a pre- 
selection of products for participants. While such a set-up approxi-
mates reality, it does not accurately capture the process of product se-
lection of individuals. A more realistic approach would have been to 
allow individuals to search and find different products on their own, and 
possibly select between multiple different options. Nevertheless, we did 
not use this approach as we wanted to be able to compare similar con-
ditions for all participants. A second limitation is that during the 
participant selection and data collection, we used individuals who live in 
Scandinavia. Such individuals are well accustomed to using social 
commerce platforms such as Amazon, so their use and consumption of 
information are likely to differ from users that use this platform for the 
first time or have limited experience. In addition, we did not perform a 
separate analysis to check how younger vs older users would reach a 
conclusion about which product to select, and what types of information 
or aspects were more important in determining their selection. Finally, 
each platform that is used for social commerce presents different types of 
information and in different formats. For instance, platforms such as 
Instagram which are primarily used to promote products and second-
arily to enable purchase of the products via third-party websites will 
likely result in different aspects being important for users. Thus, it is 
interesting to identify how the different types of social media platforms 
trigger different types of information requirements from their users. 
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provide more comprehensive results through data science, statistics, and machine learning 
practices. 
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