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Abstract. We study the large-time behaviour of nonnegative solutions to the Cauchy problem for a
nonlocal heat equation with a nonlinear convection term. The diffusion operator is the infinitesimal
generator of a stable Lévy process, which may be highly anisotropic. The initial data are assumed to be
bounded and integrable. The mass of the solution is conserved along the evolution, and the large-time
behaviour is given by the source-type solution with this mass of a limit equation that depends on the
relative strength of convection and diffusion. When diffusion is stronger than convection the original
equation simplifies asymptotically to the purely diffusive nonlocal heat equation. When convection
dominates, it does so only in the direction of convection, and the limit equation is still diffusive in the
subspace orthogonal to this direction, with a diffusion operator that is a “projection” of the original
one onto the subspace. The determination of this projection is one of the main issues of the paper.
When convection and diffusion are of the same order the limit equation coincides with the original one.

Most of our results are new even in the isotropic case in which the diffusion operator is the fractional
Laplacian. We are able to cover both the cases of slow and fast convection, as long as the mass
is preserved. Fast convection, which corresponds to convection nonlinearities that are not locally
Lipschitz, but only locally Hölder, has not been considered before in the nonlocal diffusion setting.

Contents

1. Introduction and main results 2

1.1. On the operator L 2

1.2. Assumptions on the initial data and the convection nonlinearity 4

1.3. On the concept of solution 4

1.4. Main results 5

1.5. Precedents 8

1.6. Comments and extensions 9

1.7. Notation 10

2. On the various nonlocal operators 11

2.1. The operator L̃ 11

2.2. Fourier symbols 12

2.3. Operators acting on Hα,p(RN ) spaces 13

2.4. Examples 14

3. Parabolic and hyperbolic estimates for the regularized problem 14

3.1. Approximation by classical solutions 14

3.2. Parabolic estimates 15

3.3. Hyperbolic estimates 15

2020 Mathematics Subject Classification. 35B40, 35A01, 35A02, 35S05, 60J60, 46B50.
Key words and phrases. Nonlocal diffusion, anisotropic stable operators, diffusion-convection, asymptotic behaviour,

well-posedness, compactness arguments.

1



2 J. ENDAL, L. I. IGNAT, AND F. QUIRÓS
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1. Introduction and main results

We study the large-time behaviour of solutions to the nonlocal diffusion problem with nonlinear
convection

(1.1) ∂tu+ Lu+ ∇ · (F (u)) = 0 in Q := (0,∞) × RN , u(0) = u0 on RN ,

where L is a nonnegative symmetric α-stable operator, α ∈ (0, 2),

(1.2) F (u) := a|u|q−1u, a ∈ RN , |a| = 1, 1 − 1

N
< q ̸= 1,

and u0 ∈ L1(RN ) ∩ L∞(RN ). Our goal is to describe the intermediate asymptotics, determining the
rate at which solutions approach zero, and the limit profile, after scaling the solution to take into
account the decay rate. The intermediate asymptotic behaviour depends strongly on the strength of
diffusion, measured in terms of the parameter α, when compared with convection, measured in terms
of the parameter q.

1.1. On the operator L. The nonlocal operator L is defined, for smooth functions which do not
grow too much at infinity, by

(Lϕ)(x) =

∫
RN

(
ϕ(x) − ϕ(x+ y) + ϕ(x− y)

2

)
dν(y),
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under the assumption:

(Aν)



ν ≥ 0 is a Radon measure on RN \ {0}.
For some measure µ on SN−1 := {x ∈ RN : |x| = 1}, called the spectral measure:

(Polar decomposition) dν(r, θ) =
dr

r1+α
dµ(θ) with 0 < α < 2;

(Nondegenerate) inf
ξ∈SN−1

∫
SN−1

|ξ · θ|α dµ(θ) ≥ Λ1 > 0;

(Finite) µ(SN−1) = Λ2 <∞.

Here, by a slight abuse of notation, ν(r, θ) denotes the measure on (0,∞)×SN−1 induced by ν(y) and
the change to polar coordinates, r = |y|, θ = y/|y|. We then immediately have∫

RN

min{|y|2, 1} dν(y) =

∫
SN−1

∫ ∞

0
min{r2, 1} dr

r1+α
dµ(θ) <∞,

and hence ν is a Lévy measure.

Using the polar decomposition of the measure ν, the operator can be written as

(1.3) (Lϕ)(x) =

∫
SN−1

∫ ∞

0

(
ϕ(x) − ϕ(x+ rθ) + ϕ(x− rθ)

2

) dr

r1+α
dµ(θ).

Notice that, although we do not impose any symmetry on the measure µ, the operator will be sym-
metric, thanks to the way we write it using second differences.

Operators of this form arise as infinitesimal generators of symmetric stable Lévy processes X =
{Xt}t≥0, which satisfy

λXt = Xλαt, λ > 0, t ≥ 0;

see e.g. [6, Chapter 1]. These processes appear in Physics, Mathematical Finance and Biology, among
other applications, and have been the subject of intensive research in the last years from the point of
view both of Probability and Analysis; see for instance [46, 63, 57].

Taking Fourier transform in the definition of the operator L we get

(1.4) L̂ϕ(ξ) = |ξ|αg
( ξ

|ξ|

)
ϕ̂(ξ), g(ξ) = Cα

∫
SN−1

|ξ · θ|α dµ(θ), Cα =

∫ ∞

0
(1 − cos t)

dt

t1+α
;

see for instance [17]. Thanks to assumption (Aν) we have Λ1 ≤ g(ξ/|ξ|) ≤ Λ2. Hence, the multiplier
of the operator L,

(1.5) m(ξ) = |ξ|αg
( ξ

|ξ|

)
,

satisfies m(ξ) ≂ |ξ|α (see paragraph 1.7 for an explanation of this and other notations in the paper).
This implies that L is nondegenerate, and hence that the diffusion operator is parabolic in all directions.

In the isotropic case, dµ(θ) = cdθ for some constant c > 0, the operator reduces to a multiple

of the well-known fractional Laplacian, L = (−∆)α/2, whose symbol is m(ξ) = |ξ|α. This is the
only possibility for an α-stable operator if N = 1. However, if N > 1 the spectral measure may be
anisotropic. Nevertheless, the symbol, and hence the operator, is still homogeneous of order α. The
spectral measure is also allowed to be singular in some directions (the set of singular directions should
have Lebesgue measure zero). As an example, we have the operator

L =
N∑
j=1

(−∂2xjxj
)α/2,

that corresponds to the spectral measure µ(θ) = cN,α
∑N

j=1 δej (θ), where {ej}Nj=1 is the canonical basis

in RN and cN,α > 0 is a normalization constant. The symbol is in this case a multiple of
∑N

j=1 |ξj |α.



4 J. ENDAL, L. I. IGNAT, AND F. QUIRÓS

1.2. Assumptions on the initial data and the convection nonlinearity. Throughout the paper
we will always assume that:

(Au0) 0 ≤ u0 ∈ L1(RN ) ∩ L∞(RN ) with mass M := ∥u0∥L1(RN ).

The boundedness assumption is not essential, since the problem has an L1–L∞ smoothing effect:
solutions with a possibly unbounded but integrable initial data become bounded for any positive time;
see Remark 3.9(c).

Since we will always consider nonnegative initial data, and the concept of solution for the equation
we will deal with has a comparison principle, see Theorem B.7 below, solutions will be nonnegative.
Hence, the convection nonlinearity |r|q−1r can be replaced by rq. Moreover, with a change of variables
and a change of the measure, µ to µ̃(θ) := µ(Aθ), A being a rotation matrix, it is enough to consider
the case a = (0, . . . , 0, 1) in (1.2). Notice that rotations preserve (Aν). Thus, we will always assume

(Aq) F (u) := af(u), where a = (0, . . . , 0, 1) ∈ RN , f(u) = uq, and 1 − 1

N
< q ̸= 1.

The restriction on q from below is imposed to guarantee the conservation of mass. Notice that if
q ∈ (1 − 1

N , 1), a case denoted in the literature as fast convection (in contrast with the case of slow
convection, q > 1), then f , and hence F , are not locally Lipschitz, but only locally q-Hölder continuous.

Taking all the above into account, problem (1.1) can be reduced to

(P) ∂tu+ Lu+ ∂xN (uq) = 0 in Q, u(0) = u0 on RN .

1.3. On the concept of solution. When α ∈ (0, 1) regularity is not guaranteed1, since the convection
term may lead to the formation of shocks, and very weak solutions (see Remark 1.2(d) below for a
precise definition) are in general not unique [2]. Hence the need of a more restrictive notion of solution.
The concept of entropy solution, which is valid in all the range of parameters under consideration,
α ∈ (0, 2), q > 1 − 1

N , will serve for our purposes. Even though such a concept of solution is not
needed if α ∈ (1, 2), shocks may show up in the description of the large-time behaviour also in that
range, if convection is strong enough. Hence we prefer to deal always with entropy solutions, since
they offer a unified framework for both the original problem and its possible asymptotic limits in all
cases.

Unfortunately, there are no references which include fast and slow convection, as well as nonlocal
diffusion. Hence, we will build the well-posedness theory from scratch in Appendix B, based on [11,
56, 1, 14, 28, 3, 60].

To write down the definition of entropy solution, we split the nonlocal operator as follows:

(Lϕ)(x) = (L≤ρϕ)(x) + (L>ρϕ)(x) for all ϕ ∈ C∞
c (RN ), ρ > 0, and x ∈ RN , where

(L≤ρϕ)(x) :=

∫
SN−1

∫ ρ

0

(
ϕ(x) − ϕ(x+ rθ) + ϕ(x− rθ)

2

) dr

r1+α
dµ(θ),

(L>ρϕ)(x) :=

∫
SN−1

∫ ∞

ρ

(
ϕ(x) − ϕ(x+ rθ) + ϕ(x− rθ)

2

) dr

r1+α
dµ(θ).

(1.6)

Although we are assuming (Au0), we will allow bounded measures as initial data in our definition of
entropy solution, since this possibility will appear in the description of large-time behaviours.

Definition 1.1 (Entropy solution). A function u is an entropy solution of (P) if:

(a) (Regularity) u ∈ L∞((0,∞);L1(RN )) ∩ L∞
loc((0,∞);L∞(RN )).

1The case α = 1 is special, and has to be treated with care. For instance, in [51] the authors conclude that regular-

ization actually happens for equations of the type (P) with L = (−∆)
1
2 and q = 2. See also [15] for related results and

discussions.



LARGE-TIME BEHAVIOUR FOR NONLOCAL DIFFUSION-CONVECTION PROBLEMS 5

(b) (Entropy inequality) For all k ∈ R, all ρ > 0, and all 0 ≤ ϕ ∈ C∞
c (Q),∫∫

Q

(
|u− k|∂tϕ+ sgn(u− k)

(
F (u) − F (k)

)
· ∇ϕ

)
−
∫∫

Q

(
sgn(u− k)ϕL>ρu+ |u− k|L≤ρϕ

)
≥ 0.

(1.7)

(c) (Initial data in the sense of bounded measures) For all ψ ∈ Cb(RN ),

(1.8) ess lim
t→0+

∫
RN

u(t)ψ =

∫
RN

ψ du0.

Remark 1.2. (a) If u0 satisfies (Au0), condition (1.8) is implied if the data is taken in an L1-sense. It
is then standard to show that instead of assuming the L1-continuity at t = 0, we can take test
functions such that 0 ≤ ϕ ∈ C∞

c (Q) and add the term
∫
RN |u0 − k|ϕ(0) on the left-hand side of

the entropy inequality (1.7).
(b) If u0 satisfies (Au0), the entropy solution of (P) belongs to C([0,∞);L1(RN )) and mass is con-

served,
∫
RN u(t) =

∫
RN u0 for all t > 0; see Theorem B.7(b).

(c) As a consequence of (b), for general initial data which are just bounded measures we have u ∈
C((0,∞);L1(RN )), and

∫
RN u(t) =

∫
RN du0 for all t > 0.

(d) The entropy solution of (P) is a very weak solution of that problem:

u ∈ L1
loc

(
(0,∞);L1(RN ; ρdx)

)
∩ Lq

loc(Q), ρ(x) = (1 + |x|)−(1+α),∫∫
Q

(
u(∂tϕ− Lϕ) + uq∂xNϕ

)
= 0 for all ϕ ∈ C∞

c (Q),

and (1.8); see Theorem B.7. The introduction of the weighted space L1(RN ; ρ dx) allows for the
term

∫∫
Q uLϕ to be well defined, since Lϕ = O(ρ), as can be easily checked.

1.4. Main results. The large-time behaviour of solutions to (P) depends on the size of q as compared
to the critical value

q∗(α) := 1 +
α− 1

N
.

If q ̸= q∗(α) there is a phenomenon of asymptotic simplification: if q > q∗(α) the convection term is
lost in the limit, while if q < q∗(α) convection is kept, but the diffusion operator L simplifies to an
operator L′ acting only on the first N − 1 spatial variables, defined for smooth enough functions by

(L′ϕ)(x′, xN ) :=

∫
SN−1

∫ ∞

0

(
ϕ(x′, xN ) − ϕ(x′ + rθ′, xN ) + ϕ(x′ − rθ′, xN )

2

) dr

r1+α
dµ(θ).(1.9)

Here, x = (x′, xN ), where x′ ∈ RN−1 denotes the first N − 1 coordinates and xN the last one.

Theorem 1.3 (Large-time behaviour). Assume (Au0), (Aq), and (Aν). Then the entropy solution u
of (P) is nonnegative, has mass M for all times, and satisfies, for all p ∈ [1,∞),

(1.10) t
max{N

α
, 1
q
(1+N−1

α
)}(1− 1

p
)∥u(t) − U(t)∥Lp(RN ) → 0 as t→ ∞,

where U is the unique very weak (if q > q∗(α)) or entropy (if q ≤ q∗(α)) solution in Q with initial
data U(0) = Mδ0 of

∂tU + LU = 0 if q > q∗(α),(1.11)

∂tU + LU + ∂xN (U q) = 0 if q = q∗(α),(1.12)

∂tU + L′U + ∂xN (U q) = 0 if q < q∗(α).(1.13)

These solutions are known as the fundamental solutions with mass M of the corresponding problem.
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Let us be precise: as in [17], we define a very weak solution of (1.11) with initial data U(0) = Mδ0
as a function U ∈ L1

loc

(
(0,∞);L1(RN ; ρdx)

)
such that

(1.14)

∫∫
Q
U(∂tϕ− Lϕ) +Mϕ(0, 0) = 0 for all ϕ ∈ C∞

c (Q).

The case q > q∗(α) described by (1.11) is known as the diffusion, supercritical, or weakly nonlinear
regime, while the case q < q∗(α) described by (1.13) is known as the convection, subcritical, or strongly
nonlinear regime. Finally, when q = q∗(α) and the asymptotic behaviour is described by (1.12) we
are in the critical or self-similar regime. In the three regimes the function U describing the large time
behaviour satisfies

t
max{N

α
, 1
q
(1+N−1

α
)}(1− 1

p
)∥U(t)∥Lp(RN ) = C for some C ∈ (0,∞).

Hence, the limit (1.10) is meaningful and yields in particular the decay rate for solutions to (P),
namely

∥u(t)∥Lp(RN ) ≂ t
−max{N

α
, 1
q
(1+N−1

α
)}(1− 1

p
)
.

Notice that there is a change between a diffusion-like decay rate and a convection-like one precisely
when q = q∗(α), since

N

α
=

1

q∗(α)

(
1 +

N − 1

α

)
.

We refer the reader to the Figures 1 and 2 below.

1 2

α

1

2

q

Diffusion regime

Con
ve

cti
on

 re
gim

e

t−
1
α (1− 1

p )

t−
1
q (1− 1

p )

q=α

Figure 1. Different regimes and Lp-decay rates when N = 1.

It is worth noticing that Theorem 1.3 is new even in the isotropic case L = (−∆)α/2, except for the
critical exponent q = q∗(α), α ∈ [1, 2), and in the subcritical range 1 < q < α in dimension N = 1,
which were considered for that operator respectively in [8] and [45].
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1 2

α

1− 1
N

1

q

Diffusion regime

Convection regime

t−
N
α (1− 1

p )

t−
1
q (1 + N− 1

α )(1− 1
p )

q= q ∗ (α) : = 1 + α− 1
N

No mass conservation

Figure 2. Different regimes and Lp-decay rates when N > 1.

Let us note that, even though (P) is parabolic when α > 1, the equation describing the limit is
hyperbolic if q < 1 + α−1

N . We already have this phenomenon in the local case α = 2, in which
L = −∆. The “dual” situation in which equation (P) is hyperbolic and the limit equation is parabolic
also occurs, when α < 1 and q > q∗(α). This phenomenon is therefore purely nonlocal. The hyperbolic
character also explains why convergence in L∞(RN ) cannot be expected.

Remark 1.4. (a) In the case q = 1, which corresponds to the α-stable linear heat equation with a
drift, the change of variables u(t, x) := u(t, x′, xN + t) yields a solution to the purely diffusive
equation (1.11), whose asymptotic behaviour is given by its fundamental solution U with mass M .
Hence, the asymptotic behaviour of the solution of the original problem is given by U(t, x′, xN−t).

(b) Our proofs and results are still valid if q = 1 if we are in the diffusion regime or in the critical
one. This does not contradict the above remark, since the Lp norm of the difference of the two

functions describing the limit, U(t, x′, xN ) − U(t, x′, xN − t), is o(t−
N
α
(1−1/p)).

To prove Theorem 1.3, we will follow the “four-step method” developed in [48] by Kamin and
Vázquez. It consists in using the natural scaling invariance of the diffusion or the convection term in (P)
to build a one-parameter family of solutions which is relatively compact thanks to certain parabolic
and hyperbolic estimates for solutions of (P). These estimates will follow from their analogues for a
regularized version of the problem which are obtained in Section 3. To complete the proof, we pass
to the limit in the parameter; the precise details can be found in Section 4. A key ingredient is then
the uniqueness of the fundamental solution with mass M for the limit problems, that we state next.

Theorem 1.5 (Uniqueness of fundamental solutions). Assume (Aν) and (Aq).

(a) There is at most one very weak fundamental solution with mass M of the equation in (1.11).
(b) There is at most one fundamental entropy solution with mass M of the equation in (1.12).
(c) There is at most one fundamental entropy solution with mass M of the equation in (1.13).
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The proof of (a) was already given in [17]. The ones of (b) and (c), which can be found in Section 5,
are quite technical and draw inspiration from [31]. They involve the Hamilton-Jacobi equation

∂tv + Lv − ε∆v = |∂xN v|
q

when dealing with (1.12), with L′ instead of L when dealing with (1.13). These equations appear
after taking the primitive of u in the direction of convection in a regularized version of the original
equation. Proving a comparison principle for these Hamilton-Jacobi equations is a main issue here
since comparison for the primitives will imply uniqueness for the original variable u. Usually, such a
comparison result would follow from the theory of viscosity solutions, but this is not exactly our setting
and we have to develop an independent proof. In the cases q ∈ (1 − 1

N , 1) for the equation in (1.12)
in all dimensions and the equation in (1.13) when N > 1, we had to approximate the convection
nonlinearity by a Lipschitz nonlinearity to be able to justify some of the arguments. Hence, the proofs
in the Lipschitz and the Hölder cases are similar up to this modification. If N = 1, the equation
in (1.13) is a pure scalar conservation law, and its uniqueness when q ∈ (0, 1) was already proved
in [53].

As a consequence of uniqueness and of the invariance of the limit equations (1.11)–(1.13) and the
initial data Mδ0 under certain scalings (see the beginning of Section 4), we obtain that the fundamental
solutions giving the limit behaviour are self-similar. In particular, the fundamental solutions of (1.11)
and (1.12) have the form

U(t, x) = t−N/αf(xt−1/α)

and the fundamental solution of (1.13) has the form

U(t, x′, xN ) = t−γf(x′t−1/α, xN t
−β), β =

1

q

(
1 +

N − 1

α

)
− N − 1

α
, γ =

N − 1

α
+ β.

The different profiles f depend on M , α, q, and the spectral measure µ, and are not radial in general.

1.5. Precedents. As an important precedent, we have the local case in which L = −∆, which
corresponds to α = 2. The Laplacian is invariant under rotations. Hence, in this case problem (1.1)
can be reduced to

∂tu− ∆u+ ∂xN (uq) = 0 in Q, u(0) = u0 on RN .

If u0 is integrable, this problem admits a classical solution, whose large-time behaviour is given by

t
max{N

2
,N+1

2q
}(1− 1

p
)∥u(t) − U(t)∥Lp(RN ) → 0 as t→ ∞,

for all p ∈ [1,∞] if q ≥ q∗(2), and all p ∈ [1,∞) if q ∈ (1, q∗(2)) or q ∈ (0, 1) and N = 1, where U is
the unique very weak (if q ≥ q∗(2) = 1 + 1

N ) or entropy (if q < q∗(2)) fundamental solution in Q with
mass M of

∂tU − ∆U = 0 if q > q∗(2),
∂tU − ∆U + ∂xN (U q) = 0 if q = q∗(2),

∂tU − ∆x′U + ∂xN (U q) = 0 if q ∈ (1, q∗(2)), or q ∈ (0, 1) and N = 1.

Here ∆x′ stands for the Laplacian in the first N − 1 coordinates. The results for q > 1 were proved in
the remarkable series of papers [32, 30, 31, 33] (see also [69]), and the ones for q < 1 in [53]. We will
take profit of some of the techniques used in those papers, adapted to our nonlocal setting: scalings,
maximum principle, entropy inequalities. . . However, as pointed out above, the nonlocal equation (P)
may be hyperbolic, which leads to a lack of regularity that makes the proofs much more involved than
in the local case.

As we have already mentioned, there are two precedents that fall directly into our nonlocal frame-
work, both of them for the isotropic case in which L is the fractional Laplacian: [8], dealing with the
critical exponent q = q∗(α) for α ∈ [1, 2) (so that q ≥ 1), and [45], that considers the subcritical range
1 < q < α in dimension N = 1. Another important precedent is [7], in which the diffusion operator
is −∆ + L, with a nonlocal operator L like the one we are considering here. The Laplacian has a
regularizing effect that makes things simpler. This will be exploited later in this paper as well.
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Remark 1.6. In the local framework, α = 2, uniqueness, and hence convergence, for the limit prob-
lems (1.12) and (1.13) when q ∈ (1 − 1

N , 1) is only known for the latter problem when N = 1. The
remaining cases will be treated in a future work.

Also, in the nonlocal framework, much attention has been paid to the case in which L is an operator
of convolution type,

Lϕ = J ∗ ϕ− ϕ

for some integrable kernel J ; see for instance [54, 44, 22, 40, 13].

1.6. Comments and extensions. Solutions with sign changes. In this paper we have only
considered the case of nonnegative solutions. The case of nonpositive solutions is easily reduced to
this one. Sign changes in the solutions offer some technical difficulties, which may be handled if the
mass M is different from 0 following what was done for the local case in [30, 10]. When M = 0, things
become more involved in the diffusion range, since the solutions of the limit problem decay faster than
the fundamental solution. As a consequence, the critical line, where the decay rates in the diffusion
and convection regimes are expected to coincide, should be different from that of the case M ̸= 0.
This situation in which solutions of the limit diffusion problem decay faster than the fundamental
solution was considered for the local case in [50]. It may be interesting to see whether the techniques
in that paper apply to the nonlocal case.

Nonintegrable initial data. Problem (1.1) makes sense for initial data which are bounded but
not necessarily in L1. What is then the asymptotic behaviour? We still expect a diffusion regime and a
convection one. However, in the diffusion regime the behaviour should not be given by a fundamental
solution (solutions have infinite mass). If the initial data has a precise power-like nonintegrable decay
at infinity, solutions of the purely diffusive problem converge towards a nonintegrable self-similar
solution, with a decay that is different from the one of fundamental solutions; see [37]. This special
solution is expected to give the behaviour in the diffusion regime. However, the critical line, where
the decay rates of the limit diffusive and convective problems coincide, should change with respect to
the integrable case.

Nonhomogeneous media. It would be interesting to think about nonlocal models involving “non-
constant diffusivities”, and to study their large-time behaviour. In the local case, if the diffusivity
approaches a constant at infinity, there is an asymptotic simplification towards the problem with
diffusivity equal to this constant; see [27]. In the nonlocal setting things might be very different.

Nonlinear diffusion. The results in the local case have been extended by several authors to the
case in which the diffusion operator is a nonlinear operator of porous medium type, L = −∆um,
m > 1; see for instance [53, 55, 61, 62, 29, 12, 4]. Two different nonlocal nonlinear diffusion

operators of porous medium-type have become popular in the last years, Lu = (−∆)α/2um and

Lu = − div(um−1∇(−∆)−α/2u); see for instance [18] for the former and [9] for the latter. Diffusion-
convection problems for operators of this kind have only been considered for the second operator in
spatial dimension N = 1 by means of entropy methods [34]. Such methods are not suitable for the
first model, hence a different approach is needed.

Other convection nonlinearities. It should be possible to extend our results to the case in
which the convection nonlinearity is not exactly a power, as long as it behaves like one of them for
u ∼ 0; see e.g. [30, 32] for the local case.

Multidirectional convection. It would also be interesting to consider convection nonlinearities
F in (1.1) having different behaviours for u ∼ 0 in different directions. To our knowledge, this
situation has only been considered up to now in the local case, for problems involving different power-
like convection nonlinearities in different directions, both with linear and nonlinear diffusion, under
conditions that guarantee that asymptotically convection acts only in one direction; see [33, 29].
The general case is more involved, as pointed out by the recent paper [64], which shows that the
multidimensional Burgers equation with a Dirac delta as initial data is not well-posed: either the
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solution does not exist or it is not self-similar. So, even if such an equation enjoys L1–L∞-smoothing
effects [65], we cannot obtain its asymptotic behaviour with the methods developed in this paper.

Nonlocal convection. The papers [44, 26, 39] study diffusion-convection problems with a dif-
fusion operator of convolution type in which also the convection term is nonlocal. In both cases the
involved kernel is integrable with some finite moments. The asymptotic behaviour of models involving
singular kernels in both the diffusion and convection terms, and the manner in which they interact,
remains to be analysed.

Numerical schemes. It would be interesting to develop numerical schemes reproducing quali-
tatively the large-time behaviour of solutions of (P). Such issues have been considered in problems
involving both local and nonlocal (of convolution type) diffusion operators for instance in [43, 41, 42].

1.7. Notation. Let us explain some of the notations that will be used throughout the paper.

Asymptotic symbols. Let f and g be positive functions. By f ≂ g we mean that there are constants
c, C > 0 such that c ≤ f/g ≤ C, and by f ≲ g that there is a constant C > 0 such that f ≤ Cg.

Vector valued functions. We will often identify u(t) with u(t, ·). Strictly speaking, the notation u(t)
means a function [0, T ] → X for some Banach space X, while u(t, ·) denotes a function [0, T ]×RN → R,
and hence, we mean that u(t) is an a.e. representative of u(t, ·).
Tail-control and cut-off functions. In order to control the tails of solutions we use the functions ρR,
defined for all R > 0 by ρR(x) := ρ(x/R), where 0 ≤ ρ ∈ C∞(RN ) is such that

ρ(x) =

{
0 for |x| ≤ 1,

1 for |x| ≥ 2.

As cut-off functions we will use XR := 1 − ρR. Note that ρR → 0, XR → 1 pointwise as R→ ∞.

Standard mollifiers. They will be denoted by ωδ.

Energy spaces. Besides the standard fractional Sobolev spaces Wα,p(RN ), we will also consider the

Bessel potential spaces (I − ∆)−α/2Lp(RN ), 1 < p <∞, that we will denote by Hα,p(RN ).2

The bilinear form associated to L,

E(u, v) =
1

4

∫
RN

∫
RN

(
u(x+ y) − u(x)

)(
v(x+ y) − v(x)

)
dν(y)dx

+
1

4

∫
RN

∫
RN

(
u(x) − u(x− y)

)(
v(x) − v(x− y)

)
dν(y)dx,

is well defined in the energy espace X :=
{
u : RN → R measurable : E(u, u) <∞

}
. Since

E(u, u) ≂
∫
RN

|ξ|α|û(ξ)|2 dξ = ∥(−∆)α/4u∥2L2(RN ),

this space, endowed with the norm E(u, u)
1
2 is equivalent to the homogeneous Sobolev space Ẇ

α
2
,2(RN ).

Dual spaces. Given an space X and its dual X ′, we denote the associated duality pairing by ⟨·, ·⟩X×X′ .

Sign function. By sgn we denote the sign function defined by

sgn(x) =


−1, x < 0,

0, x = 0,

1, x > 0.

2They will be important when proving regularity estimates for problems of the type (P), see Proposition B.19.
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2. On the various nonlocal operators

In this section, we present the operators that appear in our analysis and some of their properties
that we will use in the paper. The first two operators L and L′ were already introduced in the

first section, respectively in (1.3) and (1.9). The third operator, L̃, closely related to L′, appears by
integrating in the direction of convection, as we see next.

2.1. The operator L̃. Given a smooth function u : RN → R such that

(2.1) v(x′) =

∫
R
u(x′, xN ) dxN , x′ ∈ RN−1,

is well defined, our goal is to construct a measure µ̃ on SN−2 satisfying the non-degeneracy and
finiteness conditions in (Aν) such that if we define

(2.2) (L̃v)(x′) =

∫
SN−2

∫ ∞

0

(
v(x′) − v(x′ + rσ′) + v(x′ − rσ′)

2

) dr

r1+α
dµ̃(σ′),

then

(2.3) (L̃v)(x′) =

∫
R

(Lu)(x′, xN ) dxN , x′ ∈ RN−1.

We start with the measurable spaces (SN−1, BSN−1) and (SN−2, BSN−2), which are endowed with
the σ-algebra of Borel sets. Let µ be a Borel measure on (SN−1, BSN−1) satisfying the conditions for
the spectral measure in (Aν). We define a weighted Borel measure µ on (SN−1, BSN−1) by

dµ(σ) = (1 − σ2N )α/2 dµ(σ′, σN ), σ = (σ′, σN ) ∈ SN−1, i.e.,∫
SN−1

ψ(σ) dµ(σ) =

∫
SN−1

ψ(σ′, σN )(1 − σ2N )α/2 dµ(σ′, σN ) for all ψ ∈ Cb(SN−1).

Let SN−1
∗ = SN−1 \ {|σN | = 1}. We consider the map T : (SN−1

∗ , BSN−1
∗

) → (SN−2, BSN−2) defined by

T (σ′, σN ) =
σ′

(1 − σ2N )1/2
,

which is continuous and measurable. Let µ̃ be the push-forward measure of µ under T , µ̃ = T∗µ, i.e.

µ̃(B) = µ(T−1(B)) for all B ∈ BSN−2 .

For any ψ ∈ Cb(SN−2), we have

(2.4)

∫
SN−2

ψ(σ′) dµ̃(σ′) =

∫
SN−1
∗

ψ(T (σ)) dµ(σ) =

∫
SN−1
∗

ψ
( σ′

(1 − σ2N )1/2

)
(1 − σ2N )α/2 dµ(σ′, σN ).

In particular, taking ψ ≡ 1, we get that µ̃ is a finite measure,

µ̃(SN−2) =

∫
SN−1
∗

(1 − σ2N )α/2 dµ(σ′, σN ) ≤ µ(SN−1),

and, taking ψ(σ′) = |ξ′ ·σ′| with ξ′, σ′ ∈ SN−2, we deduce that it satisfies the non-degeneracy condition
in (Aν), ∫

SN−2

|ξ′ · σ′|α dµ̃(σ′) =

∫
SN−1
∗

∣∣∣ξ′ · σ′

(1 − σ2N )1/2

∣∣∣α(1 − σ2N )α/2 dµ(σ′, σN )

=

∫
SN−1
∗

|ξ′ · σ′|α dµ(σ′, σN ) ≥ Λ2.

We finally check that, with this choice, (2.3) is fulfilled.

Lemma 2.1. Let u ∈ C∞
c (RN ) and µ̃ given by (2.4). If v is defined by (2.1) and L̃v by (2.2),

then (2.3) holds.
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Proof. Using (2.2), the first identity in (2.4), (2.1), and a change in the variable xN , we get

(L̃v)(x′) =

∫
SN−2

∫ ∞

0

(
v(x′) − v(x′ + rσ′) + v(x′ − rσ′)

2

) dr

r1+α
dµ̃(σ′)

=

∫
SN−1
∗

∫ ∞

0

(
v(x′) − 1

2

∑
±
v
(
x′ ± rσ′

(1 − σ2N )1/2

)) dr

r1+α
dµ(σ′, σN )

=

∫
SN−1
∗

∫ ∞

0

∫
R

(
u(x′, xN ) − 1

2

∑
±
u
(
x′ ± rσ′

(1 − σ2N )1/2
, xN

)
dxN

) dr

r1+α
dµ(σ′, σN )

=

∫
SN−1
∗

∫ ∞

0

∫
R

(
u(x′, xN ) − 1

2

∑
±
u
(
x′ ± rσ′

(1 − σ2N )1/2
, xN ± rσN

(1 − σ2N )1/2
))

dxN
dr

r1+α
dµ(σ′, σN ).

A further change of variables, r 7→ r(1 − σ2N )1/2, and the second identity in (2.4) give us

(L̃v)(x′) =

∫
SN−1
∗

∫ ∞

0

∫
R

(
u(x′, xN ) − 1

2

∑
±
u((x′, xN ) ± r(σ′, σN ))

)
dxN

dr

r1+α
dµ(σ′, σN ).

We observe now that
∫
R
(
u(x′, xN )− 1

2

∑
± u(x′, xN ± r)

)
dxN = 0 for every r > 0 and a.e. x′ ∈ RN−1.

Hence, using also Fubini’s theorem,

(L̃v)(x′) =

∫ ∞

0

∫
SN−1
∗

∫
R

(
u(x′, xN ) − 1

2

∑
±
u((x′, xN ) ± r(σ′, σN ))

)
dxNdµ(σ′, σN )

dr

r1+α

+

∫ ∞

0
µ((0′,±1))

∫
R

(
u(x′, xN ) − 1

2

∑
±
u(x′, xN ± r)

)
dxN

dr

r1+α

=

∫
R

∫
SN−1

∫ ∞

0

(
u(x′, xN ) − 1

2

∑
±
u((x′, xN ) ± r(σ′, σN ))

) dr

r1+α
dµ(σ′, σN )dxN

=

∫
R

(Lu)(x′, xN ) dxN ,

as desired. □

2.2. Fourier symbols. We already know the Fourier symbol m(ξ) of L; see (1.4)–(1.5). We obtain
now the ones of the truncated operators. We start with the “inner” ones.

Lemma 2.2. Let ρ > 0. The symbols of the operators L≤ρ, L′,≤ρ, and L̃≤ρ are, respectively:

m≤ρ(ξ) =

∫
SN−1

|θ · ξ|αc≤,α(ρ|θ · ξ|) dµ(θ), ξ ∈ RN ,

m′,≤ρ(ξ′, ξN ) =

∫
SN−1

|θ′ · ξ′|αc≤,α(ρ|θ′ · ξ′|) dµ(θ), (ξ′, ξN ) ∈ RN−1 × R,(2.5)

m̃≤ρ(ξ′) =

∫
SN−1

|θ′ · ξ′|αc≤,α

(
ρ

|θ′ · ξ′|
(1 − θ2N )1/2

)
dµ(θ), ξ′ ∈ RN−1,(2.6)

where c≤,α(s) =

∫ s

0

1 − cos t

t1+α
dt.

Remark 2.3. The value at infinity of c≤,α coincides with the constant Cα in (1.4). Hence, when ρ = ∞,

both L′ and L̃ have the same symbol,

m′(ξ′, ξN ) = m̃(ξ′)1R(ξN );

see the representations (2.5) and (2.6). In view of this, we emphasize that

(2.7) (L′ϕ)(x′, xN ) = (L̃ϕ(·, xN ))(x′) for any ϕ ∈ S(RN ),
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and also that the three operators L, L′ and L̃ satisfy

L(ψ(·′)1R(·N ))(x′, xN ) = L′(ψ(·′)1R(·N ))(x′, xN ) = (L̃ψ)(x′)1R(xN ) if ψ ∈ S(RN−1).

Proof. Using Fubini’s theorem and a change of variables, we get

L̂≤ρϕ(ξ) = ψ̂(ξ)

∫
SN−1

∫ ρ

0

1 − cos(rθ · ξ)
r1+α

drdµ(θ) = ψ̂(ξ)

∫
SN−1,θ·ξ ̸=0

∫ ρ

0

1 − cos(rθ · ξ)
r1+α

drdµ(θ)

= ψ̂(ξ)

∫
SN−1,θ·ξ ̸=0

|θ · ξ|α
∫ ρ|θ·ξ|

0

1 − cos r

r1+α
drdµ(θ) = ψ̂(ξ)

∫
SN−1

|θ · ξ|αcα(ρ|θ · ξ|) dµ(θ).

A similar argument works for m′,≤ρ.

As for m̃≤ρ we have

m̃≤ρ(ξ′) =

∫
SN−2

|θ′ · ξ′|αcα(ρ|θ′ · ξ′|) dµ̃(θ)

=

∫
SN−1
∗

∣∣∣ ξ′ · θ′

(1 − θ2N )1/2

∣∣∣αcα(ρ∣∣∣ ξ′ · θ′

(1 − θ2N )1/2

∣∣∣)(1 − θ2N )α/2 dµ(θ)

=

∫
SN−1
∗

|ξ′ · θ′|αcα
(
ρ

|θ′ · ξ′|
(1 − θ2N )1/2

)
dµ(θ) =

∫
SN−1

|ξ′ · θ′|αcα
(
ρ

|θ′ · ξ′|
(1 − θ2N )1/2

)
dµ(θ).

□

An analogous proof gives the symbols of the “outer” operators, which we include here for the sake
of completeness.

Lemma 2.4. Let ρ > 0. The symbols of the operators L>ρ, L′,>ρ, L̃>ρ are, respectively:

m>ρ(ξ) =

∫
SN−1

|θ · ξ|αc>,α(ρ|θ · ξ|) dµ(θ), ξ ∈ RN ,

m′,>ρ(ξ′, ξN ) =

∫
SN−1

|θ′ · ξ′|αc>,α(ρ|θ′ · ξ′|) dµ(θ), (ξ′, ξN ) ∈ RN−1 × R,

m̃>ρ(ξ′) =

∫
SN−1

|θ′ · ξ′|αc>,α

(
ρ

|θ′ · ξ′|
(1 − θ2N )1/2

)
dµ(θ), ξ′ ∈ RN−1,

where c>,α(s) =

∫ ∞

s

1 − cos t

t1+α
dt.

2.3. Operators acting on Hα,p(RN ) spaces. Since the symbol m(ξ) of the operator L is comparable

with |ξ|α, m(ξ) ≂ |ξ|α, we immediately get ∥Lφ∥L2(RN ) ≂ ∥(−∆)α/2φ∥L2(RN ). An analogous, not

trivial, result in Lp(RN ) spaces, p ∈ (1,∞),

(2.8) ∥Lφ∥Lp(RN ) ≂ ∥(−∆)α/2φ∥Lp(RN ) for all φ ∈ Hα,p(RN ),

was proved in [68, Corollary 4.4]. Moreover, in view of (2.5) the symbol of the operator L′ is indepen-
dent of the variable ξN . Thus L′ has the same property (2.8) when freezing the last variable,

∥L′φ(·′, xN )∥Lp(RN−1) ≂ ∥((−∆x′)α/2φ)(·′, xN )∥Lp(RN−1);

see (2.7). Then, integrating the above inequality in the last variable we get

∥L′φ∥Lp(RN ) ≂ ∥(−∆x′)α/2φ∥Lp(RN ).

We show now that the map a(ξ) = |ξ′|α/|ξ|α is an Lp(RN ) multiplier for 1 < p <∞. Indeed, since
a ∈ C∞(RN \ {0}) and a is homogenous of order zero, a(λξ) = a(ξ), we can apply Marcinkiewicz’s
multiplier theorem (see [35, Th. 5.2.4] and the comments on page 366 of the same reference) to obtain:

(2.9) ∥L′φ∥Lp(RN ) ≲ ∥(−∆)α/2φ∥Lp(RN ) ≲ ∥φ∥Hα,p(RN ) for all φ ∈ Hα,p(RN ).



14 J. ENDAL, L. I. IGNAT, AND F. QUIRÓS

2.4. Examples. As a first example, we consider the case in which the spectral measure µ is absolutely
continuous with respect to Lebesgue’s surface measure on SN−1, σN−1, so that dµ(θ) = h(θ) dσN−1(θ)
for some density function h ∈ L1(SN−1). Then the new measure µ̃ is given by

dµ̃(σ) =
(∑

±

∫ 1

0

sN−2+α

(1 − s2)1/2
h(sσ,±(1 − s2)1/2) ds

)
dσN−2(σ), σ ∈ SN−2.

As a second example, we consider the spectral measure µ =
∑N

j=1 δaj , which is concentrated at the

points {aj}Nj=1 ⊂ SN−1. We assume that the hyperplane generated by these points does not contain

the origin, so that the nondegeneracy condition in hypothesis (Aν) is satisfied. In this case

µ̃ =

N∑
k=1

|Pak|αδ Pak
|Pak|

,

where Pa denotes the projection of the point a ∈ SN−1 onto its first N − 1 components. Note that if
a is the north or south pole the corresponding term vanishes. Thus, if

L =
N∑
j=1

(−∂2xjxj
)α/2,

an operator that corresponds to the spectral measure µ = cα
∑N

j=1 δej , where {ej}Nj=1 is the canonical

basis in RN , the measure corresponding to the projected operator is µ̃ = cα
∑N−1

j=1 δej , and hence

L̃ =
∑N−1

j=1 (−∂2xjxj
)α/2.

3. Parabolic and hyperbolic estimates for the regularized problem

The main purpose of this section is to obtain estimates for the regularized problem

(Pε) ∂tu+ Lu+ ∂xN (f(u)) = ε∆u in Q, u(0) = u0 in RN ,

which will be used later to get uniform estimates for a one-parameter family of scaled versions of the
solution to (P). These estimates will provide the required compactness leading to the proof of our
convergence result. As a preliminary step we need some well-posedness and a priori estimates for
classical and entropy solutions of this equation under various conditions on u0. We state some of them
here; the proofs can be found in Appendix B. For simplicity, we will not explicitly write uε in what
follows.

3.1. Approximation by classical solutions.

Lemma 3.1 (Classical solutions). Assume p ∈ [1,∞), ε̃ > 0, ε̃ ≤ u0 ∈ L∞(RN ), (Aq), and (Aν).
Then there exists a unique classical solution u ∈ C∞

b (Q) ∩ C([0,∞);Lp
loc(R

N )) of (Pε). It moreover
satisfies ε̃ ≤ u(t, x) ≤ ess supx∈RN u0(x) for all (t, x) ∈ Q.

Remark 3.2. The classical solution provided by Theorem 3.1 is a mild solution of (Pε) in the sense of
semigroups that takes the initial data in an Lp

loc-sense.

Since we can also have 1− 1
N < q < 1 in (Pε), it is not clear if one can obtain classical solutions of (Pε)

in the general case u0 ≥ 0. Note, however, that when q > 1 (or when the convection nonlinearity is
Lipschitz-regularized), classical solutions do exist by Proposition B.19. To present a unified theory,
we therefore rely on entropy solutions.

Lemma 3.3 (Entropy solutions). Assume (Au0), (Aq), and (Aν). Then there exists a unique entropy
solution u of (Pε). This solution satisfies:
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(a) (Regularity) For all p ∈ [1,∞),

u ∈ L∞(Q) ∩ C([0,∞);Lp(RN )) ∩ L2((0,∞);H1(RN ) ∩Wα/2,2(RN )).

(b) (Conservation of mass) For all t > 0,∫
RN

u(t) =

∫
RN

u0.

(c) (Preliminary estimate on the time derivative) For all smooth bounded domain Ω ⊂ RN ,

∂tu ∈ L2((0,∞);H−1(Ω)).

(d) (Preliminary tail control) Let ρR be a family of tail-control functions. For all R > 0 and t > 0,∫
|x|>2R

u(t) ≲
∫
|x|>R

u0 +Mt∥LρR∥L∞(RN ) + ε
Mt

R2
+

∫ t

0

∫
RN

uq|∂xNρR|.

Lemma 3.4. Assume (Au0), (Aq), (Aν), and 0 < ε̃ ≤ 1. Let u be the entropy solution of (Pε) with
initial data u0, and uε̃ the classical solution of the same problem with bounded initial data u0,ε̃ :=
u0 + ε̃ ≥ ε̃. Then, as ε̃→ 0+,

uε̃ → u in C([0,∞);L1
loc(RN )), and hence uε̃ → u a.e. in Q.

3.2. Parabolic estimates. By (B.6) in Appendix B, an energy estimate holds for (Pε), associated
to the parabolic term Lu− ε∆u. It is then standard to deduce a time decay of the Lp-norm.

Lemma 3.5. Assume (Au0), (Aq), and (Aν). Then the entropy solution u of (Pε) satisfies:

(a) (Time decay of Lp-norm) For all t > 0,

(3.1) ∥u(t)∥Lp(RN ) ≤ C(p, α)∥u0∥L1(RN )t
−N

α
(1− 1

p
)

for all p ∈ [1,∞].

(b) (Energy estimate) For all 0 < τ < T <∞,

Λ1

∫ T

τ

∫
RN

|(−∆)α/4u|2 + ε

∫ T

τ

∫
RN

|∇u|2 ≤ 1

2
∥u(τ)∥2L2(RN ).

3.3. Hyperbolic estimates. In the subcritical case, when the limit equation is hyperbolic, we prove
that the previous decay of the solutions can be improved by using an Olĕınik-type estimate in the
direction xN (we refer to [59] for the classical result by Olĕınik and to [38] for its sharp version
established by Hoff; see Remark 3.9(b) for further information). By Lemma 3.4, we can first treat
the case of strictly positive and bounded solutions. For simplicity, we write u0, u for u0,ε̃, uε̃ in what
follows (we also did this in Lemma 3.1).

Lemma 3.6 (Hoff-type estimate [38]). Assume ε̃ > 0, ε̃ ≤ u0 ∈ L∞(RN ), (Aq) with q ≤ 2, and (Aν).
Then the classical solution u of (Pε) satisfies for all (t, x) ∈ Q:

∂xN (uq−1)(t, x) ≤ 1

qt
if 1 < q ≤ 2,(3.2)

∂xN (u1−q)(t, x) ≥ −
∥u0∥2−2q

L∞(RN )

qt
if 1 − 1

N
< q < 1.(3.3)

Proof. It follows the lines of [45, Proposition 3.4]. Lemma 3.1 gives that ε̃ ≤ u ≤ ∥u0∥L∞(RN ) and

u ∈ C∞
b (Q).

Let us denote z = uγ where γ ∈ (0, 1] will be chosen latter. Then z ∈ C∞
b (Q) and

∂tz + γz
1− 1

γL(z
1
γ ) + qz

q−1
γ ∂xN z = ε

(
∆z +

1 − γ

γ

|∇z|2

z

)
.
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Let w = ∂xN z and β = 1−γ
γ ≥ 0. Then w ∈ C∞

b (Q) and

(3.4)

∂tw +
q(q − 1)

γ
z

q−1−γ
γ w2 + qz

q−1
γ ∂xNw + z

− 1
γAβ(w, z)

= ε
(

∆w − 1 − γ

γ

|∇z|2

z2
w +

2(1 − γ)

γ

∇z · ∇w
z

)
,

where Aβ(w, z) = zL(zβw) − β

β + 1
wL(z1+β).

Let us denote W (t) = supx∈RN w(t, x). If W (t) is attained at some point x ∈ RN , one can prove that

Aβ(w(t, x), z(t, x)) ≥ w(t, x)Iz(t, x)

for some nonnegative function Iz. However, it may happen that for a fixed t the supremum is not
attained, and we follow the strategy in [25, Theorem 2, Remark 3] and [49, Lemma 1.17]. We consider
points xn such that

(3.5) W (t) ≥ w(t, xn) ≥W (t) − 1

n
.

Since w(t) ∈ C3
b(RN ), it follows that

lim
n→∞

∇w(t, xn) = 0, lim sup
n→∞

∆w(t, xn) ≤ 0.

Besides, z(t, xn) ∈ [ε̃γ , ∥u0∥γL∞(RN )
] for all n ∈ N. Hence, z(t, xn) → p1(t) ∈ [ε̃γ , ∥u0∥γL∞(RN )

] up to a

subsequence. Also, since {|∇z(t, xn)|}n≥1 is uniformly bounded we get |∇z(t, xn)| → p2(t), again up
to a subsequence. We now make a claim which is proved some paragraphs below: once more up to a
subsequence,

(3.6) Aβ(w(t, xn), z(t, xn)) ≥W (t)In(t) − o(1) as n→ ∞

for some uniformly bounded nonnegative sequence In(t). We therefore also have In(t) → p3(t) ≥ 0
up to a subsequence. Arguing as in [45, Proposition 3.4], we obtain that

W ′(t) +
q(q − 1)

γ
p

q−1−γ
γ

1 (t)W 2(t) + p
− 1

γ

1 (t)p3(t)W (t) +
ε(1 − γ)

γ

p22(t)

p21(t)
W (t) ≤ 0 for all t > 0.

Looking for supersolutions of the type W = Ct−1 we get for γ ≥ q − 1 > 0 that

w(t, x) ≤W (t) ≤ γ

q − 1

∥u0∥γ−(q−1)

L∞(RN )

qt
for all (t, x) ∈ Q.

The choice γ = q − 1 then gives (3.2).

Let us introduce w̃ = −w. Using (3.4), it follows that w̃ satisfies

∂tw̃ +
q(1 − q)

γ
z

q−1−γ
γ w̃2 + qz

q−1
γ ∂xN w̃ + z

− 1
γAβ(w̃, z)

= ε
(

∆w̃ − 1 − γ

γ

|∇z|2

z2
w̃ +

2(1 − γ)

γ

∇z · ∇w̃
z

)
.

The same argument as above gives us, for γ ∈ (0, 1], in particular 1 ≥ γ > 0 > q − 1, that

w̃(t, x) ≤ γ

1 − q

∥u0∥γ−(q−1)

L∞(RN )

qt
for all (t, x) ∈ Q.

The choice γ = 1 − q then gives (3.3).
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It remains to prove claim (3.6). For simplicity, we will sometimes suppress the t-dependence of w
and z. The definition of L yields

Aβ(w(t, x),z(t, x)) = J >(t, x,R) + J <(t, x,R), where

J >(t, x,R) =

∫
SN−1

∫ ∞

R

[ w(x)

β + 1

(
zβ+1(x) +

β

2

(
zβ+1(x+ rθ) + zβ+1(x− rθ)

))
− z(x)

2

(
w(x+ rθ)zβ(x+ rθ) + w(x− rθ)zβ(x− rθ)

)] dr

r1+α
dµ(θ),

J <(t, x,R) = z(x)

∫
SN−1

∫ R

0

(
zβ(x)w(x) − zβ(x+ rθ)w(x+ rθ) + zβ(x− rθ)w(x− rθ)

2

) dr

r1+α
dµ(θ)

− β

β + 1
w(x)

∫
SN−1

∫ ∞

0

(
zβ+1(x) − zβ+1(x+ rθ) + zβ+1(x− rθ)

2

) dr

r1+α
dµ(θ).

Note that terms were grouped in a different way in J > and J <. The term J < can be easily estimated
as

|J <(t, x,R)|

≤
(
∥z∥L∞(RN )∥D2(zβw)∥L∞(RN ) + ∥w∥L∞(RN )∥D2(zβ+1)∥L∞(RN )

) ∫
SN−1

∫ R

0

r2|θ|2 dr

r1+α
dµ(θ)

≤ C(ε̃, ∥z∥C3
b(RN ))R

2−α.

On the other hand, using (3.5), we get

J >(t, xn, R) ≥W (t)I(t, xn, R) + K(t, xn, R), where

I(t, xn, R) =

∫
SN−1

∫ ∞

R

[ 1

β + 1

(
zβ+1(t, xn) +

β

2
(zβ+1(t, xn + rθ) + zβ+1(t, xn − rθ)

)
− z(t, xn)

zβ(t, x+ rθ) + zβ(t, x− rθ)

2

] dr

r1+α
dµ(θ),

K(t, xn, R) = − 1

n(β + 1)

∫
SN−1

∫ ∞

R

(
zβ+1(t, xn)

+
β

2
(zβ+1(t, xn + rθ) + zβ+1(t, xn − rθ)

) dr

r1+α
dµ(θ).

By Hölder’s inequality, I is nonnegative. Moreover, [45, Lemma 3.5] shows that it is uniformly
bounded: |I(t, xn, R)| ≤ C(α, β, ε̃, ∥z(t)∥L∞(RN ))∥z(t)∥2

C1
b(RN )

. Finally, an easy computation shows

that |K(t, xn, R)| ≤ C
nRα ∥z(t)∥β+1

L∞(RN )
. Combining everything,

Aβ(w(t, xn), z(t, xn)) ≥W (t)I(t, xn, R) − C

nRα
− CR2−α.

Choosing R = Rn → 0 such that nRα
n → ∞ we obtain (3.6) with In(t) = I(t, xn, Rn). □

To continue, we need a lemma whose proof can be found in Appendix B.8.

Lemma 3.7. Assume (Au0), (Aq), and (Aν). If u is the entropy solution of (Pε), then the function
v(t, x′) :=

∫
R u(t, x′, xN ) dxN satisfies v ∈ C([0,∞);L1(RN−1)) and solves

(3.7) ∂tv + L̃v − ε∆x′v = 0 in (0,∞) × RN−1, v(0, ·) =

∫
R
u0(·, xN ) dxN in RN−1,

in the very weak sense, where L̃ is the operator introduced in (2.2).

We are then ready to present and prove the hyperbolic estimates.



18 J. ENDAL, L. I. IGNAT, AND F. QUIRÓS

Lemma 3.8. Assume (Au0), (Aq) with q ≤ 2, and (Aν). There exists a positive constant C(q, α,N)
such that the entropy solution u of (Pε) satisfies:

(a) (Time decay of L∞-norm)

(3.8) ∥u(t)∥L∞(RN ) ≤ C(q, α,N)∥u0∥
1
q

L1(RN )
t
− 1

q
(1+N−1

α
)

for all t > 0.

(b) (Bounds on the xN -derivative) The following inequalities hold in D′(RN ) for all t > 0:

∂xNu(t) ≤ C(q, α,N)∥u0∥
2−q
q

L1(RN )
t
−1−(1+N−1

α
)( 2−q

q
)

if 1 < q ≤ 2,(3.9)

∂xNu(t) ≥ −C(q, α,N)∥u0∥
2−q
q

L1(RN )
t
−1−(1+N−1

α
)( 2−q

q
)

if 1 − 1

N
< q < 1.(3.10)

(c) (Local estimate on the xN -derivative) For all R,R′ > 0, all |hN | < R, and all t > 0,

(3.11)

∫
|x′|<R′,|xN |<R

|u(t, x+ (0, hN )) − u(t, x)| dx

≤ C(q, α,N)|hN |R′N−1
(
Rt

−1−(1+N−1
α

)( 2−q
q

)∥u0∥
2−q
q

L1(RN )
+ t

− 1
q
(1+N−1

α
)∥u0∥

1
q

L1(RN )

)
.

Remark 3.9. (a) The hyperbolic estimate (3.8) is an improvement of the parabolic estimate (3.1) if
and only if q < q∗(α). In this respect, it is important to notice that q∗(α) < 2 for all α ∈ (0, 2), so
that the hyperbolic estimate is valid in the convection regime.

(b) Note that f ′′(r) = q(q− 1)r−(2−q). On the one hand, when 1 < q ≤ 2, f ′′(r) > 0 for all r > 0, and
on the other hand, when 1 − 1

N < q < 1, f ′′(r) < 0 for all r > 0. Hence, f is so-called genuinely
nonlinear in these ranges of parameters. In the case f ′′(r) > 0, the Olĕınik-type estimate and
the L1–L∞-smoothing effects in Lemmas 3.6 and 3.8 fall into the well-known theory of scalar
conservation laws, see e.g. [38] and [16, Theorems 11.2.1 and 11.5.2]. The maybe less known
case f ′′(r) < 0 can be found in [53, Lemma 2.6]. See also the recent paper [65] for a novel
multidimensional analogue.

(c) By passing to the limit ε → 0+ we can check that the L1–L∞ smoothing estimate (3.8) is still
valid for our original problem (P).

Proof of Lemma 3.8. (i) The case 1 < q ≤ 2. We approximate u0 with smooth functions u0,ε̃ such
that ε̃ ≤ u0,ε̃ ≤ 2∥u0∥L∞(RN ) and use the estimates in Lemma 3.6 for the corresponding classical

solution uε̃ of (Pε). By Lemma 3.4, we may pass to the limit ε̃→ 0 to obtain that

(3.12) ∂xN (uq−1)(t) ≤ 1

qt
in D′(RN ) for all t > 0.

Now, consider v(t, x′) =
∫
R u(t, x′, xN ) dxN from Lemma 3.7. Using the nondegeneracy condition on

the new measure µ̃ (corresponding to L̃), the results of Lemma 3.5 still hold for (3.7). We then obtain
that v satisfies the L1–L∞-smoothing

(3.13) ∥v(t)∥L∞(RN−1) ≤ c(α)t−
N−1
α ∥v0∥L1(RN−1) = c(α)t−

N−1
α ∥u0∥L1(RN ).

This estimate, the decay of the xN derivative of u in (3.12), and Lemma D.1 in variable xN show that
for a.e. x′ ∈ RN−1 (see also [31, Lemma 2.2])

t(q − 1)∥u(t, x′, ·)∥qL∞(R) ≤
∫
R
u(t, x′, xN ) dxN ≤ ess sup

x′∈RN−1

v(t, x′) ≤ c(α)t−
N−1
α ∥u0∥L1(RN )

which gives us (3.8).

Let us now prove (3.9). Even though the argument may be classical, we prefer to add a few lines
here. Lemma 3.1 guarantees that ε̃ ≤ uε̃ ≤ 2∥u0∥L∞(RN ), and then

∂xN (uε̃(t, x)) =
1

q − 1
u2−q
ε̃ (t, x)∂xN

(
uq−1
ε̃ (t, x)

)
≤
u2−q
ε̃ (t, x)

q(q − 1)t
.
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Letting ε̃ → 0, using that uε̃(t) → u(t) a.e. x ∈ RN (cf. Lemma 3.4) and the L1–L∞-smoothing
obtained before, we get that

(3.14) ∂xNu(t) ≤ u2−q(t)

q(q − 1)t
≤ C(q, α,N)∥u0∥

2−q
q

L1(RN )
t
−1−(1+N−1

α
)( 2−q

q
)

in D′(RN ) for all t > 0.

It remains to prove (3.11). By Lemma 3.3, u ∈ L2((0,∞);H1(RN )), and then u(t) ∈W 1,1
loc (RN ) for

a.e. t > 0. Hence, (3.14) holds a.e. in RN for a.e t > 0. This gives us that∫
|x′|<R′,|xN |<R

|∂xNu(t)|

=

∫
|x′|<R′

(
2

∫
(−R,R),∂xN u>0

∂xNu(t, x′, xN ) dxN −
∫ R

−R
∂xNu(t, x′, xN ) dxN

)
dx′

=

∫
|x′|<R′

(
2

∫
(−R,R),∂xN u>0

∂xNu(t, x′, xN ) dxN + u(t, x′,−R) − u(t, x′, R)
)

dx′

≲ R′N−1
(
R∥u0∥

2−q
q

L1(RN )
t
−1−(1+N−1

α
)( 2−q

q
)

+ ∥u(t)∥L∞(RN )

)
≲ R′N−1

(
R∥u0∥

2−q
q

L1(RN )
t
−1−(1+N−1

α
)( 2−q

q
)

+ t
− 1

q
(1+N−1

α
)∥u0∥

1
q

L1(RN )

)
.

Since for |hN | < R we have∫
|xN |<R

|u(t, x′, xN + hN ) − u(t, x′, xN )|dxN ≤ |hN |
∫
|xN |<2R

|∂xNu(t, x′, xN )|dxN ,

we obtain the desired estimate for a.e. t > 0. Since u ∈ C([0,∞);L1(RN )), estimate (3.11) holds for
all t > 0.

(ii) The case 1 − 1
N < q < 1. We proceed as in [53, Lemma 2.6]. We may assume that u0 ̸≡ 0;

otherwise the result is trivial. We fix τ > 0. Since u0 is a bounded nonnegative function, u(τ) is also a
bounded nonnegative function. We consider a sequence of initial data w0,k = u(τ) + 1/k, with k large
enough such that 1/k ≤ w0,k ≤ 2∥u(τ)∥L∞(RN ) (notice that ∥u(τ)∥L∞(RN ) > 0, since u0 is nontrivial).

Then the corresponding solutions wk with these initial data satisfy 1/k ≤ wk(t, x) ≤ 2∥u(τ)∥L∞(RN )

(cf. Lemma 3.1) and by Lemma 3.6,

(3.15) ∂xN (w1−q
k )(t, x) ≥ −

(2∥u(τ)∥L∞(RN ))
2−2q

qt
for all (t, x) ∈ Q.

We now use Lemma 3.4 to let k → ∞. It follows that wk(t) → u(τ + t) a.e. in RN , so that

∂xN (u1−q)(t) ≥ −
(2∥u(τ)∥L∞(RN ))

2−2q

q(t− τ)
in D′(RN ) for all t > τ.

In the next step, we show that there are convergent sequences {αn}n∈N, {γn}n∈N such that

∥u(t)∥L∞(RN ) ≤ γnt
−αn for all t > 0.

We proceed by induction. Using Lemma 3.5, we can choose γ0 = c(α)∥u0∥L1(RN ) and α0 = −N
α .
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Denoting again v(t, x′) =
∫
R u(t, x′, xN ) dxN , we obtain that v satisfies (3.13). Using Lemma D.1 in

the variable xN , the parabolic estimate (3.13), and the induction hypotheses we get, for a.e. x′ ∈ RN−1,

∥u(t, x′, ·)∥L∞(R) ≤
(2 − q

1 − q
∥u(t, x′, ·)∥L1(R)

(2∥u(τ)∥L∞(RN ))
2−2q

q(t− τ)

) 1
2−q

≤
(22−2q(2 − q)

(1 − q)q
∥v(t)∥L∞(RN−1)

∥u(τ)∥2−2q
L∞(RN )

(t− τ)

) 1
2−q

≤
(22−2q(2 − q)

(1 − q)q
c(α)t−

N−1
α ∥u0∥L1(RN )

(γnτ
−αn)2−2q

(t− τ)

) 1
2−q

.

Choosing τ = t/2, we can define

αn+1 = αn
2 − 2q

2 − q
+

1

2 − q

(N − 1

α
+ 1

)
,

γn+1 = kγ
2−2q
2−q
n 2αn+1 , k = c(q, α,N)∥u0∥

1
2−q

L1(RN )
.

It follows that αn → 1
q (1 + N−1

α ) and γn → ∥u0∥1/qL1(RN )
C(q, α,N), which gives us (3.8).

Let us now obtain the estimate (3.10). By (3.15),

∂xNwk(t, x) =
wq
k∂xN (w1−q

k )

(1 − q)
(t, x) ≥ −

wq
k(t, x)

1 − q

(2∥u(τ)∥L∞(RN ))
2−2q

qt
≥ −

(2∥u(τ)∥L∞(RN ))
2−q

(1 − q)qt
.

Letting k → ∞, choosing τ = t/2, and using the decay estimate (3.8), we arrive to the desired estimate.

Finally, estimate (3.11) follows exactly as in the case q > 1, since by Lemma 3.3 the solution of (Pε)

satisfies u(t) ∈W 1,1
loc (RN ). □

4. Rescaled solutions and limit equations

We introduce the one-parameter family of functions

uλ(t, x′, xN ) := λγu(λt, λ1/αx′, λβxN ),

where the exponents γ, β > 0 are such that:

(i) The mass of the solutions remains constant.
(ii) The decay in the L∞-norm remains independent of λ.

The conservation of mass imposes

γ =
N − 1

α
+ β.

According to Lemmas 3.5 and 3.8, in order to keep the best decay estimate of the L∞-norm we set

β =

{
1
α , q ≥ q∗(α),
1
q

(
1 + N−1

α

)
− N−1

α , 1 − 1
N < q < q∗(α).

The large time behaviour for u will follow from the behaviour as λ → ∞ of uλ for some fixed time t.
Hence, we divide the proof of Theorem 1.3, into two cases, depending on whether or not q ≥ q∗(α).

4.1. The case q ≥ q∗(α). We need uniform estimates for the rescaled solutions {uλ}λ>0. Note that
they are entropy solutions of

(4.1) ∂tuλ + Luλ = −λ−c(q,α,N)∂xN (uqλ) in Q, uλ(0) = u0,λ in RN ,

where c(q, α,N) = N
α (q − q∗(α)) ≥ 0 and u0,λ(x) := λN/αu0(λ

1/αx).

Proposition 4.1. Assume (Au0), (Aq) with q ≥ q∗(α), and (Aν). Then the entropy solution uλ
of (4.1) satisfies:
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(a) (Time decay of Lp-norm) For all p ∈ [1,∞],

∥uλ(t)∥Lp(RN ) ≲ ∥u0∥L1(RN )t
−N

α
(1− 1

p
)

for a.e t > 0.

(b) (Energy estimate) For a.e. 0 < τ < T <∞,∫ T

τ

∫
RN

|(−∆)α/4uλ(t)|2 ≲ τ−
N
α ∥u0∥2L1(RN ).

(c) (Conservation of mass) For all t > 0,∫
RN

uλ(t) =

∫
RN

u0.

(d) (Estimate on the time derivative) For all smooth bounded domains Ω ⊂ RN and a.e 0 < τ < T <
∞,

∥∂tuλ∥L2((τ,T ),H−1(Ω)) ≲ C(τ, ∥u0∥L1(RN )) for all λ ≥ 1.

(e) (Tail control) For all R > 0, all t > 0, and all λ ≥ 1,

(4.2)

∫
|x|>2R

uλ(t) ≲
∫
|x|>λ1/αR

u0 + C(∥u0∥L1(RN ), ∥u0∥L∞(RN ))
(
tR−α + rq,α,N (t, λ)R−b(q,N)

)
,

rq,α,N (t, λ) :=


λ−1/α, q > 1 + α

N ,

λ−1/α log(1 + tλ), q = 1 + α
N ,

λ−1/α + t1−
N
α
(q−1)λ−c(q,α,N), 1 < q < 1 + α

N ,

λ−c(q,α,N)t, q < 1,

b(q,N) :=

{
1, q > 1,

1 −N(1 − q), q < 1.

Remark 4.2. Under our assumptions the exponent b is always positive.

The proof relies on considering the regularized problem

(4.3) ∂tu
ε
λ + Luελ − ε∆uελ = −λ−c(q,α,N)∂xN ((uελ)q) in Q, uλ(0) = u0,λ in RN ,

and then transferring properties from uελ to uλ. We then need the following lemma, proved in Appen-
dix B, Section B.6:

Lemma 4.3. Assume (Au0), (Aq) with q ≥ q∗(α), and (Aν). Let uελ be the entropy solution of (4.3)
and uλ the entropy solution of (4.1). Then,

uελ → uλ in C([0,∞);L1(RN )) as ε→ 0+.

Proof of Proposition 4.1. Note that uελ satisfies the hypotheses of Lemmas 3.3 and 3.5. The conver-
gence given in Lemma 4.3 then ensures that all the estimates for uελ transfer to uλ. We thus focus on
obtaining them for uελ.

(a) This is exactly Lemma 3.5(a).

(b) The energy estimate in Lemma 3.5(b) and the L1–L2-smoothing deduced in (a) gives the result.

(c) A consequence of Lemma 3.3(b).
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(d) Let us consider a function ϕ ∈ C∞
c (RN ) supported in Ω. Let us choose p ≥ 2 ≥ p′ ≥ 1 such that

pq ≥ 1. By Lemma 3.3(c), we know that, for a.e. t > 0, ∂tu
ε
λ(t) ∈ H−1(Ω) and

|⟨∂tuελ(t),ϕ⟩H−1×H1 | =

∣∣∣∣ ∫
RN

(
λ−c(q,α,N)(uελ(t))q∂xNϕ− ε∇uελ(t) · ∇ϕ

)
+ E(uελ(t), ϕ)

∣∣∣∣
≤ λ−c(q,α,N)∥(uελ(t))q∥Lp∥∂xNϕ∥Lp′ + ε∥∇uελ(t)∥L2∥∇ϕ∥L2 + E(uελ(t), uελ(t))1/2E(ϕ, ϕ)1/2

≤ λ−c(q,α,N)∥uελ(t)∥qLpq∥∇ϕ∥Lp′ + ε∥∇uελ(t)∥L2∥ϕ∥H1 + E(uελ(t), uελ(t))1/2∥ϕ∥Hα/2

≲
(
λ−c(q,α,N)∥uελ(t)∥q

Lpq(RN )
+ ε∥∇uελ(t)∥L2(RN ) + ∥(−∆)α/4uελ(t)∥L2(RN )

)
∥ϕ∥H1(Ω).

That is,

∥∂tuελ(t)∥H−1(Ω) = sup
∥ϕ∥H1(Ω)≤1

|⟨∂tuελ(t), ϕ⟩H−1×H1 |

≲ λ−c(q,α,N)∥uελ(t)∥q
Lpq(RN )

+ ε∥∇uελ(t)∥L2(RN ) + ∥(−∆)α/4uελ(t)∥L2(RN ).

Now, integrating in the time variable and using the properties for uελ in Lemma 3.5(b) give us that
the following holds uniformly in ε ∈ (0, 1), for all λ > 1:∫ T

τ
∥∂tuελ(t)∥2H−1(Ω) dt ≲

∫ T

τ

(
∥(−∆)α/4uελ(t)∥2L2(RN ) + ε2∥∇uελ(t)∥2L2(RN )

)
dt

+

∫ T

τ
∥uελ(t)∥2q

Lpq(RN )
dt ≲ C(τ, ∥u0∥L1(RN )).

(e) We continue the estimation of Lemma 3.3(d):∫
|x|>2R

uελ(t) ≲
∫
|x|>λ1/αR

u0 +Mt∥LρR∥L∞(RN ) + ε
tM

R2
+ λ−c(q,α,N)

∫ t

0

∫
RN

(uελ)q|∂xNρR|.

The α-homogeneity of L gives ∥LρR∥L∞(RN ) ≲ R−α. It remains to estimate the nonlinear term.

If q > 1, the conservation of mass and the maximum principle yield

∥uελ(t)∥q
Lq(RN )

≤ ∥uελ(t)∥L1(RN )∥uελ(t)∥q−1
L∞(RN )

≤ ∥uελ(0)∥L1(RN )∥uελ(0)∥q−1
L∞(RN )

= Mλ
N
α
(q−1)∥u0∥q−1

L∞(RN )
,

which, combined with the L1–Lq-decay estimate from part (a), gives

(4.4)

∥uελ(t)∥q
Lq(RN )

≲ min{Mλ
N
α
(q−1)∥u0∥q−1

L∞(RN )
,M qt−

N
α
(q−1)}

≲ C(M, ∥u0∥L∞(RN ))

(
λ

1 + λt

)N
α
(q−1)

,

so that∫ t

0

∫
RN

(uελ)q|∂xNρR| ≲
1

R

∫ t

0
∥uελ(s)∥q

Lq(RN )
ds ≲

C(M, ∥u0∥L∞(RN ))λ
N
α
(q−1)−1

R

∫ λt

0

ds

(1 + s)
N
α
(q−1)

≲
C(M, ∥u0∥L∞(RN ))λ

N
α
(q−1)−1

R


1, q > 1 + α

N ,

log(1 + tλ), q = 1 + α
N ,

(1 + λt)1−
N
α
(q−1), q < 1 + α

N ,

= λc(q,α,N)C(M, ∥u0∥L∞(RN ))rq,α,N (t, λ)R−b(q,N).

If q < 1, Hölder’s inequality with exponents 1/q and (1/q)′ = 1/(1 − q) yields∫
RN

(uελ(s))q|∂xNρR| ≤ ∥uελ(s)∥q
L1(RN )

∥∂xNρR∥L1/(1−q)(RN ) ≲M qR−b(q,N).
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Summarizing: both if q > 1 or q < 1, we have∫
|x|>2R

uελ(t) ≲
∫
|x|>λ1/αR

u0 +MtR−α + εtMR−2 + C(M, ∥u0∥L∞(RN ))rq,α,N (t, λ)R−b(q,N),

and the result follows letting ε→ 0+. □

Proof of Theorem 1.3 when q ≥ q∗(α). We organize it in four steps.

(i) Compactness. Consider Theorem C.1 with X = Hα(RN ), B = L2(BR), and Y = H−1(BR) for all
R > 0. By Proposition 4.1(a) and (b), e.g. Theorem 2.1 in [21] gives that X ↪→ B is compact, and by
Proposition 4.1(d) time translations are controlled in Y . We then deduce that, up to a subsequence,
uλ → U in L2

loc(Q), so in L1
loc(Q). The tail control in Proposition 4.1(e) gives us that the convergence

also holds in L1
loc((0,∞);L1(RN )). Then for a.e. t > 0, uλ(t) → U(t) in L1(RN ) and uλ(t, x) → U(t, x)

for a.e. (t, x) ∈ Q. Moreover, the limit point U inherits the properties in Proposition 4.1. In particular,

U ∈ L∞((0,∞);L1(RN )) ∩ L∞((τ,∞);L∞(RN )) for all τ > 0,

∫
RN

U(t) = M for a.e. t > 0.

We will later prove that the limit profile U is an entropy solution of equation (1.11) or (1.12). In
fact, for (1.11) we only need that U is a very weak solution. The uniqueness of the very weak/entropy
solution (cf. Theorem 1.5) shows that in fact the whole sequence {uλ}λ>0 converges to U , not only a
subsequence. Also, the regularity of such solutions observed in Remark 1.2, U ∈ C((0,∞);L1(RN )),
will show that mass conservation holds for all t > 0. The convergence for a given t1 > 0 of uλ(t1)
toward U(t1) in L1(RN ) shows the desired convergence in (1.10) for p = 1. The general case follows
by interpolating between the convergence in the L1-norm and the decay in the L2p-norm of u and U .

(ii) Identification of the limit equation. Let us now concentrate on the equation satisfied by the limit
point U . In view of Remark 1.2(a), since uλ is an entropy solution of (4.1), then: for all k ∈ R, all
ρ > 0, and all 0 ≤ ϕ ∈ C∞

c (Q),∫∫
Q

(
|uλ − k|∂tϕ+ λ−c(q,α,N) sgn(uλ − k)

(
F (uλ) − F (k)

)
· ∇ϕ

)
−
∫∫

Q

(
sgn(uλ − k)ϕ(L>ρuλ) + |uλ − k|(L≤ρϕ)

)
+

∫
RN

|u0,λ − k|ϕ(0) ≥ 0.

Let us consider ϕ ∈ C∞
c (Q) and τ and T such that ϕ is supported in [τ, T ]. On (τ, T ), we use the fact

that uλ → U in L1((τ, T ) × RN ), so∫ T

τ

∫
RN

∣∣|uλ − k| − |U − k|
∣∣|∂tϕ| ≤ ∫ T

τ

∫
RN

|uλ − U ||∂tϕ| → 0 as λ→ ∞.

Similar arguments work for the term |uλ − k|(L≤ρϕ). In the case of L>ρ we use that ∥L>ρv∥L1(RN ) ≲
ρ−α∥v∥L1(RN ) to obtain∣∣∣∣ ∫∫

Q
sgn(uλ − k)ϕ(L>ρuλ) − sgn(U − k)ϕ(L>ρU)

∣∣∣∣
≤

∣∣∣∣ ∫ T

τ

∫
RN

sgn(uλ − k)ϕ(L>ρuλ − L>ρU)

∣∣∣∣ +
∣∣∣ ∫ T

τ

∫
RN

( sgn(uλ − k) − sgn(U − k))ϕ(L>ρU)
∣∣∣

≲ ρ−α

∫ T

τ
∥uλ(t) − U(t)∥L1(RN ) +

∫ T

τ

∫
RN

| sgn(uλ − U)ϕ(L>ρU)|.

Using the strong convergence for the first term and the dominated convergence theorem for the last
one we obtain that the right-hand side goes to zero as λ→ ∞.
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As for the nonlinear term, if q > q∗(α), so that c(q, α,N) > 0, it goes to 0. Indeed, in view of (4.4),

λ−c(q,α,N)

∫ T

0

∫
RN

|F (uλ)| = λ−c(q,α,N)

∫ T

0
∥uλ(t)∥q

Lq(RN )
dt

≲ λ−c(q,α,N)

∫ T

0

( λ

1 + λt

)N
α
(q−1)

dt→ 0 as λ→ ∞

when q > 1, while for q ∈ (q∗(α), 1), using Hölder’s inequality with exponents 1/q and (1/q)′ = 1/(1−q)
and the conservation of mass,

λ−c(q,α,N)

∫ T

0

∫
RN

|F (uλ)∇ϕ| ≲Mλ−c(q,α,N)

∫ T

0

∫
RN

∥∇ϕ∥L1/(1−q)(RN ) → 0 as λ→ ∞.

We consider now the case q = q∗(α), for which c(q, α,N) = 0. Observe that, on (τ, T ), both uλ and

U are uniformly bounded by τ−N/α. So F (uλ) → F (U) in L1((τ, T );L1(RN )) and we can use the
dominated convergence theorem to obtain, as λ→ ∞,∫ T

τ

∫
RN

sgn(uλ − k)
(
F (uλ) − F (k)

)
· ∇ϕ→

∫ T

τ

∫
RN

sgn(U − k)
(
F (U) − F (k)

)
· ∇ϕ.

We conclude that the limit point U satisfies: for all k ∈ R, all ρ > 0, and all 0 ≤ ϕ ∈ C∞
c (Q),∫∫

Q

(
|U − k|∂tϕ+ (1 − sgn(c(q, α,N)))+ sgn(U − k)

(
F (U) − F (k)

)
· ∇ϕ

)
−
∫∫

Q

(
sgn(U − k)ϕ(L>ρU) + |U − k|(L≤ρϕ)

)
≥ 0,

(4.5)

i.e., U satisfies Definition 1.1(b).

(iii) Identification of the initial data. We recall that uλ is not only an entropy solution but also a very
weak solution, i.e.,∫∫

Q

(
uλ∂tϕ+ λ−c(q,α,N)uqλ∂xNϕ− uλ(Lϕ)

)
+

∫
RN

u0,λϕ(0) = 0 for all ϕ ∈ C∞
c (Q).

Using test functions ϕ(t, x) = θ(t)ψ(x) as in [30, Proof of Theorem 1, page 56] (i.e., θ approximates
1[0,t]), we get that, for all ψ ∈ C∞

c (RN ),∣∣∣∣ ∫
RN

uλ(t)ψ −
∫
RN

u0,λψ

∣∣∣∣ ≤ ∫ t

0

∫
RN

(
λ−c(q,α,N)|uλ|q|∂xNψ| + |uλ||Lψ|

)
.

The same arguments as in the proof of the tail control in Proposition 4.1(e) show that∣∣∣∣ ∫
RN

uλ(t)ψ −
∫
RN

u0,λψ

∣∣∣∣ ≤ C(ψ)(t+ rq,α,N (t, λ)),

where rq,α,N (t, λ) is the one in (4.2). Letting λ→ ∞ we get∣∣∣∣ ∫
RN

U(t)ψ −Mψ(0)

∣∣∣∣ ≤ C(ψ)(t+ t1/α) for a.e. t > 0,

which proves Definition 1.1(c) for all ψ ∈ C∞
c (RN ). To extend this result to all ψ ∈ Cb(RN ), we first

obtain the tail control for the limit U . Letting λ→ ∞ in (4.2),∫
|x|>2R

U(t) ≲
t

Rα
+
t1/α

R
for a.e. t > 0 if R > 0.

This estimate and classical arguments as in e.g. [30] and [45, Pages 277–278] show that U takes as
initial data Mδ0 in the sense of bounded measures:

ess lim
t→0+

∫
RN

U(t)ψ = Mψ(0) for all ψ ∈ Cb(RN ).



LARGE-TIME BEHAVIOUR FOR NONLOCAL DIFFUSION-CONVECTION PROBLEMS 25

It follows that U is an entropy solution of problem (1.12).

(iv) Identification of U as a very weak fundamental solution of (1.11) if q > q∗(α). Since U ∈
L∞((τ,∞) × RN )) for all τ > 0, we may choose k = ±∥U∥L∞((τ,∞)×RN )) in (4.5) to obtain that U

satisfies (1.11) in the sense of distributions (we recall that sgn(c(q, α,N)) = 1 in this case), and hence
also in a very weak sense. Very weak solutions U ∈ L∞((0,∞);L1(RN )) of the linear problem (1.11)
which take Mδ0 as initial data in the sense of bounded measures are in fact very weak fundamental
solutions with mass M of (1.11) in the sense of [17, Section 3] (cf. (1.14)), which completes the
identification of U . □

4.2. The case q < q∗(α). It follows that uλ is an entropy solution of

(4.6) ∂tuλ + Lλuλ + ∂xN (uqλ) = 0 in Q, uλ(0) = u0,λ in RN ,

where, for all ϕ ∈ C∞
c (RN ),

(Lλϕ)(x′, xN ) =

∫
SN−1

∫ ∞

0

(
ϕ(x′, xN )

− ϕ(x′ + rθ′, xN + rλ
1
α
−βθN ) + ϕ(x′ − rθ′, xN − rλ

1
α
−βθN )

2

) dr

r1+α
dµ(θ),

(4.7)

and u0,λ(x′, xN ) := λγu0(λ
1/αx′, λβxN ).

Observe that, for any function ϕ ∈ C∞
c (RN ), we have (Lλϕ)(x) → (L′ϕ)(x) for any x ∈ RN when

λ → ∞. Hence, one expects the solution of system (4.6) to converge to a solution of ∂tu + L′u +
∂xN (uq) = 0 when λ→ ∞. This will be proved carefully in what follows.

Let us take a closer look at the new operator Lλ. By recalling (1.4), it is easy to observe that

L̂λϕ(ξ′, ξN ) =
(
|ξ′|2 + |λ

1
α
−βξN |2

)α/2
g
( (ξ′, λ

1
α
−βξN )

|(ξ′, λ
1
α
−βξN )|

)
ϕ̂(ξ′, ξN ) for all ϕ ∈ C∞

c (RN ).

Hence, by denoting Eλ(·, ·) as the bilinear form associated to the energy,

Eλ(ϕ, ϕ) :=

∫
RN

(∣∣(−∆x′)α/4ϕ
∣∣2 + λ1−αβ

∣∣(−∂2xNxN
)α/4ϕ

∣∣2),
it follows that |⟨Lλϕ, ϕ⟩L2(RN )| ≂ Eλ(ϕ, ϕ) and |⟨Lλϕ, ψ⟩L2(RN )| ≲ E1/2

λ (ϕ, ϕ)E1/2
λ (ψ,ψ). We emphasize

that, in the considered case,

αβ = −N + 1 +
α+N − 1

q
> 1,

and thus, for λ > 1,

Eλ(ϕ, ϕ) ≲ ∥(−∆)α/4ϕ∥L2(RN ) ≲ ∥ϕ∥Hα/2(RN ).

Proposition 4.4. Assume (Au0), (Aq) with q < q∗(α), and (Aν). Then the entropy solution uλ
of (4.6) satisfies:

(a) (Time decay of Lp-norm) For all p ∈ [1,∞],

∥uλ(t)∥Lp(RN ) ≲ t
− 1

q
(1+N−1

α
)(1− 1

p
)∥u0∥

1
q
(1− 1

p
)

L1(RN )
for a.e. t > 0.

(b) (Energy estimate) For all a.e. 0 < τ < T <∞,∫ T

τ

∫
RN

(∣∣(−∆x′)α/4uλ(t)
∣∣2 + λ1−αβ

∣∣(−∂2xNxN
)α/4uλ(t)

∣∣2) ≲ τ
− 1

q
(1+N−1

α
)∥u0∥

1
q

L1(RN )
.

(c) (Conservation of mass) For all t > 0,∫
RN

uλ(t) =

∫
RN

u0.
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(d) (Local estimate on the xN derivative) For all R,R′ > 0, all |hN | < R, and all t > 0,∫
|x′|<R′,|xN |<R

|uλ(t, x+ (0, hN )) − uλ(t, x)| dx

≤ C(q, α,N)|hN |R′N−1
(
Rt

−1−(1+N−1
α

)( 2−q
q

)∥u0∥
2−q
q

L1(RN )
+ t

− 1
q
(1+N−1

α
)∥u0∥

1
q

L1(RN )

)
.

(e) (Estimate on the time derivative) For all bounded domains Ω ⊂ RN and all λ ≥ 1, and a.e.
0 < τ < T <∞,

∥∂tuλ∥L2((τ,T ),H−1(Ω)) ≲ C(τ, ∥u0∥L1(RN )).

(f) (Tail control) For all R > 0, all t > 0, and all λ ≥ 1,

(4.8)

∫
|x|>2R

uλ(t) ≲
∫
|x|>λ1/αR

u0 + C(∥u0∥L1(RN ), ∥u0∥L∞(RN ))
( t

Rα
+
ta(α,q,N)

Rb(q,N)

)
,

with b(q,N) is as in (4.2) and

a(α, q,N) :=

{
1 − (1 + N−1

α )(1 − 1
q ), q > 1,

1, q < 1.

Again, the proof relies on considering the regularized problem

(4.9) ∂tu
ε
λ + Lλuελ + ∂xN ((uελ)q) = ε∆uελ in Q, uλ(0) = u0,λ in RN ,

and then transferring properties to uλ. We then need the following lemma which is proved in Appen-
dix B, Section B.6:

Lemma 4.5. Assume (Au0), (Aq) with q < q∗(α), and (Aν). Let uελ be the entropy solution of (4.9)
and uλ the entropy solution of (4.6). Then,

uελ → uλ in C([0,∞);L1(RN )) as ε→ 0+.

Proof of Proposition 4.4. Note that uελ satisfies the hypotheses of Lemmas 3.3, 3.5, and 3.8. The
convergence given in Lemma 4.5 then ensures that all the estimates for uελ transfer to uλ. We thus
focus on obtaining them for uελ. Note also that the first five estimates are reduced to the case λ = 1
by rescaling the inequalities according to the definition of uλ.

(a) The time decay of the L∞-norm follows by Lemma 3.8(a). We then interpolate this inequality
with the L1-norm bound to obtain the estimate for all p ∈ [1,∞].

(b) Since |ξ′|2α + |ξN |2α ≲ (|ξ′|2 + |ξN |2)α, Lemma 3.5(b) and the L1–L2 decay estimate from (a) yield

∫ T

τ

∫
RN

(∣∣(−∆x′)α/2uελ
∣∣2 + λ1−αβ

∣∣(−∂2xNxN
)α/4uελ

∣∣2)
≲

∫ T

τ

∫
RN

|(−∆)α/4uελ|2 ≲ ∥uελ(τ)∥2L2(RN ) ≲ τ
− 1

q
(1+N−1

α
)∥u0∥

1
q

L1(RN )
.

(c) A consequence of Lemma 3.3(b).

(d) The shift in the xN -variable is reduced to the case λ = 1 by observing that∫
|x′|<R′,|xN |≤R

|uελ(t, x+ (0, hN )) − uελ(t, x)|dx

=

∫
|x′|<R′λ1/α,|xN |≤Rλβ

|uε1(λt, x+ (0, hNλ
β)) − uε1(λt, x)|dx

and applying Lemma 3.8(c) with R′λ1/α, Rλβ and hNλ
β instead of R′, R and hN .



LARGE-TIME BEHAVIOUR FOR NONLOCAL DIFFUSION-CONVECTION PROBLEMS 27

(e) By following the proof of Proposition 4.1(d), for ε ∈ (0, 1),

∥∂tuελ(t)∥2H−1(Ω) ≲ ∥uελ(t)∥2q
Lpq(RN )

+ ε2∥∇uελ(t)∥2L2(RN ) + Eλ(uελ(t), uελ(t))

≲ ∥uελ(t)∥2q
Lpq(RN )

+ ε∥∇uελ(t)∥2L2(RN ) + ∥(−∆)α/4uελ∥2L2(RN ),

and hence, the conclusion follows as before by using Lemma 3.5(b).

(f) We continue the estimation of Lemma 3.3(d): since β > 1/α, for all λ ≥ 1, we have∫
|x|>2R

uελ(t) ≲
∫
|x|>λ1/αR

u0 +Mt∥LλρR∥L∞(RN ) + ε
tM

R2
+

∫ t

0

∫
RN

(uελ)q|∂xNρR|.

To estimate the term involving Lλ we use its definition, see (4.7), and also β > 1/α, to get, for λ ≥ 1,

|(LλρR)(x′, xN )| ≲ ∥D2ρR∥L∞(RN )

∫
SN−1

∫ r̄

0

r2(|θ′|2 + λ2(
1
α
−β)θ2N )

r1+α
drdµ(θ)(4.10)

+ ∥ρR∥L∞(RN )

∫
SN−1

∫ ∞

r̄

1

r1+α
drdµ(θ) ≲

1

R2
r̄2−α + r̄−α ≂ R−α,

where we chose r̄ = R. When 1 < q < q∗(α), we use part (a) to show that the last term satisfies∫ t

0

∫
RN

(uελ)q|∂xNρR| ≲
1

R

∫ t

0
∥uελ(s)∥q

Lq(RN )
ds ≂

ta(α,q,N)

R
.

When 1 − 1
N < q < 1, we proceed as in the proof of Proposition 4.1(e):∫

RN

(uελ(s))q|∂xNρR| ≤ ∥uελ(s)∥q
L1(RN )

∥∂xNρR∥L1/(1−q)(RN ) = M qR−b(q,N)∥∂xNρ∥L1/(1−q)(RN ),

which yields the desired estimate. □

Proof of Theorem 1.3 when q < q∗(α). We organize it in three steps.

(i) Compactness. Let 0 < τ < T <∞. Consider Theorem C.1 with XR,R′ (introduced in Appendix C,
Remark C.3), B = L2(BR′ × (−R,R)), and Y = H−1(BR′ × (−R,R)) and time interval (τ, T ).
From (b),∫ T

τ
|uλ(t)|2

L2(R;Hα/2(RN−1))
=

∫ T

τ

∫
RN

∣∣(−∆x′)α/4uλ(t)
∣∣2

≲
∫ T

τ

∫
RN

(
|(−∆x′)α/4uλ(t)|2 + λ1−αβ|(−∂2xNxN

)α/4uλ(t)|2
)

≲ τ
− 1

q
(1+N−1

α
)∥u0∥

1
q

L1(RN )
.

Hence, using also Proposition 4.4(a) and (d), we obtain that the family {uλ}λ>1 is uniformly bounded
in L2((τ, T );XR,R′). By Proposition 4.4(e), time translations are controlled in L2((τ, T );Y ). We then
deduce that up to a subsequence uλ → U in L2((τ, T );BR′ × (−R,R)). A diagonal argument gives us
that uλ → U in L2

loc(Q), so in L1
loc(Q). The tail control in Proposition 4.4(f) yields that the convergence

also holds in L1
loc((0,∞);L1(RN )). Then for a.e. t > 0, uλ(t) → U(t) in L1(RN ) and uλ(t, x) → U(t, x)

for a.e. (t, x) ∈ Q. Moreover, the function U inherits the properties in Proposition 4.4. In particular,

U ∈ L∞((0,∞);L1(RN )) ∩ L∞((τ,∞);L∞(RN )) for all τ > 0,

∫
RN

U(t) = M for a.e. t > 0.

We will later prove that the limit profile U is an entropy solution of equation (1.13). The uniqueness
of the entropy solution (cf. Theorem 1.5) shows that in fact the whole sequence {uλ}λ>0 converges to
U , not only a subsequence. As described in the supercritical/critical case, the convergence for a fixed
positive time t1 of uλ(t1) toward U(t1) in L1(RN ) shows the desired convergence in (1.10).
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(ii) Identification of the limit equation. Let us now concentrate on the equation satisfied by U . In
view of Remark 1.2 a), since uλ is an entropy solution of (4.6), it satisfies: for all k ∈ R, all ρ > 0,
and all 0 ≤ ϕ ∈ C∞

c (Q),∫∫
Q

(
|uλ − k|∂tϕ+ sgn(uλ − k)

(
F (uλ) − F (k)

)
· ∇ϕ

)
−
∫∫

Q

(
sgn(uλ − k)ϕ(Lλ,>ρuλ) + |uλ − k|(Lλ,≤ρϕ)

)
+

∫
RN

|u0,λ − k|ϕ(0) ≥ 0.

Let us choose 0 ≤ ϕ ∈ C∞
c (Q), and a positive τ and T such that ϕ is supported in [τ, T ]. Using the

same arguments as in the supercritical/critical case we have∫ T

τ

∫
RN

|uλ − k|∂tϕ→
∫ T

τ

∫
RN

|U − k|∂tϕ as λ→ ∞.

When q < 1, the strong L1-convergence of uλ towards U implies uqλ → U q in L1/q(RN ) so, as λ→ ∞,∫ T

τ

∫
RN

sgn(uλ − k)
(
F (uλ) − F (k)

)
· ∇ϕ→

∫ T

τ

∫
RN

sgn(U − k)
(
F (U) − F (k)

)
· ∇ϕ.

When q > 1 we obtain the same result with the arguments in the supercritical/critical case.

We now consider the terms involving the truncated operators. In view of Lemma A.2, we have∫∫
Q
|uλ − k||Lλ,≤ρϕ− L′,≤ρϕ| ≤

∫∫
Q
|uλ||Lλ,≤ρϕ− L′,≤ρϕ| + |k|

∫∫
Q
|Lλ,≤ρϕ− L′,≤ρϕ|

≤MT∥Lλ,≤ρϕ− L′,≤ρϕ∥L∞(RN ) + |k|∥Lλ,≤ρϕ− L′,≤ρϕ∥L1(RN ) ≲ λ
1
α
−β.

Then, by ∫ T

τ

∫
RN

∣∣|uλ − k| − |U − k|
∣∣|L′,≤ρϕ| ≤

∫ T

τ

∫
RN

|uλ − U ||L′,≤ρϕ|,

we obtain that ∫ T

τ

∫
RN

|uλ − k|(Lλ,≤ρϕ) →
∫ T

τ

∫
RN

|U − k|(L′,≤ρϕ) as λ→ ∞.

Let us now consider the term

Iλ =

∫ T

τ

∫
RN

sgn(uλ − k)ϕ(Lλ,>ρuλ).

We will prove that Iλ → I as λ→ ∞, where

I =

∫ T

τ

∫
RN

sgn(U − k)ϕ(L′,>ρU).

The main ingredients are the following two uniform estimates in λ:

∥Lλ,>ρϕ∥L1(RN ) ≲ ρ−α∥ϕ∥L1(RN ), ∥Lλ,>ρϕ∥L∞(RN ) ≲ ρ−α∥ϕ∥L∞(RN ),

which are easily obtained by Fubini’s theorem. We write the difference as I1,λ + I2,λ + I3,λ where

I1,λ =

∫ T

τ

∫
RN

sgn(uλ − k)ϕ
(
Lλ,>ρuλ − Lλ,>ρU

)
,

I2,λ =

∫ T

τ

∫
RN

(
sgn(uλ − k) − sgn(U − k)

)
ϕ(Lλ,>ρU),

I3,λ =

∫ T

τ

∫
RN

sgn(U − k)ϕ
(
Lλ,>ρU − L′,>ρU

)
.
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The first one goes to zero by using the strong L1(RN )-convergence on (τ, T ):

|I1,λ| ≲ ∥ϕ∥L∞(Q)ρ
−α

∫ T

τ
∥uλ(t) − U(t)∥L1(RN ) dt→ 0 as λ→ ∞.

As for I2,λ, we use ∥Lλ,>ρU∥L∞((τ,T )×RN ) ≲ ρ−α∥U∥L∞((τ,T )×RN ) ≲ C(τ) and the dominated conver-

gence theorem, since uλ → U for a.e. (t, x) in Q. For I3,λ, since U(t) ∈ L1(RN ), we use Lemma A.1

to get Lλ,>ρU(t) → L′,>ρU(t) in L1(RN ), and the same holds for the whole time interval (τ, T ).

We end this step by putting together all the above convergences to get that the limit profile U
satisfies for all k ∈ R, all ρ > 0, and all 0 ≤ ϕ ∈ C∞

c (Q),∫∫
Q

(
|U − k|∂tϕ+ sgn(U − k)

(
F (U) − F (k)

)
· ∇ϕ

)
−
∫∫

Q

(
sgn(U − k)ϕ(L′,>ρU) + |U − k|(L′,≤ρϕ)

)
≥ 0,

i.e., U solves (1.13) according to Definition 1.1(b).

(iii) Identification of the initial data. Let us recall that uλ is not only an entropy solution but also a
very weak solution, i.e., for all ϕ ∈ C∞

c (Q),∫∫
Q

(
uλ∂tϕ+ uqλ∂xNϕ− uλ(Lλϕ)

)
+

∫
RN

u0,λϕ(0) = 0.

As in the supercritical/critical case, we have that for all test functions ψ ∈ C∞
c (RN )∣∣∣∣ ∫

RN

uλ(t)ψ −
∫
RN

u0,λψ

∣∣∣∣ ≤ ∫ t

0

∫
RN

(
|uλ|q|∂xNψ| + |uλ||Lλψ|

)
.

The estimate in (4.10) gives ∥Lλψ∥L∞(RN ) ≲ ∥ψ∥W 2,∞(RN ). Thus the same arguments as in the proof

of the tail control in Proposition 4.4(f) show that∣∣∣∣ ∫
RN

uλ(t)ψ −
∫
RN

u0,λψ

∣∣∣∣ ≤ C(φ)(t+ ta(α,q,N)).

By letting λ→ ∞, we get∣∣∣∣ ∫
RN

U(t)ψ −Mψ(0)

∣∣∣∣ ≤ C(φ)(t+ ta(α,q,N)) for a.e. t > 0,

which is then Definition 1.1(c) for all function ψ ∈ C∞
c (RN ). To extend this result to all ψ ∈ Cb(RN ),

we first obtain the tail control for the limit U . Letting λ→ ∞ in (4.8) gives us that U satisfies∫
|x|>2R

|U(t)| ≲ t

Rα
+
ta(α,q,N)

Rb(q,N)
for a.e. t > 0 if R > 0.

As in the supercritical/critical case,

ess lim
t→0+

∫
RN

U(t)ψ = Mψ(0) for all ψ ∈ Cb(RN ). □

5. Uniqueness of the limit problems

This section is devoted to prove that the kind of problems that may appear as limits of rescaled
solutions have, under certain assumptions on q and N , a unique fundamental solution with mass M .
This is the content of Theorem 1.5.
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Proof of Theorem 1.5. (a) This was already proved in [17, Section 3].

(b) The proof is very technical. Hence, we divide it into several steps. Assume that (1.12) has two
entropy solutions u, u ∈ L∞((0,∞);L1(RN )) ∩ L∞

loc((0,∞);L∞(RN )) with the same initial data Mδ0.

(i) Integrating in the direction xN . Using the ideas of the proof of Lemma 3.7, it is easy to check that

(5.1) v(t, x′) :=

∫
R
u(t, x′, xN ) dxN for a.e. (t, x′) ∈ (0,∞) × RN−1

belongs to L∞((0,∞);L1(RN−1)) and is the unique very weak solution of ∂tv+L̃v = 0 in (0,∞)×RN−1

with initial data Mδ0 in the sense of bounded measures, where L̃ is the (N − 1)-dimensional α-stable
operator introduced in (2.2). Thus, v = MΦ, where Φ is the unique fundamental solution of the
equation with mass 1, which has a self-similar form,

Φ(t, x′) = t−
N−1
α G(t−

1
αx′) for all (t, x′) ∈ (0,∞) × RN−1

for some smooth positive profile G such that
∫
RN G = 1; see [17]. In terms of u and u, we then have∫

R
u(t, x′, xN ) dxN =

∫
R
u(t, x′, xN ) dxN = MΦ(t, x′) for all (t, x′) ∈ (0,∞) × RN−1.

(ii) Approximation by entropy solutions with initial data in L1(RN )∩L∞(RN ). We start by construct-
ing the initial data for our approximations. Inspired by [31], for each r > 0, we define

φr(t, x
′) =

∫ r

−r
u(t, x′, xN ) dxN −MΦ(t, x′) = −

∫
|xN |>r

u(t, x′, xN ) dxN ,

ur0,n(x′, xN ) :=
(
u(1/n, x′, xN ) − 1

2r
φr(1/n, x

′)
)
1(−r,r)(xN ).

Notice that −MΦ(t, x′) ≤ φr(t, x
′) ≤ 0. Hence, the functions ur0,n are nonnegative and bounded,

∥ur0,n∥L∞(RN ) ≤ ∥u(1/n)∥L∞(RN ) +
M

2r
∥Φ(1/n)∥L∞(RN−1).

On the other hand, they have integral M since

(5.2)

∫
R
ur0,n(x′, xN ) dxN = MΦ(1/n, x′) for a.e. x′ ∈ RN−1.

Let un (we omit the dependence on the parameter r for simplicity) be the entropy solution of (1.12)
with initial data ur0,n. Let us prove that, for any t > 0, the sequence un(t) converges to u(t) in L1(RN )

as n → ∞. To this aim we observe that both un and u(· + 1/n) are entropy solutions of (1.12),
whose respective initial data, ur0,n and u(1/n), belong to L1(RN )∩L∞(RN ). Then the L1-contraction

property, Theorem B.7(a)(ii), shows that∥∥un(t) − u
(
t+ 1/n

)∥∥
L1(RN )

≤ ∥ur0,n − u(1/n)∥L1(RN )

≤
∫
RN−1

(∫
|xN |>r

u(1/n, x′, xN ) dxN + |φr(1/n, x
′)|
)

dx′

≤ 2

∫
RN−1

∫
|xN |>r

u(1/n, x′, xN ) dxNdx′ → 0 as n→ ∞.

Since u ∈ C((0,∞);L1(RN )) (see Remark 1.2), we have that u(t+ 1/n) converges to u(t) in L1(RN )
as n → ∞. Therefore, un(t) → u(t) in L1(RN ) as n → ∞. The contraction property implies that
un → u in C([τ,∞);L1(RN )) as n→ ∞ for all τ > 0.

Defining ur0,n and then un in a similar way, we get by the same reasoning that un(t) → u(t) in

L1(RN ) as n→ ∞.
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(iii) Approximation by classical solutions. If q > 1, let uεn be the solution of the regularized prob-
lem (Pε) with initial data ur0,n and nonlinearity f0(u) = uq. If q < 1, we consider the same problem
but with nonlinearity

(5.3) fη(u) = (u2 + η)q/2 − ηq/2, η > 0.

The corresponding solution will depend on ε and η but for simplicity we still denote it by uεn since
η = ηε → 0 as ε→ 0. Note that fη is C∞(R) and satisfies the inequality

(5.4) 0 ≤ fη(s) = (s2 + η)q/2 − ηq/2 ≤ sq, for all s ≥ 0.

The regularity results in Proposition B.19 show that uεn is a classical solution of (Pε), u
ε
n ∈

C1+δ,2+2δ(Q). Besides, Lemma 4.3 and Lemma 4.5 with λ = 1, proved in Sections B.5–B.6, and
Lemma B.17 show that uεn → un in C((0,∞);L1(RN )) as ε→ 0+. Hence, in view of the previous step,
uεn → u in C([τ,∞);L1(RN )) for all τ > 0. A similar result holds for uεn, which is defined analogously.

(iv) The primitives are bounded solutions of the Hamilton-Jacobi equation. It is easily checked that

vεn(t, x′, xN ) :=

∫ xN

−∞
uεn(t, x′, yN ) dyN for all (t, x′, xN ) ∈ (0,∞) × RN−1 × R

is a nonnegative classical solution of the Hamilton-Jacobi equation

(5.5) ∂tv + Lv − ε∆v = fη(∂xN v) in Q.

Let us prove that it is bounded. Indeed, since uεn ∈ C([0,∞);L1(RN )) is nonnegative,

(5.6) vεn(t, x′, xN ) ≤
∫
R
uεn(t, x′, yN ) dyN =: wn

ε (t, x′),

where, by Lemma 3.7 (which also holds in the case of fη, see Remark B.18) and (5.2), the function
wn
ε belongs to C([0,∞);L1(RN−1)) and solves

(5.7) ∂tw + L̃w − ε∆x′w = 0 in (0,∞) × RN−1, w(0) = MΦ(1/n) on RN−1.

The solution of this problem is wn
ε (t) = MΦ(t) ∗ Gεt ∗ Φ( 1

n), where Gt is the classical Gaussian heat
kernel. Hence, ∥wn

ε (t)∥L∞(RN−1) ≤M∥Φ(1/n)∥L∞(RN−1) ≤Mcn for some positive constant cn, and vεn
is bounded. The same results, with the same bound, hold for vεn, which is defined analogously.

(v) Comparison of the traces. We claim that, for a.e. (x′, xN ) ∈ RN−1 × R,

(5.8)

∫ xN−2r

−∞
ur0,n(x′, yN ) dyN ≤

∫ xN

−∞
ur0,n(x′, yN ) dyN ≤

∫ xN+2r

−∞
ur0,n(x′, yN ) dyN .

We prove only the first inequality since the second one can be obtained similarly. By construction,
ur0,n(x′, ·) is supported in (−r, r). Thus, if xN < r, the left-hand-side term vanishes, and, hence the

inequality is true since ur0,n is nonnegative. If xN > r, using the support of ur0,n(x′, ·) and (5.2),∫ xN−2r

−∞
ur0,n(x′, yN ) dyN ≤

∫ ∞

−∞
ur0,n(x′, yN ) dyN = MΦ(1/n, x′) =

∫ ∞

−∞
ur0,n(x′, yN ) dyN

=

∫ r

−∞
ur0,n(x′, yN ) dyN =

∫ xN

−∞
ur0,n(x′, yN ) dyN ,

and the inequality is also true.

On the other hand, since uεn ∈ C([0,∞), L1(RN )), then uεn(t) → ur0,n in L1(RN ) as t→ 0+. Thus,

vεn(t, x′, xN ) →
∫ xN

−∞
ur0,n(x′, yN ) dyN in L1

x′(RN−1;L∞
xN

(R)) as t→ 0+,

and, hence, a.e. in RN−1 × R as well. Similar arguments hold for vεn. Therefore, (5.8) translates into

(5.9) vεn(0+, x′, xN − 2r) ≤ vεn(0+, x′, xN ) ≤ vεn(0+, x′, xN + 2r) for a.e (x′, xN ) ∈ RN−1 × R.
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(vi) Comparison of the primitives. Let us now show that the inequalities (5.9) for the traces imply

(5.10) vεn(t, x′, xN − 2r) ≤ vεn(t, x′, xN ) ≤ vεn(t, x′, xN + 2r) for a.e. (t, x′, xN ) ∈ (0,∞)×RN−1×R.
We only prove the first inequality, since the proof of the second is analogous. To this aim, we define

g(t, x′, xN ) := vεn(t, x′, xN − 2r) − vεn(t, x′, xN ) for a.e. (t, x′, xN ) ∈ (0,∞) × RN−1 × R.
By step (iv), g is uniformly bounded by 2Mcn. Moreover, g ∈ C1+δ,2+2δ(Q) and satisfies

∂tg + Lg − ε∆g = a(t, x)∂xN g in Q, lim
t→0+

g(t) ≤ 0 a.e. on RN ,(5.11)

where
a(t, x) := f ′η(ζ(t)) with ζ(t) between ∂xN v

ε
n(t) and ∂xN v

ε
n(t).

Note that |a(t, x)| ≤ cη,q if q < 1, and |a(t, x)| ≤ cn,q if q > 1.

Following [5, Theorem 3], we consider ψ : RN → R+ smooth such that ψ(x) = 0 for |x| ≤ 1,
ψ(x) > ∥g∥L∞(Q) for |x| ≥ 2, with ψ,∇ψ and D2ψ bounded in RN . With this choice we introduce,

for all β > 0, ψβ(x) = ψ(βx). It follows that ψβ(x) > ∥g∥L∞(Q) for |x| ≥ 2/β, and ∇ψβ, D2ψβ, and

Lψβ all go to zero uniformly on RN when β → 0+. Let δ̃ > 0 and h(t, x) := g(t, x)− δ̃t−ψβ(x). Then
h+(t) := max{h(t), 0} is smooth and satisfies ∇h+(t) = ∇h(t) in the interior of its support, which is
contained in the ball |x| < 2/β for all t > 0. Hence, by (5.11),

1

2

d

dt

∫
RN

h2+(t) =

∫
RN

h+(t)∂th(t) =

∫
RN

h+(t)(∂tg(t) − δ̃)

=

∫
RN

h+(t)(−Lg(t) + ε∆g(t) + a∂xN g(t) − δ̃)

=

∫
RN

h+(t)
(
− Lh(t) + ε∆h(t) + a∂xNh(t)

)
+

∫
RN

h+(t)
(
− Lψβ + ε∆ψβ + a∂xNψβ − δ̃

)
.

Observe that for β small enough, β < β(δ̃), we have∣∣− Lψβ + ε∆ψβ + a∂xNψβ

∣∣ < δ̃ in RN .

Moreover, for bounded and smooth h and compactly supported h+, we have∫
RN

h+(Lh) dx = E(h+,Lh) =
1

4

∫
RN

∫
RN

(
h+(x+ y) − h+(x)

)(
h(x+ y) − h(x)

)
dν(y)dx

+
1

4

∫
RN

∫
RN

(
h+(x) − h+(x− y)

)(
h(x) − h(x− y)

)
dν(y)dx ≥ 0,

since the map s 7→ s+ is increasing. Hence, for all t > 0, Young’s inequality gives

1

2

d

dt

∫
RN

h2+(t) ≤ −ε
∫
RN

∇h+(t) · ∇h(t) +

∫
RN

ah+(t)∂xNh(t)

= −ε
∫
RN

|∇h+(t)|2 +

∫
RN

ah+(t)∂xNh+(t)

≤ −ε
∫
RN

|∇h+(t)|2 +
c2n,q
2ϑ

∫
RN

h2+(t) +
ϑ

2

∫
RN

|∂xNh+(t)|2 ≤ C(ε, n, q)

∫
RN

h2+(t),

where we chose ϑ = 2ε. Then for all 0 < s < t we have∫
RN

h2+(t) ≤
∫
RN

h2+(s) + C(ε, n, q)

∫ t

s

∫
RN

h2+.

Observing that

lim
s→0+

∫
RN

h2+(s) = lim
s→0+

∫
|x|<2/β

(
g(s) − δ̃s− ψβ

)2
+

= 0,

we conclude that h+ ≡ 0, by Grönwall’s inequality, so that

g(t, x) ≤ δ̃t+ ψβ(x) for all t > 0, all x ∈ RN , and all β < β(δ̃).
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This implies that g(t, x) ≤ δ̃t on {|x| < 1/β} and, hence, on RN after letting β → 0+. Finally, the

result follows by taking the limit δ̃ → 0+.

(vii) Conclusion. Inequalities (5.10) can be written as∫ xN−2r

−∞
uεn(t, x′, yN ) dyN ≤

∫ xN

−∞
uεn(t, x′, yN ) dyN ≤

∫ xN+2r

−∞
uεn(t, x′, yN ) dyN .

Since uεn → un in C([τ,∞);L1(RN )) for all τ > 0, we deduce that uεn(t, x′, ·) → un(t, x′, ·) in L1(R)
for a.e. x′ ∈ RN−1 and all t ≥ τ . Then, letting ε→ 0 we get, up to a subsequence,∫ xN−2r

−∞
un(t, x′, yN ) dyN ≤

∫ xN

−∞
un(t, x′, yN ) dyN ≤

∫ xN+2r

−∞
un(t, x′, yN ) dyN for a.e. x′.

On the other hand, since un(t) → u(t) in L1(RN ), up to a subsequence, un(t, x′, ·) → u(t, x′, ·) in
L1(R) for a.e. x′ ∈ RN−1. We conclude that, for all t ≥ τ ,∫ xN−2r

−∞
u(t, x′, yN ) dyN ≤

∫ xN

−∞
u(t, x′, yN ) dyN ≤

∫ xN+2r

−∞
u(t, x′, yN ) dyN for a.e. x′.

Letting r → 0+, we deduce that u(t, x′, xN ) = u(t, x′, xN ) for a.e. (x′, xN ) ∈ RN−1 × R and all t ≥ τ ,
whence the uniqueness result.

(c) The proof is similar to that of (b). Let us comment on the points where some care has to be

taken. In step (i) we still have, using the identity L′(ψ(·′)1R(·N ))(x′, xN ) = (L̃ψ)(x′)1R(xN ) from

Remark 2.3, that v defined by (5.1) is the unique fundamental solution with mass M of ∂tv+ L̃u = 0.
In step (iii) we need to consider the analogue of (Pε):

(P′
ε) ∂tu+ L′u+ ∂xN (fη(u)) = ε∆u in Q, u(0, ·) = u0 in RN ,

Hence, the primitives in step (iv) satisfy the Hamilton-Jacobi equation

∂tv + L′v − ε∆v = fη(∂xN v) in Q,

instead of (5.5). We can bound these primitives in terms of a function wn
ε defined as in (5.6), which

solves the same problem (5.7) as the function wn
ε that was defined for case (b), and that hence has

the same bound. The proof of step (vi) also works nicely, once we observe that
∫
RN h+(L′h) ≥ 0. □
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Appendix A. Truncated operators

The aim of this appendix is to prove that the rescaled truncated operators Lλ,>ρ and Lλ,≤ρ “ap-
proach” the truncated operators L′,>ρ and L′,≤ρ, respectively, as λ→ ∞. This fact plays an essential
role in the proof of Theorem 1.3 in the convection regime q < q∗(α).

Lemma A.1. Assume α ∈ (0, 2), β > 1/α, and (Aν), and consider the operators Lλ,>ρ and L′,>ρ

defined respectively through (4.7), (1.9), and also (1.6). Then, for all ϕ ∈ L1(RN ),

∥Lλ,>ρϕ− L′,>ρϕ∥L1(RN ) → 0 as λ→ ∞.



34 J. ENDAL, L. I. IGNAT, AND F. QUIRÓS

Proof. Using the definition of the two operators and a change of variables in x′ ∈ RN−1 we obtain∫
RN

|Lλ,>ρϕ− L′,>ρϕ| ≤
∑
±

∫ ∞

ρ

∫
SN−1

∫
RN

|ϕ(x± r(0, λ
1
α
−βθN )) − ϕ(x)|dxdµ(θ)

dr

r1+α
.

Since, for all (r, θ) ∈ (ρ,∞) × SN−1,∫
RN

|ϕ(x± r(0, λ−
1
α
(αβ−1)θN )) − ϕ(x)| dx→ 0 as λ→ ∞,

and this integral is uniformly bounded by the L1-norm of ϕ, we can apply the dominated convergence
theorem to obtain the desired result. □

Lemma A.2. Assume α ∈ (0, 2), β > 1/α, and (Aν), and consider the operators Lλ,≤ρ and L′,≤ρ

defined respectively through (4.7), (1.9), and also (1.6). Then, for all ϕ ∈ C3
c (RN ),

∥Lλ,≤ρϕ− L′,≤ρϕ∥L∞(RN ) ≲ c(ρ)λ
1
α
−β

(
∥D2ϕ∥L∞(RN ) + ∥∂xND

2ϕ∥L∞(RN )

)
,

∥Lλ,≤ρϕ− L′,≤ρϕ∥L1(RN ) ≲ c(ρ)λ
1
α
−β

(
∥D2ϕ∥L1(RN ) + ∥∂xND

2ϕ∥L1(RN )

)
,

where c(ρ) ≂ ρ2−α + ρ3−α, uniformly in λ > 1.

Proof. We use Taylor’s theorem with integral reminder:

f(x+ z) − f(x) =

∫ 1

0
z · ∇f(x+ sz) ds = z · ∇f(x) +

∫ 1

0
(1 − s)zD2f(x+ sz)zt ds.

Hence, by defining σ := 1/α− β < 0, we have

(Lλ,≤ρϕ)(x) = −
∫ ρ

0

∫
SN−1

∫ 1

0
(1 − s)(θ′, λσθN )D2ϕ(x± sr(θ′, λσθN ))(θ′, λσθN )t ds

dr

rα−1
dµ(θ),

(Lλ,≤ρϕ)(x) = −
∫ ρ

0

∫
SN−1

∫ 1

0
(1 − s)(θ′, 0)D2ϕ(x± sr(θ′, 0))(θ′, 0)t ds

dr

rα−1
dµ(θ).

We only consider the part with + sign, since the other is similar. We write

|(Lλ,≤ρϕ)(x) − (L′,≤ρϕ)(x)| ≤ I1,λ(x) + I2,λ(x) + I3,λ(x),

where

I1,λ(x) :=

∫ ρ

0

∫
SN−1

∫ 1

0
(1 − s)

∣∣∣(θ′, λσθN )
(
D2ϕ(x+ sr(θ′, λσθN ))

−D2ϕ(x+ sr(θ′, 0))
)
(θ′, λσθN )t

∣∣∣ ds
drdµ(θ)

rα−1
,

I2,λ(x) :=

∫ ρ

0

∫
SN−1

∫ 1

0
(1 − s)

∣∣∣((θ′, λσθN ) − (θ′, 0)
)
D2ϕ(x+ sr(θ′, 0))(θ′, λσθN )t

∣∣∣ ds
drdµ(θ)

rα−1
,

I3,λ(x) :=

∫ ρ

0

∫
SN−1

∫ 1

0
(1 − s)

∣∣∣(θ′, 0)D2ϕ(x+ sr(θ′, 0))
(
(θ′, λσθN ) − (θ′, 0)

)t∣∣∣ ds
drdµ(θ)

rα−1
.

By using the identity

D2ϕ(x+ sr(θ′, λσθN )) −D2ϕ(x+ sr(θ′, 0))

= sr(0, λσθN ) ·
∫ 1

0
∇(D2ϕ)

(
x+ sr((θ′, 0) + t(0, λσθN ))

)
dt

= srλσθN

∫ 1

0
∂xND

2ϕ
(
x+ sr(θ′, tλσθN )

)
dt,
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and the facts that σ < 0 and (θ′, θN ) ∈ SN−1, we obtain that

∥I1,λ∥L1(RN ) ≲ λσ∥∂xND
2ϕ∥L1(RN )

∫ ρ

0

∫
SN−1

drdµ(θ)

rα−2
≂ λσρ3−α∥∂xND

2ϕ∥L1(RN ).

The last two terms can be estimated by brute force in a similar manner:

∥I2,λ∥L1(RN ) + ∥I3,λ∥L1(RN ) ≲ λσ∥D2ϕ∥L1(RN )

∫ ρ

0

∫
SN−1

drdµ(θ)

rα−1
≂ λσρ2−α∥D2ϕ∥L1(RN ).

A similar estimate holds for the L∞-norm of the three terms. □

Appendix B. Basic results for entropy solutions

In this section, we will build the basic theory of (P), (Pε), and (P′
ε) from scratch based on [11,

56, 1, 14, 28, 3, 60]. The operator L′ defined by (1.9) only acts on the first N − 1 spatial variables.
However, most of the results we are going to deduce only depend on upper bounds of the operator,
therefore we will always write them for L and only give suitable comments on the case L′, if needed.

B.1. Concept of entropy solutions. The definition of entropy solutions of (P) was already stated
as Definition 1.1, let us also give it for (Pε):

Definition B.1 (Entropy solution of (Pε)). A function u is an entropy solution of (Pε) if:

(a) (Regularity) u ∈ L∞((0,∞);L1
loc(RN )) ∩ L∞

loc((0,∞);L∞(RN )) ∩ L2
loc((0,∞);H1

loc(RN )).

(b) (Entropy inequality) For all k ∈ R, all ρ > 0, and all 0 ≤ ϕ ∈ C∞
c (Q),∫∫

Q

(
|u− k|ϕt + sgn(u− k)

(
F (u) − F (k)

)
· ∇ϕ+ ε|u− k|∆ϕ

)
−
∫∫

Q

(
sgn(u− k)ϕ(L>ρu) + |u− k|(L≤ρϕ)

)
+

∫
RN

|u0 − k|ϕ(0) ≥ 0.

(B.1)

Remark B.2. In the above definition, u ∈ L∞
loc((0,∞);L∞(RN )) implies that u ∈ L2

loc(Q). Hence,
the last regularity assumption is actually ∇u ∈ L2

loc(Q). Its use is better seen if we rewrite the term
involving the Laplacian: ∫∫

Q
|u− k|∆ϕ = −

∫∫
Q

sgn(u− k)∇u · ∇ϕ.

B.2. Known uniqueness and a priori estimates. We follow the uniqueness argument presented
in [3, Section 4]. It starts with a Kato inequality; see e.g. [56, Theorem 3.9] and [28, Proposition 4.2].

Proposition B.3 (Kato inequality). Assume (Aq), and (Aν). Let u, ū be entropy solutions of (P)

with initial data u0, ū0 ∈ L∞(RN ), respectively. Then, for all 0 ≤ ϕ ∈ C∞
c (Q),∫∫

Q

(
|u− ū|ϕt + sgn(u− ū)

(
F (u) − F (ū)

)
· ∇ϕ− |u− ū|(Lϕ)

)
+

∫
RN

|u0 − ū0|ϕ(0) ≥ 0.(B.2)

Remark B.4. For entropy solutions u, ū of (Pε), we add the term ε

∫∫
Q
|u− ū|∆ϕ in (B.2).

To proceed we need the auxiliary function

(B.3) Φ(x) =

{
1 if |x| < 1,

|x|−N−α if |x| > 2,

which is nonnegative and belongs to W 2,1 ∩W 2,∞(RN ). Let us obtain some estimates on it.

Lemma B.5 ([3, Lemma 4.9]). Assume (Aν). There is a constant γ (depending on Λ1) such that

|∇Φ| ≤ γΦ, |∆Φ| ≤ γ∥Φ∥W 2,∞(RN ), and |LΦ| ≤ γ∥Φ∥W 2,∞(RN ).
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Remark B.6. In [3] the authors use for the isotropic case L = (−∆)α/2 the above function Φ that

satisfies |(−∆)
α
2 Φ| ≤ γΦ for all α ∈ (0, 2). The existence of a function Φ satisfying this property is

not clear for a general anisotropic L. However, the uniqueness proof for L1 ∩ L∞-solutions in [3] still
works substituting the estimate (28) in that paper by∫

> 1
ε

|u− v|(LΦ)(ε·) ≥ −γ∥Φ∥W 2,∞(RN )

∫
> 1

ε

|u− v|

This allows us to obtain estimate (32) in [3] with s = 1 and σ = q. The proof is then completed
without more effort since the integrability of solutions is already assumed in the next theorem.

Theorem B.7 ([3]). (a) Assume p ∈ [1,∞), u0 ∈ L∞(RN ), (Aq), and (Aν). Then there is at least
one entropy solution u ∈ L∞(Q) ∩ C([0,∞);Lp

loc(R
N )) of (P) with initial data u0. Moreover, let u, ū

be entropy solutions of (P) with initial data u0, ū0, respectively. Then:

(i) (Comparison principle) If u0 ≤ ū0 a.e. on RN , then u ≤ ū a.e. in Q.
(ii) (L1-contraction) If u0 − ū0 ∈ L1(RN ), then, for a.e. t > 0,∫

RN

|u(t) − ū(t)| ≤
∫
RN

|u0 − ū0|.

(iii) (L∞-bound) For a.e. (t, x) ∈ Q, ess infx∈RN u0(x) ≤ u(t, x) ≤ ess supx∈RN u0(x).
(iv) (L1-bound) For a.e. t > 0, ∥u(t)∥L1(RN ) ≤ ∥u0∥L1(RN ).

(v) (Very weak solutions) For all ϕ ∈ C∞
c (Q),∫∫

Q

(
u∂tϕ+ F (u) · ∇ϕ− u(Lϕ)

)
+

∫
RN

u0ϕ(0) = 0.

(vi) (Mass conservation) For a.e. t > 0, ∫
RN

u(t) =

∫
RN

u0.

(b) Assume, in addition, u0 ∈ L1(RN )∩L∞(RN ). Then there is at most one entropy solution u of (P)
with initial data u0, and moreover, the solution satisfies u ∈ C([0,∞);L1(RN )).

Remark B.8. (a) All of the above properties also hold for entropy solutions of (Pε): In item (v), we
have the additional term ε

∫∫
Q u∆ϕ on the left-hand side.

(b) The definitions and the results in Section B.1 and Section B.2 hold for any Lipschitz convection
nonlinearity, in particular, fη in (5.3).

Proof of Theorem B.7. Let us comment on the two last items:

(v) By the convex inequality (or Kato inequality)∫∫
Q

sgn(u− k)ϕ(L>ρ(u− k)) ≥
∫∫

Q
|u− k|(L>ρϕ)

and the choices k ≥ ±∥u∥L∞(Q) in (B.1), the desired result follows.

(vi) Consider a standard cut-off function XR defined in Section 1.7. The idea is then to choose ϕ as
1[0,τ ](t)XR(x) in the very weak formulation. Since ∥LXR∥L∞ ≤ R−α∥LX∥L∞ by α-homogeneity, the
gradient and nonlocal terms go to zero as R→ ∞. □

B.3. Concept of classical solutions. We define, for all ϕ ∈ C∞
c (RN ),

(Lϕ)(x) := −ε(∆ϕ)(x) + (Lϕ)(x), i.e.,

L̂ϕ(ξ) = a(ξ)ϕ̂(ξ) with a(ξ) := ε|ξ|2 +

∫
SN−1

|ξ · θ|α dµ(θ).

Now, solutions of (Pε) with initial data 0 < ε̃ ≤ u0 ∈ L∞(RN ) are mild and also classical on Q:
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Proof of Lemma 3.1. By the assumption (Aν), we get ε|ξ|2 ≤ a(ξ) ≤ ε|ξ|2 + Λ2|ξ|α. This means that
assumptions (2.8), (2.9), and (2.10) in [7] are fulfilled (the latter with a0 = ε and α̃ = α). By [23,
Remark 1.2], we are in the setting of [24, Theorem 1.1]. However, that theorem requires F ∈ C∞(R),
but, with our assumption on the initial data, F (u) ∈ C∞((ε̃, ∥u0∥L∞(RN ))). □

We continue by providing a uniform bound for ∇u (cf. [60, Lemma 2.1 and Corollary 2.2]).

Lemma B.9. Assume p ∈ [2,∞), 0 < ε̃ ≤ u0 ∈ L∞(RN ), (Aq), and (Aν). Let Φ be as in (B.3) and
0 ≤ Θ ∈ C∞

c ((0,∞)). Then the unique mild solution u of (Pε) satisfies

ε
4(p− 1)

p2

∫∫
Q
|∇u

p
2 (t, x)|2Θ(t)Φ(x) dxdt ≤ C, where

C := max
ε̃≤u(x,t)≤∥u0∥L∞

{
1

p
up + γup−1|F (u)| + γ

1

p
up

+
1

2

(
ε−

1
2 (p− 1)

1
2u

p
2
−1|F (u)| + ε

1
2γ(p− 1)−

1
2u

p
2

)2
}(∫∫

Q
max{|Θ′|,Θ}

(
Φ + |LΦ|

))
.

Remark B.10. Note that indeed when p = 2 we have, for all compact K ⊂ supp Φ × RN , that

C ≥ ε

∫∫
Q
|∇u(t, x)|2Θ(t)Φ(x) dxdt ≥ ε

∫∫
K
|∇u(t, x)|2Θ(t)Φ(x) dxdt ≥ εmin

K
{ΘΦ}

∫∫
K
|∇u|2.

Proof of Lemma B.9. Since u ∈ C∞
b (Q) is a classical solution of the PDE in (Pε),

(B.4) ∂tu+ ∇ · F (u) + Lu− ε∆u = 0 pointwise in Q.

Let 0 ≤ ϕ ∈ C∞
c (Q). Using Kato’s inequality and the identity ∇u · ∇(up−1) = 4(p−1)

p2
|∇u

p
2 |2,∫∫

Q
(Lu)up−1ϕ ≥ 1

p

∫∫
Q

(Lup)ϕ =

∫∫
Q

1

p
up(Lϕ),

−ε
∫∫

Q
(∆u)up−1ϕ = ε

4(p− 1)

p2

∫∫
Q
|∇u

p
2 |2ϕ+ ε

∫∫
Q
up−1∇u · ∇ϕ.

Therefore, if we multiply (B.4) by up−1ϕ and integrate over Q,∫∫
Q

(1

p
up∂tϕ+ up−1F (u) · ∇ϕ+ ϕF (u) · ∇up−1

)
≥

∫∫
Q

(
ε

4(p− 1)

p2
|∇u

p
2 |2ϕ+ εup−1∇u · ∇ϕ+

1

p
up(Lϕ)

)
.

Define I := ε4(p−1)
p2

∫∫
Q |∇u

p
2 |2ΘΦ. By the choice ϕ(x, t) := Θ(t)Φ(x), the identities

∇up−1 = (p− 1)
1
2u

p
2
−1 2(p− 1)

1
2

p
∇u

p
2 and up−1∇u = (p− 1)−

1
2u

p
2

2(p− 1)
1
2

p
∇u

p
2 ,

and the regularity ∇u ∈ L∞(Q), we get

I ≤
∫∫

Q

(
Φ

1

p
up∂tΘ + Θup−1F (u) · ∇Φ + ΘΦ(p− 1)

1
2u

p
2
−1F (u) ·

(2(p− 1)
1
2

p
∇u

p
2

)
− Θ

1

p
up

(
LΦ

)
− εΘ(p− 1)−

1
2u

p
2

(2(p− 1)
1
2

p
∇u

p
2

)
· ∇Φ

)
≤

∫∫
Q

(
Φ

1

p
up|Θ′| + Θup−1|F (u)||∇Φ| + ΘΦ(p− 1)

1
2u

p
2
−1|F (u)|

∣∣∣2(p− 1)
1
2

p
∇u

p
2

∣∣∣
+ Θ

1

p
up

∣∣LΦ
∣∣ + εΘ(p− 1)−

1
2u

p
2

∣∣∣2(p− 1)
1
2

p
∇u

p
2

∣∣∣|∇Φ|
)
.
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Using now Lemma B.5,

I ≤
∫∫

Q

(
Φ

1

p
up|Θ′| + Θup−1|F (u)|γΦ + ΘΦ(p− 1)

1
2u

p
2
−1|F (u)|2(p− 1)

1
2

p
|∇u

p
2 |

+ Θ
1

p
up|LΦ| + εΘ(p− 1)−

1
2u

p
2

2(p− 1)
1
2

p
|∇u

p
2 |γΦ

)
=

∫∫
Q

(
Φ max{|Θ′|,Θ}

(1

p
up + γup−1|F (u)| + γ

1

p
up

)
+ (εΘΦ)

1
2

2(p− 1)
1
2

p
|∇u

p
2 |
(
ε−

1
2 (ΘΦ)

1
2 (p− 1)

1
2u

p
2
−1|F (u)| + (εΘΦ)

1
2γ(p− 1)−

1
2u

p
2

))
+

∫∫
Q

Θ
1

p
up|LΦ|.

Now, apply Young’s inequality ab ≤ 1
2a

2 + 1
2b

2 to obtain

1

2
I ≤

∫∫
Q

(
Φ max{|Θ′|,Θ}

(1

p
up + γup−1|F (u)| + γ

1

p
up

)
+

1

2

(
ε−

1
2 (ΘΦ)

1
2 (p− 1)

1
2u

p
2
−1|F (u)| + (εΘΦ)

1
2γ(p− 1)−

1
2u

p
2

)2
)

+

∫∫
Q

Θ
1

p
up|LΦ|

≤
∫∫

Q
Φ max{|Θ′|,Θ}

(1

p
up + γup−1|F (u)| + γ

1

p
up

+
1

2

(
ε−

1
2 (p− 1)

1
2u

p
2
−1|F (u)| + ε

1
2γ(p− 1)−

1
2u

p
2

)2)
+

∫∫
Q

Θ
1

p
up|LΦ|.

Taking the maximum over the range of u and multiplying by 2 gives the final estimate. □

To write down our much needed stability result, we define, for all ε̃ > 0,

(B.5) L∞(RN ) ∋ u0,ε̃ := u0 + ε̃ with u0 satisfying (Au0).

Now, since mild solutions are classical solutions and then entropy solutions of (Pε), they enjoy all the
properties of Theorem B.7. We then get the following convergence result.

Proposition B.11. Assume (Aq) and (Aν). Let uε̃ be the unique mild solution of (Pε) with initial
data u0,ε̃ defined in (B.5). Then there exists a function u ∈ L∞(Q) such that

uε̃ → u a.e. in Q as ε̃→ 0+,

∇u
p
2
ε̃ ⇀ ∇u

p
2 in L2

loc(Q) as ε̃→ 0+ for all p ∈ [2,∞).

Moreover, u is an entropy solution of (Pε) with initial data u0 satisfying (Au0).

Proof. If 0 ≤ ε̃1 ≤ ε̃2, then 0 ≤ u0 ≤ u0,ε̃1 ≤ u0,ε̃2 , whence the comparison principle (see Theorem B.7)
implies that 0 ≤ uε̃1 ≤ uε̃2 . Therefore, the sequence {uε̃(t, x)}ε̃>0 ⊂ R is nonincreasing and uniformly
bounded from below by 0. Thus, there exists a function u such that uε̃ → u a.e. in Q as ε̃ → 0+.
Moreover, if we assume 0 < ε̃ ≤ 1, then 0 ≤ u ≤ uε̃ ≤ ∥u0∥L∞(RN ) + ε̃ ≤ ∥u0∥L∞(RN ) + 1, and, by

Lemma B.9, ∇u
p
2
ε̃ ∈ L2

loc(Q) uniformly in ε̃, which yields

∇u
p
2
ε̃ ⇀ h in L2

loc(Q) as ε̃→ 0+.

Since weak limits are distributional limits, and distributional limits are unique, we can identify the
limit by considering ϕ ∈ C∞

c (Q) such that∫∫
Q
∇u

p
2
ε̃ ϕ = −

∫∫
Q
u

p
2
ε̃ ∇ϕ.
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Now, ϕ ∈ C∞
c (Q) ⊂ L2(Q), uε̃ → u a.e. as ε̃→ 0+, and 0 ≤ uε̃(t, x) ≤ ∥u0∥L∞(RN ) + 1 give∫∫

Q
hϕ = −

∫∫
Q
u

p
2∇ϕ,

i.e., by the definition of weak derivatives, h = ∇u
p
2 in L2

loc(Q).

Finally, since uε̃ is an entropy solution with initial data u0,ε̃ in the sense of Definition B.1, we obtain
that u is an entropy solution with initial data u0 in the sense of Definition B.1 by simply taking the
a.e.-limit as ε̃→ 0+ in the entropy inequality (B.1). □

B.4. Entropy solutions enjoy an energy estimate. The goal of this section is to show that
entropy solutions u of (Pε) with initial data 0 ≤ u0 ∈ L1(RN )∩L∞(RN ) indeed satisfy the Lp-energy
inequality with p ∈ [2,∞): for a.e. t > 0,

1

p
∥u(t)∥p

Lp(RN )
+ Λ1

4(p− 1)

p2

∫ t

0

∫
RN

|(−∆)α/4u
p
2 |2 + ε

4(p− 1)

p2

∫ t

0

∫
RN

|∇u
p
2 |2 ≤ 1

p
∥u0∥Lp(RN ).(B.6)

Hence, entropy solutions u of (Pε) belong to L2((0,∞);H1(RN )∩Hα/2(RN )); Lemma 3.5(b) follows.

For the cut-off function XR defined in Section 1.7, we will basically choose uε̃XR as a test function,
and then take the limit as ε̃→ 0+ in the resulting estimate.

Lemma B.12. Assume p ∈ [2,∞), u0,ε̃ as in (B.5), (Aq), and (Aν). Then the unique mild solution
uε̃ of (Pε) with initial data u0,ε̃ satisfies

1

p

∫
RN

uε̃(t)
pXR +

∫ t

0
E(uε̃(s), u

p−1
ε̃ (s)XR) ds+ ε

4(p− 1)

p2

∫ t

0

∫
RN

|∇u
p
2
ε̃ |

2XR

=
q

q + p− 1

∫ t

0

∫
RN

uq+p−1
ε̃ ∂xNXR +

1

p

∫ t

0

∫
RN

upε̃∆XR +
1

p

∫
RN

up0,ε̃XR,

(B.7)

where E is the bilinear form associated with L defined in Section 1.7.

Proof. We ease the notation by writing u, u0 for uε̃, u0,ε̃. Since u ∈ C∞
b (Q) is a classical solution of

the PDE in (Pε), we simply multiply it by up−1XR and integrate over (0, t) × RN . Let us calculate
term by term keeping in mind that XR ∈ C∞

c and e.g. Proposition 4.1 in [19] to handle the nonlocal
term: ∫ t

0

∫
RN

(∂tu)up−1XR =
1

p

∫
RN

u(t)pXR − 1

p

∫
RN

up0XR,∫ t

0

∫
RN

(∇ · F (u))up−1XR =
q

q + p− 1

∫ t

0

∫
RN

(∇ · auq+p−1)XR

=
q

q + p− 1

∫ t

0

∫
RN

∇(uq+p−1aXR) − q

q + p− 1

∫ t

0

∫
RN

uq+p−1a · ∇XR

= − q

q + p− 1

∫ t

0

∫
RN

uq+p−1a · ∇XR,∫ t

0

∫
RN

(Lu)up−1XR =

∫ t

0
E(u(s), up−1(s)XR) ds,

−ε
∫ t

0

∫
RN

(∆u)up−1XR = ε
4(p− 1)

p2

∫ t

0

∫
RN

|∇u
p
2 |2XR + ε

∫ t

0

∫
RN

∇
(1

p
up

)
· ∇XR

= ε
4(p− 1)

p2

∫ t

0

∫
RN

|∇u
p
2 |2XR − ε

∫ t

0

∫
RN

1

p
up∆XR.

Adding all the above terms finishes the proof. □

The estimate is indeed transferred to the limit u as ε̃→ 0+.
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Lemma B.13. Assume (Au0), (Aq), and (Aν). Then the unique entropy solution u of (Pε) satisfies

1

p

∫
RN

up(t)XR +

∫ t

0
E(u(s), up−1(s)XR) ds+ ε

4(p− 1)

p2

∫ t

0

∫
RN

|∇u
p
2 |2XR

≤ q

q + p− 1

∫ t

0

∫
RN

uq+p−1∂xNXR +
1

p

∫ t

0

∫
RN

up∆XR +
1

p

∫
RN

up0XR,

and moreover, as R→ ∞ in the above estimate, we obtain (B.6).

Proof. We have already proved that the mild solution uε̃ of (Pε) with initial data u0,ε̃ satisfies (B.7).
By Proposition B.11, there exists an entropy solution u with initial data u0 such that, as ε̃→ 0+,

uε̃ → u a.e. in Q, ∇u
p
2
ε̃ ⇀ ∇u

p
2 in L2

loc(Q).

The first two terms on the left-hand side of (B.7) directly converge when applying Fatou’s lemma and
the a.e.-convergence as ε̃→ 0+. Since x 7→ |x|2 is convex, we have∫ t

0

∫
RN

|∇u
p
2
ε̃ |

2XR ≥
∫ t

0

∫
RN

|∇u
p
2 |2XR + 2

∫ t

0

∫
RN

∇u
p
2 ·

(
∇u

p
2
ε̃ −∇u

p
2
)
XR,

where the latter term goes to zero by the weak convergence of the gradients in L2
loc(Q) as ε̃→ 0+. The

right-hand side of (B.7) converges through the use of the Lebesgue’s dominated convergence theorem.

Recall that XR → 1 a.e. in RN as R → ∞. Hence, the left-hand side of the resulting inequality at
the limit ε̃ → 0+ converges as R → ∞ by Fatou’s lemma. To handle the right-hand side, we use the
fact that

∂xNXR =
1

R
∂xNX , ∆XR =

1

R2
∆X ,

together with the boundedness and integrability of u and u0, to obtain the limit as R → ∞ through
Lebesgue’s dominated convergence theorem.

To rewrite the nonlocal term in a convenient form, we use the general Stroock-Varopoulos inequality
(cf. e.g. [19, Lemma 4.10]) and assumption (Aν) to get

E(u(t), up−1(t)) ≥ 4(p− 1)

p2

∫
RN

|(L)
1
2u

p
2 (t)|2 ≥ Λ1

4(p− 1)

p2

∫
RN

|(−∆)α/4u
p
2 (t)|2. □

Remark B.14. When considering (P′
ε) instead of (Pε), i.e., L′ instead of L, we need to be careful with

the application of the general Stroock-Varopoulos inequality. Indeed, we can only get control of the
seminorm associated with the space L2(R;Hα/2(RN−1)) defined in Appendix C.

Proof of Lemma 3.3(c). Since u is an entropy solution, it is then also a very weak solution (cf. Theo-
rem B.7(a)(v)). By the energy estimate (B.6) with p = 2, for all ϕ ∈ C∞

c (Q),∫∫
Q

(
u∂tϕ+ uq∂xNϕ− ε∇u · ∇ϕ

)
+

∫ ∞

0
E(u(s), ϕ(s)) ds = 0.

Let us choose a smooth bounded domain Ω and ϕ supported in (0, T ) × Ω. When q ≥ 1/2 we have
that uq ∈ L2(RN ) and then the regularity of ∂tu. When q < 1/2 we choose a large p such that
p ≥ 1/q ≥ 2 ≥ p′ and again we obtain the desired estimate. □

B.5. Compactness in C([0,∞);Lp
loc(R

N )). The initial data u0 is assumed to satisfy

(B.8) 0 ≤ u0 ∈ L∞(RN ),

∫
RN

|u0(x+ ξ) − u0(x)| dx→ 0 as ξ → 0+.

With the previous results in mind, it is known that a combination of the Arzelà-Ascoli and Fréchet-
Kolmogorov-Riesz compactness theorems gives convergence in C([0,∞);L1

loc(RN )) as long as a uniform
control for the time- and space-translations are given on compact sets.
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Due to the L1-contraction and the translation invariance of (Pε), space-translations are easily
controlled: for all compact K ⊂ RN , and all t > 0,∫

K
|u(t, x+ ξ) − u(t, x)|dx ≤

∫
RN

|u0(x+ ξ) − u0(x)| dx.

It turns out that the L1-contraction also provides control of the time-translations:

Proposition B.15. Assume 0 < ε ≤ 1, (Aq), and (Aν). Let u be an entropy solution of (Pε) with
initial data u0 satisfying (B.8). Then, for all compact K ⊂ RN and all t, s ∈ [0, T ],∫

K
|u(t) − u(s)| ≤ λ(|t− s|

1
3 ),

where λ is a modulus of continuity depending on K, ∥u0∥L∞(RN ), and ∥u0(· + ξ) − u0∥L1(RN ).

Proof. Assume s < t. Define uδ(t, x) := u(t, ·)∗ωδ(x), where ωδ is a standard mollifier. By the triangle
inequality and the L1-contraction,

∥u(t) − u(s)∥L1(K) ≤ ∥u(t) − uδ(t)∥L1(K) + ∥uδ(t) − uδ(s)∥L1(K) + ∥uδ(s) − u(s)∥L1(K)

≤ 2 sup
|ξ|≤δ

∥u0(· + ξ) − u0∥L1(RN ) + ∥uδ(t) − uδ(s)∥L1(K).

Now, it is standard to choose (τ, y) 7→ 1[s,t](τ)ωδ(x−y) as a test function in the very weak formulation
of (Pε) to obtain

∥uδ(t) − uδ(s)∥L1(K) ≤
∫
K

∫ t

s

∣∣u(τ)q ∗ ∂xNωδ − u(τ) ∗ (Lωδ) + εu(τ) ∗ ∆ωδ

∣∣dτ

≤ |t− s||K|
(
∥u0∥qL∞(RN )

∥∂xNωδ∥L1(RN ) + ∥u0∥L∞(RN )∥Lωδ∥L1(RN )

+ ε∥u0∥L∞(RN )∥∆ωδ∥L1(RN )

)
.

Since

∥∂xNωδ∥L1(RN ) ≲ δ−1, ∥Lωδ∥L1(RN ) ≲ δ−α, and ∥∆ωδ∥L1(RN ) ≲ δ−2,

we can choose δ2 = |t− s|
2
3 to obtain the desired result. □

In view of the previous discussion on the application of Arzelà-Ascoli and Fréchet-Kolmogorov-Riesz
compactness theorems, we obtain Lemma 3.4.

B.6. Compactness in C([0,∞);Lp(RN )). This follows from convergence in C([0,∞);Lp
loc(R

N )) and
a tail estimate; see e.g. [20]. Hence we start by proving Lemma 3.3(d).

Proof of Lemma 3.3(d). We take (after a standard approximation procedure) 1[0,t]ρR(x) as a test func-
tion in the very weak formulation of (Pε), where ρR is the tail-control function defined in Section 1.7.
Then, ∫

RN

u(t)ρR =

∫
RN

u0ρR +

∫ t

0

∫
RN

(
F (u) · ∇ρR − u(LρR) + εu∆ρR

)
.

Using that 1|x|>2R ≤ ρR(x) ≤ 1|x|>R and u, u0 ≥ 0, we get∫
|x|>2R

u(t) ≤
∫
|x|>R

u0 +

∫ t

0

∫
RN

(
uq|∂xNρR| + u|LρR| + εu|∆ρR|

)
.

Since ∥∆ρR∥L∞(RN ) ≲ R−2, the result follows. □
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This preliminary tail control provided by Lemma 3.3(d) is not enough for our purposes, since it is
not uniform in ε. In order to improve it we use the α-homogeneity of the operator L, which yields
∥LρR∥L∞(RN ) ≲ R−α, and observe also that

(B.9)

∫ t

0

∫
RN

uq|∂xNρR| ≲

{
t∥u0∥q−1

L∞(RN )
∥u0∥L1(RN )R

−1 if q > 1,

t∥u0∥qL1(RN )
R−(1−N(1−q)) if 1 − 1

N < q < 1.

In the second estimate we used Hölder’s inequality. Tail control is thus established uniformly in ε in
the interval [0, t] for all t > 0, which is enough to prove Lemmas 4.3 and 4.5.

Remark B.16. Since the sequences above are always uniformly bounded, the mentioned convergence
results are actually in C([0,∞);Lp

loc(R
N )) and C([0,∞);Lp(RN )), respectively, for all p ∈ [1,∞).

B.7. Perturbation of the convection nonlinearity. In the proof of Theorem 1.5, we need stability
of solutions with respect to the convection nonlinearity. It is contained in the following lemma:

Lemma B.17. Assume (Au0), (Aq), (Aν), ε > 0, η > 0, q < 1, and fη given by (5.3). Let uε be the
entropy solution of

(B.10) ∂tu+ Lu+ ∂xN (f0(u)) = ε∆u in Q, u(0) = u0 on RN ,

and uε,η the entropy solution of

∂tu+ Lu+ ∂xN (fη(u)) = ε∆u in Q, u(0) = u0 on RN .

Then,

uε,η → uε in C([0,∞);Lp(RN )) as η → 0.

Proof. For simplicity we will drop the dependence on ε. The L1(RN )-contraction property in The-
orem B.7 and Proposition B.15 applied to the sequence {uη}η>0 shows that it is relatively compact
in C([0,∞);L1

loc(RN )). The tail control of that sequence follows by Lemma 3.3(d) (see the previous

section). It implies the compactness in C([0,∞);L1(RN )). We show that any limit point u of the
sequence {uη}η>0 is an entropy solution of (B.10). It is immediate that u satisfies (1.8). Using the
same arguments as in step (ii) of the proof of Theorem 1.3 when q ≥ q∗(α), we can obtain that u
satisfies (1.7), with the difference that we have to prove that for all k ∈ R and all 0 ≤ ϕ ∈ C∞

c (Q̄),∫∫
Q

sgn(uη − k)
(
fη(uη) − fη(k)

)
· ∇ϕ→

∫∫
Q

sgn(u− k)
(
f0(u) − f0(k)

)
· ∇ϕ.

Up to a subsequence we can assume that uη → u a.e. in Q. By the triangle inequality and Lebesgue’s
dominated convergence theorem it remains to check that fη(uη) − f(uη) → 0 and f0(u

η) − f0(u) → 0
a.e. in Q as η → 0. The second one trivially follows since f0 is continuous and since {uη}η>0 is
uniformly bounded. The first one will follow once we prove that fη → f0 uniformly as η → 0. This is
a consequence of

|fη(u) − f0(u)| = |(u2 + η)q/2 − ηq/2 − uq| ≲ ηq/2 for all u ≥ 0 and all η > 0.

Since the limit equation has a unique entropy solution by Theorem B.7 and Remark B.8, the whole
sequence {uη}η>0 converges to u, not only up to a subsequence. □

B.8. Primitives of entropy solutions solve parabolic problems. We prove now Lemma 3.7,
needed for the proofs of Theorem 1.5 and Lemma 3.8.

Proof of Lemma 3.7. Since u is an entropy solution of (Pε),∫∫
Q

(
u∂tϕ+ uq∂xNϕ− u(Lϕ+ ε∆ϕ)

)
+

∫
RN

u0ϕ(0) = 0 for all ϕ ∈ C∞
c (Q).
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We then choose ϕR(t, x′, xN ) = ψ(t, x′)XR(xN ) with ψ ∈ C∞
c ([0,∞)×RN−1) and XR the usual cut-off

function. Since u ∈ C([0,∞);L1(RN )) ∩ L∞(Q), the term involving uq can be estimated similarly as
in (B.9), and we may apply the dominated convergence theorem to obtain

lim
R→∞

(∫∫
Q

(
u∂tϕR + uq∂xNϕR − u(LϕR + ε∆ϕR)

)
+

∫
RN

u0ϕR(0)

)
=

∫ T

0

∫
RN−1

(
v∂tψ − v(L̃ψ + ε∆x′ψ)

)
+

∫
RN−1

v0ψ(0)

since (see Remark 2.3)

lim
R→∞

L(ψXR)(x′, xN ) = L(ψ(·′)1R(·N ))(x′, xN ) = (L̃ψ)(x′)1R(xN ) for any ψ ∈ C∞
c (RN−1). □

Remark B.18. The results in Section B.5, Section B.6 and Section B.8 hold for fη in (5.3) since it
satisfies inequality (5.4).

B.9. Parabolic regularization. We include a variant of Lemma 3.1, which will be useful in the proof
of Theorem 1.5. It applies in the particular cases f(u) = uq, q > 1 and fη(u) = (u2 + η)q/2 − ηq/2,
q > 0.

Proposition B.19 (Parabolic regularization). Assume (Au0), (Aν), f ∈ C1+β(R) for some β ∈ (0, 1]
and f(0) = 0. Let u be the entropy solution of (Pε)/ (P′

ε) with initial data u0. Then u ∈ C1+δ,2+2δ(Q)
for some δ > 0, i.e., u is a classical solution of the PDE in (Pε)/ (P′

ε).

Proof. In the first step we prove that

(B.11) u ∈ Lp
loc((0,∞);H2,p(RN )) and ∂tu ∈ Lp

loc((0,∞);Lp(RN )) for all p ∈ (1,∞).

Let us first observe that u ∈ L∞(Q) ∩ C([0,∞);L1(RN )) is a distributional solution of

∂tu− ε∆u = g

with g = Lu + ∂xN (f(u)) or g = L′u + ∂xN (f(u)). Since f ∈ C1(R) and f(0) = 0 we have that
f(u) ∈ Lp((T ′, T );Lp(RN )) for all p > 1. This implies that ∂xN (f(u)) ∈ H−1,p(RN ). Also, in view

of (2.8) and (2.9) we have Lu,L′u ∈ Lp((T ′, T );H−α,p(RN )), hence g ∈ Lp((T ′, T );H−max{α,1},p(RN )).
Regularity results for the heat equation, i.e. Theorem 4 and the last lines of Section 1 in [47], give us

that u ∈ Lp((T ′, T );H2−max{α,1},p(RN )).

Assume that u ∈ Lp((T ′, T );Hσ,p(RN )) for some σ ∈ (0, 1]. The fractional chain rule [67, Proposi-
tion 5.1, p. 112] gives us that

∥f(u)∥Hσ,p(RN ) ≲ ∥f ′(u)∥L∞(RN )∥u∥Hσ,p(RN ).

Since u ∈ L∞((0,∞);L∞(RN )) and f ∈ C1(R) with f(0) = 0, then f ′(u) ∈ L∞((0,∞);L∞(RN )), so
that

f(u) ∈ Lp((T ′, T );Hσ,p(RN )), ∂xN (f(u)) ∈ Lp((T ′, T );Hσ−1,p(RN )).

Therefore, the right-hand-side term g ∈ Lp((T ′, T );Hσ−max{α,1},p(RN )). We set σ0 = 2−max{α, 1} >
0. As long as σn ≤ 1 we define σn+1 = 2+σn−max{1, α} and thus u ∈ Lp((T ′, T );Hσn+1,p(RN )). Since
the sequence {σn}n≥0 is increasing we have for some n ≥ 0, σn > 1, hence u ∈ Lp((T ′, T );H1,p(RN )).

If α ∈ (0, 1] we repeat the above argument with σ = 1 and we obtain that u ∈ Lp((T ′, T );H2,p(RN ))
and then ∂tu ∈ Lp((T ′, T );Lp(RN )).

Let us now consider the case when α ∈ (1, 2). We know that u ∈ Lp((T ′, T );Hσ,p(RN )) for
some σ ≥ 1. It implies that ∂xN (f(u)) ∈ Lp((T ′, T );Lp(RN )), Lu ∈ Lp((T ′, T );Hσ−α,p(RN )) and

g belongs to Lp((T ′, T );Hmin{σ−α,0},p(RN )). Defining σn+1 = 2 + min{σn − α, 0} we obtain that
u ∈ Lp((T ′, T );Hσn+1,p(RN )). For some n ≥ 0, we have σn > α, which implies σn+1 = 2 and we
obtain the desired property (B.11).
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In the second step we will show that for any 0 < T ′ < T , the function g belongs to Cδ,2δ((T ′, T )×RN )
for some δ > 0, where Cδ,2δ are the parabolic Hölder spaces [52, Section 8.5, p. 117]. Regularity results
for the inhomogeneous heat equation [52, Theorem 8.7.3, p. 123] applied to ũ = χ(t)u(t), where χ(t)
is a smooth cut-off function, show that u ∈ C1+δ,2+2δ((T ′, T ) × RN ), so u is a classical solution.

In what follows, we will show that g belongs to Cδ,2δ((T ′, T ) × RN ) for some positive δ. Let us
recall that u ∈ Lp((T ′, T );H2,p(RN )) with ∂tu ∈ Lp((T ′, T );Lp(RN )) for all 1 < p <∞, i.e.

u ∈ Lp((T ′, T );H2,p(RN )) ∩W 1,p((T ′, T );Lp(RN )).

Let us show that the nonlocal term has the required regularity. Denoting v = Lu or v = L′u, we have
that v ∈ Lp((T ′, T );H2−α,p(RN )) ∩W 1,p((T ′, T );H−α,p(RN )). Therefore,

(I − ∆)−α/2v ∈ Lp((T ′, T );H2,p(RN )) ∩W 1,p((T ′, T );Lp(RN )).

Using the interpolation results for Sobolev spaces in [58, Proposition 3.2] to (I − ∆)−α/2v, we get

(I − ∆)−α/2v ∈W s,p((T ′, T );H2(1−s),p(RN )) for all s ∈ (0, 1),

and then v ∈ W s,p((T ′, T );H2(1−s)−α,p(RN )). We emphasize that we have to apply the cited results

to (I − ∆)−α/2v and not directly to v since the results in [58] hold for nonnegative index Bessel
potential spaces. The classical Morrey estimates for Bessel potential and Sobolev spaces give us that
v ∈ Cδ((T ′, T );C2δ(RN )) ⊂ Cδ,2δ((T ′, T ) × RN ) provided s − 1/p ≥ δ and 2(1 − s) − α −N/p ≥ 2δ.
Choosing s = (2 − α)/4, and p large enough the two inequalities hold for any δ < (2 − α)/4.

Let us analyze the nonlinear term v = ∂xN (f(u)) = f ′(u)∂xNu. The regularity of u and the space
interpolation give us that for any s ∈ (0, 1),

u ∈W s,p((T ′, T );H2(1−s),p(RN )) ⊂ Cs−1/p((T ′, T );C2(1−s)−N/p(RN )).

Choosing s = 1/2, we obtain that u ∈ Cδ,2δ((T ′, T )×RN ) for all δ < 1/2. Using that f ′ ∈ Cβ(R) this
implies that

f ′(u) ∈ Cβδ,2βδ((T ′, T ) × RN ) for all δ < 1/2.

Regularity of u yields

∂xNu ∈ Lp((T ′, T );H1,p(RN ) ∩W 1,p((T ′, T );H−1,p(RN ))

⊂W s,p((T ′, T );H−s+(1−s),p(RN ) ⊂ Cs−1/p((T ′, T );C1−2s−N/p(RN )).

Choosing s = 1/4 we obtain that ∂xNu ∈ Cδ,2δ((T ′, T )×RN ) for all δ < 1/4. This finally implies that
∂xN (f(u)) = f ′(u)∂xNu ∈ Cβδ,2βδ((T ′, T ) × RN ) for all δ < 1/4. □

Remark B.20. When f(u) = uq with q < 1, we can only perform the first step in the above proof.
This will give us that u ∈ C(Q). Indeed, f(u) ∈ Lp((T ′, T );Lp) for all p ≥ 1/q. Hence,

u ∈ Lp((T ′, T );H2−max{α,1},p(RN )), ut ∈ Lp((T ′, T );H−max{α,1},p(RN )),

i.e., u ∈ W 1,p((T ′, T );H−max{α,1},p(RN ))). If we repeat now the interpolation argument above, we

get u ∈ W s,p((T ′, T );H(1−s)(2−max{α,1})−smax{α,1},p(RN ))) for all s ∈ [0, 1] and p > 1/q. Choosing
s− 1/p > 0 and (1 − s)(2 − max{α, 1}) − smax{α, 1} −N/p > 0, i.e., 2 − max{α, 1} − 2s−N/p > 0,
we get u ∈ Cb([T ′, T ] × RN ).

Appendix C. Compact embedding of mixed spaces

We gather here two compactness results that are used in the proof of our convergence result.

Theorem C.1 (Aubin-Lions-Simon, [66, Theorem 5]). Consider the three Banach spaces

X ↪→ B ↪→ Y,

where X ↪→ B is compact. Assume 1 ≤ p ≤ ∞ and:

(i) F ⊂ Lp((0, T );X) is bounded.
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(ii)
∫ T−h
0 ∥f(t+ h) − f(t)∥Y dt→ 0 as h→ 0+ uniformly for f ∈ F .

Then F is relatively compact in Lp((0, T );B) (and in C([0, T ];B) if p = ∞).

Assume that α ∈ (0, 2) and x = (x′, xN ) ∈ RN−1 × R, and define the Hilbert space

L2(R;Wα/2,2(RN−1)) := {ϕ ∈ L2(RN ) : |ϕ|L2(R;Wα/2,2(RN−1)) <∞}, where

|ϕ|L2(R;Wα/2,2(RN−1)) :=

(∫
RN

∫
RN−1

|ϕ(x′ + z′, xN ) − ϕ(x′, xN )|2

|z′|(N−1)+α
dz′d(x′, xN )

) 1
2

,

and moreover, ∥ϕ∥L2(R;Wα/2,2(RN−1)) = ∥ϕ∥L2(RN ) + |ϕ|L2(R;Wα/2,2(RN−1)). It is classical that the above

spaces are the same as the Bessel potential spaces, i.e. Wα/2,2(RN−1) = Hα/2(RN−1).

Lemma C.2. Assume α ∈ (0, 2), β > 0, R′, R > 0 and a set F such that:

(i) ∥ϕ∥L2(R;Wα/2,2(RN−1)) + ∥ϕ∥L∞(RN ) ≤ C for some C independent of ϕ ∈ F .

(ii) For all |hN | ≤ R and some β > 0,∫
|x′|≤R′,|xN |≤R

|ϕ(x′, xN + hN ) − ϕ(x′, xN )|2 dx ≤ C|hN |β

for some constant C independent of ϕ ∈ F .

Then F is relatively compact in L2(BR′ × (−R,R)).

Remark C.3. For any R,R′ > 0 the space XR,R′ ⊂ L∞(RN )∩L2(R;Wα/2,2(RN−1)) endowed with the
norm

∥ψ∥XR,R′ = ∥ϕ∥L2(R;Wα/2,2(RN−1)) + ∥ϕ∥L∞(RN ) + sup
|hN |<R

∫
|x′|≤R′,|xN |≤R

|ϕ(x′, xN + hN ) − ϕ(x′, xN )|
|hN |

dx

is compactly embedded in L2(BR′ × (−R,R)).

Proof. We will employ the Fréchet-Kolmogorov-Riesz compactness theorem (see, e.g., [36]); hence, we
need uniform estimates on translations in L2.

By the triangle inequality,

|ϕ(x+ h) − ϕ(x)|2 = |ϕ(x+ (h′, hN )) − ϕ(x)|2

≤ |ϕ(x+ (h′, hN )) − ϕ(x+ (0, hN ))|2 + |ϕ(x+ (0, hN )) − ϕ(x)|2.

Integrating the above inequality and using the change of variables x+ (0, hN ) 7→ x gives

(C.1)

∫
|x′|≤R′,|xN |≤R

|ϕ(x+ h) − ϕ(x)|2 dx

≤
∫
RN

|ϕ(x+ (h′, 0)) − ϕ(x)|2 dx+

∫
|x′|≤R′,|xN |≤R

|ϕ(x+ (0, hN )) − ϕ(x)|2 dx.

The second term can already be estimated by assumption (ii), while the first term needs further
consideration. Using Plancherel’s identity and the inequality

|eiξ′·h′ − 1| ≤ min{2, |ξ′ · h′|} ≤ Cα|ξ′ · h′|α/2 ≤ Cα|ξ′|α/2|h′|α/2,

we get∫
RN

|ϕ(x+ (h′, 0)) − ϕ(x)|2 dx =

∫
RN

|eiξ′·h′ − 1|2|ϕ̂(ξ)|2 dξ ≤ Cα|h′|α
∫
RN

|ξ′|α|ϕ̂(ξ)|2 dξ

= Cα|h′|α|ϕ|2L2(R;Wα/2,2(RN−1))
.
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Going back to (C.1), we therefore get

(C.2)

∫
|x′|≤R′,|xN |≤R

|ϕ(x′ + h′, xN + hN ) − ϕ(x′, xN )|2 d(x′, xN ) ≤ C
(
|h′|α + |hN |β

)
,

where C is again independent of ϕ by assumption (ii).

Now, define

ψ(x) := ϕ(x)1BR′×(−R,R)(x).

In order to apply Fréchet-Kolmogorov-Riesz’s compactness theorem, we need to check that the family
{ψ : ψ ∈ L2(RN )} ⊂ L2(RN ) is equicontinuous and equitight. The latter is automatically satisfied in
RN \ (BR′ × (−R,R)), and we are left with estimating the translations, for h ∈ RN−1 × (−R,R):∥∥ψ(· + h) − ψ

∥∥
L2(RN )

≤
∥∥ϕ(· + h)

(
1BR′×(−R,R)(· + h) − 1BR′×(−R,R)

)∥∥
L2(RN )

+
∥∥1BR′×(−R,R)

(
ϕ(· + h) − ϕ

)∥∥
L2(RN )

≤
∥∥ϕ∥∥

L∞(RN )

∥∥1BR′×(−R,R)(· + h) − 1BR′×(−R,R)

∥∥
L2(RN )

+
∥∥ϕ(· + h) − ϕ

∥∥
L2(BR′×(−R,R))

.

By assumption (i), ∥ϕ∥L∞(RN ) is uniformly bounded, and hence, the first term goes to zero as h→ 0+

uniformly. Moreover, the second term does so too since (C.2) holds. Hence, there is a convergent
subsequence in L2(BR′ × (−R,R)). □

Appendix D. An auxiliary lemma

This appendix is devoted to extend to the case of integrable and locally bounded functions a
result that was already proved in [30, Lemma 1.2] for smooth functions and in [55, Lemma A.1], [53,
Lemma 2.7] for continuous and integrable ones. This extension is used in the course of the proof of
Lemma 3.8 to obtain the hyperbolic estimates.

Lemma D.1. Consider a nonnegative function f ∈ L1(R) ∩ L∞
loc(R) satisfying

(D.1) (fk)′ ≤ C or (fk)′ ≥ −C in D′(R)

for some real numbers k > 0 and C > 0. Then

0 ≤ f(x) ≤
(C(k + 1)

k
∥f∥L1(R)

)1/(k+1)
a.e. x ∈ R.

Proof. It is enough to prove the first case; the second one can be reduced to it by taking f̃(x) = f(−x).

Let us first prove that a function g ∈ L1
loc(R) such that g′ ≤ C in D′(R) satisfies

(D.2) g(y) − g(x) ≤ C(y − x) a.e. x < y ∈ R.

By density, in the inequality

−
∫
R
gφ′ ≤ C

∫
R
φ for all φ ∈ C1

c (R), φ ≥ 0,

we can use nonnegative and compactly supported test functions φ which are only piecewise C1. Fix
two points x < y and a function φε such that φε = 1 in (x+ε, y−ε), linear on (x−ε, x+ε)∪(y−ε, y+ε)
and vanishing identically outside the interval (x− ε, y + ε). Then

− 1

2ε

∫ x+ε

x−ε
g +

1

2ε

∫ y+ε

y−ε
g ≤ C

∫ y+ε

x−ε
φε = C(y − x).

Since the function g is locally integrable, Lebesgue’s differentiation theorem guarantees that for a.e. x
and y we can let ε→ 0 in the above inequality to obtain (D.2).
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Let us now go back to function f . Since f ∈ L∞
loc(R), then fk ∈ L1

loc(R). Hence, we may apply the

preliminary result to g = fk to obtain, using the inequality (D.1),

fk(y) − fk(x) ≤ C(y − x) a.e. x < y ∈ R.
Let us fix a point y for which the above inequality holds. Then

fk(x) ≥ C(x− ȳ) a.e. x < y, where ȳ := y − fk(y)

C
.

We use this inequality on the interval (ȳ, y) to get, since f is nonnegative,

∥f∥L1(R) =

∫
R
f ≥

∫ y

ȳ
f ≥ C1/k

∫ y

ȳ
(x− ȳ)1/k dx = C1/k k

k + 1
(y − ȳ)1+1/k =

k

C(k + 1)
fk+1(y),

from which the result follows immediately. □
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