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Summary

The interest in the load bearing capacity of glass is gradually increasing as a consequence of
increased demand for transparency in buildings and vehicles and more strict safety requirements.
Due to the stochastic and violent behavior of glass fracture, experimental studies on glass require
many repetitions, drastically increasing the experimental cost and environmental impact. For this
reason, there is a need for accurate numerical tools that can incorporate the stochastic and violent
nature of glass fracture.

With that in mind, this thesis aims to increase the understanding of the mechanical behavior of
glass through experimental studies and development of numerical models. The work includes an
experimental study on three types of windshields using a new experimental setup that facilitates
detailed extraction of important data, such as loading and deformation histories and crack
propagation data. The acquired experimental database from the windshield tests was used to
verify the performance of the Glass Strength Prediction Model (GSPM) for complex geometries.
Furthermore, the GSPM was improved to account for sub-critical crack growth (SCG) and
implemented into the commercial finite element (FE) code LS-DYNA, where it works as a
fracture initiation trigger for the existing glass material model MAT_280. In relation to the crack
propagation behavior of glass, an experimental setup for quasi-statically loaded L-shaped glass
specimen was developed to document the crack propagation behavior in terms of propagation path
and speed as well as load level. A phase-field approach to fracture was implemented into shell
and solid user elements in LS-DYNA with a new crack driving force to simulate the experimental
behavior. Furthermore, in collaboration with the Department of Physics at NTNU, a method for
characterizing the glass surface flaws using Fourier ptychographic microscopy (FPM) is developed.

The experimental study on windshields revealed a stochastic and size-dependent component
strength with varying resulting crack patterns. In addition, circumferential cracks were found to
have higher average crack speeds than radial cracks. With the introduction of SCG into the GSPM,
the model was shown capable of predicting both the rate- and size-dependent behavior of glass
fracture. The GSPM predicted accurate fracture initiation locations on windshields close to the
experimental results, and it was found that the maximum flaw depth and the depth-to-half-length
ratio of the flaw were the most influential input parameters. The experiments on L-shaped glass
specimens showed a positive correlation between the initial crack propagation speed and the
critical load level. In addition, a correlation between the crack propagation path and the critical
load level was found. An exponential decay was observed in the crack propagation speed with time.
With the new crack driving force, the implemented fracture phase-field model proved capable
of capturing the initial crack propagation speed for the lowest and highest critical load levels
seen in the experiments. However, the crack propagation speed dropped too quickly compared to
the experiments, potentially leading to deviations from the experiments in the final part of the
predicted crack paths.

vii



Overall, this work has pushed the field of glass modeling one step further, with the introduction of
a solver integrated version of the GSPM which can trigger other existing fracture models. In this
way, the bar is lowered for incorporating the stochastic behavior of glass fracture in modern design
processes where FE simulations are involved. Furthermore, the new crack driving force for the
phase-field approach to fracture proved it possible to predict the initial crack propagation speeds
for varying critical load levels. Hopefully, these findings will inspire new and extended research in
the field of glass modeling.
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1.1 Background and motivation
We hear about traffic accidents on a daily basis. According to the World Health Organization
(WHO) [1], 1.35 million die in traffic accidents annually. Around 26 % of these victims are
pedestrians and cyclists. In addition to deaths, road traffic injuries are now the leading cause of
death for children and young adults aged 5–29 years. More than half of all road fatalities involve
vulnerable road users [2]. In pedestrian-vehicle crashes, moderate injuries usually occur in the
lower extremity and head of the pedestrian [3, 4]. If we consider the serious injuries, 80 % of
them are head injuries.

If the pedestrian is taller than a certain hight, depending on the shape of the vehicle, it is likely
that the head will impact the windshield of the car. Head impact on windshields causes many
of the serious head injuries. The severity of the pedestrian head injuries is highly dependent on
the mechanical properties of the windshield. Ideally, the windshield should be flexible enough
to minimize the head accelerations. To measure the severity of an impact to the head, a Head
Injury Criterion (HIC) is used. Depending on the HIC-value, the severity of the head injury is
decided. Today, the windshields of new cars are tested and scored using the head injury criterion
in standardized tests. To receive a good score, the HIC-values must be below a certain threshold,
indicating a less serious head injury.

These strict requirements to the windshield performance increase the need of accurate numerical
models capturing the correct windshield behavior. Windshields are a type laminated safety glass
that typically consist of two curved glass layers and a polyvinyl butyral (PVB) interlayer. The
combination of glass and PVB provides beneficial properties in terms of injury reduction during
a crash situation, burglary protection and protection against wind-borne debris. A single glass
layer is a weakest link structure, meaning that any crack leads to total failure because the structure
does not provide alternative load paths in the event of local failures [5]. Laminated glass, on the
other hand, is a fail-safe structure, because the PVB interlayer keeps the glass layers tied together
after initial failure of the glass [6]. In the case of windshield fracture, the PVB interlayer will
keep the glass fragments together. As the glass layers break, the windshield essentially goes from
acting as a laminated composite to a glass-reinforced polymer. The structural behavior of the
laminated glass can be subdivided into the following five phases as presented by Larcher et al. [7,
8] in Figure 1.1:
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1 Introduction

1. Linear, elastic behavior of the glass layers

2. One of the glass layer breaks, while the other layer is still intact

3. The other glass layer fails and the polymer interlayer behaves elastically

4. The interlayer deforms inelastically while keeping the glass fragments together

5. The interlayer fails by either reaching its failure strain or being cut by the broken glass
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Figure 1.1: The failure phases of laminated glass, adapted from Larcher [8].

Soda-lime-silica float glass, often denoted soda-lime glass, is the most common glass type used
for structural purposes [9]. The glass is produced through a float process, where the components
presented in Table 1.1 are heated to a temperature of 1500 ◦C, transforming them into a liquid state.
Then, the molten glass is carefully poured onto a liquid tin bath, ensuring that the glass solidifies
with a uniform thickness in a controlled manner. To relieve internal stresses, the glass temperature
is gradually reduced until it solidifies, attaining an amorphous (non-crystalline) state [9].

Table 1.1: The chemical composition of soda-lime-silica glass [9].

Component Silica sand Lime Soda Magnesia Alumina Others

Chemical notation SiO2 CaO Na2O MgO Al2O3 —
Mass percentage [%] 69–74 5–14 10–16 0–6 0–3 0–5

To produce curved and laminated safety glass, such as windshields, the glass layers are shaped as
a matching group through heating to a temperature of around 620 ◦C [10]. At this temperature,
the curved laminate shape is achieved through either gravity “sagging” or pressbending of the
glass layers. The glass layers are cooled to room temperature before they are sandwiched with the
polymer interlayer. The bonding of the glass layers to the interlayer is a two-step process [10]:

2



1 Introduction

1. Air trapped in the windshield is removed through a mechanical or vacuum squeezing process

2. The windshield is heated to 140 ◦C within an autoclave under a pressure of 10 to 15 kg/cm2

The challenge with glass as a structural component is that the surfaces are covered with mi-
croscopical flaws. The strength of glass is governed by the distribution of these flaws, making
the glass strength a stochastic property. The stochastic nature of glass fracture is rooted in the
spatial distribution, size and shape of the microscopical surface flaws, which combined with the
surface stress field determine the fracture strength [5]. As the surface flaw characteristics differ
for every glass specimen, many experimental iterations are needed to map the fracture strength
distribution for one test case. This is both costly and impractical. Because glass failure is governed
by the surface flaw distributions, the strength is also related to the glass geometry. Larger glass
components are weaker than smaller components because of a higher occurrence of flaws and an
increased probability of critical flaws [11, 12]. The strength is also proven to be dependent on the
loading duration and loading type [13, 14].

Back in 1921, Griffith [15] proposed a connection between the fracture stress and the size of the
microscopical surface flaws present on glass surfaces. Griffith formulated a fracture theory stating
that for a flaw to become unstable, and fracture to initiate, the potential energy reduction that
results from an increment of crack growth has to overcome the surface energy of the material.
Griffith proved his theory by correctly predicting the relationship between the fracture strength
and the flaw size in glass specimens. Irwin [16] built on Griffith’s theory by introducing a measure
of the potential energy available for a crack growth increment, called the of energy release rate, G,
given by

G = −dΠ
dA

(1.1)

where Π is the potential energy of an elastic body and dA is the crack growth area. Later, Irwin [17]
introduced the stress intensity factor, which describes the stresses and displacements near the
crack-tip by a single constant. Depending on the crack loading mode, the expressions for the stress
intensity factor vary. In the field of fracture mechanics, it is common to divide the crack loading
modes into three distinct modes, i.e., mode I, II and III [18]. In mode I loading, often referred to
as the opening mode, the principal load is applied normal to the crack plane and tends to open
the crack. Mode II corresponds to in-plane shear loading and tends to slide the crack faces with
respect to each other. Mode III loading is an out-of-plane shear loading. The mentioned loading
modes can be combined to describe all kinds of complex loading modes, often referred to as
mixed-mode loading. For mode I loading, the stress intensity factor, 𝐾𝐼 , is given by

𝐾𝐼 = 𝑌 (𝑎, 𝑐, 𝜙) 𝜎𝑛

√
𝜋𝑎 (1.2)

where 𝑌 is a geometrical crack shape factor which is dependent on the flaw depth, 𝑎, the flaw
half-length, 𝑐, and the parametric angle, 𝜙, while 𝜎𝑛 is the external applied stress normal to the
crack.

3
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The microscopical surface flaws present on the glass surface, typically referred to as Griffith
flaws [19–23], reduce the fracture strength of glass by several orders of magnitude. In theory,
without the surface flaws, the fracture strength of glass is in the order of 10 GPa [24, 25]. In practice
the fracture strength is in the order of 100 MPa. Glass fracture initiates in the microscopical
surface flaws which may grow under loading. If the stress intensity, 𝐾𝐼 , is sufficiently high and
above a threshold value, 𝐾𝑡ℎ, but lower than the critical stress intensity, 𝐾𝐼𝐶 , the flaw may grow
sub-critically. This phenomenon is often called sub-critical crack growth (SCG), but also known
as stress corrosion or static fatigue. The rate of the sub-critical crack growth (SCG) is highly
dependent on a combination of environmental factors, such as humidity and temperature, and
the stress intensity [23, 26–33]. When the flaw grows sub-critically, the flaw depth and length
increase, resulting in an increased stress intensity.

Eventually, with sufficient loading, the stress intensity will become critical, i.e., 𝐾𝐼 ≥ 𝐾𝐼𝐶 . At
this point, the flaw exhibits unstable crack growth and failure is initiated. The resulting crack
propagation is violent, with crack speeds reaching up to ∼1500–1600 m/s [34, 35]. There are
several important challenges regarding dynamic fracture characterization of soda-lime glass [36,
37]. First, the opening displacement at the crack tip is small, typically less than 100 nm [36].
Second, the crack growth process is highly transient, with crack speeds reaching up to ∼1500–
1600 m/s after a few microseconds [36, 38]. Third, the crack propagation typically involves
branching. The crack propagation properties are affected by many aspects, including loading
conditions, temperature, humidity, chemical composition, production method, and the presence of
surface defects or impurities.

In the automotive industry, finite element (FE) simulations are typically used in the design process.
Today, most commercial FE codes handle glass strength in a deterministic manner. This type of
approach does not consider the varying fracture strength of glass. Yankelevsky [39] proposed
an approach for predicting the fracture strength of glass plates. The proposed model is based
on the fact that the probabilistic fracture behavior of glass originates from varying surface flaw
distributions, or flaw maps, of glass plates. To imitate this behavior, the model produces a set
of virtual flaw maps with varying flaw shape, size and location. The fracture strength is found
by combining the information from the flaw maps and linear elastic fracture mechanics (LEFM)
theory. However, the model does not take SCG into account. Later, other models predicting failure
in glass based on flaw maps have been proposed [40–42]. The model of Yankelevsky was further
developed by Osnes et al. [14, 43] into a post-processor for FE simulations.

The mentioned glass strength prediction models focus on finding the probability of failure in terms
of fracture initiation, and do not consider the post-failure stage. In extreme load cases, like real car
crashes or the NCAP-evaluation tests [44], both the pre- and the post-failure stages need to be
considered. Brokmann [33] developed a model based on SCG and initial flaw sizes estimated
from fracture stresses fitted to a Weibull probability distribution function (PDF). The model is
integrated into an FE code as a material model, making the model more user friendly.

Modeling brittle fracture in an FE framework has proven to be a challenging task. In particular,
the problem of how to represent the sharp crack discontinuity in an FE continuum has caught the
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attention of many researchers. Techniques such as element erosion and node-splitting to drive
cracking based on a local criterion are commonly used [45]. These techniques are typically prone
to pathological mesh dependence, as the FE discretization determines the crack path resulting in
the minimum potential energy. To mitigate the pathological mesh dependence, several non-local
fracture formulations such as eigenfracture [46–50] and fracture phase-field [51–63] have been
suggested.

To properly model the structural behavior of glass, both the stochastic fracture strength and
the violent cracking behavior must be addressed. The lack of accurate numerical models that
encorporate this behavior leads to more physical testing, which is both expensive and time
consuming. For this reason, there is a need for numerical methods that can predict the fracture
initiation and crack propagation in soda-lime glass.

1.2 Research Question and Objective
The main research question of this PhD thesis is:

How to predict fracture initiation and crack propagation in soda-lime glass?

The research question is twofold, where the first part is aimed at the probabilistic nature of glass,
while the second part refers to the violent cracking of the material. Based on this, the main
objective of the thesis is to develop methods to capture fracture initiation and crack propagation
of soda-lime glass in numerical simulations. The aim is to increase the understanding of the
mechanical behavior of glass through experimental studies and development of numerical models.

1.3 Scope
There are many aspects to consider when developing methods to capture fracture initiation and
crack propagation of soda-lime glass in numerical simulations. Motivated by the challenges faced
by the automotive industry and to maintain a focus on the stated objective, the thesis scope was
restricted as follows:

• The experimental and numerical work was limited to studies on monolithic and single-layered
laminated annealed soda-lime float glass specimens.

• The polymer interlayer of the laminated glass specimens was PVB. Characterization of the
polymer interlayer was not within the scope of this thesis.

• Only plates and curved sheets are considered.
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1.4 Contributions
To answer the presented research question, the thesis work is divided into two main parts, one
focusing on fracture initiation where the focus is to improve the Glass Strength Prediction Model
(GSPM) [14, 43] and one emphasizing crack propagation where the aim is to capture crack
propagation paths and speeds found experimentally. To improve the GSPM, experiments on
windshields were conducted and handling of the phenomena of SCG was included. To model
crack propagation in glass, experiments on L-shaped glass specimens were conducted and used to
validate the implementation of a fracture phase-field model with three tension-compression splits
and a new crack driving force. Furthermore, with aim to characterize the surface flaws in glass, a
cooperation with the Department of Physics at Norwegian University of Science and Technology
(NTNU) was established to develop a methodology for investigation and characterization of the
flaws [64]. The main contributions of the thesis are illustrated in Figure 1.2 and elaborated below:

1. Generation of a detailed database from three experimental test series on windshields using
a proposed reliable experimental setup for quasi-static testing on windshield that allows
for detailed extraction of important data, such as loading and deformation histories and
crack propagation data. The test series consisted of windshields of varying geometry and
production method.

2. Implementation and validation of an improved version of the GSPM including the phe-
nomenon of SCG, capable of handling rate effects. The new version of the GSPM is
implemented as a material model in the commercial FE code LS-DYNA, triggering fracture
initiation of the existing glass material model MAT_280.

3. Generation of a database of 20 experiments on quasi-statically loaded L-shaped glass
specimens using a proposed reliable experimental setup. The proposed setup allows for
detailed extraction of the crack propagation path and speed for varying critical load levels.

4. Implementation and validation of fracture phase-field models for shell and solid elements in
LS-DYNA with three tension-compression splits and a new crack driving force allowing
the user to control the fracture initiation. Among the validations are known numerical
experiments and the experiments on L-shaped specimens performed in Part 3.

6
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Figure 1.2: Overview of the main contributions from this thesis.
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1.5 Journal article contributions
The research and results from the thesis have been submitted for possible publication in different
scientific journals. These journal articles constitute the foundation of this work. The main journal
articles of this thesis are listed below and will be referred to as Papers I, II, III and IV.

I Rudshaug J., Hopperstad O. S., Børvik T., “Capturing fracture initiation and crack propaga-
tion of car windshields”, Accepted for publication in Engineering Fracture Mechanics.

II Rudshaug J., Aasen K. O., Hopperstad O. S., Børvik T., “A physically based strength
prediction model for glass”, Under review.

III Rudshaug J., Hopperstad O. S., Børvik T., “Effect of load level on cracking of L-shaped
soda-lime glass specimens”, Under review.

IV Rudshaug J., Børvik T., Hopperstad O. S., “Modeling brittle crack propagation for varying
critical load levels: A dynamic phase-field approach”, Under review.

1.6 Conference contributions
The work has resulted in presentations at two international conferences:

• Rudshaug J., Hopperstad O. S., Børvik T. (2022), “Modeling of crack propagation in glass”,
Presented at the 11𝑡ℎ European Solid Mechanics Conference, 4-8 July, Galway, Ireland.

• Rudshaug J., Hopperstad O. S., Børvik T. (2023), “Capturing fracture initiation and crack
propagation of windshields”, Presented at the 20𝑡ℎ International Conference on Experimental
Mechanics, 2-7 July, Porto, Portugal.

1.7 Other contributions
In a collaboration with the Department of Physics at NTNU, a method for characterizing the glass
surface flaws was developed, presented in the letter below.

• Tekseth K. R. B., Rudshaug J., Mayani M. G., Akram M. N., Børvik T., Breiby D. W.,
“Mapping surface flaws on float glass through Fourier ptychographic quantitative phase
imaging”, Under review.
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1 Introduction

1.8 Outline of the Thesis
The thesis is divided into two main parts, one focusing on fracture initiation, and one focusing on
crack propagation. Each part includes separate experimental and numerical parts as presented in
Figure 1.2. The thesis follows the structure below:

• Fracture initiation

I Experiments on Windshields, Chapter 2

II Glass Strength Prediction Model (GSPM), Chapter 3

• Crack propagation

III Experiments on L-shaped specimens, Chapter 4

IV Phase-field approach to fracture, Chapter 5

Chapters 2 to 5 are based on Papers I-IV and presented as independent studies with individual
introductions, discussions and conclusions. Chapter 6 presents the main conclusions from the
thesis work and suggestions for further work.
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This chapter is based on Paper I, “Capturing fracture initiation and crack propagation of car
windshields”. The chapter presents the generation of a detailed database from three experimental
test series on windshields of varying geometry and production method. A reliable experimental
setup for quasi-static testing on windshield is presented. The setup allows for detailed extraction
of important data, such as loading and deformation histories and crack propagation data.

2.1 Introduction
There is a pressing need for accurate numerical models in the automotive industry to reduce the
number of physical experiments during the development of new cars. Some car components, like
the windshield, exhibit a stochastic behavior that increases the number of experiments necessary
to validate the car design. This stochastic behavior is difficult to capture both experimentally
and numerically, and the development of accurate numerical models that predict the stochastic
behavior relies on more detailed experimental data.

Windshields are a type laminated safety glass that typically consist of two curved glass layers
and a polyvinyl butyral (PVB) interlayer. The combination of glass and PVB provides beneficial
properties in terms of injury reduction during a crash situation, burglary protection and protection
against wind-borne debris. A single glass layer is a weakest link structure, meaning that any crack
leads to total failure because the structure does not provide alternative load paths in the event of
local failures [5]. Laminated glass, on the other hand, is a fail-safe structure, because the PVB
interlayer keeps the glass layers tied together after initial failure of the glass [6]. In the case of
windshield fracture, the PVB interlayer will keep the glass fragments together. As the glass layers
break, the windshield essentially goes from acting as a laminated composite to a glass-reinforced
polymer. The structural behavior of the laminated glass can be subdivided into the following five
phases as presented by Larcher et al. [7, 8] in Figure 2.1:

1. Linear, elastic behavior of the glass layers

2. One of the glass layer breaks, while the other layer is still intact

3. The other glass layer fails and the polymer interlayer behaves elastically

4. The interlayer deforms inelastically while keeping the glass fragments together

5. The interlayer fails by either reaching its failure strain or being cut by the broken glass
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Figure 2.1: The failure phases of laminated glass, adapted from Larcher [8].

The challenge with glass is that the surfaces are covered with microscopical flaws. The strength of
glass is governed by the distribution of these flaws, making the glass strength a stochastic property.
Failure initiates for a critical combination of surface flaw distribution and surface stress field [5].
Because glass failure is governed by the surface flaw distributions, the strength is also related to
the glass geometry. Larger glass components are weaker than smaller components because of a
higher occurrence of flaws and an increased probability of critical flaws [11, 12]. The strength is
also proven to be dependent on the loading duration and loading type [13, 14].

To provide clarity, we use a general definition for the layers and sides of the windshields. The
definitions are inspired by Zhao et al. [65] and Brokmann et al. [66], who used them for automotive
windshields, and Winkelmann [67], who used them for insulated glass units. The definitions of the
layers and sides are presented in Figure 2.2. The outer surface (Side 1) is visible for a pedestrian,
while the inner surface (Side 4) is facing the driver. Sides 2 and 3 are the surfaces on which the
outer and inner glass layer are bonded to the PVB interlayer.

Glass layer 1

PVB

Glass layer 2
Side 4 (interior)

Side 3
Side 2

Side 1 (exterior)

Figure 2.2: Definition of the layers of laminated glass for automotive windshields adopted
from [66].
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An important part of experimental work on laminated glass is related to the acquisition of relevant
data. To facilitate the validation of numerical models, it is important to gather data on the applied
loading as well as the windshield component behavior. Typically, in rapid load cases like head
impact test series [68] the acceleration of the head is measured. For quasi-static load cases, the
force and displacement histories of the impactor are measured. To obtain data on the component
behavior, 3D-Digital Image Correlation (3D-DIC) methods are typically used [14]. To account
for the stochastic nature of glass, fracture initiation data is also of significant interest, both in
terms of initiation location and loading state. There are several ways of measuring the fracture
initiation locations. One method is called acoustic emission (AE) localization, which is based
on measuring the acoustic waves passing through the observed medium at material failure. By
using for instance the time difference of arrival, one can calculate the location of the signal source,
and thus the fracture initiation point [66, 69, 70]. Another option is to use fractography methods
to locate the fracture initiation point after the experiment is finished [71]. A third option is to
use high-speed cameras to estimate the fracture initiation locations. With this method, the image
coordinates must be related to the spatial coordinates of the component and the fracture initiation
point must be visible. A benefit of using high-speed cameras is that other valuable data like crack
propagation and speed can be gathered simultaneously with the same equipment.

Many experimental studies have been performed on multiple types of laminated glass components
exposed to a variety of loading conditions. These include drop tower experiments [14, 72, 73],
blast loading experiments [43, 45, 74–77] and ballistic impact experiments [45, 78–84] on flat
laminated glass plates, bird strike impact on aircraft windshields [85, 86], and impact loadings on
car windshields [33, 87–96]. Segura Santillana et al. [92] performed a total of 90 head impact
experiments on windshields covering 16 impact points. Alter et al. [95] conducted eight head
impact experiments with a head velocity of 10 m/s using four different configurations, where three
of the tests were on the center of the convex side of the windshield, three were on the center of the
concave side, and one was on an eccentric position on the convex side with a windshield thickness
of 2 mm × 1.8 mm. In addition, they performed one test on the center of the convex side of a
windshield with a thickness of 2 mm× 2.1 mm. They reported large butterfly-like fracture patterns
for the convex-side tests, and smaller circular patterns for the concave-side tests. In addition, they
reported that glass layer two failed first in the event of a pedestrian head impact on glass layer
one, while glass layer one failed secondary. Yu et al. [96] performed five head impact test at
five different target points using the same initial velocity and reported similar observations as
Alter et al. [95] regarding the temporal failure order of the glass layers. Brokmann et al. [66]
conducted 20 quasi-static tests on windshields loaded by a head impactor. They determined the
failure initiation locations by AE localization, and used fracture mirrors to determine the failure
stresses. Furthermore, they estimated the critical flaw sizes based on the failure stresses. Manthei
et al. [69] and Alter et al. [70] also used AE localization to determine failure initiation locations.

In this study, we aim to develop, apply, and evaluate an experimental setup for car windshields
subjected to quasi-static loading with controlled boundary conditions. The experimental procedure
is performed for three types of windshields: one from a coupe car, tested ten times, one from a
sports utility vehicle (SUV), tested ten times, and one from an SUV concept car, tested eleven
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times. With the experimental setup, we provide statistics on the strength of windshields through
fracture initiation distributions and loading information. First principal stress levels at fracture
are estimated by combining experimental data and numerical simulations. Using synchronized
high-speed cameras, we provide valuable information about the failure behavior in terms of crack
patterns and estimations of crack propagation velocities.

2.2 Experimental program
In this study, we aim to develop an experimental setup for windshields exposed to quasi-static
loading which can provide data on fracture initiation locations, crack propagation path and speed,
impact force history and windshield displacement field.

The involved materials and equipment used in this experimental work are presented below.

2.2.1 Materials

The windshields consist of two curved glass layers and a PVB interlayer ordered as illustrated in
Figure 2.2. They were supported by customized frames made of oak which were milled to match
the windshield curvatures. To load the windshields we used a flattened impactor also made of oak.
We applied oak because of its strength and machinability [97].

The glass layers of the windshields are made of annealed soda-lime-silica glass. Glass is a brittle
and transparent material, which behaves elastically to the point of failure. Theoretically, the
strength of glass is in the order of 105 bar (or 10 GPa) [24, 25]. In practice the strength is several
orders of magnitude lower, which arises from the stress-raising microscopic flaws on the glass
surface, typically referred to as Griffith flaws [15, 19–23]. Failure initiates in these microscopical
surface flaws, which grow under loading until the stress intensity becomes critical. At this point,
the flaw exhibits unstable crack growth and failure is initiated. The crack speeds in glass can
reach up to ∼1500 m/s [34]. Since the failure mechanism is governed by microscopical surface
flaws, glass exhibits a stochastic fracture behavior. The stochastic nature of glass is rooted in the
distribution and shape of the microscopical surface flaws. As the surface flaw characteristics differ
for each glass specimen, many experimental iterations are needed to map the strength distribution
for one test case. According to Yankelevsky [39], up to 5000 iterations may be necessary. This is
both costly and impractical.

PVB is the most common interlayer in safety glass and windshields, valued for its adhesion
properties to glass as well as its ability to isolate sound and absorb both UV-light and energy [98].
The mechanical behavior is highly non-linear and strain-rate dependent, and it is highly affected
by its environment, such as exposure to UV-light, temperature and humidity.
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2.2.2 Specimens

The study consisted of three test series of windshields with varying geometries. The test matrix
in Table 2.1 contains information about the windshield type, number of specimens, size, layer
thickness, development stage and production year.

Table 2.1: Test matrix presenting the tested windshield types with information about
quantity, size, layer thickness, development stage and production year.

Type # Size [m2] Layer thick. [mm] Dev. stage Prod. year
Layer 1 | PVB | Layer 2

Coupe car 10 1.13 2.1 | 0.76 | 1.6 Production 2021
SUV 10 1.62 1.8 | 0.76 | 1.8 Production 2022
SUV concept 11 1.77 2.1 | 0.76 | 1.6 Concept 2017

The involved windshields cover different aspects in terms of size and production quality. The
SUV and SUV concept windshields are large windshields, typically found in SUVs. The SUV
concept windshields are produced at an early development stage, while the SUV windshields
are produced after the final development stage. Since the production tolerances decrease as the
development process evolves, we had greater deviations between the windshield hardware and the
computer-aided design (CAD) geometry for the SUV concept windshields. For this particular
reason, we scanned four of the SUV concept windshields with a Handyscan 700 laser scanner [99]
to extract the hardware geometry for that specific test series. The laser scans were used to construct
an average geometry to serve as a basis for the design of the wooden frame and finite element (FE)
models. The SUV and coupe car hardware geometries did not deviate from the respective CAD
geometries. The SUV windshields (1.62 m2) were a bit smaller than the SUV concept windshields
(1.77 m2). The coupe car windshields were much smaller (1.13 m2).

2.2.3 Experimental setup

The experimental setup is displayed in Figure 2.3 (a), and consists of an oak frame on top of a
steel support structure, the windshield placed on the oak frame, an oak impactor mounted on a
stiff press with a load cell, two cameras used for 3D-DIC and three high-speed cameras.
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Figure 2.3: Illustration of the experimental setup: (a) an overview, (b) the oak impactor, (c)
the camera calibration pattern, the placement of the target stickers for (d) the coupe car, (e)
the SUV, and (f) the SUV concept windshield.

For each of the windshield types in Table 2.1, we produced a wooden frame made of English Oak.
The frames were designed based on the CAD geometries of the coupe car and SUV windshields,
and an averaged laser scanned geometry for the SUV concept windshields. A frame thickness of
140 mm was chosen to suppress stress concentrations near the windshield edges and thus prevent
fracture initiation at the edges and to ensure steady boundary conditions. Some snapshots of the
milling process are shown in Figure 2.4. After the frame was milled, it was mounted on a 10 mm
thick steel plate which was cut based on the frame geometry. The steel plate added extra stiffness
to the frame. Finally, the frame steel plate was spot welded to the testing rig.

(a) Milling beginning. (b) Milling almost finished.

Figure 2.4: Oak frame milling process.
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We used the same geometry of the impactor as Osnes et al. [14]. The wooden impactor was also
made of English Oak and used in all the experiments. The diameter of the impactor is 200 mm and
is presented in Figure 2.3 (b). The flat geometry was chosen to reduce the stress concentrations
near the impactor. This allows for a larger area of probable fracture initiation sites, which again
enables the experimental setup to display the probabilistic nature of glass.

Several cameras were used to monitor the component displacement and capture the crack
propagation pattern at failure. Two synchronized Basler acA4112-20 µm Digital Image Correlation
(DIC) cameras were placed facing the bottom of the windshield as shown in Figure 2.3 (a). The
high-speed cameras were used to capture fracture initiation locations and crack propagation
patterns. To ensure that the whole windshield surface was covered, the two synchronized Phantom
v2511 high-speed cameras [100] were placed at the diagonal line overseeing the top of the
windshield, while the Photron FASTCAM SA1.1 high-speed camera [101] was placed underneath
the windshield and impactor, see Figure 2.3 (a). Since the images were stored in endless loops
in the high-speed cameras, storing the last couple of seconds of recording, the cameras were
manually triggered at fracture initiation.

To extract displacement data from the tests we made use of 3D-DIC point tracking. We marked
specified points, i.e., optical targets, with target stickers on the bottom side (Side 4) of the
windshields. To ensure consistent placement of the target stickers, we produced a rubber mat for
each windshield type with holes in specified locations. The target stickers were placed in symmetric
grid patterns to facilitate validation of the symmetry of the displacement field. Figure 2.3 (d, e, f)
shows the target stickers location on the respective windshields. The DIC cameras were calibrated
using a 9 × 8 checkerboard calibration target shown in Figure 2.3 (c). Each checkerboard square is
4 cm × 4 cm. The total dimensions of the calibration plate is 40 cm × 40 cm.

The DIC analysis was performed with an in-house DIC software developed in Python [102]
using features in OpenCV [103] and Deep Learning features in PyTorch [104]. To calibrate
the DIC cameras, we took approximately one hundred synchronized photos with the calibration
target placed in varying positions and angles. The automated calibration procedure locates the
checkerboard for each photo and use the checkerboard coordinates to map the image coordinates
to spatial coordinates. The optical targets were found with help from a trained neural network,
and sorted and ordered row-wise by a K-means clustering procedure. Later, we tracked the
displacement of the optical targets with tracking procedures found in OpenCV.

The experiments were conducted using a RDP Howden 100 kN stiff press at the Structural
Engineering Laboratory at the Norwegian University of Science and Technology (NTNU). We
used an AEP TC8 10 kN load cell to ensure accurate force measurements. All the experiments
were performed indoors at a room temperature of 23 ◦C and a relative humidity of 38 % rh. To
ensure reproducible results, we followed a strict testing routine described in Box 2.1.
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1. Prepare glass specimens
(a) Lift the windshield from the storage container using suction cups
(b) Inspect component for damage and imperfections
(c) Clean the windshield
(d) Apply optical target stickers

2. Prepare test set-up
(a) Place the windshield on the wooden frame
(b) Ensure that the specimen is centered under the impactor

3. Testing
(a) Apply a total displacement of 40 mm, 60 mm and 70 mm at a velocity of

13 mm/min for the coupe, SUV and SUV concept car, respectively
4. Track data

(a) Track load and displacement from load cell
(b) Capture DIC images from the Basler cameras with a frame rate of 1 fps
(c) Capture high-speed images from the Phantom cameras at a frame rate of

33 000 fps for the coupe car and SUV, and 25 000 fps for the SUV concept
car

(d) Capture high-speed images from the Photron camera at a frame rate of
5000 fps

5. After testing
(a) Locate and register potential fracture initiation locations
(b) Clean and vacuum the set-up for glass fragments
(c) Clean impactor for potential glass fragments

Box 2.1: Windshield testing procedure.

2.2.4 Post-processing tool for crack initiation and crack propagation

To facilitate extraction of crack initiation and crack propagation data we developed an in-house
post-processing tool based on pose estimation from a known 3D model [105]. In short, pose
estimation involves computing the real-world position and orientation of the camera based on
known 3D features and their projections onto the image plane. The pose estimation process is
illustrated in Figure 2.5. Let F𝑐 be the camera frame and 𝑐T𝑤 the transformation from F𝑐 to the
real-world frame, F𝑤 . The homogeneous transformation matrix, 𝑐T𝑤 , is defined as

𝑐T𝑤 =

(
𝑐R𝑤

𝑐t𝑤
03×1 1

)
(2.1)

where 𝑐R𝑤 and 𝑐t𝑤 are the rotation matrix and translation vector defining the real-world camera
orientation and position.
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Figure 2.5: Illustration of a rigid transformation 𝑐T𝑤 between the world frame F𝑤 and the
camera frame F𝑐 and the framed perspective image projection. X𝑤 is a real-world point
and x𝑐 is the perspective projection of X𝑤 .

The perspective projection x𝑐 = (𝑥, 𝑦, 1)⊺ of a point X𝑤 = (𝑋𝑤 , 𝑌𝑤 , 𝑍𝑤)⊺ is given by

x𝑐 = 𝚷𝑐T𝑤X𝑤 (2.2)

The corresponding perspective image projection x̄𝑐 = (𝑢, 𝑣, 1)⊺ is given by

x̄𝑐 = Kx𝑐 (2.3)

where K is the camera intrinsic matrix, defined by

K =
©«
𝑝𝑥 0 𝑢0
0 𝑝𝑦 𝑣0
0 0 1

ª®®¬ (2.4)

where (𝑢0, 𝑣0, 1)⊺ are the principal point coordinates defining the intersection of the optical axes
and the image plane, 𝑝𝑥/𝑦 are the ratios between the focal length of the lens 𝑓 and the size of the
pixel 𝑙𝑥/𝑦 , i.e., 𝑝𝑥/𝑦 = 𝑓 /𝑙𝑥/𝑦 . 𝚷 is the projection matrix, given by

𝚷 =
©«
1 0 0 0
0 1 0 0
0 0 1 0

ª®®¬ (2.5)

To estimate the real-world position and orientation of the camera and construct the transformation
matrix, 𝑐T𝑤 , we used the open-source pose estimation routines available in OpenCV [106]. The
optical target stickers were used as the target 3D features for the pose estimation procedure.
Figure 2.6 presents an example of a pose estimation for the first coupe car test.

19



2 Experiments on windshields

(a) High-speed frame (b) Applied 3D model

Figure 2.6: Example of a pose estimation on the first coupe car test. The high-speed image
frame (a) and the applied 3D geometry (blue dots) from the pose estimation (b). The known
optical target sticker locations (white dots) and the re-projected optical sticker locations
(green dots) were used to estimate and validate the pose estimation procedure.

After mapping the 3D model of the windshields to the high-speed camera footage, we obtained the
real-world coordinates from the image coordinates. The fracture initiation locations and crack
propagation data were gathered in a manual procedure where the crack tip was identified through
visual inspection and given a 3D coordinate and time stamp. Figure 2.7 presents an example
of a crack measurement, where the crack tip is registered for each image frame. By assuming
zero curvature in-between the estimated incremental crack tip points, we estimated the crack
propagation path and average speed. We define the average crack speed as the crack path length
relative to the growth time.

Figure 2.7: Example of a crack measurement. The crack tip coordinate is registered frame
by frame as long as the crack tip is visible. Here, the procedure is shown for three image
frames (𝑡1, 𝑡2 and 𝑡3).
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2.3 Experimental results
The force versus displacement results and the fracture initiation locations for all the conducted
tests are presented in Figure 2.8. In addition, the fracture initiation location data are compiled in
Tables A.1 to A.3 in Appendix A.1. The fracture initiation locations were registered using the
in-house post processing tool described in Section 2.2.4 for crack initiation and crack propagation.
We note that the stiffness response before fracture is repeatable within each test series. For the
coupe car, the component strength, here defined as the ultimate load bearing capacity until both
glass layers fail, varies between ∼1500 N and ∼4500 N and we experience component failure in
two distinct steps. We were not able to determine at which glass layer fracture initiates, however,
it is clear that fracture first initiates under the impactor for one of the glass panes. Then, the
other glass pane carries the load for a period of time until fracture also initiates in that glass
pane. After both glass panes fail, we see that the load carrying capacity is low. At this point, the
load is carried solely by the resulting glass-reinforced polymer interlayer. This two-stage failure
behavior is clearly visible in Figure 2.8 (a) and fits well with the first two phases described by
Larcher et al. [7, 8], see Figure 2.1. Most of the fracture initiation points in Figure 2.8 (d) for the
coupe car are located near the loading point under the impactor. We see that the initiation location
distributions of the first and second fracture occurrences are very similar. In addition, we have
two initiation points that deviate from the others, located on the lower right hand side and to the
left of the center. For the SUV, the component strength varies between ∼1550 N and ∼2300 N.
As for the coupe car we also experience component failure in two distinct steps, which is clearly
visible in Figure 2.8 (b). We see a different fracture initiation location distribution in Figure 2.8
(e) for the SUV compared to the coupe car. All the first fracture occurrences are closely gathered
in the center, while the second fracture occurrences are located near the boundaries. For the SUV
concept windshields the component strength varies between ∼1600 N and ∼2900 N. Also here
we see that the component failure evolves in stages, where one glass layer fractures before the
other. However, this behavior is less visible in Figure 2.8 (c) for components where the separate
stages occurred with close proximity. This happens as a consequence of the low loading velocity,
which leads to small differences in displacement of events occurring in close temporal proximity.
Regarding the fracture initiation locations in Figure 2.8 (f), we see more spread distributions of
the first and second fracture occurrences. Here, we can separate the initiation locations into two
groups, one located in the center, and one located near the boundaries.

From Figure 2.9 we see the deformation history of some chosen target stickers for a representative
instance of each of the three test series. For all three test series, the deformation fields are
symmetric about the YZ-plane at X equal to zero. Note that the corner points for the coupe car
exhibit significantly less displacement than what is the case for the SUV and the SUV concept
windshields. A force level drop is visible for all the windshield types. This drop occurs due to
failure of the windshield glass layers. For some of the target stickers, we note that the displacement
decreases during this force level drop. The decrease in target sticker displacement is linked to
a snap-back of the windshield when the windshield glass layers fail. The resulting windshield
functions more like a PVB plate reinforced with glass fragments, which is much more flexible
than the undamaged windshield, and thus the reinforced PVB plate is able to wrap around the
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impactor, making some of the target sticker points move upwards.

Figure 2.10 displays the crack propagation pattern for SUV concept windshield number three. The
time-lapse on the left hand side was taken by Camera 1, while the time-lapse on the right hand
side was taken by Camera 2. The crack propagation pattern captured by Camera 1 evolves into
two petal-like shapes towards the sides of the windshield, initiating from underneath the impactor.
When studying the same crack propagation pattern from the angle of Camera 2, we observe a
different type of shape, where fracture initiates underneath the impactor and propagates with
one petal-like shape towards the bottom center of the windshield. The visual difference can be
explained by how the cracks were oriented in relation to the light source and the camera. The
cracks we see were oriented such that the light from the lightning sources reflected on the crack
surface and hit the camera. For this reason, it was hard to capture the entire crack propagation
process.

In Figure 2.11, we present the final fracture patterns of the ten coupe car windshield tests. The
crack patterns consist of radial cracks with origin underneath the impactor and circumferential
cracks at the border of the radial cracks. For tests 1, 5 and 8, we had circular shaped circumferential
cracks, while they were elliptically shaped for the remaining tests. We note a substantial variation
in the size of the crack patterns, from the crack pattern of test 5 which is nearly equal to the
impactor size, to the crack pattern of test 9 that covers almost the entire windshield surface.

Figure 2.12 and Figure 2.13 display the crack propagation data gathered using the in-house
post-processing tool. Figure 2.12 shows the measured average crack speed distributions for the
three test series. We note that the speed levels are similar for all the test series, even though
the load level at failure is different. The estimated crack speeds display a spread spanning from
∼700 m/s up to ∼1600 m/s. Figure 2.13 shows the crack patterns with corresponding average
crack speed, which indicates that the circumferential cracks were much faster than the radial ones.
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Figure 2.8: Force-displacement curves (a, c, e) and the fracture initiation locations (b, d,
f) for the three windshield test series. The coupe car results are displayed on the top row
(a,c), the SUV on the mid row (b, d), and the SUV concept on the bottom row (c, f).
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Figure 2.9: Force versus target sticker displacement for a selected test instance of each test
series (a, b, c) and the location of the tracked target stickers (d, e, f). The coupe car results
are displayed on the top row (a,c), the SUV on the mid row (b, d), and the SUV concept on
the bottom row (c, f).
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(a) Camera 1 (b) Camera 2

Figure 2.10: Crack propagation pattern from both the upper high-speed cameras for SUV
concept windshield number three. The time-lapse on the left hand side was taken by camera
1, while the time-lapse on the right hand side was taken by camera 2.
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Figure 2.11: Crack patterns for the coupe car labeled by test number.
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Figure 2.12: Distribution of average crack speed for the measured crack paths for each test
series.

Figure 2.13: Measured crack paths colored based on average crack speed for each test
series.
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2.4 Numerical simulations
We performed damage-free FE simulations in LS-DYNA using the implicit solver to obtain
approximated windshield stress fields during moments of interest in the experiments. The
windshield was modeled using the same modeling technique presented in Alter et al. [95] and
Brokmann et al. [66], which is also commonly used in the automotive industry. The technique
involves modeling the windshield as a coincident shell-solid-shell where the shells and solid share
nodes. We maintained the physical geometry by shifting the reference surface of the glass layer
shell elements by half of the layer thickness and merge them with the upper and lower surface of
the PVB layer, as illustrated in Figure 2.14. An average element length of 7 mm was used.
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Figure 2.14: Coincident coupling of the windshield layers with shell elements for the glass
layers and solid elements for the PVB layer. First presented by Alter et al. [95].

Both glass layers were modeled as linear elastic, with a Young’s modulus of 70 GPa and a Poisson
ratio of 0.23. The PVB was modeled using the Blatz-Ko rubber model, where the constant shear
parameter was fitted through reverse engineering, starting at a suitable value for the present test
velocity and room temperature [107, 108]. We selected this simple representation of the PVB to
ensure that the windshield stiffness from the experiments was reproduced numerically. For the
coupe car, a constant shear modulus of 1.4 GPa was chosen. For the other car types, 0.75 GPa
was used. The glass layers were modeled with fully integrated, four-node shell elements and five
integration points through the shell thickness. To have accurate stress values on the glass layer
surfaces, we used the Gauss-Lobatto integration algorithm. This integration algorithm comes with
the advantage of having integration points directly on both the shell element surfaces. Therefore,
no stress extrapolation to the element surface where the microscopical flaws were located was
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necessary. The PVB interlayer was modeled using selectively reduced solid elements with eight
integration points. The material model for the oak impactor and oak frame was simplified as linear
elastic with a Young’s modulus of 10.4 GPa. Both the impactor and the frame consisted of solid
elements with one integration point. The contact between the impactor and windshield, as well
as the contact between the windshield and frame, were both modeled using the Mortar contact
formulation.

Figure 2.15 shows the measured force-displacement curves from experiments in comparison to
the simulation. Since the experiments were performed by prescribing the impactor displacement,
we modeled the loading similarly in the simulations, using a prescribed displacement for the
impactor. Accordingly, we ensured that the measured displacements were equal for the experiments
and the simulations. The force levels were measured by a load cell on which the impactor was
mounted in experiments. In the simulations, we defined the force level as the contact force
between the windshield and impactor. We limited the numerical investigations to examine the
pre-failure behavior in this study, therefore we stopped the force-displacement curves shorty after
the maximum failure displacement for each test series.
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Figure 2.15: Comparison of force-displacement curves from the numerical simulations
and experiments for each of the windshield types (a, b, c). The major principal stress field
for Side 1 (upper) and Side 4 (lower) of the windshield extracted at typical times of first
fracture (a1, a2, b1, b2, c1, c2). Side 2 and Side 3 display similar stress fields as Side 4 and
Side 1 respectively, but at lower magnitudes.
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Figure 2.15 illustrates how the major principal stress field evolved during the simulation of the
experiment. For each of the three test series, the stress field is displayed for Side 1 and Side 4 at
an early and later stage during the experiment. The most intense areas of the Side 1 stress field
displayed a circular form at an offset from the impactor early in the experiment and grew towards
the boundaries to a more intense and elliptic shape. The most intense areas of the Side 4 stress
field evolved from underneath the impactor and grew towards the boundaries forming petals with
increased loading. These transformations in the stress field shapes stem from a combination of the
windshield geometries and the influence from the boundary conditions. The Side 4 stress fields
display higher peaks than those on Side 1.

The numerically estimated major principal stresses at failure are presented in Appendix A.1,
see Tables A.1 to A.3. We estimated the failure stresses by using the experimental impactor
displacement level at fracture combined with the fracture initiation location estimated from the
high-speed camera footage. The coordinate system is the same as what is used in Figure 2.8
for the fracture initiation locations. When retrieving the major principal stress values, we chose
the elements from glass layer 1 and 2, see Figure 2.2, that were closest to the measured fracture
initiation location. We retrieved the stress at both layer surfaces. Based on the retrieved values,
we can easily eliminate the sides with negative stress values as candidates for the side of the
fracture origins. However, in most of the cases, we can not be certain of which side the fracture
originated because the major principal stress values did not differ significantly. If we for instance
consider test number 08 in the SUV test series, the retrieved major principal stress for Side 4 is
146.8 MPa, while it is 131.8 MPa for Side 2. To evaluate on which side the fracture initiated we
need information about the surface flaws present in one or both of the sides. If there was only
a surface flaw in one of the sides, then that side would be the critical one. Otherwise, if there
were surface flaws on both sides, we would have to consider a combination of the stress level and
surface flaw characteristics to decide on which side the fracture initiated. To simplify things, we
assume that the fracture initiated on the side with the highest major principal stress value. With
that assumption, we found that the major principal stress at fracture initiation varies from 38.8 MPa
for test 01 to 178.6 MPa for test 09 in the SUV test series. Figure 2.16 displays the distribution of
the estimated major principal stress values at first fracture for each of the windshield types and the
test series performed by Brokmann et al. [66]. The SUV test series shows the greatest scatter,
while the SUV concept exhibits the lowest scatter. The outlier in the SUV concept car distribution,
indicated by a circle, is the fracture initiation for test 02, which was the strongest specimen for the
windshield type.
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Figure 2.16: The estimated major principal stress distributions at first fracture for each of
the windshield types and the test series performed by Brokmann et al. [66].

2.5 Discussion
All three windshield test series displayed a stochastic failure behavior, while maintaining a
repeatable stiffness before failure, see Figure 2.8. This indicates that the experimental setup
performs as designed. Additionally, the stochastic failure behavior underlines the importance
surface flaws have on the performance of the windshield as a component.

From Figure 2.8 we also see that the fracture initiation locations of the coupe car were centered
for both the first and second fracture. For the larger SUV windshields, the first fracture initiations
were centered, while the initiations for the second fracture were located closer to the boundaries.
For the largest SUV concept windshields, the fracture initiation locations were spread for both the
first and second fracture. These trends may be related to size effects, where the larger windshields
result in larger areas of approximately constant stress fields. These larger constant stress fields
increase the probability of triggering unstable crack growth of microscopical surface flaws. The
large constant stress field enables fracture initiation in a larger area, as seen in the largest SUV
concept windshields. Figure 2.15 displays the simulated stress fields for the three test series at
the typical time of first fracture. The highest magnitude of the stress fields for the coupe car and
SUV are concentrated around the center. This is also true for the SUV concept car. However, we
note that there is a large area of constant stress magnitude of a level similar to the stress level at
fracture. This area is significantly larger for the SUV concept car then for the coupe car and SUV
windshields. The stress fields support the claim that the experienced spread in fracture initiation
locations is more likely for larger windshields.

The DIC data displayed in Figure 2.9 confirms that the experimental setup was symmetric about
the YZ-plane at X equal to zero, see Figure 2.8 (d-f). This feature is valuable in terms of validation
of repeatability, where we ensured that all test iterations had the same deformation history. Thus,
we isolated features related to the stochastic fracture strength of glass.

32



2 Experiments on windshields

Both the production stage windshields exhibited a clear two-stage failure behavior where fracture
first initiated in one of the glass panes under the impactor, and then the other glass pane failed at a
later stage away from the impactor. This behavior was not seen in the SUV concept windshield
test series. For that particular test series both glass panes commonly failed in a closer temporal
proximity, typically near the point of an increased stiffness were the convexly deformed part of the
windshield hit the wooden frame. The difference in failure behavior may have two explanations:

1. The production methods differed, which lead to deviations between the CAD geometry
and the hardware for the prototype stage SUV concept windshields. These deviations were
not observed for the production stage coupe car and SUV windshields. The fact that the
SUV concept windshields deformed all the way until the convexly deformed part of the
windshield was in contact with the wooden frame may imply that the surface flaws were
small or that the heat treatment introduced more compressive initial stresses. If we consider
the major principal stress values at first fracture in Figure 2.16, the latter option is more
likely.

2. The sizes of all three windshield types differ. The SUV concept windshield is the largest,
which allows for more deformation before critical stress intensities are reached.

The crack propagation patterns vary based on the fracture initiation point. For fracture initiation
points near the center of the windshield, we typically saw a radial crack pattern with a center
in the initiation point. When fracture initiates near the boundaries, a circular crack pattern was
seen. The severity of the crack propagation is closely linked to the strain energy stored in the
windshield at the point of fracture. High energy fracture initiations result in large and dense crack
patterns whereas low energy fracture initiations result in smaller and less dense crack patterns.
If we compare the Side 1 stress fields for the coupe car in Figure 2.15 (a1 and a2) to the crack
patterns in Figure 2.11, we see a clear similarity between the circular cracks and the intense
circular shapes forming in the stress field. Thus, it is fair to assume that the intense circular shapes
of the stress field are a contributing factor to the shape of the circular cracks. The visibility of the
crack propagation was sensitive to the camera lighting conditions, making cracks oriented at an
angle that reflected light into the camera lens visible. This camera lighting sensitivity made it
difficult to capture the crack propagation within the entire component.

We found no correlations between the measured average crack speeds and the load level at fracture.
However, we note that the cracks in a circular pattern typically propagated at higher average speed
levels than the cracks that propagated in a radial pattern. This behavior may be caused by a higher
level of stored strain energy in the areas of the circular crack propagation, resulting in more driving
force for the crack growth. When comparing the crack propagation paths in Figure 2.13 with
the stress fields in Figure 2.15, we see a clear correlation. For the Side 1 stress field we have
circular shapes of nearly constant high magnitude stresses for all windshield types. These circular
shapes overlap with the fastest crack propagation paths, and support the claim that these cracks
were driven by the circular high magnitude strain energy fields. The highest Side 4 stress field
magnitudes overlap with parts of the radial cracks. Due to the performance restrictions of the
Photron high-speed camera located underneath the windshield in terms of filming frequency, we
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were only able to capture fracture initiation locations and not crack propagation data underneath
the impactor. For this reason, we only have partial crack propagation paths for the radial cracks.
For the partial radial cracks we see lower average propagation speeds, which also could be linked
to an decreasing amount of stored strain energy when the crack propagates away from the center
location.

The numerical simulations captured the stiffness evolution of the experimental test series. The
estimated major principal stress values at first fracture for the coupe car and SUV display a bigger
scatter than what was seen for the SUV concept car and in the quasi-static windshield impact
test series performed by Brokmann et al. [66]. This may be related to the variation in force level
at fracture. For both the SUV concept test series and the test series performed by Brokmann et
al. [66] we observe a smaller scatter in terms of force level at first fracture then for the coupe
car and SUV test series. Interestingly, the difference in windshield geometry does not seem to
affect the spatial distribution of the major principal stress at fracture. However, both the lowest
and the highest critical stress values were located underneath the impactor. This is reasonable,
since the area near the impactor is the most stress intensive area of the windshield throughout the
experiment, making the probability of obtaining critical stress intensities higher than what is the
case for the areas closer to the boundaries.

2.6 Conclusion
In this work, we presented a reliable method for conducting repeatable quasi-static tests on
doubly curved windshields. Our approach considers the stochastic nature of glass and aims to
gather crucial data for developing accurate numerical models. We collected impactor force and
displacement data from the testing machine, target point displacements from 3D-DIC, and fracture
initiation locations and crack propagation data from high-speed camera images. To estimate
fracture initiation locations and crack propagation, we developed a Python-based post-processing
tool that utilizes pose estimation to map image coordinates to spatial coordinates. We conducted
tests on three windshield types: one from a coupe car (tested ten times), one from an SUV (tested
ten times), and one from an SUV concept car (tested eleven times). Based on our study, we have
drawn the following key conclusions:

• High-speed cameras are suitable for capturing the fracture initiations and crack propagations
in windshields, but sensitive to lightning conditions.

• The windshield component strength seems to be size dependent.

• The crack propagation pattern exhibits a stochastic behavior.

• We found no correlation between the average crack speed and the load level at fracture.

• The average crack speed is higher for the circumferential cracks than for the radial cracks.
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This chapter is based on Paper II, “A physically based strength prediction model for glass”. The
chapter presents the implementation and validation of an improved version of the Glass Strength
Prediction Model (GSPM) including the phenomenon of sub-critical crack growth (SCG), capable
of handling rate effects. The new version of the GSPM is implemented as a material model in the
commercial FE code LS-DYNA, triggering fracture initiation of the existing glass material model
MAT_280.

3.1 Introduction
The strength of glass, which is a brittle amorphous material [5], has been a subject of great interest
for a long time. Glass is popular due to its excellent transparent qualities, and is increasingly
used in modern architecture and the automotive industry. Back in 1921, Griffith [15] proposed a
connection between the fracture stress and the size of the microscopical surface flaws present on
glass surfaces. Griffith formulated a fracture theory stating that for a flaw to become unstable,
and fracture to initiate, the potential energy reduction that results from an increment of crack
growth has to overcome the surface energy of the material. Griffith proved his theory by correctly
predicting the relationship between the fracture strength and the flaw size in glass specimens.
Irwin [16] built on Griffith’s theory by introducing a measure of the potential energy available for
a crack growth increment, called the of energy release rate, G, given by

G = −dΠ
dA

(3.1)

where Π is the potential energy of an elastic body and dA is the crack growth area. Later, Irwin [17]
introduced the stress intensity factor, which describes the stresses and displacements near the
crack-tip by a single constant. Depending on the crack loading mode, the expressions for the stress
intensity factor vary. In the field of fracture mechanics, it is common to divide the crack loading
modes into three distinct modes, i.e., mode I, II and III [18]. In mode I loading, often referred to
as the opening mode, the principal load is applied normal to the crack plane and tends to open
the crack. Mode II corresponds to in-plane shear loading and tends to slide the crack faces with
respect to each other. Mode III loading is an out-of-plane shear loading. The mentioned loading
modes can be combined to describe all kinds of complex loading modes, often referred to as
mixed-mode loading. For mode I loading, the stress intensity factor, 𝐾𝐼 , is given by

𝐾𝐼 = 𝑌 (𝑎, 𝑐, 𝜙) 𝜎𝑛

√
𝜋𝑎 (3.2)
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where 𝑌 is a geometrical crack shape factor which is dependent on the flaw depth, 𝑎, the flaw
half-length, 𝑐, and the parametric angle, 𝜙, while 𝜎𝑛 is the external applied stress normal to the
crack.

The microscopical surface flaws present on the glass surface, typically referred to as Griffith
flaws [19–23], reduce the fracture strength of glass by several orders of magnitude. In theory,
without the surface flaws, the fracture strength of glass is in the order of 10 GPa [24, 25]. In practice
the fracture strength is in the order of 100 MPa. Glass fracture initiates in the microscopical
surface flaws which may grow under loading. If the stress intensity, 𝐾𝐼 , is sufficiently high and
above a threshold value, 𝐾𝑡ℎ, but lower than the critical stress intensity, 𝐾𝐼𝐶 , the flaw may grow
sub-critically. This phenomenon is often called sub-critical crack growth (SCG), but also known
as stress corrosion or static fatigue. The rate of the SCG is highly dependent on a combination
of environmental factors, such as humidity and temperature, and the stress intensity [23, 26–33].
When the flaw grows sub-critically, the flaw depth, 𝑎, and the length 2𝑐, increase, resulting in an
increased stress intensity.

At some point, with sufficient loading, the stress intensity will become critical, i.e., 𝐾𝐼 ≥ 𝐾𝐼𝐶 .
At this point, the flaw exhibits unstable crack growth and failure is initiated. The resulting crack
propagation is violent, with crack speeds reaching up to ∼1500–1600 m/s [34, 35]. Since the
failure mechanism is governed by the microscopical surface flaws, glass exhibits a stochastic
fracture behavior. The stochastic nature of glass fracture is rooted in the spatial distribution,
size and shape of the microscopical surface flaws, which combined with the surface stress field
determine the fracture strength. As the surface flaw characteristics differ for every glass specimen,
many experimental iterations are needed to map the fracture strength distribution for one test
case. This is both costly and impractical. Moreover, glass is becoming increasingly important
as a load-bearing structural component in modern structures. In the automotive industry, large
glass components such as windshields and sky roofs have a direct effect on the car performance in
accidents or crashes. Without accurate numerical models that are able to capture the stochastic
nature of glass, the typical option is to perform extensive testing. In other words, there is a pressing
need for numerical models that can predict the structural strength of glass specimens.

There exist several models with the aim of predicting the fracture strength of glass. The load
duration theory [109, 110] was presented by Brown in 1970, and was used to estimate the
time-to-failure for loaded rectangular glass plates. In 1980, Beason [111, 112] proposed the glass
failure prediction model, which aimed to predict the failure strength of glass plates independent
on the plate aspect ratio, surface area and load duration. The glass failure prediction model was
later incorporated in the glass thickness selection procedure in ASTM E 1300–94 [113–115].
Evans and Wiederhorn [116] presented a crack growth model for the lifetime prediction of ceramic
components after proof testing based on empirical formulations. Fischer-Cripps and Collins [117]
proposed a modified crack growth model. Overend et al. [118] proposed a general crack growth
model, extending the modified crack growth model and compared the model performance to
existing models. Later, Overend and Zammit [20] presented a computer algorithm for the general
crack growth model. Common for all the above mentioned methods is a foundation based on
SCG and fracture strength based on the Weibull probability distribution function (PDF) [119].
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The presented models have been heavily discussed with respect to assumptions, usability and
limitations [9, 39, 120, 121]. Haldimann [9] reviewed many glass design methods and proposed a
more general model called the lifetime prediction model.

Yankelevsky [39] proposed a different approach for predicting the fracture strength of glass plates.
The proposed model is based on the fact that the probabilistic fracture behavior of glass originates
from varying surface flaw distributions, or flaw maps, of glass plates. To imitate this behavior, the
model produces a set of virtual flaw maps with varying flaw shape, size and location. The fracture
strength is found by combining the information from the flaw maps and linear elastic fracture
mechanics (LEFM) theory. However, the model does not take SCG into account. Yankelevsky et
al. [122, 123] validated the proposed strength prediction model to four-point bending experiments.
Later, other models predicting failure in glass based on flaw maps have been proposed [40–42].
The model of Yankelevsky was further developed by Osnes et al. [14, 43] into a post-processor for
finite element (FE) simulations.

The mentioned glass strength prediction models focus on finding the probability of failure, in
terms of fracture initiation, and do not consider the post-failure stage. In extreme load cases, like
real car crashes or the NCAP-evaluation tests [44], both the pre- and the post-failure stages need to
be considered. Brokmann [33] developed a model based on SCG and initial flaw sizes estimated
from fracture stresses fitted to a Weibull PDF. The model is integrated into an finite element (FE)
code as a material model, making the model more user friendly. In this study, we propose a new
Glass Strength Prediction Model (GSPM) that builds on the foundation laid by Yankelevsky [39]
and Osnes et al. [14, 43], and aim to further develop and improve the GSPM by including SCG
and propose a new way of representing the surface flaws. In addition, we incorporate the GSPM
in a material model of an FE code, improving the usability and practicality of the model.

3.2 Glass Strength Prediction Model (GSPM)
In short, the GSPM combines linear elastic fracture mechanics (LEFM) and SCG in a Monte Carlo
simulation to predict and potentially initiate failure in a virtual glass experiment performed in an
FE simulation. The key feature of the GSPM is a generated representative sample of artificial flaw
maps on the glass plate surfaces, which lays the foundation for the fracture strength predictions.
The generated flaw maps each contain a number of flaws based on the selected flaw density, with a
defined shape, depth, orientation and location. Based on the surrounding environment and loading
history, the model keeps track of the predicted growth of each flaw originating from mode I loading
and predicts when and where failure occurs for each flaw map in the generated representative
sample. We neglect possible contributions from mode II and III loading.

The model implementation is based on an explicit FE framework, where glass plates are modeled
using shell elements. To ensure generality and robustness, we implemented the model in a modular
manner, facilitating integration and coupling with available damage models in FE solvers for
future modeling of the post-failure behavior. Figure 3.1 presents the overall functionality of the
GSPM, with model inputs and outputs. As inputs, the specimen geometry and stress history are
retrieved from an FE simulation, while the flaw distribution and surrounding environment are

37



3 Glass Strength Prediction Model

defined through the model input parameters.

Figure 3.1: The overall inputs and outputs of the GSPM. The model needs information about
the specimen geometry, stress history, flaw distribution and the surrounding environment,
and predicts the fracture distribution in terms of fracture time, location and stress.

3.2.1 Versions

The GSPM is implemented in two different versions, one material model version suited for
coupling with available damage models existing in e.g., commercial FE solvers and one external
post-processing version, aimed at different applications. The two versions are described below.

Material model version
The material model version of the GSPM is implemented in Fortran and suitable for coupling
with damage models in FE codes. By integrating the model directly with an FE solver, the model
can calculate the failure distribution during the FE simulation and work as a trigger for damage
initiation. The model is designed to facilitate easy coupling with existing damage models for glass,
allowing flexible customization of glass material modeling. In the material model version, the
model extracts stress history and geometry data directly from the FE simulation.

The purpose of the material model version of the GSPM is to allow the user to take the stochastic
nature of glass into account during FE simulations without the need to run multiple simulations.
During the FE simulation, the GSPM generates a failure distribution based on the representative
sample of artificial flaw maps, naturally sorted from weakest to strongest. With this property, the
user can select which flaw map to use to initiate failure, and thus the strength of the glass specimen.
The model predicts a scatter in the fracture initiation location and time up until triggered failure
initiation, which provides an idea of the repeatability of the studied case. A small scatter implies
a repeatable strength for the given load case and geometry in question. The predicted fracture
initiation can be used to trigger damage models at a physically based time and location. This
flexible way of including the stochastic nature of failure initiation in numerical simulations of
glass plates makes it applicable in numerous design applications.

Post-processing model version
The post-processing version of the GSPM is implemented in two programming languages,
Fortran and Python. The Fortran implementation is compiled and thus faster than the Python
implementation. On the other hand, the Python implementation is more portable to use and
integrate in other Python-based scripts. To make strength predictions, the model uses stress history
and geometry data exported from an FE simulation in which the glass has purely elastic behavior.
Depending on the desired temporal prediction accuracy, the user provides a sufficient amount of
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stress field increments from the FE simulation.

The post-processing version of the GSPM is implemented as an independent program. Given
the stress history from a damage free FE simulation as input, the version outputs a complete
fracture strength distribution of the first fracture initiation. The post-processing version facilitates
calibration and sensitivity analysis of the input parameters. By coupling the resulting probability
distribution of the fracture strength with corresponding experimental data, the user may find
suitable flaw map parameters for their glass plate specimens. The decoupling from the FE
simulation makes the post-processing version significantly faster than the material model version
as the complete stress history is already available. The computational speedup achieved from the
decoupling makes the version favorable in cases where some input parameters are uncertain and
calibration is needed or only the first fracture initiation is of interest.

3.2.2 Flaw generation and distribution

To represent the flaw distribution found on the surfaces of a glass plate specimen, we have based
the flaw generation procedure on the float glass production line. In a typical float glass production
line, glass melt is poured onto a large tin bath, forming a so-called jumbo glass plate, with typical
dimensions of 3.12 m × 6 m [9]. During the solidification of the glass melt, small microscopical
flaws, invisible to the naked eye, are created on the glass surface. A consequence of the production
process is that the two glass plate surfaces are not identical. The tin side has been found to be
marginally weaker that the air side [9, 124]. However, as a simplification, both glass surfaces are
assumed to have equal flaw distributions. After solidification and cooling, the jumbo glass plate
is cut into smaller glass specimens. In the GSPM, this process is emulated by first creating a
jumbo glass plate of a user specified area, 𝐴 𝑗𝑢𝑚𝑏𝑜. Second, we generate 𝑁0 flaws on each of the
jumbo glass plate surfaces based on shape, size, and orientation distributions. Third, we cut the
jumbo glass plate into smaller glass specimens of areas 𝐴𝑠𝑝𝑒𝑐𝑖𝑚𝑒𝑛, as illustrated in Figure 3.2.
The parameters governing the flaw distribution are presented in Table 3.1 (parameters 1–3). The
number of virtual jumbo glass plate flaw maps, 𝑀 𝑗𝑢𝑚𝑏𝑜, is given by

𝑀 𝑗𝑢𝑚𝑏𝑜 =

⌈
𝑀𝑖𝑡

𝐴𝑠𝑝𝑒𝑐𝑖𝑚𝑒𝑛

𝐴 𝑗𝑢𝑚𝑏𝑜

⌉
(3.3)

where ⌈𝑥⌉ is the ceiling function and 𝑀𝑖𝑡 is the number of glass specimen flaw map iterations.
The number of flaws per jumbo glass plate, 𝑁0, is given by

𝑁0 = 𝜌 𝑓 𝑙𝑎𝑤𝐴 𝑗𝑢𝑚𝑏𝑜 (3.4)

where 𝜌 𝑓 𝑙𝑎𝑤 is the surface flaw density.

We assume that the flaws are non-interacting and uniformly distributed over the glass surface.
In addition, we assume that the distance between the flaws is much larger than the dimensions
of single flaws. To fulfill the assumptions that the flaws are uniformly distributed on the glass
surfaces, we draw the location of each flaw based on a unique random selection of the elements
hosting flaws of the glass plate mesh from the FE simulation. In other words, for each virtual flaw
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map on the glass plate surfaces, we perform a random selection of elements that contain a flaw.
The random selection is done using Floyd’s algorithm for sampling without replacement [125].
By assuming that the element size is uniform, the drawn positions are distributed uniformly on the
glass surface.

Figure 3.2: Illustration of the flaw generation and distribution procedure in the GSPM.

Flaw depth
Similar to Yankelevsky [39], we assume that there is a single flaw of the largest depth in the jumbo
glass plate, and an increasing number of flaws for decreasing flaw depths. The depth distribution
is presented in Figure 3.3 and given by

𝑁𝑖

𝑁0
= exp

(
−𝑎𝑖 − 𝑎min

[

)
(3.5)

where 𝑎𝑖 is the depth of flaw 𝑖, 𝑎min is the minimum flaw depth of the flaw distribution, 𝑁0 is the
total number of flaws on the jumbo glass plate surface, 𝑁𝑖 is the number of flaws that have depths
larger or equal to 𝑎𝑖 , and [ is a distribution parameter given by

[ =
𝑎max − 𝑎min

ln (𝑁0)
(3.6)

where 𝑎max is the maximum flaw depth of the flaw distribution. The flaw depth distribution in
Equation (3.5) is generated by isolating 𝑎𝑖 , resulting in

𝑎𝑖 = [ (ln (𝑁0) − ln (𝑁𝑖)) + 𝑎min (3.7)

where 𝑁𝑖 is given by
𝑁𝑖 = (𝑁0 − 1) 𝑥𝑖 + 1, 𝑥𝑖 ∼ U ( [0, 1]) (3.8)

where 𝑥𝑖 is drawn 𝑁0 times from a uniform distribution.
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Figure 3.3: The assumed flaw depth distribution, where 𝑎min is the minimum and 𝑎max is
the maximum flaw depth, 𝑁0 is the total number of flaws on the jumbo glass plate surface,
𝑎𝑖 is the depth of flaw 𝑖 and 𝑁𝑖 is the number of flaws that have depths larger or equal to 𝑎𝑖 .

Flaw shape
To calculate the stress intensity factor for mode I loading, K𝐼 , at each flaw on the glass surface,
we need information about the shape and orientation of the flaw. In the GSPM, all flaws are
idealized as semi-elliptic, see Figure 3.4, although in reality they may be shaped differently.
To allow for depth (𝑎) and length (2𝑐) variations within the assumed semi-elliptic shape, we
model the depth-to-half-length ratio, 𝑎/𝑐, distribution with a generic two-sided truncated normal
distribution [126]. The PDF for the truncated normal distribution, 𝑓𝑡 , is given in by

𝑓𝑡 (𝑥; `, 𝜎, 𝑎, 𝑏) = 1
𝜎

𝑓𝑛
( 𝑥−`

𝜎

)
𝐹𝑛

(
𝑏−`
𝜎

)
− 𝐹𝑛

( 𝑎−`
𝜎

) (3.9)

where 𝑥 is the stochastic variable, ` is the mean value, 𝜎 is the standard deviation, 𝑎 and 𝑏 are the
minimum and maximum value of 𝑥, 𝑓𝑛 is the PDF and 𝐹𝑛 is the cumulative distribution function
(CDF) of the standard normal distribution. The half-length of flaw 𝑖 is given by

𝑐𝑖 =
𝑎𝑖

(𝑎/𝑐)𝑖
(3.10)

where (𝑎/𝑐)𝑖 is the depth-to-half-length ratio for flaw 𝑖 drawn from the two-sided truncated normal
distribution. The input parameters presented in Table 3.1 (parameters 4–9) govern the generated
flaw shape distributions.
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Figure 3.4: The assumed semi-elliptic flaw shape where 𝑎 is the depth, 𝑐 is the half-length,
𝜙 is the parametric angle of the ellipse and 𝛼 is the in-plane angle between the flaw normal
vector, n, and the x-axis, defining the orientation of the flaw.

Flaw orientation
We assume that the surface flaws do not favor any orientation. Consequently, every individual
flaw is given an orientation through a random angle 𝛼, see Figure 3.4, between 0 and 𝜋, defining
the in-plane angle between the flaw normal vector, n, and the x-axis. The external applied stress
normal to a flaw, denoted 𝜎𝑛, is given by

𝜎𝑛 =
𝜎𝑥 + 𝜎𝑦

2
+
𝜎𝑥 − 𝜎𝑦

2
cos (2𝛼) + 𝜏𝑥𝑦 sin (2𝛼) (3.11)

where 𝜎𝑥 and 𝜎𝑦 are the in-plane normal stresses in the x and y direction, respectively, and 𝜏𝑥𝑦 is
the in-plane shear stress.

3.2.3 Sub-critical crack growth (SCG)

Glass surface flaws are known to grow sub-critically under certain conditions. The crack growth
speed of the surface flaws can be divided into four regions dependent on the stress intensity for
mode I loading, 𝐾𝐼 [23, 31–33]. The regions are presented in Figure 3.5 with the following
description of the different regions:

1. 𝐾𝐼 < 𝐾𝑡ℎ. No crack growth in this region.

2. 𝐾𝑡ℎ < 𝐾𝐼 < 𝐾𝐼,2. Crack growth is driven by a combination of stress state and humidity.
The crack growth speed in this region can be described using a power law:

𝑣 =
d𝑎
d𝑡

= 𝑣0

(
𝐾𝐼

𝐾𝐼𝐶

)𝑛
(3.12)

3. 𝐾𝐼,2 < 𝐾𝐼 < 𝐾𝐼𝐶 . Crack growth speed is almost independent of the stress intensity.

42



3 Glass Strength Prediction Model

4. 𝐾𝐼 > 𝐾𝐼𝐶 . The crack growth becomes unstable.

1

2

3

4

Figure 3.5: The relationship between crack growth speed, 𝑣, and stress intensity for mode I
loading, 𝐾𝐼 .

In Figure 3.5, 𝐾𝐼 is the mode I stress intensity, 𝐾𝑡ℎ is the stress intensity threshold for SCG, 𝐾𝐼,2 is
the stress intensity at the transition between region 2 and 3 and 𝐾𝐼𝐶 is the critical stress intensity.
In the GSPM, the SCG is modeled to follow a linearized version of the evolution in Figure 3.5,
marked with dotted lines, where the crack grows sub-critically for stress intensities between 𝐾𝑡ℎ

and 𝐾𝐼𝐶 . The calculation of the geometric factor in Equation (3.2), 𝑌 , and the SCG is done using
the empirical equations for tension from Newman and Raju [127], given by

𝐾𝐼 = 𝜎𝑛

√︂
𝜋

𝑎

𝑄 (𝑎, 𝑐) 𝐹 (𝑎, 𝑐, 𝜙) = 𝑌 (𝑎, 𝑐, 𝜙) 𝜎𝑛

√
𝜋𝑎 (3.13)

𝑌 (𝑎, 𝑐, 𝜙) = 𝐹 (𝑎, 𝑐, 𝜙)√︁
𝑄 (𝑎, 𝑐)

(3.14)

where 0 < 𝑎/𝑐 ≤ 1, 0 ≤ 𝜙 ≤ 𝜋, 𝐹 is the stress-intensity boundary-correction factor and 𝑄 is
the shape factor for an elliptic crack. The sub-critical growth of the flaw depth is calculated by
integrating Equation (3.12) with 𝜙 = 𝜋/2 using the forward-Euler method. The same calculation is
done for the half-length, however, with 𝜙 = 0. The input parameters influencing the SCG behavior
are presented in Table 3.1 (parameters 10–13). The stress intensity threshold, 𝐾𝑡ℎ, and the critical
stress intensity, 𝐾𝐼𝐶 , define the region for SCG. The SCG rate is governed by the terminal crack
growth speed, 𝑣0, and the exponent, 𝑛. These parameters vary dependent on the surrounding
cracking environment.

3.2.4 Procedure

The strength prediction procedure of the GSPM is presented schematically in Figures 3.6 and 3.7.
Below follows a step-wise walk-through of the procedure:

1. At the start of the simulation, we generate and distribute flaw maps for 𝑀𝑖𝑡 unique artificial
glass plate specimens, see Figure 3.6. These flaw maps serve as a representative sample for
glass plate specimens of the same kind.
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2. We enter a prediction loop, see Figure 3.7, where the presented procedure is repeated for
each stress frame until the failure criterion is met:

(a) Calculate the current time step based on the simulation time step and potential time
scaling, retrieve the current stress field and initiate the flaw map counter, 𝑚 = 1.

(b) Apply surface flaw map 𝑚 to the current stress field.

(c-e) Loop through every flaw in the intact artificial glass samples, calculate the stress
intensity for mode I loading, 𝐾𝐼 , and perform one of the following actions:

• 𝐾𝐼 < 𝐾𝑡ℎ

The flaw remains unchanged.

• 𝐾𝑡ℎ < 𝐾𝐼 < 𝐾𝐼𝐶

The flaw grows sub-critically. We update the flaw depth and length based on SCG
theory.

• 𝐾𝐼 > 𝐾𝐼𝐶

The flaw grows over-critically and at this point we predict that failure has occurred
for the artificial glass sample. We save the failure information and remove the
glass sample from the collection of intact samples. If multiple flaws are critical at
the same time step, the flaw failing first is considered the most critical, which is
decided based on the linearly approximated time at failure, 𝑡 𝑓 , given by

𝑡 𝑓 = 𝑡𝑖−1 +
𝐾𝐼𝐶 − 𝐾𝐼,𝑖−1

𝐾𝐼,𝑖 − 𝐾𝐼,𝑖−1
(𝑡𝑖 − 𝑡𝑖−1) (3.15)

where the indices 𝑖 − 1 and 𝑖 represent the previous and current time step.

If 𝑚 < 𝑀𝑖𝑡 , increment the flaw map counter and go to (b), else, finish time step.

Figure 3.6: Illustration of flaw map generation: start with the glass specimen geometry (a)
and generate 𝑀𝑖𝑡 flaw maps (b) where each flaw has a depth, 𝑎, length, 2𝑐 and orientation,
𝛼, (c-d).
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Figure 3.7: Schematic illustration of the prediction loop for a stress frame: starting with
the stress distribution (a), each of the 𝑀𝑖𝑡 virtual flaw maps are mapped onto the stress
distribution (b), where each flaw is investigated for potential SCG or failure (c-e).

3.2.5 Other

To account for time scaling and noise in the numerical simulations, we have included options
for scaling the time step and to exponentially average the stress intensity factor in the following
manner

�̄�𝐼,𝑖 = 𝛼exp𝐾𝐼,𝑖 +
(
1 − 𝛼exp

)
�̄�𝐼,𝑖−1 (3.16)

where �̄�𝐼,𝑖 and �̄�𝐼,𝑖−1 are the average stress intensity factors for the current and previous time step,
respectively, 𝐾𝐼,𝑖 is the stress intensity factor for the current time step and 𝛼exp is the exponent for
the moving exponential averaging. The GSPM input parameters in Equation (3.16) are listed in
Table 3.1 (parameters 14–15).

3.2.6 Material model

The material model version of the GSPM includes two additional input parameters, presented in
Table 3.1 (parameters 16–17). In this version, the GSPM can be used to trigger other damage
models used to describe crack propagation at fracture initiation for a user-defined glass fracture
strength. The glass strength is set using the parameter 𝑃 𝑓 , which is the percentile value of the
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fracture strength distribution where failure is initiated, defined by

𝑃 𝑓 = 𝑃
(
𝑡 ≤ 𝑡 𝑓

)
, 0 ≤ 𝑃 𝑓 ≤ 1 (3.17)

where 𝑃 is the probability function and 𝑡 𝑓 is the time at failure. By selecting a glass strength using
the failure percentile parameter, 𝑃 𝑓 , the glass plates included in the model will initiate failure at a
time and location representative for the selected strength. Figure 3.8 illustrates the difference in
workflow between the material model and the post-processing version. Explicit FE simulations
usually involve many increments. For this reason, we added an option to control the GSPM update
frequency using the parameter 𝑛𝑖𝑛𝑐, an option which allows the user to reduce the computational
time. The parameter must be used with caution, since it affects the accuracy of the prediction.
The choice of the parameter value is dependent on the particular load case.

(a) (b)

Figure 3.8: Illustration of the workflow of the post-processing version (a) and material
model (b). For the post-processing version (a), GSPM outputs a failure distribution based
on the exported stress history of a damage free FE simulation. For the material model
version (b), GSPM calculates the failure distribution during the FE simulation and triggers
failure when the user specified failure percentile is reached.
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Table 3.1: The GSPM input parameters related to the flaw distribution (1–3), flaw shape
(4–9) and SCG (10–13). Time scaling and noise handling parameters (14–15) and material
model version parameters (16–17) are also presented.

Number Symbol Description Unit

1 𝑀𝑖𝑡 Number of glass specimen flaw map iterations [-]
2 𝐴 𝑗𝑢𝑚𝑏𝑜 Area of a jumbo glass plate [m2]
3 𝜌 𝑓 𝑙𝑎𝑤 Flaw density [flaw/cm2]
4 𝑎min Minimum flaw depth [µm]
5 𝑎max Maximum flaw depth [µm]
6 (𝑎/𝑐)𝑚𝑒𝑎𝑛 Flaw depth-to-half-length ratio, mean value [-]
7 (𝑎/𝑐)𝑠𝑡𝑑 Flaw depth-to half-length ratio, standard deviation [-]
8 (𝑎/𝑐)min Flaw depth-to-half-length ratio, minimum value [-]
9 (𝑎/𝑐)max Flaw depth-to-half-length ratio, maximum value [-]

10 𝐾𝐼𝐶 Critical stress intensity [MPa
√

mm]
11 𝐾𝑡ℎ Stress intensity threshold for SCG [MPa

√
mm]

12 𝑣0 Terminal SCG speed [mm/s]
13 𝑛 SCG exponent [-]
14 𝑡𝑠𝑐𝑎𝑙𝑒 Time scaling factor [-]
15 𝛼exp Exponent for moving exponential averaging [-]
16 𝑛𝑖𝑛𝑐 Number of increments to skip per GSPM increment [-]
17 𝑃 𝑓 Failure percentile [-]

3.3 Calibration
For calibration of GSPM input parameters, we apply the post-processing version of the GSPM.
The version contains 13 input parameters governing the glass specimen flaw distribution and SCG
behavior, see Table 3.1 (parameter 1–13). These parameters may vary depending on factors such
as the chemical composition, the production method of the glass and the surrounding environment.
For this reason, there does not exist a universal set of parameters. To facilitate calibration of the
GSPM input parameters, we present a generic and robust methodology for calibration based on
experimental test series on glass. In addition, we perform sensitivity studies for different load
cases and discuss how the different input parameters affect the glass specimen strength.

3.3.1 Calibration procedure

Since the output of the GSPM is a fracture strength distribution, we have to apply a statistical
methodology to verify the prediction accuracy. As an overall goal, we want to find input parameters
that result in accurate strength predictions for a variety of loading conditions. Here, we propose
an optimization routine that is based on comparing the time at failure of the experimental test
series to GSPM predictions using the Kolmogorov-Smirnov test for goodness of fit [128]. The
Kolmogorov-Smirnov test for goodness of fit is a non-parametric test of the equality of two samples.
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The Kolmogorov-Smirnov statistic, 𝐾, reflects the normalized measured distance between the
sample distributions, resulting in an equality score spanning from 0 to 1 where the sample
distributions are identical for 𝐾 = 0 and there is no similarity between them for 𝐾 = 1.

The proposed calibration procedure is iterative, where each iteration follows the steps below,
illustrated in Figure 3.9:

1. Specify a set of input parameters, x, and run the GSPM post-processing model on the
simulated experiments, see Figure 3.9 (a)

2. Calculate an equality score, 𝐾 , based on the GSPM predictions and the experimental data,
see Figure 3.9 (b), using a non-parametric Kolmogorov-Smirnov test for goodness of fit, see
Figure 3.9 (c)

Figure 3.9: Illustration of an iteration for one test series in the proposed calibration
procedure for GSPM. From a set of input parameters, x, GSPM predicts a strength
distribution (a) which is evaluated against the experimental strength (b), resulting in a
equality score, 𝐾 , (c). In this example, 𝐾 would be close to zero.

Based on the calibration iteration steps presented in Figure 3.9, we may express the equality
score, 𝐾 = 𝐾 (x), as a function of the model input parameters, x. The overall goal with the
model calibration is to find a set of parameters that results in the best possible match with the
experimental data. In other words, we want to minimize the sum of the equality scores, 𝐾 . The
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minimization problem is defined by

minimize
x

𝑁𝑒∑︁
𝑛=1

𝑤𝑛 · 𝐾𝑛 (x) (3.18)

subject to:
min 𝑥 𝑗 ≤ 𝑥 𝑗 ≤ max 𝑥 𝑗 ∀ 𝑗 = 1, . . . , 𝑁𝑝

where 𝑁𝑒 is the number of experimental test series, 𝑤𝑛 is the weighting and 𝐾𝑛 is the equality
score of the experimental test series 𝑛, x is the set of 𝑁𝑝 input parameters to be calibrated and 𝑥 𝑗
is the 𝑗 𝑡ℎ input parameter. The procedure is implemented in Python and coupled to the SciPy
optimization library [129].

3.3.2 Calibration examples

To calibrate the model for a variety of load cases, we made use of the experimental work on
monolithic glass plates performed by Osnes et al. [14, 130], Rudshaug and Evensen [131] and
Harneshaug and Ose [132]. We refer to the referenced sources for presentation of the experimental
work and FE modeling details. The experimental work stems from glass plates from two glass
suppliers. From supplier 1, we have quasi-static four-point bending tests of three specimen sizes,
low-velocity impact tests of four different impact velocities, blast loading tests for three different
blast pressures and quasi-static water pressure tests. From supplier 2, we have a large number of
quasi-static punch tests for three loading rates. The test series are summarized in Table 3.2 for
supplier 1 and Table 3.3 for supplier 2.
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Table 3.2: Experimental test series used in the calibration process for glass plates from
glass supplier 1.

Load case Test series name Number of tests

Quasi-static four-point bending [130]
Small 20
Medium 21
Large 30

Low-velocity impact [130, 132]

2.3 m/s 1
2.4 m/s 3
4.1 m/s 1
4.2 m/s 3

Blast loading [130]
∼50 kPa 2
∼60 kPa 8
∼70 kPa 2

Quasi-static water pressure [130] — 11

Table 3.3: Experimental test series used in the calibration process for glass plates from
glass supplier 2.

Load case Test series name Number of tests

Quasi-static punch [14, 131]
3 mm/min 30
100 mm/min 30
300 mm/min 30

All the test series in Tables 3.2 and 3.3 were modeled numerically using FE analysis with a
damage-free linear elastic representation of the glass plates. Before applying the GSPM, we
ensured that the stiffness response of each FE model matched the experimental test series before
fracture. This is important to ensure that the simulated stress histories used by the GSPM were
accurate. As shown in Table 3.1, the model has a high number of input parameters. Depending on
the load case, geometry and resulting stress field evolution, the effect of the different parameters
may vary. In these calibration examples, we made the following choices:

• We fixed the number of flaw map iterations, 𝑀𝑖𝑡 , to 5000.
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• The jumbo glass dimensions are set to 3.21 m × 6 m, resulting in a jumbo glass area, 𝐴 𝑗𝑢𝑚𝑏𝑜,
of 19.2 m2.

• All cracks have a constant depth-to-half-length ratio (a/c), reducing the four shape related
input parameters ((𝑎/𝑐)𝑚𝑒𝑎𝑛, (𝑎/𝑐)𝑠𝑡𝑑 , (𝑎/𝑐)min and (𝑎/𝑐)max) to only one parameter.

• The critical stress intensity, 𝐾𝐼𝐶 , is fixed to 23.7 MPa
√

mm [14, 43].

As a result, the following group of input parameters, x, must be calibrated: 𝜌 𝑓 𝑙𝑎𝑤 , 𝑎min, 𝑎max,
𝑎/𝑐, 𝐾𝑡ℎ, 𝑣0 and 𝑛. The results of the calibrations are presented in Figures 3.10 and 3.11
with corresponding calibrated input parameters in Tables 3.4 and 3.5 for the supplier 1 and 2
experiments, respectively. From both Figures 3.10 and 3.11 we find that the GSPM is able to
accurately reproduce the experimental behavior for all load cases, spanning from quasi-static to
rapid loading rates and from local to global loading scenarios. We note that the equality score,
𝐾, is high for the test series with few experimental iterations, which is natural due to the small
amount of data points. The calibrated input parameters imply that the glass plates from supplier
2 are of higher quality than the plates from supplier 1 based on the calibrated maximum flaw
depth, 𝑎max. It is worth noting that the predicted percentage of failed plates in the blast load
cases were 3.76 %, 19.94 % and 53.18 % for incident pressures of ∼50 kPa, ∼60 kPa and ∼70 kPa,
respectively. In other words, the majority of the virtual glass plated did not fail for the two lowest
incident pressures. For the other load cases, all the virtual glass plates failed.

Table 3.4: The resulting calibrated input parameters for the glass plates from supplier 1.

𝜌 𝑓 𝑙𝑎𝑤 [flaws/cm2] 𝑎min [µm] 𝑎max [µm] (𝑎/𝑐) [-] 𝐾𝑡ℎ [MPa
√

mm] 𝑣0 [mm/s] 𝑛 [-]

0.5 0.1 25 0.2 5.0 1 15

Table 3.5: The resulting calibrated input parameters for the glass plates from supplier 2.

𝜌 𝑓 𝑙𝑎𝑤 [flaws/cm2] 𝑎min [µm] 𝑎max [µm] (𝑎/𝑐) [-] 𝐾𝑡ℎ [MPa
√

mm] 𝑣0 [mm/s] 𝑛 [-]

0.5 0.1 15 1.0 5.0 1 20
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Figure 3.10: Results of the GSPM calibration for the glass plates from supplier 1. The
resulting GSPM predictions (in red) compared to the experimental strength results (in
blue) are presented for the quasi-static four-point bending (a-c), low-velocity impact (d-g),
blast loading (h-j) and quasi-static water pressure (k) test series. The equality score, 𝐾 , is
presented in the upper right corner for each test series.
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Figure 3.11: Results of the GSPM calibration for the glass plates from supplier 2. The
resulting GSPM predictions (in red) compared to the experimental strength results (in blue)
are presented for the quasi-static punch (a-c) test series. The equality score, 𝐾 , is presented
in the upper left corner for each test series.

3.3.3 Parameter sensitivity

We performed an extensive full factorial design sensitivity study for the calibrated input param-
eters, running GSPM strength predictions for 864 input parameter combinations per test series.
Figures 3.12 to 3.14 present the resulting interaction plots from the full factorial design sensitivity
study for the quasi-static four-point bending test series with the large specimen, the low-velocity
impact test series at an impact velocity of 4.2 m/s and the quasi-static water pressure test series.
The interaction plots clearly show that the flaw depth-to-half-length ratio, 𝑎/𝑐, affects the glass
strength, where the parameter value is positively correlated to the predicted time at failure for all
the presented interaction plots. The effect of the minimum flaw depth, 𝑎min, seems to be negligible,
but the maximum flaw depth, 𝑎max, has a real impact. The maximum flaw depth is negatively
correlated to the predicted time at failure, in contrast to the flaw depth-to-half-length ratio, 𝑎/𝑐.
When we study the effect of the flaw density, 𝜌 𝑓 𝑙𝑎𝑤 , it is evident that it has the greatest effect on
the low-velocity impact loading case, while it has a lower effect on the quasi-static four-point
bending. We find no effect on the quasi-static water pressure tests when we vary the flaw density.
The SCG parameters, namely the terminal crack growth speed, 𝑣0, and the SCG exponent, 𝑛, only
seem to affect the quasi-static four-point bending and water pressure test cases, where the terminal
crack growth speed is slightly negatively correlated, while the SCG exponent is slightly positively
correlated. The stress intensity threshold for SCG, 𝐾𝑡ℎ, does not seem to exhibit any effect on the
strength predictions for the studied cases.
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Figure 3.12: Sensitivity analysis in form of a full factorial design interaction plot of the
GSPM input parameters for the quasi-static four-point bending test series with the large
specimens. The comparison index, µ, is the time at failure.
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Figure 3.13: Sensitivity analysis in form of a full factorial design interaction plot of the
GSPM input parameters for the low-velocity impact test series with an impact velocity of
4.2 m/s. The comparison index, µ, is the time at failure.
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Figure 3.14: Sensitivity analysis in form of a full factorial design interaction plot of the
GSPM input parameters for the quasi-static water pressure test series. The comparison
index, µ, is the time at failure.

3.4 Application
We conducted a new calibration similar to the presented procedure in Section 3.3 for three
quasi-static windshield test series performed by Rudshaug et al. [133], summarized in Table 3.6.
In the test series, a wooden impactor with a diameter of 200 mm impacts the windshield, which is
supported by a customized wooden frame, at a speed of 13 mm/min in the center of the windshield.
The test series was divided into two groups based on the windshield production, each with its
own set of GSPM input parameters. The first group consists of windshields produced in the
concept stage, while the second group consists of windshields of cars in the production stage.
Variations in flaw size distribution on the windshield surfaces, as reported by Brookmann [33], are
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ignored in the calibrations. In addition, we do not include possible initial residual stresses. These
phenomena are typically important close to the windshield boundaries, but since the majority of
the fracture initiations are located in the center area of the windshield for the current test setup,
we consider it safe to not take them into account. Predictions of the fracture initiation locations
using the calibrated input parameters are shown in Figure 3.15. We find that the fracture initiation
locations of the experiments fall within the areas predicted by the GSPM. The GSPM outputs
information about the fracture initiation surfaces, which are distinguished in Figure 3.15 (d-f). For
both the coupe car and the SUV windshield test series, the first fracture occurs in the center of the
windshield, while a greater scatter is seen for the SUV concept windshield.

To demonstrate the application of the material model version of the GSPM, we performed two
simulations for the SUV concept test series using the GSPM coupled to an available glass material
model in LS-DYNA named MAT_280 (or MAT_GLASS) [134]. In the coupling, the GSPM
predicts the tensile strength, the initiation location and the initiation time for the first crack. By
setting the failure percentile parameter 𝑃 𝑓 to 0.05 and 0.95, we aim to map the expected scatter
in the behavior for the windshield test series. We assigned the same strength, i.e., the same 𝑃 𝑓 ,
for both of the windshield glass layers. The tensile fracture strength after the first crack was set
to 30 MPa and 75 MPa respectively. Figure 3.16 presents the force-displacement curves of the
two simulations run with the GSPM material model version coupled to MAT_280 in LS-DYNA
plotted against the experimental force-displacement curves. The experimental curves are all within
the 0.05 and 0.95 percentile simulations for the first fracture. Note that the simulation curves
display a single force drop at failure, unlike some of the experimental curves, where the force
drops when one glass layer fails, and the remaining intact glass layer keeps carrying the load until
total failure. This is probably linked to our choice of assigning the same fracture strength for both
of the windshield glass layers. If we instead had selected different fracture strengths for the two
glass layers, we would most likely see two force drops. Figure 3.17 shows the resulting crack
patterns from the performed simulations. The crack patterns clearly differ. The weak windshield
(𝑃 𝑓 = 0.05) has many radial cracks and a small radius for the circular cracks, while the strong
windshield (𝑃 𝑓 = 0.95) has fewer radial cracks, but larger elliptically shaped cracks closer to the
boundaries. The difference in crack pattern is most likely linked to the stress field at fracture,
which is more evolved for the strong windshield compared to the weak windshield.

Table 3.6: The quasi-static impact test series on windshields performed by Rudshaug et
al. [133].

Test series Number of tests

Coupe car 10
SUV 10
SUV concept 11
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Figure 3.15: Predictions of the fracture initiation locations for the first fracture using
the calibrated input parameters for the windshield test series performed by Rudshaug et
al. [133]. The fracture initiation locations for the first fracture in the experiments are
displayed on the left for the coupe car (a), the SUV (b) and the SUV concept car (c). The
corresponding predicted fracture initiation locations for the first fracture are displayed on
the right for the coupe car (d), the SUV (e) and the SUV concept car (f). The predicted
fracture initiation locations are colored based on fracture initiation surface.
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Figure 3.16: Force-displacement curves from the material model version of GSPM coupled
with MAT_280 in LS-DYNA compared to experimental data from the SUV concept test
series. The 0.05 and 0.95 percentile force-displacement curves (in blue) are plotted with
the experimental results (in red).

Figure 3.17: Resulting crack patterns from the simulations in Figure 3.16 using the material
model version of GSPM coupled with MAT_280 in LS-DYNA for 𝑃 𝑓 values of 0.05 (a)
and 0.95 (b).
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3.5 Discussion
The proposed strength prediction model for glass named GSPM shows great promise. Based on the
input parameter calibration presented in Section 3.3 and the application presented in Section 3.4,
the model displays the ability to accurately predict the strength of glass plates of various geometries
exposed to many different load cases. In total, the GSPM recreated the fracture behavior of 17
experimental test series, where 14 of them were on annealed monolithic glass plates, and three of
them were on doubly curved laminated windshields.

There is a clear size effect where the component strength is correlated with the specimen size
in the experimental test series for both the quasi-static four-point bending load case and the
quasi-static impact load case on windshields. The model seems to accurately capture this effect,
which stems from the flaw distribution treatment of the model. Based on the presented predictions
on the low-velocity impact and blast load test series (Figure 3.10) and the quasi-static punch test
series (Figure 3.11), it is clear that the GSPM introduces rate effects in glass in a reasonable
manner. The presence of SCG in combination with the assumed flaw distribution seems to work
satisfactory. Moreover, the GSPM appears to predict the areas of fracture initiation on complex
plate geometries, see Figure 3.15.

The sensitivity study conducted in Section 3.3 provided some interesting observations. We
observed that the value of the flaw depth-to-half-length ratio, 𝑎/𝑐, is positively correlated to
the predicted time at failure. The flaw depth-to-half-length ratio decreases the value of the
geometric factor, 𝑌 , increasing the critical stress normal to the flaw if the depth is kept constant,
see Equation (3.2). In contrast, the maximum flaw depth, 𝑎max, is negatively correlated for all the
presented cases. The minimum flaw depth, 𝑎min, did not affect the predicted time at failure for the
selected values. However, the studied values of 𝑎min were relatively small, and it is expected that
larger values will alter the predictions.

The sensitivity study also confirms that the effect of the model input parameters vary depending
on the load case and geometry. For instance, the flaw density, 𝜌 𝑓 𝑙𝑎𝑤 , did not affect the quasi-static
water pressure predictions in Figure 3.14, but displayed an effect on the quasi-static four-point
bending test series in Figure 3.12, and an even larger effect for the low-velocity impact test series
in Figure 3.13. This implies that the effect of the flaw density is increasingly important for
increasingly localized load cases, which is logical since the stress field is more concentrated,
reducing the probability for a flaw to become critical. The input parameters affecting the SCG
behavior, the terminal crack growth speed, 𝑣0, the SCG exponent, 𝑛, and the stress intensity
threshold for SCG, 𝐾𝑡ℎ, do not exhibit a significant effect on the predicted time at failure for the
low-velocity impact test series. For both the quasi-static four-point bending and water pressure
test series we observe a small negative correlation for the terminal crack growth speed and a small
positive correlation for the SCG exponent with the predicted time at failure.

The material model version of the GSPM, which allows for coupling to existing damage models
for glass in FE codes, extends the area of application to cases including multiple glass plates
with inter-dependent failure behavior, as illustrated in Section 3.4. This feature is particularly
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interesting for the automotive industry, where many parts of the vehicle consist of glass and the
whole fracture process is of interest. In the example presented in Section 3.4, we demonstrated an
application for the material model version of the GSPM relevant for the automotive industry. When
the input parameters regarding the flaw distribution and SCG are calibrated, the user can select
a representative case of a glass plate fracture strength simply by altering the failure percentile
parameter, 𝑃 𝑓 . In our example, we selected percentile values of 0.05 and 0.95, ignoring the
rarest cases in both tails of the strength distribution. This feature allows the user to run numerical
simulation on glass plates with a design criterion.

It is important to remember the underlying assumptions of the model regarding the flaw distribution
and shape. We assume that the surface flaws are uniformly distributed and non-interacting. Based
on the prediction results, these assumptions seem to be sufficient. In addition, we assume that the
flaws are semi-elliptically shaped, meaning that the flaws have zero width. With this assumption,
we are likely to overestimate the stress concentrations around the flaw. Only mode I loading is
considered in the GSPM. Including mode II and III could be of interest in further work. We assume
that the tin- and air-side of the glass plates have equal flaw distribution. It would be interesting to
see how the predictions are affected by treating the sides separately. In order to critically assess
the model assumptions and possibly reduce the number of parameters, more validation cases are
necessary.

3.6 Conclusions
In this study, we presented a new Glass Strength Prediction Model (GSPM) with a modified
representation of the surface flaw distribution and sub-critical crack growth (SCG) features. In
addition, we introduced a material model version, which allows for coupling with damage models
in finite element (FE) codes. The GSPM was extensively tested against a total of 17 experimental
test series on glass plates of various geometries exposed to load cases spanning from four-point
bending to blast pressure. The presented calibration procedure proved to be robust and able to
handle large sets of experimental test series. Based on the presented comparisons to experimental
data we conclude that the new GSPM shows great promise, and may serve as an applicable tool in
modern design processes of glass structures.

From the study, we draw the following main conclusions:

• The GSPM is able to predict the rate- and size-dependent nature of glass.

• The GSPM accurately predicts the locations of fracture initiation on complex plate geome-
tries.

• Of the input parameters, the maximum surface flaw depth and the depth-to-half-length ratio
have the greatest influence on the strength predictions.

• The two model versions (post-processor and material model) provide a flexible package for
calibration and application of the GSPM.
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This chapter is based on Paper III, “Effect of load level on cracking of L-shaped soda-lime
glass specimens”, The chapter presents the generation of a database of 20 experiments on
quasi-statically loaded L-shaped glass specimens using a proposed reliable experimental setup.
The proposed setup allows for detailed extraction of the crack propagation path and speed for
varying critical load levels.

4.1 Introduction
Fracture is considered to be one of the most difficult problems in mechanics [135]. In the worst
case, unstable crack propagation can lead to catastrophic failure of structures with the potential of
inhabitant injuries and casualties. Brittle fracture is particularly difficult because of the limited
deformations before failure and the rapid and sudden crack propagation. For brittle materials, like
glass, fracture typically initiates in microscopical cracks, often referred to as flaws. Griffith [15]
was the first to propose a connection between fracture stress and flaw size back in 1921. Griffith
formulated a fracture theory stating that for a flaw to become unstable, and fracture to initiate, the
reduction in potential energy that results from an increment of crack growth has to overcome the
surface energy of the material.

Irwin [16] introduced the concept of energy release rate, and showed that the stresses and
displacements near the crack-tip could be described by a single constant that was related to the
energy release rate, i.e., the stress intensity factor. The expressions for the stress intensity factor
vary based on the loading mode experienced by the crack. There are three types of loading that
a crack can experience, referred to as mode I, II and III [18]. Mode I loading is the case where
the principal load is applied normal to the crack plane. This mode tends to open the crack and
is usually called the opening mode. Mode II corresponds to in-plane shear loading and tends to
slide the crack faces with respect to each other. Mode III loading is an out-of-plane shear loading.
A cracked body can experience any of these modes, or a combination of them, and is typically
referred to as mixed-mode loading.

When the potential energy reduction overcomes the surface energy of the material, fracture initiates
according to Griffith [15]. At this point, the stress intensity factor is above its critical value and
we have unstable crack growth. This unstable crack growth is particularly violent for brittle
materials, such as soda-lime glass, exhibiting a dynamic fracture process involving fast propagating
cracks. There are several important challenges regarding dynamic fracture characterization of
soda-lime glass [36, 37]. First, the opening displacement at the crack tip is small, typically less
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than 100 nm [36]. Second, the crack growth process is highly transient, with crack speeds reaching
up to ∼1500–1600 m/s after a few microseconds [36, 38]. Third, the crack propagation typically
involves branching. The propagation path and speed are important measures related to crack
propagation. These measures provide key information about the material behavior and loading
conditions, and are important for the development and evaluation of numerical fracture models.
The crack propagation properties are affected by many aspects, including loading conditions,
temperature, humidity, chemical composition, production method, and the presence of surface
defects or impurities.

Many studies have been performed on amorphous brittle materials subjected to constant stress. Early
theories suggested that the crack would accelerate until reaching the limiting crack speed assumed
to be the Rayleigh wave speed of the material. Sharon and Fineberg [136, 137] and Fineberg
et al. [138] proved that the crack speed does not reach those levels. Fineberg and Marder [139]
addressed the status of the field of brittle dynamic fracture and presented three common methods
for measuring the crack speed in experiments: optical methods, resistive measurements, and
ultrasonics measurements. Optical methods are most straightforward, where high-speed cameras
combined with post-processing methods are used to capture the crack propagation. Resistive
measurements of the crack speed are done by use of a grid of thin electrically conductive strips
that is adhered to the sample surface. In ultrasonic measurements, the running crack is perturbed
by an ultrasonic wave generated from a sample boundary to map the crack position. The accuracy
of all the mentioned methods is dependent on a combination of temporal and spatial resolution.
One issue that arises is linked to how the crack speed measures are averaged between the sampling
points both in the spatial and temporal domain [140]. The sampling point averaging may damp
out possible peak crack propagation speeds, leading to loss of information.

Besides soda-lime glass, Homalite-100 and Polymethyl methacrylate (PMMA) are other amorphous
brittle materials typically investigated with emphasis on fracture. Bradley and Kobayashi [141],
Kobayashi et al. [142] and Dally [135] used photoelasticity to monitor crack propagation in
Homalite-100 and extracted the stress intensity factor along the crack path. Ramulu and
Kobayashi [143] investigated crack branching in Homalite-100 using photoelasticity and proposed
a necessary condition based on a critical dynamic stress intensity factor and a sufficient condition
of minimum characteristic distance for crack curving. Berezovski [144] proposed a mathematical
description of the crack propagation speed of a straight brittle crack for Homalite-100. However,
such an analytical model is not valid for curved, arbitrary crack propagation paths where the stress
fields become complex.

Periasamy and Tippur [145] introduced a full-field optical method called Digital Gradient Sensing
(DGS). With DGS, they measured small angular deflections of light rays proportional to in-plane
stress gradients in transparent solids. They further used the method in both static and dynamic
investigations [146]. Sundaram and Tippur [147–149] studied dynamic crack-interface interactions
in PMMA bilayers after extending DGS. Recently, Sundaram and Tippur [150, 151] have used
DGS coupled with ultrahigh-speed photography to characterize static and dynamic fracture of
laminated glass. They were able to quantify fracture parameters including crack speed, stress
intensity factors, and energy release rate from their optical measurements at crack initiation and
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crack branching. Dondeti and Tippur [36, 152] compared three full-field optical methods to study
dynamic crack evolution. They compared photoelasticity, 2D DIC and DGS with the conclusion
that DGS is most suited, and used DGS to investigate mixed-mode fracture in soda-lime glass.
Nielsen et al. [153] initiated fracture in square tempered glass plates using a diamond drill. They
investigated the fragmentation pattern and measured the crack propagation speed using high-speed
cameras. Xu et al. [72] developed a drop-weight experimental setup with high-speed cameras and
a 4×4 multi-spark box to capture dynamic crack propagation in monolithic and laminated glass
exposed to dynamic impact loading. Chen et al. [73, 154] used the same setup to measure the radial
and circular crack propagation of PVB laminated glass subjected to dynamic out-of-plane impact
loading. They reported increasing crack propagation speeds for increasing impact velocities. In
the mentioned studies that involve glass specimens, the crack speed is not necessarily constant, but
highly dependent on the specimen geometry and the boundary and loading conditions. However,
the studies do not investigate how varying static load affects the crack propagation speed of
soda-lime glass specimens.

As mentioned, the fracture initiation behavior of brittle materials, like glass, is governed by flaws.
The flaws are randomly distributed on the outer glass surfaces, with varying shapes, orientations
and sizes. For this reason, fracture initiation in soda-lime glass is stochastic in nature. Depending
on the flaw distribution, the critical stress at fracture initiation will vary from specimen to specimen.
The varying critical stress leads to varying critical load levels at fracture, which results in varying
potential energy at fracture initiation. Following Griffith [15], the amount of available potential
energy at fracture initiation is directly linked to the amount of fracture surfaces opened during the
fracture process. For a single, non-branching crack, this potential energy must govern the speed of
crack propagation.

To investigate how different static loads affect the crack propagation properties of soda-lime
glass, we need to fix the fracture initiation point. The brittleness of soda-lime glass can make
manufacturing of test specimens challenging. Float glass plates are typically cut using a score and
break technique [155]. To obtain more complex geometries, three methods can be used: hot airjet
cutting, laser cutting and waterjet cutting. Hot airjet cutting is a two-stage process where the glass
edge is scratched first, before the hot airjet is used to propagate the crack. A limitation with hot
airjet cutting is that it produces a heat affected zone near the cut edge, generating residual stresses.
Laser cutting techniques involve using a laser beam to melt and vaporize the glass, creating a
clean cut. Laser cutting is highly precise and can be used to cut intricate shapes and patterns. To
manufacture the L-shaped specimens tested in this study, we used the waterjet technique. Waterjet
cutting is a cutting technique where a high pressure water beam, which can contain an abrasive
material, is used to cut the glass plate. A benefit of waterjet cutting is that it does not introduce
thermal stresses near the cutting edge. A drawback with the method is that the resulting edges
become somewhat coarse. However, a coarse edge may increase the scatter in flaw size, resulting
in the desired varying critical stresses at fracture initiation.

In this study we aim to design an experimental setup suitable for investigation of the crack
propagation in statically loaded L-shaped soda-lime glass specimens with varying load levels at
fracture. By introducing an inner corner, we fix the fracture initiation point making tracking of
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the crack propagation possible. To investigate how both the crack propagation path and speed
are affected by the load level at fracture, we perform 20 experimental repetitions. The L-shaped
specimens are loaded to trigger a non-trivial, curved crack path. We aim to provide a consistent
experimental database from the 20 tested glass specimens that can facilitate the development of
numerical models.

4.2 Experimental setup
This study aims to investigate how varying load levels at fracture affect the crack propagation of
soda-lime glass in a controlled environment. To fix the fracture initiation location, we introduce a
geometrical singularity in the form of a sharp inner corner in the glass specimen. In this way, we
make sure that the stress intensity is critical at the same point for each experiment. This allows us
to focus our high-speed cameras on a small region so that we can increase the filming frequency.
With this setup, we are able to gather data on the crack propagation and force level at fracture.

4.2.1 Test setup

The experimental setup is presented in Figure 4.1. The setup consists of an L-shaped glass
specimen, a tie-down strap, a threaded steel rod, a universal testing machine, a LED lighting source
and two synchronized high-speed cameras. A total of 20 glass specimens with a thickness of
1.8 mm were cut using a waterjet to the L-shaped geometry seen in Figure 4.1 (c). Waterjet cutting
was used to make the inner corner as sharp as possible. One drawback with the waterjet cutting is
that the resulting edge finish is somewhat rough, see Figure 4.2. The resulting inner corner is
not perfectly sharp, but slightly rounded. However, the rough inner corner introduces a scatter in
flaw size, which facilitates varying critical stresses. The glass specimens were clamped on the
top using a clamping device with a rubber surface and restrained by a polymer tie-strap on the
right-hand-side. Some basic mechanical properties for soda-lime glass are presented in Table 4.1.

Table 4.1: Basic properties of soda-lime glass [9].

Density Young’s modulus Poisson ratio
𝜌 [kg/m3] 𝐸 [MPa] a [-]

2500 70 000 0.23

We loaded the specimens with an Instron 2 kN 5944L2034 testing machine, shown in Figure 4.1 (b),
in two loading dependent stages. At the start of the experiment, until the load level reached 50 N,
we applied a loading rate of 10 mm/min. After the load level reached 50 N we reduced the rate to
1 mm/min. We chose this loading procedure to reduce the execution time for each experiment. The
LED source is placed behind the specimen to provide sufficient lighting conditions for the crack to
be visible in the high-speed camera footage. Two Phantom v2511 high-speed cameras [100] were
used to capture the crack propagation in the L-shaped glass specimen. The cameras were placed at
an angle to the glass surface in order to enhance the visibility of the propagating crack. The field
of view was reduced to 49.8 mm × 27.0 mm using a camera resolution of 384 pixels × 208 pixels
to obtain a filming rate of 200 000 fps, resulting in a spatial resolution of 7.7 pixels/mm and a
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sampling rate of 5 µs. Figure 4.1 (a) shows an illustration of the high-speed camera placement
with the view from Camera 1 and Camera 2, respectively.

Figure 4.1: Side-view of the experimental setup and high-speed camera placement (a),
the view of Camera 2 (b) and Camera 1 (c), the testing machine (d), and sketch of the
experimental setup with dimensions in mm (e).
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Figure 4.2: Edge finish of the waterjet-cut L-shaped specimen.

4.2.2 Tie-down strap

We used a tie-down strap to restrain the upward displacement of the right-hand-side of the glass
specimen. The tie-down strap is a flexible polyester webbing which is strong in tension and
typically used to mount objects during transportation. The flexible nature of the strap is beneficial
in the present loading situation because it allows the strap to wrap around the glass specimen,
ensuring in-plane loading. The mechanical behavior of the tie-down strap in the force range of the
experiments was obtained by performing a simple tension test with the setup shown in Figure 4.3a.
The resulting force-displacement curve is presented in Figure 4.3b. As expected, the tie-down
strap exhibits a non-linear behavior.
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Figure 4.3: Experimental setup for the tie-down strap test (a) and the resulting force-
displacement curve (b).

4.2.3 Testing procedure

The experiments were conducted using an Instron 2 kN 5944L2034 testing machine at SIMLab,
NTNU. We performed all the experiments indoors at a room temperature of 23 ◦C. To ensure
reproducible results we followed a strict testing routine described in Box 4.1.
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1. Prepare glass specimen
• Inspect specimen for damage and imperfections
• Clean the specimen

2. Prepare test setup
• Place the specimen in the clamp
• Ensure that the specimen is aligned
• Place the strap on the right-hand-side corner of the specimen

3. Testing
• Apply an upward displacement following a two-step loading procedure,

where a loading speed of 10 mm/min is applied until the load level reaches
50 N, then reduced to 1 mm/min

4. Track data
• Track force from the load cell and displacement from the movement of the

cross head of the testing machine
• Trigger the Phantom high-speed cameras manually at fracture initiation

using a frame rate of 200000 fps
5. After testing

• Clean and vacuum the setup for glass fragments

Box 4.1: Testing procedure.

4.2.4 Crack propagation

We retrieved the crack propagation data from the resulting time lapses gathered by the high-speed
cameras. Due to the discrete nature of the high-speed footage, we are restricted to consider the
average incremental crack velocity, approximating the crack propagation velocity, v (𝑡), by

v (𝑡) ≈ v̄ (𝑡𝑖) =
ΔX𝑖

Δ𝑡𝑖
(4.1)

where v̄ (𝑡𝑖) is the average incremental crack velocity between image frames at time 𝑡𝑖−1 and 𝑡𝑖 ,
ΔX𝑖 = P𝑖 − P𝑖−1 is the vector representing the incremental crack growth, connecting the crack tip
positions P𝑖−1 and P𝑖 from time 𝑡𝑖−1 to 𝑡𝑖 , respectively, and Δ𝑡𝑖 = 𝑡𝑖 − 𝑡𝑖−1 is the time increment.
To obtain global coordinates from the image coordinates we utilize the known specimen geometry
to generate a transformation matrix, T, given by

T =

(
𝑝𝑥 0
0 𝑝𝑦

)
(4.2)

where 𝑝𝑥 and 𝑝𝑦 are the spatial pixel resolutions in the local image 𝑥 and 𝑦 directions. By
assuming a uniform spatial pixel resolution, 𝑝 = 𝑝𝑥 = 𝑝𝑦 , we use the transformation matrix to
compute the global coordinates X = (𝑋,𝑌 ) from the local image coordinates x = (𝑥, 𝑦) through
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the transformation
X = Tx. (4.3)

By careful manual tracking of the crack tip, we estimated for all specimens the crack tip positions
P = {P𝑖 | 𝑖 ∈ N, 0 ≤ 𝑖 ≤ 𝑛}, where 𝑛 is the number of increments with visible crack growth.
Figure 4.4 presents the procedure for obtaining the crack tip positions. First, in Figure 4.4 (a), the
position of the crack tip is selected through visual inspection at time 𝑡𝑖−1. In Figure 4.4 (b), at
time 𝑡𝑖 , the crack propagates beyond point P𝑖−1. Then, in Figure 4.4 (c), the position of the crack
tip at time 𝑡𝑖 , P𝑖 , is manually selected. Finally, the incremental crack growth ΔX𝑖 is approximated
as the vector connecting P𝑖−1 and P𝑖 .

Figure 4.4: Illustration of the manual crack propagation measurement procedure. (a) The
position of the crack tip is selected through visual inspection at time 𝑡𝑖−1. (b) At time 𝑡𝑖 ,
the crack propagates beyond point P𝑖−1. (c) The position of the crack tip at time 𝑡𝑖 , P𝑖 , is
manually selected. The incremental crack growth ΔX𝑖 is approximated as the distance
between P𝑖−1 and P𝑖 .

The presented procedure is performed in an in-house Python program with a graphical user
interface to facilitate repeatability. It is worth mentioning that we only use the high-speed footage
from Camera 1 for the crack propagation measurements. The angle between Camera 2 and the
propagating cracks was found to be too small to properly detect the crack tip at some locations
along the crack path, making the crack paths nearly invisible during parts of the crack propagation.
The difference is shown in Figure 4.5.

(a) (b)

Figure 4.5: An example of an image frame from (a) Camera 1 and (b) Camera 2 showing
the difference in crack tip visibility.
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4.3 Experimental results
The post failure state of the L-shaped glass specimens is presented in Figure 4.6. We note small
variations in the crack propagation paths, which all initiate in the sharp inner corner and follow
the four stages presented in Figure 4.7. In stage 1, the crack initiates in the sharp inner corner
and starts propagating inclined slightly downwards. In stage 2, the crack path straightens up
midway through the specimen. When the crack has propagated closer to the outer edge, it enters
stage 3, where the crack propagation path inclines sharply upwards. Finally, in stage 4, the crack
path straightens up again right before reaching the outer edge. A typical time-lapse of the crack
propagation is presented in Figure 4.8. For the displayed specimen, the crack propagation process
is in stage 1 for the first 20 µs, in stage 2 for the period 20–40 µs, in stage 3 from 40–95 µs, and in
stage 4 for the final 40 µs.

(a) (b)

Figure 4.6: Specimens after testing displaying a consistent crack propagation path. Two
specimens assembled post failure (a) and the bottom half of many specimens gathered to
compare the crack propagation path (b).

1234

Figure 4.7: The four crack propagation path stages.
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Figure 4.8: Time-lapse of crack propagation for one of the experiments. The upper dark
gray field is the shadow of the testing machine.

On average, the number of crack propagation sampling points for each experiment is 25, with a
crack propagation time of ∼125 µs and a path length of ∼50 mm. This results in an average crack
propagation speed of ∼400 m/s for the entire crack path. Figure 4.9 presents the temporal evolution
of the crack propagation speed and length colored by the load level at fracture. We see that the
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crack propagation speed decays in an exponential manner and that the measured maximum speeds
exhibit a large spread, varying from ∼750 m/s to ∼1600 m/s. From Figure 4.9 (b) we note that the
initial crack length is up to 8 mm for some of the experiments. This is an artifact of the discrete
sampling procedure, where fracture initiates in-between two discrete sampling point. In this case,
we do not have any information about the fracture initiation time. For that reason, we have chosen
to start the speed measurements at the first full crack growth increment, ensuring that we measure
a true average between sampling points. The choice of starting the speed measurements at the first
full crack growth increment is also the reason why we do not see any initial crack speed ramp
up. The line coloring, related to the load level at fracture, indicates that the fastest propagating
cracks occur in the specimens that fail at the highest load levels. Figure 4.10 presents the initial
crack propagation speed versus the related load level at fracture, and confirms that the load level at
fracture affects the initial crack propagation speed. We note that the correlation seems to be rather
linear.
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Figure 4.9: The temporal crack propagation speed (a) and length (b) curves for all the
experiments colored by load level at fracture.
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1Figure 4.10: The initial crack propagation speed versus the load level at fracture.

The measured crack tip positions, 𝑃𝑖 , from all the experiments colored with the related measured
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crack propagation speed are shown in Figure 4.11a. There is a low spatial spread in the sampling
points, indicating consistent boundary conditions and specimen preparation. We note the earlier
discussed decay in crack propagation speed from the inner corner towards the outer edge, which
is clearly visible in the plot. The zero-velocity crack tip positions closest to the inner corner
are the starting points for the corresponding speed measurement of the specimen. Figure 4.11b
presents the measured crack propagation paths colored with the related critical load level at fracture
initiation. We find a correlation between the critical load level and the crack path, where the crack
paths shift upwards with increasing critical load level.
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Figure 4.11: The measured crack tip positions 𝑃𝑖 colored by crack propagation speed (a)
and the resulting crack paths colored by critical load level at fracture initiation (b).

Finally, the force-displacement curves from all the experiments colored with the related initial
crack speed at fracture are shown in Figure 4.12 (a). The distribution of the load level at fracture
is presented in a box plot in Figure 4.12 (b). The load level at fracture is spread from ∼75 N to
∼115 N, and is dependent on the conditions at the inner corner. By inner corner conditions, we
refer to the combination of the inner corner radius, influencing the nearby stress field, and the size
of the flaws present at the inner corner. In combination, these features determine the critical load
level. The specimens with the most detrimental combination (large flaws and small radius) at the
inner corner are likely to fail earlier than the specimens with less detrimental conditions (small
flaws and large radius). The variations stem from the specimen preparation, where we used a
waterjet to cut out the geometries. The two-step loading is clearly visible in the force-displacement
curves because of the small force drop at a load level of 50 N. The drop occurs as a part of the
switch in loading speed. The force-displacement curves exhibit a significant spread in the stiffness
up to the 50 N mark. The stiffness variation is presumably linked to the mounting of the specimen
and tie-strap, more precisely the third bullet point in item 2 in the testing procedure, see Box 4.1,
and how tight the tie-strap is mounted to the specimen. As the load level increases, the spread in
stiffness decreases.
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Figure 4.12: Force-displacement curves colored by initial crack propagation speed at
fracture (a) and a box plot of the load level at fracture (b).

4.4 Discussion
The gathered crack paths and crack speeds imply that the experimental setup provides consistent
data. We can conclude that the proposed experimental testing procedure described in Box 4.1
produced an experimental database that captures how the load level at fracture affects the crack
propagation of L-shaped soda-lime glass specimens. However, we note that the temporal and
spatial resolution of the setup affects the crack propagation speed measurements. The coarseness
of the temporal crack propagation curves in Figure 4.9 (a) clearly illustrates that some information,
like the initial crack propagation speed ramp up, is not captured. This issue could be resolved
by using high-speed cameras with better temporal and spatial resolution with improved lighting
conditions.

We also note that the cracks consistently follow a path similar to that presented in Figure 4.7. The
curved crack path may indicate a mixed-mode crack propagation, combining opening (mode I) and
in-plane shear (mode II) modes, as reported by Dondeti and Tippur [152]. Figure 4.13 illustrates
the proposed combinations of the fracture modes for the three first stages. The convex shape of
the curved path seen in stage 1 and 3 may stem from the mixed mode I and mode II loading at the
propagating crack tip, where the lower part of the crack tip is both opened and loaded in-plane. In
stage 2, a small or non-existing mode II loading may be why the crack path is close to flat. The
potential in-plane shear loading in stage 1 and 3 leads to frictional energy dissipation, which may
affect the crack propagation speed and contribute to the exponential decay that we observed in the
measurements. To study this further, it would be interesting to use DGS to obtain in-plane stress
and stress intensity fields.
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Figure 4.13: Proposed fracture mode combinations during crack propagation.

If we consider the measured initial crack propagation speeds, it is clear that the specimens which
reached the highest critical load levels obtained the highest initial crack propagation speeds, see
Figure 4.10. This behavior implies that there is a positive correlation between the potential energy
level and the crack propagation speed, which seems reasonable considering the larger amount of
available energy for creation of new surfaces. Depending on the flaw distribution of the inner
corner, the load level at fracture, and thus also the potential energy at fracture, varies. As for the
initial crack propagation speed, we find that the varying critical load level at fracture influences the
crack propagation path, shifting the path upwards for increasing critical load level. The upward
shift of the crack propagation path seen for the stronger specimens might be linked to the increased
specimen deformation at fracture initiation, which slightly alters the stress field and thus also the
crack propagation path.

The timing of the discrete temporal sampling points with respect to the crack initiation makes it
necessary to start the crack speed measurements at the first full visible crack growth increment.
The sampling interval of 5 µs is also probably too coarse to capture the initial crack speed ramp
up, which can be as rapid as 2–3 µs [36]. Because of this we were not able to obtain speed data for
the initial crack speed ramp up. As mentioned earlier, this could be improved with better temporal
sampling resolution. However, we were able to capture the post ramp up behavior accurately. The
evolution of the crack speed is interesting. The measured initial speed varies from ∼750 m/s
and up to ∼1600 m/s, which is within the maximum speed of ∼1500–1600 m/s reported in the
literature [36], and there is an exponential decay during the remaining crack evolution. The reason
for this behavior is that the level of available potential energy to drive the crack decreases during
the crack propagation.

The stochastic nature of glass fracture is clearly visible in the presented box plot of the load level
at fracture, see Figure 4.12b. The measured strength varies from ∼75 N to ∼115 N, meaning that
the strongest specimen is ∼53 % stronger than the weakest specimen. This large spread has a
two-fold explanation. Fracture initiates when the stress intensity factor exceeds the critical stress
intensity factor of soda-lime glass. The stress intensity factor depends on both the stress state and
the orientation and shape of the present flaws. Depending on the radius of the inner corner, the
stress state will vary, with higher values if the radius is sharp and lower values if the radius is
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large. Both the radius of the inner corner and the orientation and shape of the present flaws will
vary from specimen to specimen, explaining the observed spread in strength.

In the experimental setup, we used a polymer tie-down strap to restrain the right-hand-side of the
specimen. As this strap is much softer than the glass specimen, the total experimental displacement
is governed by the tie-down strap. This makes it hard to generate a repeatable stiffness response
for the entire experiment even though we followed a strict testing procedure, see Box 4.1, as
the tie-down strap is loosely placed over the glass specimen in the beginning of the experiment.
However, as the load level increased, the spread in the stiffness in-between the experiments
decreased, resulting in similar stiffness level at fracture.

4.5 Conclusion
We established an experimental database for L-shaped soda-lime glass specimens with curved
crack paths which reveals how the load level affects the crack propagation speed. The study on
L-shaped specimens provided consistent and repeatable crack propagation data. The measured
crack propagation speed exhibits a exponentially decaying evolution, starting at speeds ranging
from ∼750 m/s to ∼1600 m/s. We found a clear positive correlation between the initial crack
propagation speeds and the corresponding load level at fracture. In addition, the load level at
fracture also affected the measured crack propagation path. The crack propagation path can be
divided into four distinct stages of different curvature, propagating with varying fracture modes.

From the study, we draw the following main conclusions:

• The proposed experimental setup has proved to be reliable and allows for extraction of
important data such as crack path, crack propagation speed and load level at fracture
initiation, for validation of numerical models.

• The initial crack propagation speed correlated positively with the load level at fracture.

• The crack propagation speed decreased exponentially with the crack length.

• The crack propagation path was affected by the load level at fracture.
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This chapter is based on Paper IV, “Modeling brittle crack propagation for varying critical
load levels: A dynamic phase-field approach”, The chapter presents the implementation and
validation of fracture phase-field models for shell and solid elements in LS-DYNA with three
tension-compression splits and a new crack driving force allowing the user to control the fracture
initiation. Among the validations are known numerical experiments and the experiments on
L-shaped specimens performed in Chapter 4.

5.1 Introduction
Modeling brittle fracture in an finite element (FE) framework has proven to be a challenging task.
In particular, the problem of how to represent the sharp crack discontinuity in an FE continuum has
caught the attention of many researchers. Techniques such as element erosion and node-splitting to
drive cracking based on a local criterion are commonly used. These techniques are typically prone
to pathological mesh dependence, as the FE discretization determines the crack path resulting in
the minimum potential energy. To mitigate the pathological mesh dependence, several non-local
fracture formulations such as eigenfracture and fracture phase-field have been suggested.

Eigenfracture was proposed by Schmidt et al. [46] and is based on the concept of eigendeformation.
In mechanics, eigendeformations are typically used to describe deformation modes of zero local
energy cost. The eigenfracture formulation depends on two fields, a displacement field and an
eigendeformation field. Combined, the two fields describe the fractures that occur in a body. The
method has been the subject of multiple studies [47–50]. Qinami et al. [50] discussed how the FE
discretization, including the number of elements and element orientation, affected the admissible
fracture geometry and fracture patterns using eigenfracture, and proposed remedies using r- and
h-adaptivity schemes.

The phase-field approach to fracture stems from the variational formulation of brittle fracture by
Francfort and Marigo [51]. Their variational formulation relates the quasi-static process of crack
initiation, propagation and branching to the minimization of the energy functional

𝐸 (u, Γ) =
∫
Ω

𝜓𝑒 (ε (u)) dx + 𝐺𝑐

∫
Γ

dΓ (5.1)

where 𝜓𝑒 is the elastic energy density function, u is the displacement field, ε is the strain field,
𝐺𝑐 is the fracture toughness, Ω is the domain representing the elastic body and Γ is the crack set.
Bourdin et al. [52] regularized the formulation of the crack set Γ to enable numerical treatment

79



5 Phase-field approach to fracture

with the energy functional

𝐸𝑙 (u, 𝜙) =
∫
Ω

(
(1 − 𝜙)2 + 𝑘

)
𝜓𝑒 (ε (u)) dx + 𝐺𝑐

∫
Ω

(
1
4𝑙
𝜙2 + 𝑙 |∇𝜙|2

)
dx (5.2)

where 𝜙 is the phase-field variable indicating fracture, 𝑙 > 0 is the length scale controlling the
width of the fracture phase-field and 𝑘 is a small dimensionless parameter modeling an artificial
residual stiffness when the material is completely fractured to prevent numerical difficulties.
Figure 5.1 illustrates the introduction of the diffuse fracture phase-field to represent the sharp
crack topology, Γ. The value of 𝜙 varies smoothly from 0 (undamaged material) to 1 (completely
fractured) and degrades the elastic strain energy. The resulting phase-field differential equation
is [54]

𝐺𝑐

𝑙

[
𝜙 − 𝑙2Δ𝜙

]
= 2 (1 − 𝜙) 𝜓𝑒 . (5.3)

with the Neumann-type boundary conditions given by

∇𝜙 · n = 0. (5.4)

Here, ∇𝜙 is the spatial gradient of the phase-field and n is the outward normal on 𝜕Ω.

Figure 5.1: Representation of the phase-field approach to fracture. The displacement field
u and the fracture phase-field 𝜙 are both defined on the body Ω, where 𝜙 is the regularized
version of the sharp crack topology Γ with half-width controlled by the length scale 𝑙.
The displacement field is constrained by the Dirichlet-type and Neumann-type boundary
conditions u = ū on 𝜕Ωu and σ · n = t̄ on 𝜕Ωt with 𝜕Ω = 𝜕Ωu ∪ 𝜕Ωt. The fracture
phase-field is constrained by the Neumann-type condition ∇𝜙 · n = 0 on the full surface
𝜕Ω.

The phase-field approach introduces an extra degree of freedom, 𝜙, to the system of equations. There
are two common solution methods for the coupled phase-field problem, referred to as monolithic
and staggered. In the monolithic solution approach, the entire system of equations is solved
directly, resulting in a complete coupling. However, the monolithic approach is computationally
expensive and prone to convergence issues [53]. For this reason, the staggered solution approach
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where the displacement field and phase-field are solved separately is often preferred. The staggered
approach has proven to be robust and increase computational efficiency [54], and will therefore be
used in this work.

Crack propagation is typically dependent on the dynamic nature of the loading [156, 157].
Crack paths display an increasing tendency to branch with increasingly dynamic loading. Early
studies [55–58] on the phase-field approach investigated static fracture, while some more recent
studies [59–63] consider dynamic fracture. Dynamic crack propagation is more violent than
the static case, which may lead to numerical instabilities. Miehe et al. [54] introduced a
viscous regularization through a viscous extended dissipation functional to stabilize the numerical
phase-field solution. The viscous regularization extends the phase-field evolution equation to

𝐺𝑐

𝑙

[
𝜙 − 𝑙2Δ𝜙

]
+ [ ¤𝜙 = 2 (1 − 𝜙) 𝜓𝑒 (5.5)

where [ is the viscosity parameter.

With focus on brittle cracking, we assume small deformations where ∥∇u∥ is small, resulting in
the linearized strain tensor

ε =
1
2
[
∇u + ∇𝑇u

]
. (5.6)

A physically meaningful fracture model should distinguish between tension and compression loads
in such a way that cracking only arises from tension load states. Basic formulations [52, 55–57]
without this type of tension-compression split, often referred to as isotropic models, are only valid
in a limited number of load cases. Amor et al. [58] proposed a split based on separation of the
strain tensor into a volumetric and deviatoric part, where the volumetric part of the strain tensor
only contributes to damage evolution if it is positive and the deviatoric part always contributes.
The split will later be referred to as the Amor split, and is defined as

𝜓𝑒 = 𝜓
+
𝑒 + 𝜓−

𝑒 , 𝜓+
𝑒 = 𝐾

⟨tr (ε)⟩2
+

2
+ 𝐺ε𝑑𝑒𝑣 : ε𝑑𝑒𝑣 , 𝜓−

𝑒 = 𝐾
⟨tr (ε)⟩2

−
2

(5.7)

where 𝐾 > 0 is the bulk modulus, 𝐺 > 0 is the shear modulus, ε𝐷 = ε − tr (ε) I is the deviatoric
strain tensor, tr (·) is the trace of a tensor, the Macaulay brackets ⟨·⟩± represent the ramp function
⟨𝑥⟩± = (𝑥 ± |𝑥 |) /2. Miehe et al. [53, 54] proposed an anisotropic formulation using the spectral
decomposition of the strain tensor to separate the positive and negative components, given by

ε = ε+ + ε− , ε+ =

3∑︁
𝑖=1

⟨Y𝑖⟩+n𝑖 ⊗ n𝑖 , ε− =

3∑︁
𝑖=1

⟨Y𝑖⟩−n𝑖 ⊗ n𝑖 (5.8)

where Y𝑖 is the 𝑖𝑡ℎ eigenvalue, and n𝑖 is the corresponding unit eigenvector of the strain tensor. The
positive and negative strain tensors are used to construct the two parts of the elastic strain energies

𝜓𝑒 = 𝜓
+
𝑒 + 𝜓−

𝑒 , 𝜓+
𝑒 = _

⟨tr (ε)⟩2
+

2
+ `tr

[
ε2
+
]
, 𝜓−

𝑒 = _
⟨tr (ε)⟩2

−
2

+ `tr
[
ε2
−
]

(5.9)
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where _ > 0 and ` > 0 are Lamè constants. The split will later be referred to as the Miehe split.
For both the Amor and Miehe split, the stress tensor is defined by

σ (ε, 𝜙𝑛) =
[
(1 − 𝜙𝑛)2 + 𝑘

]
σ+ (ε) + σ− (ε) (5.10)

where σ+ =
𝜕𝜓+

𝑒 (ε)
𝜕ε and σ− =

𝜕𝜓−
𝑒 (ε)
𝜕ε are the positive and negative parts of the stress tensor.

Ambati et al. [158] proposed a hybrid formulation containing features from both isotropic and
anisotropic models where the elastic strain energy is split similarly to the splits presented above,
but the stress tensor is kept isotropic to increase the computational efficiency. The split will later
be referred to as the hybrid split. In this work, the elastic strain energy of the hybrid split follows
Equation (5.9). For the hybrid split, the stress tensor is defined by

σ (ε, 𝜙𝑛) =
[
(1 − 𝜙𝑛)2 + 𝑘

] 𝜕𝜓𝑒 (ε)
𝜕ε

. (5.11)

Cracking is considered to be a fully dissipative process, meaning that the crack surface, Γ, must
either stay constant or increase with time to be thermodynamically consistent. To ensure this
consistency, Miehe et al. [53] proposed the following constraints on the fracture phase-field

1
𝑙

[
𝜙 − 𝑙2Δ𝜙

]
≥ 0 and ¤𝜙 ≥ 0. (5.12)

where the first constraint relates the functional derivative to a positive field driving force, while the
latter ensures irreversible crack evolution. By introducing a history variable for the field driving
force, H , referred to as the maximum positive reference energy, given by

H (x, 𝑡) := max
𝜏∈[0,𝑡 ]

𝜓+
𝑒 (ε (x, 𝜏)) , (5.13)

Miehe et al. [54] presented an elegant way of incorporating the irreversibility of the crack evolution,
with the evolution equation

𝐺𝑐

𝑙

[
𝜙 − 𝑙2Δ𝜙

]
+ [ ¤𝜙 = 2 (1 − 𝜙) H . (5.14)

In the current formulation, the fracture phase-field evolution is based on an energy dependent
crack driving force. With this type of crack driving force, it is difficult to control crack initiation.
Miehe et al. [159] proposed a purely stress-based crack driving force for the fracture phase-field
evolution, given by

H (x, 𝑡) := max
𝜏∈[0,𝑡 ]

�̃� = max
𝜏∈[0,𝑡 ]

Z

〈
3∑︁

𝑎=1

(
⟨�̃�𝑖 (x, 𝜏)⟩

𝜎𝑐

)2

− 1

〉
+

(5.15)

where �̃�𝑖 = 𝜎𝑖/(1 − 𝜙)2 is the effective principal stress 𝑖,𝜎𝑐 is a critical stress and the dimensionless
parameter Z > 0 controls the slope of the failure surface in stress space. Further, we introduce a
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conditional energy based crack driving force, given by

H (x, 𝑡) := max
𝜏∈[0,𝑡 ]

𝐻 (𝜎B − 𝜎𝑐) 𝜓+
𝑒 (5.16)

where 𝜎B = max{𝜎1 : x ∈ Ω, 𝜏 ∈ [0, 𝑡]} is the maximum major principal stress (𝜎1 ≥ 𝜎2 ≥ 𝜎3)
experienced in the body during the loading history and 𝐻 (𝑥) is the Heaviside step function taking
the value 1 if 𝑥 > 0 and 0 otherwise. This formulation of the crack driving force allows for a
surplus of elastic strain energy at fracture initiation.

Using the proposed crack driving force in Equation (5.16), we aim to investigate the prediction
capabilities of a dynamic fracture phase-field formulation implemented in the commercial FE
solver LS-DYNA [160] on quasi-statically loaded L-shaped soda-lime glass specimens [161] with
varying critical load levels using the three implemented tension-compression splits. In particular,
we focus on the crack propagation path and speed for the lowest and highest critical load levels
using the new crack driving force. First, we present the implementation details and perform
validation studies of the fracture formulation using standard numerical examples. Then, we
perform numerical experiments on the quasi-statically loaded L-shaped soda-lime glass specimens.
The three tension-compression splits, namely the Amor, Miehe and hybrid splits, are used and
compared for the numerical experiments. To evaluate the numerical predictions in relation to the
experiments, we compare the crack propagation path and speed for two specimen strengths.

5.2 Implementation
The dynamic fracture phase-field model is implemented in the user interface of version R12 of
the general-purpose FE solver LS-DYNA. To enable scalability and reduce computational time,
we parallelized the implementation using MPI. The implementation includes the Amor [58],
Miehe [53, 54] and hybrid [158] tension-compression splits. To ensure control over the fracture
initiation, we implemented the proposed crack driving force in Equation (5.16) that allows the
user to initiate the phase-field solver based on a critical major principal stress.

To model the dynamic fracture phase-field we follow the dynamic formulation and robust staggered
solution scheme proposed by Hofacker and Miehe [61]. The additional degree of freedom
obtained by introducing the fracture phase-field is included in a modular fashion in the user
element framework of LS-DYNA for both shells (usrshl) and solids (usrsld). The shell user
element is based on the Belytschko-Tsay shell element [162, 163], while the solid element is fully
integrated and employs the B-bar method to prevent locking [164]. We solve the displacement
field and phase-field separately in a staggered fashion, where the system of equations related to the
displacement field is assembled and solved internally in LS-DYNA in an explicit fashion. The
phase-field system of equations is assembled and solved implicitly using the external Portable,
Extensible Toolkit for Scientific Computation (PETSc) [165].

To implement the phase-field evolution in Equation (5.14) into an FE framework, we use the weak
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form given by∫
Ω

[
−2 (1 − 𝜙) H · 𝛿𝜙 + 𝐺𝑐

𝑙
𝜙 · 𝛿𝜙 + 𝐺𝑐𝑙∇𝜙 · ∇𝛿𝜙 + [ ¤𝜙 · 𝛿𝜙

]
dV = 0 (5.17)

where 𝛿𝜙 is the virtual infinitesimal variation of the fracture phase-field. The displacement field
and fracture phase-field, along with their respective differential quantities, are discretized as

u =

𝑚∑︁
𝑖=1

Nu
𝑖 u𝑖 = Nuru and 𝜙 =

𝑚∑︁
𝑖=1

𝑁
𝜙

𝑖
𝜙𝑖 = N𝜙r𝜙 (5.18)

ε =

𝑚∑︁
𝑖=1

Bu
𝑖 u𝑖 = Buru and ∇𝜙 =

𝑚∑︁
𝑖=1

B𝜙

𝑖
𝜙𝑖 = B𝜙r𝜙 (5.19)

where 𝑚 is the number of nodes per element, u𝑖 and 𝜙𝑖 are the displacement and phase-field
values at node 𝑖, Nu

𝑖
and 𝑁 𝜙

𝑖
are the shape function matrix and shape function associated with

node 𝑖 for the displacements and phase-field, respectively, and Bu
𝑖

and B𝜙

𝑖
are the matrices of their

respective spatial derivatives. Nu, N𝜙 , Bu and B𝜙 are the corresponding matrices for all the nodes
and ru and r𝜙 are the vectors containing the displacement and phase-field degrees of freedom.
The virtual quantities (𝛿u, 𝛿𝜙, 𝛿ε and 𝛿∇𝜙) are discretized in the same fashion. We define the
rate of the fracture phase-field ¤𝜙 = (𝜙𝑛+1 − 𝜙𝑛) /Δ𝑡 where Δ𝑡 = 𝑡𝑛+1 − 𝑡𝑛 is the time increment.
Inserting the interpolations into Equation (5.17) and eliminating the arbitrary virtual quantities
yields the nonlinear fracture phase-field system of equations

R𝜙
(
r𝜙

)
=

∫
Ω

−2
(
1 − N𝜙r𝜙

)
H

(
N𝜙

)𝑇 + 𝐺𝑐

𝑙

(
N𝜙

)𝑇N𝜙r𝜙

+ [

Δ𝑡

(
N𝜙

)𝑇N𝜙Δr𝜙 + 𝐺𝑐𝑙
(
B𝜙

)𝑇B𝜙r𝜙 dV = 0 (5.20)

where R𝜙
(
r𝜙

)
is the global fracture phase-field force vector and Δr𝜙 = r𝜙

𝑛+1 − r𝜙𝑛 is the increment
of the phase-field degrees of freedom at time 𝑡𝑛+1. By linearizing the nonlinear system of equations
through a first order Taylor expansion, we find a linear system of equations for the fracture
phase-field increment
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r𝜙

)
= R𝜙

(
r𝜙𝑛

)
+ 𝜕R𝜙

𝜕r𝜙
(
r𝜙𝑛

)
Δr𝜙 + 𝐻.𝑂.𝑇 .

= R𝜙
(
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)
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(
r𝜙𝑛

)
Δr𝜙 + 𝐻.𝑂.𝑇 .

≈ R𝜙
(
r𝜙𝑛

)
+ K𝜙

(
r𝜙𝑛

)
Δr𝜙 = 0 (5.21)
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where K𝜙
(
r𝜙𝑛

)
is the phase-field stiffness at time 𝑡𝑛 given by
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r𝜙𝑛

)
=
𝜕R𝜙

𝜕r𝜙
(
r𝜙𝑛
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=

∫
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𝑙
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Δ𝑡

] (
N𝜙

)𝑇N𝜙 + 𝐺𝑐𝑙
(
B𝜙

)𝑇B𝜙 dV. (5.22)

Box 5.1 presents the applied staggered scheme for solving the fracture phase-field evolution, which
differs slightly from the scheme presented by Hofacker and Miehe [61]. In our implementation, we
solve the displacement field explicitly and use the fracture phase-field from the previous increment,
𝜙𝑛, to degrade the stress used to construct the stress divergence vector, F𝑛 (𝜙𝑛). The choice of
degrading the stress using the fracture phase-field from the previous increment is mainly due to
the user interface of LS-DYNA, where the phase-field for the new increment is solved for in a user
control routine (uctrl) which is called after the calls to the element and material routines. The
scheme is as follows. For every increment, we know the displacement and crack driving force
field from the previous time step and fracture phase-field from the previous two time steps. In
addition, the velocity field at time 𝑡𝑛−1/2 is known. To drive the solution forward, we first use the
known quantities to compute the stress field, σ (ε, 𝜙𝑛) at the integration points. For the Amor and
Miehe tension-compression splits, the stress field is first split into a positive and negative part,
and then the positive part is degraded using the fracture phase-field at the integration point from
the previous increment. The stress field is not split for the hybrid split. Next, we compute the
integration point crack driving force obtained in the solution history, H , from the expression in
Equation (5.16). Together with the global fracture phase-field degrees of freedom from the two
previous time step, r𝜙𝑛 and r𝜙

𝑛−1, the crack driving force is used to solve the linear incremental
system of equations for the fracture phase-field in Equation (5.21)

Δr𝜙 = −
(
K𝜙

(
r𝜙𝑛

))−1
· R𝜙

(
r𝜙𝑛

)
(5.23)

Next, the displacement field of the new increment, represented by its degrees of freedom, is
computed based on the current body force and external loads, P𝑛, hourglass resistance, H𝑛, and
stress divergence vector, F𝑛 (𝜙𝑛). The stress divergence vector is integrated based on the stresses
degraded by the fracture phase-field from the previous increment. Finally, the history fields are
stored for the new increment.
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Box 5.1: Staggered scheme for dynamic phase field fracture in [𝑡𝑛, 𝑡𝑛+1], adapted from
Hofacker and Miehe [61].

1. Initialization. The displacement field u𝑛 and the crack driving force H𝑛 at time
𝑡𝑛, the previous two fracture phase-fields 𝜙𝑛 and 𝜙𝑛−1 at time 𝑡𝑛 and 𝑡𝑛−1, and
the velocity field ¤u𝑛−1/2 at time 𝑡𝑛−1/2 are known. Update the prescribed loads b
and t̄ at current time 𝑡𝑛+1.

2. Compute stress field. Determine the stress field at the integration points, split
into positive and negative parts and degrade the positive part if Amor or Miehe
split is used

σ (ε, 𝜙𝑛) =
[
(1 − 𝜙𝑛)2 + 𝑘

]
σ+ (ε) + σ− (ε) .

3. Compute crack driving force. Determine the crack driving force at the integra-
tion points

H =


max
𝜏∈[0,𝑡 ]

𝐻 (𝜎B − 𝜎𝑐) 𝜓+
0 (ε) for 𝜓+

𝑒 (ε) > H𝑛

H𝑛 otherwise.

4. Compute fracture phase-field. Determine the current global fracture phase-field
degrees of freedom r𝜙

r𝜙 = r𝜙𝑛 + Δr𝜙

Δr𝜙 = −
(
K𝜙

)−1R𝜙

5. Compute displacement field. Determine the current displacement u with a frozen
fracture phase-field 𝜙𝑛 from the semi-discrete equations of motion at time 𝑛. The
current displacement degrees of freedom ru at time 𝑡𝑛+1 is found using central
difference time integration

¥ru
𝑛 = M−1 (P𝑛 − F𝑛 (𝜙𝑛) + H𝑛)

¤ru
𝑛+1/2 = ¤ru

𝑛−1/2 + ¥ru
𝑛Δ𝑡𝑛

ru = ru
𝑛 + ¤ru

𝑛+1/2Δ𝑡𝑛+1/2

where P𝑛 represents the body force and external loads, F𝑛 (𝜙𝑛) represents the
stress divergence vector, which depends on the fracture phase-field from the pre-
vious increment, and H𝑛 represents the hourglass resistance. M is the diagonal
mass matrix.

6. Update history variables. Store H , 𝜙, u and ¤u in the history database.
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5.3 Validation
We adopted two of the representative numerical examples used by Miehe et al. [54], namely the
single edge notch tension (SENT) test and the single edge notch shear (SENS) test, to validate the
behavior of the fracture phase-field models for quasi-static mode I and mixed mode loading using
the Amor, Miehe and hybrid splits. For validation of the performance in the case of dynamic
fracture we model the experiments performed by Kalthoff and Winkler [156] and Kalthoff [157]
in 2D and in a 3D extension case using the Miehe split. In this section the critical principal stress
𝜎𝑐 in Equation (5.16) is equal to 0 in order to compare the implementation to previous work.

5.3.1 Single edge notch tests

The single edge notch tests consist of a square plate with a horizontal notch at mid-height spanning
from the left edge to the center point of the specimen. The geometry and boundary conditions are
presented in Figure 5.2. The specimen is loaded either vertically or horizontally for tension or
shear loading, respectively. The model parameters are: Lamé’s first parameter _ = 121.15 GPa,
shear modulus ` = 80.77 GPa, critical energy release rate 𝐺𝑐 = 2.7 × 10−3 J/m2, length scale 𝑙 =
7.5 × 10−3 mm, artificial residual stiffness 𝑘 = 0, phase-field viscosity [ = 10−9 N s/mm2, and
we assume plane strain. An element size of 2.5 × 10−3 mm is used in both load cases with the
proposed model, resulting in 160 000 elements.

Figure 5.3 presents the resulting crack patterns for the two load cases using the three splits. We see
no notable difference in the predicted crack patterns from the SENT tests, which are straight for
all three tension-compression splits. When comparing the crack path predictions from the SENS
tests, we note slight differences between the respective tension-compression splits. However, they
all resemble the crack patterns predicted by Miehe et al. [54] and Ambati et al. [158].

0.5 0.5

0.5

0.5

SENT
SENS

[mm]

Figure 5.2: The single edge notch specimen with dimensions and boundary conditions for
tension (SENT) and shear (SENS) loading.
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Figure 5.3: Crack patterns from numerical experiments of the SENT (a-c) and SENS (d-f)
tests using the Amor (a,d), Miehe (b,e) and hybrid (c,f) splits.

5.3.2 Kalthoff-Winkler test

Kalthoff and Winkler [156] performed impact tests on a double pre-notched steel plate at different
velocities, documenting the resulting crack path. Similar to Hofacker and Miehe [61], we will use
the experimental results as a reference to verify the performance of our phase-field implementation
with the Miehe split. The specimen geometry and boundary conditions are presented in Figure 5.4
(a). We use constant loading velocities, 𝑣0, of 5 m/s, 16.5 m/s and 50 m/s. To avoid numerical
instabilities, we ramp up the velocity from 0 to 𝑣0 for a duration 𝑡0 = 0.5 µs. The velocity profile is
presented in Figure 5.4 (b). The model parameters are: density 𝜌 = 8000 kg/m3, Young’s modulus
𝐸 = 190 GPa, Poisson ratio a = 0.3, critical energy release rate 𝐺𝑐 = 2.213 × 104 J/m2, length
scale 𝑙 = 0.3 mm, artificial residual stiffness 𝑘 = 0, phase-field viscosity [ = 10−9 N s/mm2, and
we assume plane strain. The plate is discretized into ∼155 000 elements, with a refined mesh
in areas where the crack is expected to propagate. The element size is half the value of 𝑙 in the
refined area. To reduce computational cost, we exploit the symmetry line A in Figure 5.4 (a) and
model only the upper part of the specimen.

Figure 5.5 presents the crack patterns from the numerical experiments for the three impact
velocities. The average angle between the initial crack tip plane and the propagated crack is ∼70◦,
which is in good agreement with the experimental results and the predictions by Hofacker and
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Miehe [61]. We observe increasing crack branching with increasing impact velocity, from no
branching for an impact velocity of 5 m/s to extensive branching when the impact velocity is
50 m/s. A notable trend is that the crack branching occurs earlier for the highest impact velocity,
and that a second crack propagates from the lower right corner. The results are similar to those
reported by Hofacker and Miehe [61].

Figure 5.4: The Kalthoff-Winkler specimen with (a) dimensions and boundary conditions
and (b) applied loading history.

Figure 5.5: Crack patterns from numerical experiments of the Kalthoff-Winkler test with
impact velocities of (a) 5 m/s, (b) 16.5 m/s and (c) 50 m/s.

5.3.3 Kalthoff-Winkler test, 3D extension

We make the same 3D extension of the Kalthoff-Winkler test as Hofacker and Miehe [61], where
we assume a circular cross section for the projectile. Again, we perform numerical experiments
for loading velocities of 5 m/s, 16.5 m/s and 50 m/s, and we use the Miehe split. The model
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parameters are identical to the parameters used for the 2D case, except for the length scale which is
set to 𝑙 = 1.0 mm due to a coarser discretization. The specimen geometry and boundary conditions
are presented in Figure 5.6 (a). All the outer boundaries are fixed except for the circular impact
area and the boundary opposite to the loading plane. The geometry is discretized into ∼9.8 million
elements with a size of ∼0.5 mm × 0.5 mm × 0.5 mm. To reduce computational time, we exploit
the symmetry planes A and B in Figure 5.6 (a), and only model the upper left part of the specimen.

The resulting crack pattern evolution in symmetry plane B is presented in Figure 5.7 for the three
impact velocities. Similar to the 2D case, we get increasing crack branching for increasing impact
velocity. However, for the 3D case, the crack branching occurs for the cracks initiating on the side
opposite to the loading side. Here, we do not see crack branching in the curved cracks propagating
directly from the circular notch. Figure 5.8 presents the crack patterns at the sections illustrated in
Figure 5.6 (b), where the distance is measured from the loading plane. The crack patterns stem
from the same time instances as the lowest row in Figure 5.7 for each respective impact velocity.
Again, we find a similar trend, with increased crack branching for increasing impact velocity. In
their work, Hofacker and Miehe [61] performed the same numerical experiment with en element
size of ∼1.0 mm × 1.0 mm × 1.0 mm with 𝑙 = 2.0 mm using a loading velocity of 5 m/s. With
those conditions, they did not predict crack initiation from the back side of the specimen. However,
the curved crack path propagating from the notch is similar to what is observed in our work for the
same loading velocity. This deviation is most likely related to the difference in element size and
length scale.

Figure 5.6: (a) The 3D extension of the Kalthoff-Winkler specimen seen from the front
with dimensions and boundary conditions. (b) The side-view of symmetry plane B with
the section planes used in visualization of the crack pattern.
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Figure 5.7: Crack pattern evolution seen from the side-view of symmetry plane B, see
Figure 5.6 (a), for numerical experiments of the Kalthoff-Winkler test with impact velocities
of 5 m/s (a,d,g), 16.5 m/s (b,e,h) and 50 m/s (c,f,i).
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Figure 5.8: The section views presented in Figure 5.6 (b) of the nearly fully evolved crack
pattern for numerical experiment of the 3D extension of the Kalthoff-Winkler test with an
impact velocity of 5 m/s (a,d,g,j), 16.5 m/s (b,e,h,k) and 50 m/s (c,f,i,l) at 𝑥 = 50 mm (a-c),
𝑥 = 60 mm (d-f), 𝑥 = 70 mm (g-i) and 𝑥 = 80 mm (j-l).
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5.4 L-shape tests
Rudshaug et al. [161] performed 20 experiments on L-shaped soda-lime glass specimens subjected
to quasi-static loading. For each experiment, the crack propagation was captured using high-speed
cameras. Figure 5.9 (a) presents the experimental setup, where the top of the specimen is clamped
and pulled upwards, while the right-hand-side is restrained using a tie-strap. Figure 5.12 (f)
presents the resulting crack paths colored by crack propagation speed and Figure 5.12 (c) presents
the evolution of the crack propagation speed. The crack propagation paths were consistent and the
force level at fracture initiation varied from ∼75 N to ∼115 N. The experimental study revealed a
positive correlation between the force level at fracture initiation and the initial crack propagation
speed. We aim to investigate if we are able to capture the trends seen in the experimental study
performed by Rudshaug et al. [161] using our dynamic fracture phase-field implementation in
LS-DYNA. To consider the different force levels at fracture initiation, we select two critical
principal stress values at which we trigger the fracture phase-field evolution and investigate how
this influences the predicted crack propagation both in terms of crack propagation speed and path.

Figure 5.9: The experimental setup (a) and the boundary conditions used in the numerical
experiment (b) on the L-shaped glass specimen. Two rigid parts (A and B) are used to
model the boundary conditions of the experiment. A translational spring with stiffness 𝑘𝑡
and a rotational spring with stiffness 𝑘𝑟 are used to reduce the translational and rotational
movement of rigid part B.

The applied boundary conditions are presented in Figure 5.9 (b). Two rigid parts (A and B) are
used to model the boundary conditions of the experiment. Both the rigid parts are attached to the
glass elements through coincident nodes. Rigid part A is restrained in the 𝑥- and 𝑧-directions,
not allowed to rotate about any axis, and prescribed a displacement in the positive 𝑦-direction.
Rigid part B is restrained in the 𝑧-direction and not allowed to rotate about the 𝑥 and 𝑦 axis. Rigid
part B is connected to a translational spring with stiffness 𝑘𝑡 reducing displacement in the 𝑥- and
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𝑦-directions and a rotational spring with stiffness 𝑘𝑟 reducing rotation about the 𝑧 axis. Both
springs are connected to the mass center of rigid part B and are used to replicate the behavior of
the tie-strap. The spring stiffness values are 𝑘𝑡 = 38.0 N/mm and 𝑘𝑟 = 4750.0 N mm, based on the
reported spring stiffness from Rudshaug et al. [161].

The model parameters are: density 𝜌 = 2500 kg/m3, Young’s modulus 𝐸 = 70 GPa, Poisson ratio a
= 0.23, critical energy release rate𝐺𝑐 = 8 J/m2, length scale 𝑙 = 0.4 mm, artificial residual stiffness
𝑘 = 0 and phase-field viscosity [ = 10−9 N s/mm2. We discretized the L-shaped specimen in two
ways, presented in Table 5.1.

Table 5.1: Discretizations of the L-shaped glass specimen.

Element type Number of elements Element dimensions
Shell elements (plane stress) 174 375 0.2 mm × 0.2 mm
Solid elements 1 569 375 0.2 mm × 0.2 mm × 0.2 mm

To determine the critical principal stress values, 𝜎𝑐, at the minimum and maximum load level at
fracture initiation, we performed a failure-free linear elastic version of the numerical experiment
for each discretization and noted the maximum values of the major principal stress at the respective
critical force levels seen in the experiments. We note that these values differ depending on the
discretization.

Figures 5.10 and 5.11 present the predicted crack paths using shell and solid elements, respectively.
We note that the predicted crack paths are nearly identical. The initial crack propagation angle
resembles what was found in the experiments. However, for both the weak and strong specimens
we note that the inclination of the crack propagation path towards the left-hand-side of specimen
deviates from the experimental paths, see Figure 5.12 (f). We also note that the crack paths from
the numerical experiments using the Miehe split are less curved than those based on the Amor and
hybrid splits.
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Figure 5.10: Crack patterns for numerical experiments with shell elements of the weakest
(a-c) and strongest (d-f) L-shaped glass specimen using the Amor (a,d), Miehe (b,e) and
hybrid (c,f) splits.
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Figure 5.11: Crack patterns for numerical experiments with solid elements of the weakest
(a-c) and strongest (d-f) L-shaped glass specimen using the Amor (a,d), Miehe (b,e) and
hybrid (c,f) splits.

The evolution of the crack propagation speed and path for the shell element simulations are
presented in Figure 5.12 (a-b) and (d-e), comparing the three tension-compression splits for the
weak (a,d) and strong (b,e) specimen. The propagation speeds are similar for all splits, except
from ∼60 µs and later for the strong specimen with the Miehe split. We note that the initial crack
propagation speeds for both the weak (∼800–1000 m/s) and strong (∼1500 m/s) specimen are
close to the experimental values. However, in both cases the crack propagation speed drops too
quickly compared to what was seen in the experiments. Similar to what we noted from Figures 5.10
and 5.11, Figure 5.12 (d-e) confirms that the Miehe split results in less curved crack paths. The
evolutions were identical for the solid element simulations, however, the computational time
increased drastically.
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Figure 5.12: Crack propagation speed (a-c) and path (d-f) for numerical experiments with
shell elements of the weakest (a,d) and strongest (b,e) L-shaped glass specimen and the
experiments (c,f).

5.5 Discussion
Our implementation of the fracture phase-field approach was validated for static and dynamic
problems. All the specimens used in the validations were discretized using regular hexahedral
solid elements. The numerical experiments of the SENT, SENS and Kalthoff-Winkler tests
all resulted in smooth curved crack propagation paths, indicating that there is no pathological
mesh dependence. Both the SENT and SENS tests resulted in crack paths resembling what
was found by Miehe et al. [54] and Ambati et al. [158], indicating a successful implementation.
Furthermore, the dynamic version of the implementation was validated against different versions
of the Kalthoff-Winkler tests. When comparing the resulting crack patterns to what was found by
Hofacker and Miehe [61], it is clear that the implementations is able to handle dynamic cracking
phenomena like crack branching.

The dynamic fracture phase-field was implemented in the commercial FE solver LS-DYNA,
solving the displacement field and fracture phase-field separately in a staggered fashion. The
displacement field is updated explicitly, while the fracture phase-field increment is solved implicitly.
The lack of a temporal dependency (except for the stabilizing viscosity parameter [) in the fracture
phase-field evolution equation, see Equation (5.14), implies that the field is fully evolved at every
increment. Instead of applying an iteration scheme, we approximate the incremental change in the
phase-field by a linear system of equations. As discussed in [158], the staggered solution scheme
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requires sufficiently small increments to achieve convergence. In this explicit FE framework, this
requirement is normally met, but care must be taken if time scaling is used, as this effectively
increases the increment size and affects the viscous term [ ¤𝜙 in Equation (5.14).

The length scale parameter, 𝑙, may be referred to as the width of the regularized crack. To
properly represent the diffuse approximation of the sharp crack topology, we need a sufficiently
fine discretization that is able to adequately resolve the length scale parameter. In the case of brittle
fracture, the length scale tends to zero. This implies that a very fine discretization is necessary to
properly predict brittle crack propagation. However, a length scale close to zero is not practically
feasible. For this reason, the length scale is typically way bigger than the physical crack width. A
consequence of a large length scale is that the degradation of the potential energy is overestimated,
decreasing the crack propagation speed.

With the new proposed crack driving force in Equation (5.16), we introduced a global fracture
initiation criterion based on the maximum major principal stress 𝜎B . To ensure fracture initiation
at the correct load levels in the numerical experiments on the L-shaped specimens, we had to
determine the appropriate critical principal stress values𝜎𝑐 through initial damage-free simulations.
Depending on the specimen discretization, the stress representation near the inner corner will vary.
Because of the location of the integration points, we do not sample directly at the inner corner,
but at a distance. For this reason, the critical principal stress values change for both different
discretizations and distributions of integration points. However, when we ensure fracture initiation
at the same critical load level, we find that this does not affect the crack propagation path and
speed. This is confirmed when comparing the shell to the solid element simulations.

For the quasi-static SENT and SENS tests and the L-shaped glass tests we conducted the simulations
using the three implemented tension-compression splits, namely the Amor, Miehe and hybrid
splits. The splits all produced the same crack pattern for the SENT test, which was expected.
However, for the SENS test and the L-shaped glass specimen test we see some variations. The
crack path of the SENS test with the Amor split exhibits a gradual ramp down from the initial
crack, while the two other splits result in a crack path that propagates directly downwards. In
addition, a small crack starts growing from the lower right corner in the SENS test with the Amor
split. If we consider the L-shaped glass tests, we note that the predicted crack paths of the Amor
and hybrid splits are similar, while the crack path of the Miehe split is less curved. These examples
illustrate that the tension-compression splits impact the crack propagation paths, and that their
corresponding predictions might coincide from some problems and deviate for others.

When we consider the crack propagation speed in the simulations of both the weak and strong
L-shaped specimens (Figure 5.12 (a-b)), we note that the initial crack propagation speed is similar
to what was reported in the experiments (Figure 5.12 (c)). This indicates that the initial crack
propagation speed is correlated to the critical load level, and thus the amount of potential energy
at fracture. In addition, it implies that the new proposed crack driving force in Equation (5.16) is
suited for handling crack propagation at various critical load levels. Unlike what was observed in
the experiments, the crack paths for the weak specimen propagates downwards close to the left
edge. This downward propagation might be linked to the applied boundary conditions. However,

98



5 Phase-field approach to fracture

it might also deviate due to the early drop in crack propagation speed. When the crack propagation
speed is too low, it affects the resulting concurrent stress fields, which may result in different
optimal crack paths.

By implementing the fracture phase-field into a commercial FE code we get access to a well
established and full featured FE framework. This makes it easy to use the dynamic phase-field
formulation in complex simulations involving advanced contact formulations, fluid structure
interaction and ballistics, which are not common features in in-house codes. With these additional
options, including the new proposed crack driving force, we facilitate further validation and
investigation of the potential of the phase-field approach to fracture.

5.6 Conclusion
In this work we implemented a dynamic fracture phase-field formulation into the commercial FE
code LS-DYNA through both solid and shell user elements. The fracture phase-field evolution
was solved with a staggered explicit update of the displacement field and implicit update of
the fracture phase-field. The implementation proved capable of simulating complex, dynamic
crack topologies through static and dynamic numerical experiments using known numerical
examples. We introduced a new crack driving force including a fracture initiation criterion based
on the critical major principal stress, that allows for crack predictions for specimens of varying
strength. The prediction capacity of the model was tested on quasi-statically loaded L-shaped
soda-lime glass specimens of two different specimen strengths. We compared the predicted crack
propagations of the numerical simulations to the experiments in terms of path and speed, and
found that the predicted initial crack propagation speed is close to the experimental values, but that
the speed drops too quickly. The predicted crack paths initially resemble the experimental crack
paths, but start to deviate with time as the crack propagates towards the left-hand side. Similar to
what was observed in the experiments, the strongest specimen experienced a greater initial crack
propagation speed than the weaker one.
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6 Conclusions and Further Work
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6.1 Conclusions
The objective of the thesis work was to answer the following research question:

How to predict fracture initiation and crack propagation in soda-lime glass?

To answer the twofold research question, the thesis was divided into two main parts, one focusing
on fracture initiation, where the aim was to improve the Glass Strength Prediction Model (GSPM)
(Paper I and Paper II), and one focusing on crack propagation (Paper III and Paper IV), where the
aim was to establish a numerical method that can capture the violent crack propagation behavior
of glass. The two parts consist of an experimental and numerical study, where the experimental
results were used to validate the numerical models. The main conclusions of the thesis are:

• The experimental setup for quasi-static testing on windshields proved to be both reliable
and to allow for detailed extraction of important data for numerical validation, such as
loading and deformation histories and crack propagation data. The setup was used to
generate a detailed database on three experimental test series based on windshields of
varying geometries and production methods.

• The improved version of the GSPM including sub-critical crack growth (SCG) proved
capable of handling rate- and size-effects through extensive validation. The new material
model version of the GSPM implemented in the LS-DYNA finite element solver was
successfully used to replicate the behavior of a weak and strong windshield from the
experiments.

• The experimental setup for L-shaped glass specimens resulted in reliable crack propagation
data for the crack path and speed for varying critical load levels. The setup generated a
database based on 20 experiments of L-shaped specimen of varying strength, and revealed a
positive correlation between the initial crack propagation speed and the critical load level.
A correlation between the crack propagation path and the critical load level was also found.

• The implemented fracture phase-field models with three tension-compression splits and
a new crack driving force proved capable of capturing the initial crack propagation speed
for the lowest and highest critical load levels seen in the experiments. However, the crack
propagation speed dropped too quickly compared to the experiments, potentially leading to
deviations from the experiments in the final part of the predicted crack path.
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Overall, this work has pushed the field of glass modeling one step further by providing new insights
through two experimental studies and development of numerical models. The introduction of a
solver integrated version of the GSPM, which can trigger other existing fracture models, lowers
the bar for incorporating the stochastic behavior of glass fracture in modern design processes
where FE simulations are involved. Furthermore, the introduction of a new crack driving force
for the phase-field approach to fracture proved it possible to predict the initial crack propagation
speeds for varying critical load levels. This work has taken us one step closer to finding a good
answer to the research question. Hopefully, it will inspire new and extended research in the field
of glass modeling.

6.2 Further work
The work presented in this thesis has provided important insights and new numerical tools related
to modeling of glass fracture. However, there are many potential topics and studies that can further
improve both the understanding of glass fracture and the presented numerical tools. Some of them
are listed here sorted in categories related to the thesis chapters:

6.2.1 Experiments on windshields

• New experimental studies with varying loading rate would be interesting. Higher loading
rates will result in a stiffer polyvinyl butyral (PVB) behavior and stronger glass layers.

• Characterization of the mechanical behavior of PVB was not a focus of this thesis; however,
effort should be put into investigating how the PVB is affected by the autoclave process in
the windshield production.

• In the experimental study in Chapter 2 (Paper I), it was observed that the camera placement
as well as the temporal resolution of the high-speed footage had a great influence on which
cracks that were visible and the detail level of the crack propagation data. In future studies
it would be interesting to use more high-speed cameras with better temporal resolution. To
improve the accuracy of the pose estimation used in the tracking of the crack propagation it
is recommended to add more optical targets.

6.2.2 Glass Strength Prediction Model

• In the current version of the GSPM, both surfaces of the glass plate are provided artificial
flaws based on the same parameters. However, it has been found that the tin side of the plate
is weaker than the air side. In addition, for curved plates, like windshields, the difference
in flaw distribution may increase further. For this reason, an extension of the GSPM that
enables different flaw distributions for the different surfaces would be interesting.

• The quality of the GSPM calibration and validation is highly dependent on large high quality
experimental databases that sufficiently map the stochastic behavior of the glass specimen.
To increase the credibility of the model predictions, we encourage new experimental studies.
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• The flaw statistics generated from the Fourier ptychographic microscopy (FPM) setup
for flaw characterization in [64] indicate that some of the assumptions in the GSPM are
questionable, such as the assumed uniform spatial flaw distribution and non-interacting
flaws. Effort should be put into investigating the impact this has on the model predictions.

6.2.3 Experiments on L-shaped specimens

• A polymer tie-down strap was used to restrain the right-hand-side of the L-shaped specimen
in the experiments presented in Chapter 4 (Paper III). Since the strap is much softer than the
glass specimen, it governs the total displacement measured in the experiment. In addition,
the strap requires careful positioning for each test repetition. In future similar studies
with L-shaped glass specimen, we recommend manufacturing a rigid steel component to
restrain the right-hand-side. In this way, the measured displacement is governed by the glass
specimen and it is easier to ensure repeatability.

• The high-speed cameras used in the experimental study enabled a frame rate of 200 000
fps, resulting in ∼25 sampling points per test. For future studies, it would be interesting to
increase the temporal resolution such that more sampling points are gathered. This will
result in more detailed crack propagation data.

• It would be interesting to apply the Digital Gradient Sensing (DGS) method to also quantify
the stress intensity factors and energy release rate during the crack propagation.

6.2.4 Phase-field approach to fracture

• A study on the effect of the length scale on the crack propagation speed would be very
interesting. Such a study can both quantify the influence of the length scale and provide
guidelines for an upper threshold for the element size in order to predict a realistic crack
propagation.

• The implementation of the fracture phase-field model in a general purpose finite element
(FE) solver provides many possible new applications for the fracture model. Effort should be
put into verifying the phase-field approach in advanced contact problems such as ballistics.
Studies including the phase-field approach in fluid-structure interaction simulations would
also be interesting.

• Future studies should investigate how alternative fracture models, such as Eigenfracture and
the Extended Finite Element Method (XFEM), perform in terms of mesh dependency and
crack propagation speed compared to the presented phase-field approach to fracture.
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A.1 Estimated fracture initiation locations and major principal
stress at first failure

Table A.1 presents the estimated fracture initiation location and the estimated major principal
stress at first failure for the coupe car, while the same data is compiled in Table A.2 for the sports
utility vehicle (SUV) and Table A.3 for the SUV concept.

Table A.1: Estimated fracture initiation locations and major principal stress at first failure
for the coupe car test series.

Fracture initiation point Major principal stress
at first fracture

First fracture Last fracture Layer 1 Layer 2
X Y X Y Side 1 Side 2 Side 3 Side 4

Test [mm] [mm] [mm] [mm] [MPa] [MPa] [MPa] [MPa]

01 -13.9 426.4 12.1 499.4 -67.0 69.7 -37.2 68.9
02 -11.9 422.0 — — -66.9 74.5 -33.7 76.0
03 12.0 468.6 343.9 234.4 -75.2 77.4 -36.2 81.1
04 -10.2 344.6 -25.3 341.4 -21.4 71.3 35.2 105.0
05 -0.0 407.2 — — -53.7 84.5 -4.5 102.0
06 76.4 389.7 25.7 497.3 -32.5 65.1 14.6 98.7
07 19.4 345.4 1.8 472.4 -31.4 58.4 2.4 71.6
08 5.2 349.0 -2.7 394.7 -29.5 83.6 31.2 118.2
09 -6.5 352.8 -122.3 355.5 -45.3 111.3 21.1 150.7
10 -210.8 357.1 12.6 495.0 -63.7 51.9 -37.2 61.4
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Table A.2: Estimated fracture initiation locations and major principal stress at first failure
for the SUV test series.

Fracture initiation point Major principal stress
at first fracture

First fracture Last fracture Layer 1 Layer 2
X Y X Y Side 1 Side 2 Side 3 Side 4

Test [mm] [mm] [mm] [mm] [MPa] [MPa] [MPa] [MPa]

01 51.7 666.6 218.3 196.4 -23.6 24.8 -11.5 38.8
02 2.6 582.4 -403.5 488.2 -44.7 58.2 -30.7 78.7
03 -27.9 583.0 -622.5 593.7 -47.5 81.4 -20.6 107.5
04 -49.6 546.4 607.7 518.4 -43.5 56.8 -20.3 80.9
05 -9.0 599.7 -555.8 596.3 -61.5 99.6 -30.9 114.9
06 18.0 521.1 -589.0 561.7 -73.6 125.1 -33.3 143.1
07 -19.5 587.4 -625.9 531.2 -52.9 84.7 -26.0 106.5
08 14.3 518.9 509.0 444.1 -74.8 131.8 -37.3 146.8
09 16.5 597.1 595.9 524.7 -79.9 157.7 -36.4 178.6
10 -1.9 592.1 547.2 523.7 -48.8 74.0 -26.4 103.4
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Table A.3: Estimated fracture initiation locations and major principal stress at first failure
for the SUV concept test series.

Fracture initiation point Major principal stress
at first fracture

First fracture Last fracture Layer 1 Layer 2
X Y X Y Side 1 Side 2 Side 3 Side 4

Test [mm] [mm] [mm] [mm] [MPa] [MPa] [MPa] [MPa]

01 -450.6 355.0 30.4 979.7 68.8 -6.0 34.4 1.2
02 -33.5 650.6 -30.2 668.3 -69.8 110.2 -6.9 125.9
03 -57.3 639.5 — — -21.7 58.8 20.4 85.6
04 -537.1 779.6 — — 83.2 -1.3 49.3 8.4
05 7.7 725.0 — — -27.2 38.0 19.7 68.7
06 -546.0 796.4 -22.5 87.3 79.6 1.0 47.3 11.4
07 -43.4 655.2 -420.5 897.6 -44.3 70.2 2.1 97.5
08 — — — — — — — —
09 547.9 734.8 — — 91.3 -4.7 55.4 5.4
10 76.8 169.8 — — 67.4 -0.2 43.6 9.2
11 101.4 1059.7 — — 90.1 -11.1 54.8 -0.7
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