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A B S T R A C T

Economical offshore wind developments depend on alternatives for cost-efficient transmission of the generated
energy to connecting markets. Distance to shore, availability of an offshore power grid and scale of the wind
farm may impede export through power cables. Conversion to H2 through offshore electrolysis may for certain
offshore wind assets be a future option to enable energy export. Here, we analyse the cost sensitivity of
offshore electrolysis for harvesting offshore wind in the North Sea using a technology-detailed multi-carrier
energy system modelling framework for analysis of energy export. We include multiple investment options
for electric power and hydrogen export including HVDC cables, new hydrogen pipelines, tie-in to existing
pipelines and pipelines with linepacking. Existing hydropower is included in the modelling, and the effect on
offshore electrolysis from increased pumping capacity in the hydropower system is analysed. Considering the
lack of empirical cost data on offshore electrolysis, as well as the high uncertainty in future electricity and
H2 prices, we analyse the cost sensitivity of offshore electrolysis in the North Sea by comparing costs relative
to onshore electrolysis and energy prices relative to a nominal scenario. Offshore electrolysis is shown to be
particularly sensitive to the electricity price, and an electricity price of 1.5 times the baseline assumption
was needed to provide sufficient offshore energy for any significant offshore electrolysis investments. On the
other hand, too high electricity prices would have a negative impact on offshore electrolysis because the
energy is more valuable as electricity, even at the cost of increased wind power curtailment. This shows
that there is a window-of-opportunity in terms of onshore electricity where offshore electrolysis can play
a significant role in the production of H2. Pumped hydropower increases the maximum installed offshore
electrolysis at the optimal electricity and H2 prices and makes offshore electrolysis more competitive at low
electricity prices. Linepacking can make offshore electrolysis investments more robust against low H2 and high
electricity prices as it allow for more variable H2 production through storing excess energy from offshore. The
increased electrolysis capacity needed for variable electrolyser operation and linepacking is installed onshore
due to its lower CAPEX compared to offshore installations.
1. Introduction

Offshore wind has a massive, global potential for renewable elec-
tricity generation and is a key technology for enabling the scale of
renewable electricity generation necessary to accelerate the energy
transition [1,2]. Following the Paris Agreement of 2015 [3], the Eu-
ropean Union (EU) signed the European Green Deal [4], setting the
goal of cutting greenhouse gas (GHG) emissions with 55% compared
to 1990 levels by 2030, and becoming carbon neutral by 2050. The EU
offshore energy strategy [5] reiterates offshore wind as a central point
to reach the climate goals.

∗ Corresponding author.
E-mail address: espen.bodal@sintef.no (E.F. Bødal).

New, massive development plans for offshore wind are frequently
heralded both by authorities and energy industries in countries with
large coastlines and energy industries. The total installed capacity of
offshore wind in Europe (including, e.g., the United Kingdom) is now
approaching 30 GW, with an average of approximately 3 GW installed
per year for the past five years [6]. Due to the increased develop-
ment of offshore wind farms, the global weighted average levelized
cost of electricity (LCOE) has decreased by 13% in the period 2010–
2017 and is therefore competitive with other renewable sources [7].
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Furthermore, the capital expenditures (CAPEX) of projects commis-
sioned after 2020 is expected to reduce a further 22% compared to the
period 2013–2017 [7]. However, in the latest report on climate change,
the IPCC stated that the current deployment of renewable energy is still
insufficient to meet climate goals [8]. Offshore wind energy is therefore
expected to continue growing, with European governments pledging to
further add up to 160 GW of offshore wind by 2030 [6], where the
ambitions of the EU (excluding, e.g., the United Kingdom), is to increase
he capacity from 12 GW today to at least 60 GW by 2030 [9].

As the share of intermittent energy sources in the energy system
ike wind power increases, so does the need for increased flexibility.
t is also desirable to reduce curtailment for maximum utilisation of
he turbines, thereby increasing their value. Pumped hydro and flexible
ydrogen (H2) production from electrolysis coupled with storage are
wo sustainable alternatives for serving this purpose. The development
f pumped hydro requires existing dams with downstream reservoirs
or reasonable investment costs and a reduced impact on nature. Hence,
losed-loop off-river pumped hydro has been shown to have a signif-
cant global potential for supporting energy systems with large-scale
evelopments of intermittent renewable energy sources [10].

Given the proper infrastructure, H2 could also be an attractive
energy carrier in the future. Even though H2 has a low volumetric
nergy density, it has a high mass energy density when compared
o other decarbonised alternatives such as batteries. Therefore, H2 is

seen as an attractive energy carrier in hard-to-abate sectors such as
long-distance road transport, shipping and high-temperature industrial
heating, where denser energy carriers are needed [11,12].

The initial development of offshore wind has been centred around
the best projects close to shore, but as the development of offshore
wind continues more difficult and expensive resources will have to be
accessed farther from shore and at greater depths. One of the major
costs of remote offshore wind is grid connection and transmission to the
market through high voltage direct current (HVDC) cables [13], which
require large capital investments that are sensitive to both distance and
capacity [14]. In a market with a H2 demand, the production of H2
from offshore wind could have several benefits. Offshore H2 production
can provide local flexibility offshore, leading to less curtailment and
greater capacity utilisation of both wind turbine and HVDC capacity.
When large amounts of energy are transmitted, pipelines are an order
of magnitude less costly for each unit of energy transported compared
to HVDC lines. Given that there are sufficient H2 end-users to create a
large-scale demand, offshore electrolysis and H2 pipelines could reduce
the needed capacity of HVDC cables. In turn, the energy from offshore
wind can be extracted at scale from remote location at lower cost and
curtailment. It is previously shown in a study on the connection of
energy islands in the North Sea and Baltic Sea by Lüth et al. [15]
that transport of the energy as H2 is beneficial for wind farms that
are located far from shore. Using pipelines to transport H2 produced
offshore by electrolysis, either newly built or existing, may cause gas-
flow fluctuations and thereby less continuous pipeline operations due
to the intermittency of the renewable generation. This challenge can
be mitigated if H2 storage is developed, the renewable generation
capacity is large, or if offshore and onshore produced H2 share pipeline
infrastructure for export.

H2 has been used on a large scale in industrial processes for a cen-
tury [16]. Even though thousands of km of H2 pipelines currently exist,
all are onshore and offshore H2 pipelines so far lack industrial standard-
isation [16]. The main challenge with the design of H2 pipelines is to
overcome H2 embrittlement and leakages [17]. Re-purposing of existing
offshore natural gas pipelines is another alternative to constructing new
dedicated H2 pipelines [16].

A multitude of studies have analysed the integration of offshore
wind or other intermittent energy sources in the energy system. Electri-
fication and decarbonisation of oil and gas platforms in the North Sea
have been widely studied [18–20]. Many studies analyse some form
2

of power link islands or different concepts of offshore energy hubs
in the North Sea [18,20,21]. In this paper, we consider an offshore
energy hub to be a platform or island where H2 can be produced on
a large scale and, at the same, time function as a connection point for
power cables from neighbouring countries or offshore wind farms. It
can also serve as a junction for pipelines carrying H2. Several studies
investigated onshore or offshore H2 production for increasing flexibil-
ity and reducing curtailment [21–27]. In an economic assessment of
onshore electrolysis based on power from offshore wind farms in the
Irish Sea, McDonagh et al. [22] found H2 production for lowering cur-
tailment to be economically viable only if they can achieve a H2 price
of at least 3.70 e/kg. Using a mixed-integer linear program (MILP)
model, offshore electrolysis was found to lead to higher cost for the
overall energy system, but with the flexibility of H2 storage in offshore
caverns, the potential was more promising [23]. Contrary, Singlitico
et al. [21] found that producing H2 offshore results in the lowest cost
H2. They also found a 13% reduction of LCOE with electrolysers in the
system when compared to the LCOE in a system without electrolysers.
In a study on how H2 investments affect grid infrastructure and power
prices, Durakovic et al. [24] found that energy hubs are important for
the development of offshore wind in the North Sea and that the produc-
tion of green H2 significantly reduced the curtailment of offshore wind.
However, the study also found that large-scale H2 production cannot
solely rely on otherwise curtailed renewable energy generation, and
the energy demand for H2 production leads to an increased European
power generation capacity of around 50%. Onshore production of H2
from offshore wind in Germany was studied by Scolaro and Kittner
[25]. This study found that the lowest cost of H2 occurs when the
installed electrolyser capacity is at 87% of the wind farm capacity.
They also found that participating in the ancillary service market is
key for profitable H2 production. Onshore H2 production in Europe
was also considered by Gawlick and Hamacher [26]. They found that
given the availability of cheap large scale H2 storage in e.g. salt
caverns, H2 production can decrease the vast needs for electricity
storage and transmission capacity when the shares of wind and solar
energy increases. Lucas et al. [27] performed a techno-economic study
of potential onshore H2 production from otherwise curtailed offshore
wind in Portugal. The study found that the economic feasibility of
such a project is highly dependent on a long-term commercial phase
where an existing H2 distribution network by pipelines is assumed. In
a techno-economic study [28] on a H2-supply chain, H2 transport by
a long-distance pipeline was studied. A long-distance H2-pipeline was
also central in the study of Sens et al. [29] where cost-optimal locations
for green H2 production for the European market were sought. Neither
of the studies modelled the effect of linepacking in H2-pipelines, which
was found to be a research gap in energy system models [30]. In He
et al. [31], a linear optimisation model was built to analyse a local
H2 supply chain, with a focus on modelling flexible transport as trucks
and pipelines with linepacking. Due to the reduced need for trucks and
storage, a significant cost reduction was found. Quarton and Samsatli
[32] performed a more detailed modelling of linepacking in a MILP and
studied blending of H2 in a natural gas pipeline network. They found
that with pure H2-pipelines, the flexibility of the system is reduced to
17–26% of the equivalent value with natural gas. This is due to the
lower energy density and compressibility of H2.

The main contributions of this paper can be summarised as:

• systematically analysing the necessary conditions for offshore
electrolysis in terms of CAPEX, onshore electricity and onshore
H2 price; and

• the impact of ability of feed-in into an existing H2 pipeline,
pumped hydro and line packing variations, on the economic
feasibility of electrolysis offshore compared to onshore.

The paper is structured as follows; the methodology is explained
in Section 2, this methodology is applied on the North Sea case study
which is outlined in Section 3. Results from the case study are presented
in Section 4, which create the foundation for the discussion in Section 5.

The final conclusions are drawn in Section 6.
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2. Method

2.1. Model structure

EnergyModelsX.1 is a capacity expansion model with multiple energy
arriers, developed to study the development and increasing interaction
f large-scale energy systems. The model is written in the Julia
rogramming language using the JuMP modelling framework [33].
his enables fast computing and a modular modelling framework by
aking advantage of Julia’s multiple dispatch feature. The modularity
nables users to select the appropriate technology and spatial repre-
entation based on the study to be conducted. This study is the first
pplication of the model.

The model consists of two fundamental packages, the base package
nd the time package. Simple and generic representations of different
echnologies are defined in the base package, such as sink, source,
eneration, storage and links between these technologies. The base
ackage also defines products, which can be used to represent any
nergy carrier, emission or general resource. The user interface is
ased on setting up the energy system as a graph, and the appropriate
onstraints are set based on the technology nodes used. Therefore,
mplementing a new technology only amounts to writing the general
onstraints for a node of the new type by overriding existing methods.
he time package defines the time structure of the model independent
f the technology representation. The time structure allows for varying
he number and length of strategic and operational periods.

The base package can be extended with a geographical represen-
ation. This is done by defining areas as local energy systems. The
ndividual areas are connected through transmission links, which are
ssociated with transmission modes to enable the conveyance of se-
ected resources between the areas. These transmission modes can, for
xample, be HVDC power lines or H2 pipelines. Each area is connected
o a local core node, which keeps track of the energy or mass balances
f each resource in the local system and how it is exchanged with other
reas. Within a local system, smaller energy sub-systems can be imple-
ented as well. For example, wind power can be connected directly

o the core node or exclusively to electrolysis, which is then connected
o the core node. The modularity of the model allows for extending or
e-implementing the technical details of a node or transmission mode
ithout making changes in the base packages.

Running the model as an operational model is the default. Then,
he objective function minimises the operational costs. However, in-
estments in different technologies and transmissions can optionally be
ctivated. Such that the objective function minimises the discounted
perational and investment costs (see the details in Appendix B.4.1).

.2. Modelling

In the developed framework EnergyModelsX, products are repre-
ented with the index 𝑝. These can be energy carriers of different
inds, emissions or resources used in production. Technology nodes are
epresented by the index 𝑛 and are connected in a network with links
to represent the desired infrastructure as a directed graph.

The model uses a two-level time structure. Let  be a set of time
teps 𝑡𝑖,𝑗 indexed by the strategic period 𝑖 and the operational period
. The set  Inv denotes the collection of investment periods 𝑡𝑖. In some
laces, an investment period 𝑡𝑖 = 𝑡inv will denote the set containing
ll operational periods 𝑡𝑖,𝑗 , but this will be clear from the context. The
irst strategic period will thus be denoted by 𝑡0 and the first operational
eriod of any investment period is denoted by 𝑡𝑖,0. The length of the
perational period 𝑡 is denoted by 𝛥𝑡, and correspondingly for an
nvestment period 𝛥𝑡inv. To simplify the notation in certain places, the

1 Soon available as open-source framework at https://github.com/
nergyModelsX
3

o

operational period prior to 𝑡 = 𝑡𝑖,𝑗 , will be denoted by 𝑡 − 1 = 𝑡𝑖,𝑗−1.
Similarly, for strategic periods, we let 𝑡𝑖 − 1 = 𝑡𝑖−1.

Below, we provide a comprehensive technology description of a
ipeline with linepacking and a hydropower node, as these components
ill be critical to the analysis. We refer to Appendix B for the complete
odel description. All symbols are listed and explained in Appendix A.

egulated hydropower. The implementation of regulated hydropower
aims at finding the balance between modelling the flexibility of hy-
dropower and also including the limits of this flexibility enforced by
regulations. Inspired by the modelling in EMPIRE [34], we model the
accumulated net water usage with the variable ℎacc,use

𝑛𝑡 and add the
possibility to spill water from the reservoir without producing energy.
In the following, we let 𝑛 be some hydro storage node, 𝑝̂ the stored
resource, and the constraints hold for all operational periods 𝑡 ∈  .

In each strategic period, the total water use is limited by 𝐻Budget
𝑛𝑡

(1).

−𝐻Budget
𝑛𝑡 ⩽ ℎacc,use

𝑛𝑡 ⩽ 𝐻Budget
𝑛𝑡 (1)

When modelling hydro storage without pumping installed, the
ower limit in (1) is set to 0. The amount of water used in the
roduction of energy 𝑠rate,use

𝑛𝑡 is bounded by the installed production
apacity 𝑠rate,inst

𝑛𝑡 (2).
rate,use
𝑛𝑡 ⩽ 𝑠rate,inst

𝑛𝑡 (2)

The actual energy output 𝑓out
𝑛𝑡𝑝̂ of a reservoir 𝑛 depends on the

roduction efficiency 𝑃 out
𝑛𝑝̂ and the amount of water or energy used

rate,use
𝑛𝑡 (3).

out
𝑛𝑡𝑝̂ = 𝑠rate,use

𝑛𝑡 𝑃 out
𝑛𝑝̂ (3)

hen modelling a hydro storage with no pump installed, we addi-
ionally require that the inflow of the stored resource 𝑝̂ is zero (4).

in
𝑛𝑡𝑝̂ = 0 (4)

he energy balance gives the full definition of the accumulated hydro
se ℎacc,use

𝑛𝑡 (5), and the accumulated hydro use is restarted for each
perational period (6).
acc,use
𝑛𝑡 = 𝑠rate,use

𝑛𝑡 − 𝑃 in
𝑛𝑝̂𝑓

in
𝑛𝑡𝑝̂

+ ℎspill
𝑛𝑡 − ℎtank

𝑛𝑡 + ℎacc,use
𝑛,𝑡−1 (5)

acc,use
𝑛,𝑡−1 = 0 𝑡 ∈  𝑠𝑡𝑎𝑟𝑡 (6)

he variable ℎtank
𝑛𝑡 is added as a slack variable, to make sure a feasible

olution can be found. The data used is split into representative periods,
hich make up sub-periods of the strategic periods. At the beginning
f each sub-period, the accumulated water use ℎacc,use

𝑛𝑡 is reset to zero.
Finally, the operational expenditure (OPEX) of a unit 𝑛 is decided

y (7).
var
𝑛𝑡inv =

∑

(𝑠rate,use
𝑛𝑡 𝑂var

𝑛𝑡 + ℎtank
𝑛𝑡 𝑇 cost

𝑛𝑡 )𝛥𝑡 (7)

bove, 𝑇 cost
𝑛𝑡 is some penalty for the slack variable ℎtank

𝑛𝑡 .

inepacking. Local energy systems are ordered as several connected
raphs to represent distinct geographical regions. These sub-networks
re connected together with transmission links 𝑙. A transmission link
an have one or several transmission modes 𝑚, where selected energy
arriers or resources can be exchanged. Linepacking is implemented
s a new transmission mode, supplementing the simple default imple-
entations. The implementation details of the geography package can

e found in Appendix B.2. The following description of linepacking
n Eq. (9) to Eq. (11) is defined for all transmissions 𝑙 ∈  , operational
imes 𝑡 ∈  , and transmission modes 𝑚 ∈ 𝑙. Eq. (12) and Eq. (13)
akes special considerations to representative periods and are defined

ver different sets of time as specified before the equations.

https://github.com/EnergyModelsX
https://github.com/EnergyModelsX


Applied Energy 357 (2024) 122484E.F. Bødal et al.

s
r

Fig. 1. The model of the energy system in the North Sea with existing and candidate
nodes and transmission.

In the current implementation of linepacking, unidirectional flow
is required. Thus it is required that the flow of the transmitted re-
source into the pipeline 𝑔in

𝑙𝑡𝑚 and the amount of flow out 𝑔out
𝑙𝑡𝑚 are both

non-negative (8).

𝑔out
𝑙𝑡𝑚 ⩾ 0, 𝑔in

𝑙𝑡𝑚 ⩾ 0 (8)

The net volume transmitted into the pipeline is restricted by the
transmission capacity 𝑔cap

𝑙𝑡𝑚 (9).

𝑔in
𝑙𝑡𝑚 ⩽ 𝑔cap

𝑙𝑡𝑚 (9)

A similar constraint holds for the volume transmitted out of the
pipeline 𝑔out

𝑙𝑡𝑚 (10).

𝑔out
𝑙𝑡𝑚 ⩽ 𝑔cap

𝑙𝑡𝑚 (10)

The volume that can be stored in the pipeline due to linepack
𝑙stored
𝑙𝑡𝑚 is bounded by the variable 𝑙cap,inst

𝑙𝑡𝑚 , which again is a ratio of the
transmission capacity 𝑔cap

𝑙𝑡𝑚 through the transmission mode parameter
𝐿en,share
𝑚 (11).

𝑙stored
𝑙𝑡𝑚 ⩽ 𝑙cap,inst

𝑙𝑡𝑚 = 𝐿en,share
𝑚 ⋅ 𝑔cap

𝑙𝑡𝑚 (11)

When 𝑡 is the end of a sub-operational period, the storage level has to
be larger or equal to the initial storage level (12).

𝑙stored
𝑙𝑡𝑚 ⩾ 𝐿share,init

𝑚 ⋅ 𝑙cap,inst
𝑙𝑡𝑚 (12)

The storage in the pipelines are tracked by the energy balance (13).
When 𝑡 is the first time-stage in a sub-operational period 𝑡 ∈  𝑠𝑡𝑎𝑟𝑡, the
tored level in the pipeline is reset to the product of the initial level
atio 𝐿share,init

𝑚 and the installed linepack capacity 𝑙cap,inst
𝑙𝑡𝑚 (14).

𝑙stored
𝑙𝑡𝑚 = 𝑔in

𝑙𝑡𝑚 − 𝑔loss
𝑙𝑡𝑚 − 𝑔out

𝑙𝑡𝑚 + 𝑙stored
𝑙,𝑡−1,𝑚 (13)

𝑙stored
𝑙,𝑡−1,𝑚 = 𝐿share,init

𝑚 ⋅ 𝑙cap,inst
𝑙𝑡𝑚 𝑡 ∈  𝑠𝑡𝑎𝑟𝑡 (14)

3. The north sea case and system description

The model is used in a case study where the main objective is
to investigate the potential for offshore electrolysis in the North Sea.
The offshore energy system in the North Sea is modelled as shown in
Fig. 1, including existing and new HVDC connections, bottom-fixed and
floating offshore wind farms based on Durakovic et al. [24]. Offshore
electrolysis is an investment option in an offshore energy hub, which is
illustrated as a red node in Fig. 1, which can be connected to offshore
wind farms and onshore nodes. New HVDC cables can be built on all
the line segments in Fig. 1, while H2 pipelines are investment options
4

between the energy hub and onshore nodes.
3.1. Regions and technologies

The three different types of regions are shown in Fig. 2. In the
onshore region, electricity and H2 markets are modelled by source
(supply) and sink (demand) nodes as shown in Fig. 2a. The former is
necessary as offshore wind in the North Sea cannot supply all required
energy to the neighbouring countries. In addition, H2 can also be
produced from electricity by electrolysis in the onshore region. The
net export of H2 and electricity from the onshore regions is separately
limited to 30% of the country’s electricity demand to avoid excessive
use of the onshore power and H2 supplies. It is important to note that
the onshore nodes can still be used as transit nodes for energy from
offshore wind without being affected by the export limit, as offshore
wind is defined as separate nodes and sending energy through an
onshore node does not add to the net energy export. Hydropower is
available in the Norwegian node. In the base case, it is an electricity
source that can be regulated while pumped hydropower is included as
an option that can be activated based on the case study scenarios.

Existing and potential bottom-fixed offshore wind and potential
floating offshore wind power are modelled in the offshore regions as
shown in Fig. 2b. Capacity data for the wind farm sites are shown in
Table C.1, which is adapted from Durakovic et al. [24]. From the off-
shore regions, HVDC power transmission is the only investment option.
Offshore electrolysis is only available in the energy hub as shown in
Fig. 2c, which is connected to other nodes by both H2 pipelines and
HVDC cables.

Technology costs for electrolysis and wind power are shown in
Table C.2, while HVDC and pipeline costs are shown in Table C.3. Two
different sizes of pipelines are considered; a small pipeline at 4.7 GW
and a large pipeline at 13 GW based. The pipelines are based on Jens
et al. [35] and have diameters of 900 and 1200 mm respectively. They
are modelled as semi-continuous investments such that at least one
whole pipeline must be built per investment.

3.2. Temporal resolution and boundary conditions

The model is set up to optimise the development of the joint electric-
ity and H2 system with four investment periods starting in 2025, 2030,
2040 and 2050. For each of the investment periods, the operation of the
system is simulated by 6 representative periods with hourly resolution
based on Durakovic et al. [24]. There are 4 weekly periods representing
winter, spring, summer and autumn that are used to represent most of
the year. In addition, 2 daily periods are included that represent peak
energy demand. The peak periods in the EMPIRE model used in [24]
are obtained by selecting the two 24 h periods with: (1) the highest
demand for a single country and (2) the highest demand for the whole
system. This results in a total of 720 operational stages that are scaled
to represent the number of operational years within each investment
period.

The energy markets in the onshore nodes represent the interactions
of the energy system in the North Sea with the rest of the European
energy system. The supply side of the energy markets is defined by
prices, which are declining towards 2050 for both electricity and H2. On
the demand side, the energy markets are represented by demand pro-
files, and both electricity and H2 demand is increasing towards 2050.
Onshore nodes are included to represent the energy markets in southern
Norway (NOS), Denmark (DK), Germany (GE), the Netherlands (NL)
and the United Kingdom (UK). The H2 demand is emerging from
almost nothing in 2025 to significant amounts in 2050 relative to the
electricity demand; 30% in the UK and Denmark, 45% in Germany and
80% in The Netherlands. The baseline assumptions for the electricity
and H2 demand and prices are based on the analysis in [24] and shown
in Fig. 3. The price range of H2 of around 155-17 e/MW h in Fig. 3
equals 5.2–0.6 e/kg when converting the H2 prices to commonly used
per mass units by using the LHV of H2 (33.3 kW h/kg). Similarly, the

maximum H2 demand of 32.7 GW h/h equals 0.98 Mt H2/h.
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Fig. 2. Three types of regions are defined in the system, (a) onshore regions, (b) offshore regions and (c) offshore hubs.
Fig. 3. Sink and source nodes are part of defining boundary conditions. The sink nodes are represented by (a) electricity demand and (b) H2 demand, while source nodes are
represented by (c) electricity prices and (d) H2 prices. High electricity prices are observed during the peak demand at the end of the first period of upwards of 5000 e/MW h,
which is outside of the bounds of the 𝑦-axis (see supplementary data).
3.3. Case study layout

Offshore electrolysers do not currently exist, thus the CAPEX of this
type of electrolysis is highly uncertain. There are several options for
technical configuration of offshore electrolysis in the literature either
distributed on the turbines, on platforms or on energy islands. Common
for all offshore electrolysis is that it requires additional investments
that are not strictly necessary for onshore electrolysis, such as sea-
water desalination and challenges related to the physical footprint of
the equipment [21]. This case study does not consider the technical
details of offshore electrolysis, but rather analyses the possible total
CAPEX that makes offshore electrolysis attractive compared to onshore
electrolysis, assuming the physical operation is similar. The effect of
increased CAPEX of offshore installations on the investments in offshore
electrolysis is investigated in the first two scenarios by setting the
CAPEX to 110% and 120% relative to onshore electrolysis. The sensitiv-
ity of the results to different H2 and electricity prices are investigated
y multiplying the baseline of these input parameters, shown in Fig. 3,
y a factor of 1–3 and re-running the model. As the baseline H2 prices

do not yield offshore electrolysis, the H2 price is varied in three levels
2x (low), 2.5x (medium) and 3x (high) the baseline cost assumption.
The low H2 price scenario is only to be considered low in the context
of this analysis. The electricity price is varied in four levels: 1x (low),
1.5x (medium), 2x (high) and 2.5x (very high) of the baseline cost
5

assumption.
In the coming analysis, the objective is to analyse other circum-
stances that can significantly impact the profitability of offshore elec-
trolysis. To this end, three scenarios are studied that build on the case
with 120% increased offshore electrolysis CAPEX,

S1 Hydropower with pumping capability.
S2 Tie-in to an existing H2 pipeline.
S3 Line packing for storing H2 in pipelines.

In the first scenario S1, the effects of flexible pumped hydropower
in Norway are investigated. The second scenario S2 is based on an
assumption that, e.g., Europipe II has been repurposed from natural
gas to H2 due to H2 production in Norway. This scenario allows for
a relatively cheap investment in tie-in to the H2-pipeline, assumed to
have a CAPEX of 10% of the investment cost of a similar pipeline on the
same distance. We thus want to analyse how large-scale H2 production
in Norway affects investments in offshore electrolysis in the North Sea.

In the third scenario S3, the H2 pipelines are modelled with the
effect of line packing taken into account. This scenario will be used
to investigate what effect a more detailed technology representation
of the pipeline has on the resulting investments in the North Sea. The
estimated line packing capacity of a pipeline is estimated to 0.0129 and
0.0072 MW h/(MW km) for the small and large pipeline respectively
based on the equations in Haeseldonckx and D’haeseleer [36] with

maximum and minimum pressures of 80 and 40 bar for both pipelines.
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Fig. 4. Sensitivity analyses for 110% offshore electrolysis CAPEX scenario wrt. the H2 and power prices. The contours show the amount of installed offshore electrolysis (GW),
while the red crosses (x) mark the simulated data points.
Fig. 5. Energy system for the 110% offshore electrolysis CAPEX scenario with the low H2 price and low electricity price. (a) Installed capacities of offshore wind and HVDC
cables. (b) Installed electrolyser and H2 pipeline capacity.
The linepacking capacity depends on the flow through the pipeline.
This nonlinear effect is not considered in our modelling, instead we use
the linepacking capacity at 50% pipeline utilisation. Our numbers for
the small pipeline numbers are similar to the numbers in Haeseldonckx
and D’haeseleer [37], where a pipeline with a diameter of 900 mm,
over 1000 km, operating between 100-40 bar is stated to have a
linepacking capability of 65 GW h, equal to 0.0138 MW h/(MW km).

4. Results

4.1. Offshore electrolysis CAPEX of 110%

In the first scenario, the CAPEX of offshore electrolysis is 110% of
the onshore electrolysis CAPEX. The results of the sensitivity analysis
on prices are shown in Fig. 4, where the 𝑥-axis starts at the electricity
price baseline and the 𝑦-axis starts at 2x the H2 price baseline. The
results in Fig. 4 show that offshore H2 production at scale requires
a higher electricity price than the base assumption, as offshore elec-
trolysis mainly occurs for the medium onshore electricity price (1.5x
baseline). On the other hand, a high electricity price reduces the
amount of electrolysis offshore as the energy would be more valuable
as electricity. At the most beneficial electricity price, the H2 price has
a smaller impact on the installed offshore electrolysis capacity where
the installed capacity from 2040 is 8.8, 10 and 14.7 GW for low,
medium and high H2 prices respectively. An interesting observation
is that offshore electrolysis develops earlier, already in 2030, for the
6

lowest compared to the medium H2 price.
The installed capacities in electricity and H2 infrastructure are
shown in Fig. 5(a) and (b) for a low H2 and low electricity price (lower
left datapoint in Fig. 4). Under these assumptions, only 0.2 GW offshore
electrolysis is built in 2030, later increasing to 0.7 GW from 2040.
The increase is too small compared to the onshore electrolysis to be
observable in Fig. 5(b). The installed capacities for HVDC cables and
offshore wind farms are shown in Fig. 5(a) for each investment period.
In the first investment period, the HVDC link between the UK and
Germany is constructed via the offshore hub. Further developments in
the electricity system from 2030 include the construction of Sørlige
NordsjøI and II wind power plants with capacities of 4.1 and 2.6 GW,
where both wind power plants are connected to mainland Norway and
the offshore hub. The transmission capacity from Sørlige NordsjøI and
II to Norway is 3 and 1.5 GW, while the transmission capacity to the
offshore hub is smaller at 0.8 and 0.9 GW respectively. From 2040
the transmission capacity from Sørlige NordsjøII to the offshore hub is
expanded to 1.9 GW, while a new transmission line of 1.1 GW is built
from the Nordsøen wind power plant, located in Danish waters, to the
offshore energy hub.

The development of pipeline and electrolysis capacity in the H2
system is shown in Fig. 5(b). The offshore hub is mainly used as a
transit node for transmitting H2 from the UK and Norway to Germany
and the Netherlands. From 2030, a large H2 pipeline of 13 GW is built
from the UK where 11.7 GW of electrolysis is installed, while a small H2
pipeline of 4.7 GW is built from Norway where the electrolysis capacity
is 1.5 GW. From 2040, significant onshore electrolysis of 8.5 and 18 GW
is developed in the Netherlands and Germany respectively. In 2040,
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Fig. 6. Energy system for the 110% offshore electrolysis CAPEX scenario with the low H2 price and medium electricity price. (a) Installed capacities of offshore wind and HVDC
ables. (b) Installed electrolyser and H2 pipeline capacity.
Fig. 7. Installed electrolyser and H2 pipeline capacity for the 110% offshore electrolysis CAPEX scenario with the medium electricity price and of (a) medium and (b) high H2
prices.
Denmark is also exporting to the offshore hub through a small pipeline,
increasing the electrolysis capacity from 0.3 to 2.6 GW.

Increasing the electricity price to the medium level (1.5x baseline)
while keeping the H2 price low results in significantly more offshore
wind power, as shown in Fig. 6, where the total installed capacity in
offshore wind increases from 26 GW to 153 GW. Relative to the offshore
wind power potential in Table C.1, this represents an increase from
12% to 69%. Installed electrolysis capacity offshore is also significantly
higher at 8.8 GW compared to 0.7 GW for the baseline electricity price.
The H2 produced offshore is transmitted to Germany through a large
pipeline or to the Netherlands through a small pipeline. The electrolysis
capacity and pipeline capacity from Norway remains the same as for the
previous case with the lower electricity price. The electrolysis capacity
in the UK and Denmark is reduced from 11.7 to 3.1 GW (from 2030)
and 2.6 to 1.1 GW (from 2040) respectively, as there are no longer
any H2 exports. Investment in onshore electrolysis in Germany is not
7

profitable in 2030 because onshore electricity is too expensive and the
onshore H2 supply will provide most of the H2 in 2040 and 2050 for
the low H2 price.

Increasing the H2 price to medium and high while keeping the
electricity price at medium, results in the H2 system shown in Fig. 7(a)
and (b) respectively. The installed capacity in onshore electrolysis and
pipelines increases significantly due to the higher H2 price. For the
medium H2 price, 4.1 GW of offshore electrolysis is installed in 2030
expanding to 10 GW in 2040. In the UK in 2030, 7.8 GW electrolysis are
built together with a small H2 pipeline to the offshore hub. From 2040
onwards, there is a massive increase in onshore electrolysis to 10.2, 8.5
and 11.6 GW in the UK, the Netherlands and Germany respectively. For
the high H2 price, offshore electrolysis is back at the level it was for the
low H2 price of 8.8 GW in 2030 and increases further to 14.7 GW from
2040. The UK is no longer exporting H2, it is rather imported from the
energy hub through a large H2 pipeline from 2040, while local onshore
electrolysis is reduced to 3.1 GW, which is the same as for the low
H2 price. Increased onshore electrolysis is found in Denmark where it
increases from 1.1 GW for the medium H price to 2.6 GW and a small
2
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Fig. 8. H2 produced from offshore electrolysis, onshore electrolysis and bought from the onshore H2 supply as a function of the H2 price in the 110% offshore electrolysis CAPEX
scenario. Each row corresponds to (a) low, (b) medium and (c) high electricity price levels.
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H2 pipeline for exports to the energy hub. Germany becomes more self-
supplied with H2 produced through onshore electrolysis with a capacity
of 8.6 GW in 2040 and 32.7 GW from 2050.

The source of the produced H2 is plotted as a function of the H2 price
nd for the low, medium and high electricity prices in Fig. 8. Onshore
lectrolysis is dominating in 2030 for baseline electricity prices as
hown in Fig. 8(a). About 1/3 of the H2 is provided by the onshore
upply in 2040, while the rest is supplied from onshore electrolysis,
nd the shares are not sensitive to the H2 price. On the other hand, the
2 source is very sensitive to the H2 price in 2050 where the onshore
2 supply is providing 86% of the H2 at a price of 90 e/MW h, while

t almost switches completely at 110 e/MW h to 78% from onshore
lectrolysis. Increasing the electricity price to the medium level as
hown in Fig. 8(b) significantly increases H2 produced from offshore
lectrolysis. In 2030, H2 is produced either from onshore or offshore
lectrolysis where the share of H2 from each source is dependent on
he H2 price. For low and high H2 prices 65% is produced offshore,
hile for the medium electricity price 70% is produced onshore due to

he exports from the UK as discussed. In 2040, the onshore H2 supply is
ore competitive and the dominating H2 source for the lower H2 price,
hile the medium H2 price favours both onshore (47%) and offshore
lectrolysis (15%) and the high H2 price favours offshore electrolysis,
hich increase to 23%. The H2 produced from onshore and offshore
lectrolysis for the medium to high H2 price is reduced by 54–69% from
34–260 TW h to 73–120 TW h from 2040 to 2050, while capacities
ostly remains the same and are even increased in Germany for the
ighest H2 price as shown in Fig. 7(b). In 2050, the system favours
uying more H2 from the onshore supply as the prices are generally low
ven for the highest H2 prices. H2 from electrolysis is only profitable in
ours with very low electricity prices, which is assumed to be common
n 2050 as shown in Fig. 3(c). Electrolysis is again dominating in 2030
or the highest electricity price in Fig. 8(c), while the onshore H2 supply
akes over in 2040 and 2050. The onshore H2 deliver 65% of the total
2 demand in 2040 and 81% in 2050 for the highest H2 supply price,

upplemented by a smaller share of H2 mostly from onshore electrolysis
hich is increasing with the H2 price up to 31% in 2040 and 17% in
8

050.
.2. Offshore electrolysis CAPEX of 120%

Increasing the CAPEX of offshore electrolysis to 120% of onshore
lectrolysis makes it significantly less attractive as shown in Fig. 9.
here is no longer any offshore electrolysis for the low H2 price. While

there are no longer any investments in offshore electrolysis in 2030,
keeping the electricity price at the medium level and increasing the
H2 price to medium and high results in the most installed capacity in
offshore electrolysis of 2.3 and 5.7 GW from 2040. Thus, the installed
capacity for offshore electrolysis is almost reduced to a third from the
110% scenario in Section 4.1, which is a reduction from 14.7 GW to
5.7 GW in the most extreme case. In the case of the low electricity prices
and medium to high H2 prices, investments in offshore electrolysis in
2040 are lower at 0.7 and 1.1 GW respectively.

The development of the H2 system is shown in Fig. 10 for a medium
electricity price and (a) low, (b) medium and (c) high H2 prices. In
2030, the H2 system is the same for all electricity prices. Onshore
electrolysis of 11.9 GW is built in the UK, 1.5 GW in Norway and
0.3 GW in Denmark. A large H2 pipeline is built from the UK and a small
H2 pipeline from Norway to the energy hub, a large and a small H2
pipeline is built from the energy hub to Germany and the Netherlands
respectively. For 2040 and 2050, the investments in the H2 system
differ depending on the price of H2 supply. For the low H2 price in
Fig. 10(a), there are only small investments from 2040, where onshore
electrolysis in Denmark increase to 1.1 GW. Increasing the H2 price to
the medium price level results in 2.3 GW offshore electrolysis and 8.5
and 17.7 GW onshore electrolysis in the Netherlands and Germany as
shown Fig. 10(b), while there are no changes to electrolysis in the UK,
Norway and Denmark or H2 pipelines compared to the low H2 price
case. For the highest H2 price in 2040, 5.7 GW of offshore electrolysis
is installed and a small H2 pipeline is built to the energy hub from
Denmark where 2.6 GW of electrolysis is installed. The investment
in onshore electrolysis in Germany is delayed for the high H2 price
compared to the medium H2 price, where 12.8 GW is installed 2040
and increasing to a total of 29 GW in 2050. An offshore cost premium

of 130% was also tested, which resulted in no offshore electrolysis.
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Fig. 9. Sensitivity analyses for 120% offshore electrolysis CAPEX scenario wrt. the H2 and power prices. The contours show the amount of installed offshore electrolysis (GW),
while the red crosses (x) mark the simulated data points.
Fig. 10. Installed electrolyser and H2 pipeline capacity for the 120% offshore electrolysis CAPEX scenario with medium electricity price and (a) low, (b) medium and (c) high H2
prices.
4.3. Infrastructure scenarios

The offshore electrolysis CAPEX is kept at 120% of onshore elec-
trolysis. Three scenarios investigate different technical solutions that
impact the investment or operational costs in the case study; H2 tie-in
to Europipe 2 at the energy hub, pumped hydropower in Norway and
energy storage in pipelines through H2 linepacking. The 120% scenario
in Section 4.2 is used as a reference for the infrastructure scenarios.

In the tie-in scenario, the model has the option to invest in a tie-in to
an existing pipeline that is passing close to the offshore hub on the way
to Germany. The CAPEX is assumed to be 10% of a normal pipeline and
the pipeline has a capacity of 14.5 GW. For the tie-in scenario, there
was no noticeable difference in the invested capacities compared to the
120% reference scenario other than an increased pipeline capacity from
the offshore hub to Germany from 13 to 14.5 GW. This is because the
cost of the pipeline is small compared to other costs, thus this scenario
is not discussed further.
9

4.3.1. Pumped hydropower in Norway
In order to estimate the maximum impact pumped hydropower can

have on offshore electrolysis in the North Sea, all the hydropower
plants in southern Norway are given the ability to consume power and
pump water back into the reservoirs. This has a much more significant
effect compared to the tie-in, as shown in Fig. 11. For the low electricity
price, the installed capacity in offshore electrolysis in 2040 increases
with 0.5–0.6 GW from the reference case in Section 4.2. The effect
of pumped hydropower on offshore electrolysis is larger when the
electricity price is increased, where the medium and high electricity
prices result in 1–1.3 GW and 1.6 GW more installed offshore elec-
trolysis capacity respectively. The highest installed offshore electrolysis
is 7 GW for the medium electricity price and high H2 price. The
installed H2 pipeline capacities are identical to the results from the
reference scenario without pumped hydropower as shown in Fig. 10.
For the installed onshore electrolysis capacity, the increase in offshore

electrolysis is compensated by reducing the onshore electrolysis by the
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Fig. 11. Sensitivity analyses for the case with 120% offshore electrolysis CAPEX and pumped hydropower in Norway wrt. the H2 and power prices. The contours show the amount
of installed offshore electrolysis (GW), and the red crosses (x) mark the simulated data points.
Fig. 12. Sensitivity analyses for the case with 120% offshore electrolysis CAPEX and H2 linepacking wrt. the H2 and power prices. The contours show the amount of installed
offshore electrolysis (GW) and the red crosses (x) mark the simulated data points. Note that the very high electricity price is not included.
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same amount, mostly in Germany, but there is also a small reduction
of electrolysis in Norway.

4.3.2. Linepacking
Linepacking results in earlier adoption of offshore electrolysis where

all the capacity is installed in 2030, as shown in Fig. 12. Installed
capacities in offshore electrolysis are more robust against variations in
electricity and H2 prices, while the peak installed capacity at 3 GW is
lower than in the base and pumped hydropower case of 5.7 and 7 GW,
respectively. Low H2 and high electricity prices have less of a negative
impact on the installed offshore electrolysis compared to the other
cases. For the highest electricity price and the medium and high H2
prices, the installed offshore electrolysis is 0.4 and 1.5 GW respectively,
while no offshore electrolysis is found for those prices in the other
cases. The linepacking introduce 0.9 GW of offshore electrolysis for the
medium electricity price and low H2 price, where H2 prices previously
where too low for offshore electrolysis to be profitable. The positive
effects on offshore electrolysis capacity at high electricity prices and
low H2 prices can be attributed to H2 production from surplus energy
that can be stored in the pipelines resulting in less energy curtailment.

The H2 system capacities are plotted for the linepacking scenario
with the medium electricity price in Fig. 13, where the low, medium
and high H2 price cases are shown in (a), (b) and (c), respectively.
All investments in the H2 system occur in 2030 for the low H2 price,
where large H2 pipelines are built from the UK to the energy hub. From
the energy hub a small H2 pipeline is built to the Netherlands and a
large H2 pipeline to Germany. The electrolysis capacity in the UK is
15.5 GW, which is an increase of 30% from the reference scenario.
Offshore electrolysis increases from nothing in the reference scenario to
0.9 GW. There is no longer any electrolysis or H2 export from Norway,
which in the reference case had 1.5 GW of electrolysis capacity.

There is a significant difference in H2 infrastructure investments
from the low to the medium H2 price with a more extensive H2
pipeline network connecting all of the countries in the case study.
In 2025, a small H2 pipeline is built from Norway to the offshore
energy hub as shown in Fig. 13(b) even though the electrolysis capacity
10

in Norway is only 11.4 MW, while a large H2 pipeline connects the e
energy hub to Germany. From 2030 the UK is connected to the energy
hub through two 14.2 GW H2 pipelines, one in each direction. Two
large H2 pipelines are built from the energy hub to the Netherlands
and Germany, while a small H2 pipeline is built to Denmark. The
electrolysis capacity is significantly increased with new capacity of
15.5 GW in the UK and 2.3 GW at the energy hub and a total of 1.5 GW
of electrolysis in Norway. More electrolysis capacity is added in 2040,
8.5 GW in Netherlands, 40.2 GW in Germany and 1.1 GW in Denmark.
A new pipeline of 17.1 GW is built from Germany to the energy hub. No
new investments are made in H2 infrastructure in 2050 for the medium
H2 price.

For the high H2 price in 2025 and 2030, the H2 infrastructure
is similar to the medium H2 price. The difference is that offshore
electrolysis is increased to from 2.3 to 3 GW in 2030 and pipeline
capacity is reduced from 14.2 to 13 GW between the offshore hub and
the UK. The changes are more apparent in 2040 and 2050 with large
increases of electrolysis, especially in Germany as shown in Fig. 13(c).
The electrolysis capacity in Germany increases to 43.8 and 54.7 GW,
accompanied with a pipeline to the energy hub of 56.4 GW and a
pipeline from the energy hub to Germany of 64.6 GW. There is also
an increase in the electrolysis capacity in the UK from 15.5 GW in
2030 to 20.7 GW in 2040. The total installed electrolysis capacity
when linepacking is included is significantly higher than for the base
and pumped hydro case. For medium electricity and H2 prices, the
otal electrolysis capacity in 2040 increases from 43 to 69.1 GW as
result of linepacking. Linepacking makes onshore electrolysis much
ore competitive to the onshore H2 supply, which results in a large
ptake of energy from the electricity market. This is seen especially
n 2040 and 2050, where electricity prices are highly variable with
eriods of free electricity.

For low electricity prices, the quantities of H2 produced from on-
hore electrolysis represent 69–80% and 16–92% of the total H2 de-
and in 2040 and 2050 respectively, where the range depends on the
2 price. This represents an increase in onshore electrolysis from the

eference scenario by 13–15% and 3–5% in 2040 and 2050. Increasing
he onshore electricity price reduces the quantities of H2 from onshore

lectrolysis and increases the use of the onshore H2 supply. There is
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Fig. 13. Installed electrolyser and H2 pipeline capacity for the linepacking scenario with the medium electricity price and (a) low and (b) medium and (c) high H2 prices.
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lmost no onshore electrolysis for the low H2 price, while medium
lectricity prices combined with the highest H2 price result in shares
f onshore electrolysis of up to 74% and 29% in 2040 and 2050
espectively, up from 59% and 19% in the reference case. The high
lectricity and H2 prices results in 48% and 22% shares of the H2 from

onshore electrolysis in 2040 and 2050 respectively, up from 33% and
19% in the reference case.

5. Discussion

All cases that lead to significant offshore electrolysis require scaling
of both the H2 price and the electricity price from the levels given by
the baseline assumptions from Durakovic et al. [24]. While the prices
are scaled independently, investments in onshore electrolysis make sure
that the H2 prices and the electricity prices are interdependent. The
electricity price is shown to be the most critical parameter and has
to be at a suitable level for electrolysis to be competitive offshore.
There is a window of opportunity for offshore electrolysis for the two
base scenarios with increased offshore electrolysis CAPEX of 110% and
120%. The sensitivity analyses show that a medium electricity price,
which is 1.5x the baseline price assumption, gives the highest installed
capacities of offshore electrolysis. This window of opportunity is a
result of the increased onshore electrification and higher electricity
prices that leads to a large build-out of offshore wind resulting in
a surplus of electricity offshore. However, if the onshore electricity
price is too high, the energy is more valuable as electricity even for
high H2 prices, and will be transported onshore at the expense of
extra losses from curtailment. On the other hand, if the electricity
price is too low, onshore electricity supply will be used to produce
H2 through onshore electrolysis. Thus low electricity prices are not
sufficient to create enough surplus of electricity from offshore wind
to make offshore electrolysis profitable. The level of the electricity
11
price partially depends on the availability of alternative methods for
electricity production, such as onshore wind and solar power, that are
not included directly in this analysis but rather represented by the
onshore electricity price.

The results show that the H2 price has to be at a certain level
epending on the premium of offshore installations for offshore elec-
rolysis to be an attractive investment. Increasing the CAPEX of offshore
lectrolysis from 110% to 120%, reduces the installed capacity by
.7–9 GW (61–100%) for the medium electricity price cases. Offshore
lectrolysis is no longer profitable if the CAPEX is increased further
o 130%. This highlights that the construction costs for offshore elec-
rolysis cannot be much higher than electrolysis onshore. Otherwise,
t would be better to transport the electricity onshore and produce H2

there. Typically, the costs of building infrastructure offshore is more
expensive than onshore. In the case of electrolysis, it would require a
desalination plant. There is also a larger focus on spacial requirements
offshore that would likely require the usage of proton-exchange mem-
brane (PEM) electrolysis over alkaline electrolysis, which are currently
more expensive, but are expected to become cheaper in the coming
years.

Offshore electrolysis can have an impact on the import and export
from the UK. From the analysis of the 110% offshore electrolysis case,
as is shown in Fig. 6(b) and Fig. 7, there is an opportunity for the UK
to export H2 at the medium H2 price. However, if the H2 price is too
high this switches to import to the UK from the offshore hub. In other
words, the H2 price has to be high enough that it is profitable to build
the infrastructure needed to produce and export H2, but not too high
as H2 from the onshore supply is needed to balance the H2 production
from variable offshore wind power in the UK. The export from the UK
reduces the need for offshore electrolysis in 2030 for the medium H2

price, as shown in Fig. 4, where the offshore electrolysis investments



Applied Energy 357 (2024) 122484E.F. Bødal et al.

i

a
i

r
c
c
s

Fig. 14. Wind power curtailment and utilisation of electrolysis capacity comparison between the scenarios for 2040 and 2050. Wind power curtailment and electrolyser utilisation
s plotted for the system as a whole wrt. H2 prices for the medium electricity price. Offshore electrolyser utilisation is shown as a separate dotted line.
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re delayed to 2040. On the other hand, imports to the UK are facilitat-
ng offshore electrolysis for the high H2 price. In comparison, Germany

which is the largest consumer of H2, is always importing H2 and
esponds to higher H2 prices by increasing its onshore H2 electrolyser
apacity. In the 120% scenario, the electrolysis capacity in the UK stays
onstant independent of the H2 price for the medium electricity price
cenario, except an increase of 3.8 GW in 2050 for the highest H2 price.

This indicates that the offshore hub is competitive against the UK for
producing H2 if offshore electrolysis is relatively inexpensive compared
to onshore electrolysis. Offshore electrolysis has the advantage that it
is located at a hub for electricity transmission close to offshore wind
farms which give low electricity prices. Furthermore, the electricity
is received from many locations with lower correlation between wind
profiles that results in 3–4% higher electrolyser capacity utilisation.

The H2 export from the Nordic countries, Norway and Denmark,
is largely independent of the cost for offshore electrolysis. While H2
export from Norway is profitable independent of the H2 price, H2 export
from Denmark requires the highest H2 price. Norwegian H2 export is a
result of more stable electricity prices in Norway as flexible hydropower
can balance new offshore wind power production. A stable electricity
price increases the capacity utilisation and cost-effectiveness of the
electrolysers, which is 30–40% points higher in Norway compared to
the other countries. For medium and high H2 prices the capacity utilisa-
tion of electrolysis in Norway typically close to 100%. The utilisation of
electrolyser capacity in Denmark is also higher than the other countries
at 70–80%.

The Netherlands and Germany are typically the largest importers
of H2 from the offshore hub as they are large consumers of energy
and have relatively low amounts of offshore wind on their shores. If
the H2 price is high, Germany becomes a large producer of H2 from
onshore electrolysis with upwards of 33 GW installed capacity without
linepacking and 54.7 GW with linepacking. Large H2 pipeline capacities
are used to transport H2 to Germany from the offshore hub, especially
in the linepack case where 64.6 GW of pipelines are built from the
energy hub to Germany and a pipeline of 56.4 GW is built in the
opposite direction.

Wind power curtailment and utilisation of the electrolysis capac-
ity from the scenarios with different offshore electrolysis CAPEX and
infrastructure scenarios are compared in Fig. 14 for the medium elec-
tricity price in 2040 and 2050. The case with higher offshore elec-
trolysis CAPEX results in 0.5–0.6% higher curtailment and slightly
lower electrolyser capacity utilisation. Wind power curtailment is only
reduced by up to 0.4% with increasing H2 prices for all the scenarios.
The pumped hydropower scenario has a slightly higher level of wind
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power curtailment compared to the reference scenario of 0.1–0.2%
and 0.4–0.5% in 2040 and 2050 respectively. The higher wind power
curtailment can be related to the periods of low and sometimes zero
electricity prices from the onshore electricity supply that can be utilised
to pump water back into the reservoirs. In this case, it is better to
build less HVDC cables to the Norwegian offshore wind power farms
and waste more wind power resources, which increases the utilisation
of the HVDC capacity. In general, the curtailment is high at 12–13%
and 19%–20% in 2040 and 2050, which illustrate the challenges with
introducing large amounts of offshore wind into the electricity system.

The electrolysis utilisation is increasing with higher H2 prices for
ll scenarios as more hours have sufficiently low electricity prices that
lso lead to more stable H2 production. Similarly, we observe the
pposite effect when varying the electricity prices. A low electricity
rice leads to higher utilisation at 70%, also for low H2 prices, and
igher electricity prices lead to low utilisation, also for high H2 prices.

The low capacity utilisation seen in 2050 is a result of very low H2
prices at 0.6 e/kg, which only makes it profitable to produce H2
through electrolysis in periods with extremely low electricity prices.
Producing electrolytic H2 in low-price periods will in turn help to in-
crease the electricity price and make it more stable, but to which extent
is dependent on the H2 price and demand. Storing H2 by linepacking
makes it possible to produce more H2 in low price periods, which
results in even lower capacity utilisation as shown in Fig. 14. It is
better to run the onshore electrolysis with low capacity utilisation due
to the lower CAPEX compared to offshore electrolysis, thus the onshore
electrolysis capacity utilisation is 16–17% and 1–2% points lower in
2040 and 2050 respectively for the medium and high H2 prices.

An aspect that could be further improved is the modelling of bound-
ary conditions represented by the onshore electricity and H2 supplies.
Limiting the available energy exchange between countries is a sim-
plified approach that can give more realistic results than unlimited
supplies. An improved, future approach, could be to include price-
sensitive supplies and demands. The amount of electrolysis installed
and running with low utilisation factors is likely overestimated as the
demands are not price-sensitive (elastic) in the conducted case study.
Another reason to limit the net energy transferred between the onshore
supplies is that some cross-border energy supply is already included in
the supply prices as they are obtained from the dual value of the energy
balance from Durakovic et al. [24]. Finally, as the share of offshore
wind increases, it will eventually be the dominating energy supply from
the North Sea region and the utilisation of local transmission capacities.

A second improvement is allowing energy transfer between the
individual countries that does not have to be routed via the energy hub.
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This might also impact the amount of offshore electrolysis. Allowing the
H2 pipelines to use linepacking showed to have a significant effect on
the results. We emphasise that these results provide an estimate to the
potential of H2 linepacking in an energy-system perspective, while the
technical ability of pipelines to pack H2 is uncertain as it is not currently
utilised at scale. The real linepacking ability of a H2 pipeline depends
on several parameters such as the maximum and minimum pressure,
length, number of compressor stations as well as the flow through the
pipeline [36]. A more detailed modelling of pipelines that includes
the impact of the gas flow and other parameters on the linepacking
capacity is needed to get a better understanding of the potential of H2
linepacking and the impact of this operational strategy on the energy
system [30]. Furthermore, competitive ways of utilising the flexibility
that H2 offers should be considered such as storage in salt caverns or
other forms of storage and using H2-fuelled gas turbines, which might
reduce the usage of linepacking.

6. Conclusion

When analysing the conditions necessary for offshore electrolysis in
the North Sea, we find that for an offshore electrolysis capacity cost
of 110% of onshore electrolysis, the onshore electricity price has to be
150% of the baseline to get significant amounts of offshore electrolysis
of 8.8, 10 and 14.7 GW for low, medium and high H2 prices. Lower
electricity prices do not lead to sufficient electricity available from
offshore wind to make offshore electrolysis attractive. Higher electricity
prices lead to less offshore electrolysis as the electricity is more valuable
than H2 at the cost of increased curtailment. The same window-of-
opportunity with respect to the electricity and H2 prices is observed for
a 120% offshore electricity CAPEX compared to onshore electrolysis,
but with offshore electrolysis capacity reduced to around a third of
the capacity at around 5.7 GW for the most beneficial case. A 130%
offshore CAPEX cost premium yields no offshore electrolysis.

The case studies show that the UK can be an exporter of H2 due to
the large offshore wind resources. However, this depends on the cost
premium of offshore electrolysis and the H2 price, where offshore elec-
trolysis can compete with UK electrolysis if the offshore electrolysis cost
premium is low. On contrary, Germany and the Netherlands will import
large amounts, unless the onshore H2 prices are 2.5x the baseline or
higher. Norway exports H2 to the offshore hub as it has suitably low
electricity prices and superior utilisation of the electrolysis capacity
close to 100% compared to other countries because of hydropower
flexibility. Denmark will also export H2 if the H2 price is higher than 3x
the baseline in the 110% CAPEX case, as the utilisation of electrolyser
capacity is relatively high, typically around 70–80%, compared to the
other countries.

With the 120% offshore electrolysis CAPEX scenario as a basis,
three infrastructure scenarios are tested with (1) tie-in to existing H2
pipelines from the energy hub to Germany, (2) pumped hydropower
in Norway and (3) linepacking of H2 in pipelines. A tie-in showed to
have little effect on the H2 infrastructure investments because the cost
for new pipeline capacity is low compared to other costs in the system.
Even though the pipeline costs in itself is rather expensive. Pumped
hydropower results in a maximum installed offshore electrolysis capac-
ity of 7 GW, which is an increase of 1.6 GW from the reference case.
Pumped hydropower also led to slightly higher wind power curtailment
and electrolysis capacity utilisation.

Linepacking of H2 pipelines makes offshore electrolysis more robust
to low H2 prices and high electricity prices. The maximum installed
offshore electrolysis capacity is lower for the linepacking case, while
installed onshore electrolysis capacity increases significantly. Linepack-
ing results in a large increase of electrolysis capacity in Germany from
a maximum of 29 GW without to 54.7 GW with linepacking. The
same effect is shown on the H2 pipeline investments that increase from
13 GW without to 64.6 GW with linepacking. The capacity utilisation
13

of onshore electrolysis is lower when linepacking is included, while
the capacity utilisation for offshore electrolysis remains higher due to
the higher CAPEX. The wind power curtailment show low sensitivity to
increasing H2 prices and decreases with less than 0.4% points from the
low to the high H2 price.
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Appendix A. Nomenclature

Indices
𝑎 Area
𝑙 Link or transmission
𝑚 Transmission mode
𝑛 Node
𝑝 Resource
𝑡 Operational period
𝑡inv Investment period
Parameters
𝛥𝑡 Length of operational period
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n

𝐶max,add
𝑛𝑡inv Maximum allowed added capacity

𝐶max,inst
𝑛𝑡inv Max installed capacity

𝐶min,add
𝑛𝑡inv Minimum allowed added capacity

𝐶 Init
𝑛𝑡 Initial capacity

𝐶 trans,max,add
𝑙𝑚𝑡inv Maximum allowed added transmission capacity

𝐶 trans,max,inst
𝑙𝑚𝑡inv Max installed transmission capacity

𝐶 trans,min,add
𝑙𝑚𝑡inv Minimum allowed added transmission capacity

𝐷deficit
𝑛𝑡 Penalty for deficit at sink

𝐷surplus
𝑛𝑡 Penalty for surplus at sink

𝐸Int
𝑝 Emission intensity of resource

𝐸cost
𝑝𝑡inv Cost per unit of emitted product

𝐸𝑛𝑝 Emissions rate per produced unit
𝐻Budget

𝑛𝑡 The budgeted water use for a hydro storage
𝐿min
𝑛𝑡 Minimum allowed reservoir level, as a ratio of 𝑠cap,inst

𝑛𝑡
𝐿share,init
𝑚 Linepack initial storage, ratio of capacity

𝐿en,share
𝑚 Linepack storage capacity of a pipeline

𝑂fix
𝑛𝑡inv Fixed operational cost

𝑂var
𝑛𝑡 Variable operational cost

𝑃 in
𝑛𝑝 Input of resource per produced unit

𝑃 out
𝑛𝑝 Output of resource per produced unit

𝑅Capture
𝑛 CO2 capture rate

𝑅Inflow
𝑛𝑡 Inflow into a reservoir

𝑅Init
𝑛𝑡 Initial reservoir level

𝑇 cost
𝑛𝑡 Penalty for hydro storage slack variable

𝑇 cap,init
𝑚 Installed capacity of transmission mode

𝑇 loss
𝑚 Rate of loss for a transport mode

𝑊 profile
𝑛𝑡 Profile for a renewable source, a time series of ratios

𝑋capex,cap
𝑛𝑡inv CAPEX cost per capacity unit

𝑋capex,trans
𝑙𝑚𝑡inv CAPEX cost per capacity unit

Sets
 Areas
 Transmission links
From
𝑎 Transmission links from area 𝑎

To
𝑎 Transmission links to area 𝑎

From
𝑛 Links from node 𝑛

To
𝑛 Links to node 𝑛

𝑙 Transmission modes on link 𝑙
𝑙𝑝 Transmission modes on link 𝑙 that transport resource 𝑝
 𝑠𝑡𝑎𝑟𝑡 First time-step in operational sub-periods
Inv

𝑙 Transmission modes on link 𝑙 with investments
 Cap Nodes with some production capacity
 Inv Nodes with investments available
Net Network nodes
 Sink Sink nodes
 Src Source nodes
 Storage Storage nodes
 Resources
𝑎 Resources exchanged to/from area 𝑎
Emission Emission related resources
 In
𝑛 Resources into node

Out
𝑛 Resources out from node

 Operational periods
 Inv Investment periods
Variables
𝑎ex
𝑎𝑡𝑝 Volume of a product imported or exported to an area

𝑐inst
𝑛𝑡 Installed capacity of node
𝑐use
𝑛𝑡 Produced units per node
𝑐add
𝑛𝑡inv Invested capacity
𝑐curt
𝑛𝑡 Curtailed energy for an intermittent energy source
𝑐i, current
𝑛𝑡inv Current installed capacity
14
𝑐inv
𝑛𝑡inv Whether an investment is done (binary variable)
𝑐trans,add
𝑙𝑚𝑡inv Invested transmission capacity
𝑐trans, current
𝑙𝑚𝑡inv Current installed transmission capacity
𝑐trans
𝑙𝑚𝑡inv Whether a transmission investment is done (binary variab
𝑑deficit
𝑛𝑡 Deficit for sink nodes

𝑑surplus
𝑛𝑡 Surplus for sink nodes

𝑒𝑛𝑡𝑝 Emissions from node
𝑒strat
𝑡inv𝑝

Total emissions in a strategic period
𝑒tot
𝑡𝑝 Total emissions from all nodes in a operational period
𝑓 in
𝑛𝑡𝑝 Flow into node

𝑓out
𝑛𝑡𝑝 Flow out of node

𝑔cap
𝑙𝑡𝑚 Transport capacity of a mode
𝑔in
𝑙𝑡𝑚 Volume into a transport mode
𝑔loss
𝑙𝑡𝑚 Transport loss of a mode
𝑔loss-
𝑙𝑡𝑚 Transport loss of a bidirectional mode in opposite directio
𝑔loss+
𝑙𝑡𝑚 Transport loss of a bidirectional mode in main direction
𝑔out
𝑙𝑡𝑚 Volume out of a transport mode
ℎacc,use
𝑛𝑡 The accumulated use of a hydro storage

ℎtank
𝑛𝑡 Slack variable used for hydro storage

𝑙cap,inst
𝑙𝑡𝑚 Pipeline linepack storage capacity
𝑙stored
𝑙𝑡𝑚 Pipeline linepack storage level
𝑙in𝑙𝑡𝑝 Flow into of link
𝑙out
𝑙𝑡𝑝 Flow out of link
𝑜fix
𝑛𝑡inv Fixed operational costs
𝑜var
𝑛𝑡inv Variable operational costs
𝑠cap,inst
𝑛𝑡 Installed storage capacity of node
𝑠𝑛𝑡 Storage level
𝑠rate,inst
𝑛𝑡 Installed power of storage
𝑠rate,use
𝑛𝑡 Storage rate used
𝑥capex,cap
𝑛𝑡inv CAPEX cost per invested unit

𝑥trans
𝑙𝑚𝑡inv CAPEX cost per invested transmission capacity

Appendix B. Optimisation model

B.1. Technology representation in the base package

The capacity expansion model is developed in Julia. The design of
the program depends on the multiple dispatch feature, with an aim at
making the model flexible and easy to extend by others. The model can
handle multiple resources or energy carriers, referred to as resources.
The programming user interface is based on setting up the energy
system as a connected graph. In this setting, the nodes represent either
sources, sinks, storages or generation nodes. Generation nodes convert
input resources to output resources in some way. Links between the
nodes define where the resources can flow. The core package provides
a base implementation of the technology nodes. More detailed technol-
ogy descriptions are implemented in other packages. The division of the
model into multiple packages makes the model more comprehensible.
This makes it simpler for others to develop new technology nodes fitting
their modelling needs.

All nodes except sources and sinks have a link 𝑙 both in and out. The
flow of resources 𝑝 between nodes is decided by the two constraints
(B.1) and (B.2).

𝑓out
𝑛𝑡𝑝 =

∑

𝑙∈From
𝑛

𝑙in𝑙𝑡𝑝 𝑛 ∈  ⧵ Sink, 𝑡 ∈  , 𝑝 ∈  (B.1)

𝑓 in
𝑛𝑡𝑝 =

∑

𝑙∈To
𝑛

𝑙out
𝑙𝑡𝑝 𝑛 ∈  ⧵ Src, 𝑡 ∈  , 𝑝 ∈  (B.2)

Furthermore, the flow of resources into a link is equal to the flow
out of the same link, described by (B.3).

𝑙in = 𝑙out 𝑙 ∈ , 𝑡 ∈  (B.3)
𝑙𝑡𝑝 𝑙𝑡𝑝
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Fixed OPEX is accounted for non-storage (B.4) and storage nodes
(B.5) as follows,

𝑜fix
𝑛𝑡inv = 𝑂fix

𝑛𝑡inv 𝑐
inst
𝑛,𝑡inv

0
𝑛 ∈  , 𝑡inv ∈  Inv (B.4)

𝑜fix
𝑛𝑡inv = 𝑂fix

𝑛𝑡inv𝑠
cap,inst
𝑛,𝑡inv

0
𝑛 ∈  Storage, 𝑡inv ∈  Inv (B.5)

B.1.1. Technology nodes
Network. Let a network node be any node that is neither a source
node nor a sink node. The set of network nodes is thus defined as
Net =  ⧵ ( Src ∪  Sink). The formulation of the network nodes
are described in (B.6) to (B.12) for all network nodes 𝑛 ∈ Net and
operational times 𝑡 ∈  . The flow of resources into the network node
equals the production rate of the network and the per unit utilisation
rate of each resource, 𝑃 in

𝑛𝑝 as stated in (B.6) and similarly for resources
flowing out of the network node in (B.7). The production rate of the
network node is limited by the installed capacity (B.8).

𝑓 in
𝑛𝑡𝑝 = 𝑐use

𝑛𝑡 𝑃 in
𝑛𝑝 𝑝 ∈  In

𝑛 (B.6)

𝑓out
𝑛𝑡𝑝 = 𝑐use

𝑛𝑡 𝑃 out
𝑛𝑝 𝑝 ∈ Out

𝑛 ⧵ {CO2} (B.7)

𝑐use
𝑛𝑡 ⩽ 𝑐inst

𝑛𝑡 (B.8)

The captured CO2 flowing out from the node is dependent on the
capture rates, 𝑅Capture

𝑛 , and carbon intensity 𝐸Int
𝑝 of all in-flowing re-

sources (B.9). CO2 emissions from input resources that are not captured
are emitted (B.10). Other emission resources are emitted as no capture
technology is implemented (B.11).

𝑓out
𝑛𝑡𝑝 = 𝑅Capture

𝑛
∑

𝑝̂∈ In
𝑛

𝐸Int
𝑝̂ 𝑓 in

𝑛𝑡𝑝̂ 𝑝 = CO2 (B.9)

𝑒𝑛𝑡𝑝 = (1 − 𝑅Capture
𝑛 )

∑

𝑝̂∈ In
𝑛

𝐸Int
𝑝̂ 𝑓 in

𝑛𝑡𝑝̂ 𝑝 = CO2 (B.10)

𝑒𝑛𝑡𝑝 = 𝐸𝑛𝑝𝑐
use
𝑛𝑡 𝑝 ∈ Emission (B.11)

The total variable OPEX during the operational times is calculated
ased on the OPEX rate, time step duration and production rate (B.12).

var
𝑛𝑡inv =

∑

𝑡∈𝑡inv
𝑂var
𝑛𝑡 𝑐use

𝑛𝑡 𝛥𝑡 𝑛 ∈ Net, 𝑡inv ∈  Inv (B.12)

Capacity variables for nodes that are not available for new invest-
ments are set to the initial capacity in (B.13).

𝑐inst
𝑛𝑡 = 𝐶 Init

𝑛𝑡 𝑛 ∈  Cap ⧵ Inv, 𝑡 ∈  (B.13)

Source. Source nodes can represent inputs of resources into the system
such as natural gas from gas fields or exogenous gas markets, or
electricity from exogenous electricity markets. Outflow for all source
nodes 𝑛 ∈  Src and all times 𝑡 ∈  are defined by (B.14), capacity
imits (B.15)and emissions accounting (B.16).
out
𝑛𝑡𝑝 = 𝑃 out

𝑛𝑝 𝑐use
𝑛𝑡 𝑝 ∈ Out

𝑛 (B.14)

𝑐use
𝑛𝑡 ⩽ 𝑐inst

𝑛𝑡 (B.15)

𝑒𝑛𝑡𝑝 = 𝐸𝑛𝑝𝑐
use
𝑛𝑡 𝑝 ∈ Emission (B.16)

The total variable OPEX accounting for the operational period is
ummarised in (B.17).
var
𝑛𝑡inv =

∑

𝑡∈𝑡inv
𝑂var
𝑛𝑡 𝑐use

𝑛𝑡 𝛥𝑡 𝑛 ∈  Src, 𝑡inv ∈  Inv (B.17)

Sink. Sink nodes are defined in (B.18) to (B.20) for all sink nodes 𝑛 ∈
Sink and times 𝑡 ∈  . They have only inflow (B.18) and no outflow.

he capacity limit is replaced with a soft equality constraint (B.19)
here surplus and deficits are penalised in the objective function.
missions are accounted for in the same way as for source nodes (B.20).

in use in In
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𝑓𝑛𝑡𝑝 = 𝑐𝑛𝑡 𝑃𝑛𝑝 𝑝 ∈ 𝑛 (B.18)
use
𝑛𝑡 + 𝑑deficit

𝑛𝑡 = 𝑐inst
𝑛𝑡 + 𝑑surplus

𝑛𝑡 (B.19)

𝑒𝑛𝑡𝑝 = 𝐸𝑛𝑝𝑐
use
𝑛𝑡 𝑝 ∈ Emission (B.20)

The penalties for sink nodes are summarised by the variable OPEX
n (B.21) for all sink nodes 𝑛 ∈  Sink and strategic periods 𝑡inv ∈  Inv.
var
𝑛𝑡inv =

∑

𝑡∈𝑡inv
(𝐷surplus

𝑛𝑡 𝑑surplus
𝑛𝑡 +𝐷deficit

𝑛𝑡 𝑑deficit
𝑛𝑡 )𝛥𝑡 (B.21)

.1.2. System level constraints
Constraints required on the system level are accounting for total

missions for each time-step (B.22) and strategic period (B.23).

𝑒tot
𝑡𝑝 =

∑

𝑛∈
𝑒𝑛𝑡𝑝 𝑡 ∈  , 𝑝 ∈ Emission (B.22)

strat
𝑡inv𝑝

=
∑

𝑡∈𝑡inv
𝑒tot
𝑡𝑝 𝑡inv ∈  Inv, 𝑝 ∈ Emission (B.23)

The objective function is also defined on the system level and
accounts for variable and fixed operational costs (B.24),

min
∑

𝑡inv∈ Inv

∑

𝑛∈
(𝑜var

𝑛𝑡inv + 𝑜fix
𝑛𝑡inv ) (B.24)

B.2. Geography

To establish spatial resolution to the energy model, we define
geographical areas. An area 𝑎 is connected to a core node 𝑛 in a local
energy system consisting of a set of nodes connected by links. Long-
distance transport of resources 𝑝 is defined by setting up transmission
links 𝑙 between the areas. The resources exchanged between the local
energy system and other areas, are accounted using the variable 𝑎ex

𝑎𝑡𝑝
defined in (B.25) for all areas 𝑎 ∈ , resources in an area 𝑝 ∈ 𝑎 and
times 𝑡 ∈  .

𝑎ex
𝑎𝑡𝑝 = 𝑓 in

𝑛𝑡𝑝 − 𝑓out
𝑛𝑡𝑝 (B.25)

For each transport link, we can define one or more transmission
modes 𝑚. These modes can define different constraints handling the
technical details of the resource flow. The balance of resources ex-
changed is defined in (B.26) for all areas 𝑎 ∈ , resources in an area
𝑝 ∈ 𝑎 and times 𝑡 ∈  .

𝑎ex
𝑎𝑡𝑝 =

∑

𝑙∈To
𝑎

∑

𝑚∈𝑙𝑝

𝑔in
𝑙𝑡𝑚 −

∑

𝑙∈From
𝑎

∑

𝑚∈𝑙𝑝

𝑔out
𝑙𝑡𝑚 (B.26)

B.2.1. Transmission modes
The transmission modes are defined in (B.27) to (B.33) for all

transmission links 𝑙 ∈  , transmission modes on a transmission link
𝑚 ∈ 𝑙 and operational times 𝑡 ∈  . The resource flow in a reference
transmission mode 𝑚 is defined by (B.27), and the output transmission
capacity is bonded by 𝑔cap

𝑙𝑡𝑚 in (B.28).

𝑔out
𝑙𝑡𝑚 = 𝑔in

𝑙𝑡𝑚 − 𝑔loss
𝑙𝑡𝑚 (B.27)

𝑔out
𝑙𝑡𝑚 ⩽ 𝑔cap

𝑙𝑡𝑚 (B.28)

For a unidirectional transport mode, the transmission loss is propor-
tional to the transmission input 𝑔in

𝑙𝑡𝑚 (B.29), and the output is required
to be non-negative (B.30).

𝑔loss
𝑙𝑡𝑚 = 𝑇 loss

𝑚 𝑔in
𝑙𝑡𝑚 (B.29)

𝑔out
𝑙𝑡𝑚 ⩾ 0 (B.30)

For a bidirectional transport mode, flow in the opposite direction is
described by a negative sign, with a lower bound (B.31). The definitions
of the transmission loss take the bidirectional flow into account in
(B.32) and (B.33).

𝑔in
𝑙𝑡𝑚 ⩾ −𝑔cap

𝑙𝑡𝑚 (B.31)
loss loss+ loss-
𝑔𝑙𝑡𝑚 = 𝑔𝑙𝑡𝑚 + 𝑔𝑙𝑡𝑚 (B.32)
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Table C.1
Installed and potential capacities for wind farms in the system. The potential for new wind power cites are based on [24] and related source
data published on GitHub [38].
Wind farm Country Coordinates Bottom Fixed Floating

(Lon, Lat) Inst (MW) Pot (MW) Inst (MW) Pot (MW)

Moray Firth UK −3.0, 58.2 588 6,588 0 13,974
Firth of Forth UK −2.1, 56.4 93 12,636 30 33,294
Dogger Bank UK 2.3, 54.8 0 19,512 0 0
Hornsea UK 1.9, 53.8 1,218 14,466 0 0
Outer Dowsing UK 0.9, 53.8 2,185.5 7,518 0 0
Norfolk UK 2.2, 52.8 60 9,756 0 0
East Anglia UK 1.9, 51.9 2,812 8,106 0 0
Borssele NL 3.2, 52.0 3,739.3 5,858 0 0
Hollandsee Kust NL 4.0, 52.5 357 7,997 0 0
Helgolander Bucht DE 7.2, 54.3 7,166 27,493 0 0
Nordsøen DK 7.0, 56.3 1,120 24,132 0 0
Utsira Nord NO 4.5, 59.3 0 0 0 6,007
Sørlige NordsjøI NO 3.6, 57.5 0 4,074 0 4,074
Sørlige NordsjøII NO 4.9, 56.8 0 2,573 0 12,866
Table C.2
Investment and operational costs for electrolysis [39] and offshore wind technologies [24,38].
Year Electrolysis Bottom-fixed Wind Floating Wind

Inv Var OM Fix OM Inv Var OM Fix OM Inv Var OM Fix OM
ke /MW e /MW h ke /MW ke /MW e /MW h ke /MW ke /MW e /MW h ke /MW

2025 1,291 0.38 48.8 2,778 0.91 94 4,244 0.91 94
2030 807 0.22 45.0 2,048 0.91 94 2,540 0.91 94
2040 591 0.22 33.8 1,929 0.91 94 2,315 0.91 94
2050 482 0.22 22.5 1,891 0.91 94 2,239 0.91 94
Table C.3
Investment data for HVDC lines [14] and H2 pipelines [35].
Component Cost Unit HVDC cable H2 pipe high H2 pipe low

Shore node var ke /MW 113 – –
fix Me 23.5 – –

Branch

var cap e /(MW km) 980 263 536
var km Me /km 0.27 – –
fix Me 3.63 – –
min cap GW 0.7 13 4.7

Offshore node var ke /MW 723 – –
fix Me 57.3 – –
m
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𝑙𝑡𝑚 − 𝑔loss-

𝑙𝑡𝑚 = 1
2
𝑇 loss
𝑚

(

𝑔in
𝑙𝑡𝑚 + 𝑔out

𝑙𝑡𝑚
)

(B.33)

Capacities are fixed for the existing transmission modes which
cannot be invested in 𝑚 ∈ 𝑙 ⧵Inv

𝑙 in (B.34).

𝑔cap
𝑙𝑡𝑚 ⩽ 𝑇 cap,init

𝑚 (B.34)

B.3. Renewable energy

Non-dispatchable intermittent energy sources are implemented sim-
ilar to a source node, so the constraints (B.14) to (B.17) also holds here.
The only difference is the added parameter profile 𝑊 profile

𝑛𝑡 . This field
is a time series of ratios between 0 and 1, representing the possible
maximum available production capacity at a given time as a ratio of
the installed capacity. The variable 𝑐curt

𝑛𝑡 represents the curtailment of
the energy source, defined by

𝑐use
𝑛𝑡 + 𝑐curt

𝑛𝑡 = 𝑊 profile
𝑛𝑡 ⋅ 𝑐inst

𝑛𝑡 , 𝑡 ∈  , (B.35)

for each intermittent energy source 𝑛.

B.4. Investments

B.4.1. Capacity investments
Investments in installed capacity are defined in (B.36) to (B.41) for

nodes that allows for investments 𝑛 ∈  Inv and all strategic periods
inv Inv
16

𝑡 ∈  . The investments are managed with the help variable f
𝑐i, current
𝑛𝑡inv , set to equal the installed capacity, and bounded above by the
ax installed capacity (B.36).

use
𝑛𝑡 ⩽ 𝑐inst

𝑛𝑡 = 𝑐i, current
𝑛𝑡inv ⩽ 𝐶max,inst

𝑛𝑡inv 𝑡 ∈ 𝑡inv (B.36)

The initial installed capacity 𝐶 Init
𝑛𝑡 can be increased by investments,

sing the variable 𝑐add
𝑛𝑡inv , in (B.37). A special case is applied for the first

trategic period where the initial capacity is set by the initial capacity
arameter in (B.38). The parameter 𝑋capex,cap

𝑛𝑡inv describes the cost of each
apacity added in (B.39),

𝑐i, current
𝑛𝑡inv = 𝑐i, current

𝑛,𝑡inv−1
+ 𝑐add

𝑛𝑡inv 𝑡 ∈ 𝑡inv ⧵ 𝑡𝑖𝑛𝑣0 (B.37)

𝑐i, current
𝑛𝑡inv = 𝐶 Init

𝑛𝑡 + 𝑐add
𝑛𝑡inv 𝑡inv = 𝑡𝑖𝑛𝑣0 (B.38)

capex,cap
𝑛𝑡inv = 𝑋capex,cap

𝑛𝑡inv 𝑐add
𝑛𝑡inv (B.39)

ontinuous investments. Different investment types require different
echnical details. Continuous investments have upper and lower bounds
or the capacity that can be added in each strategic period,
min,add
𝑛𝑡inv ⩽ 𝑐add

𝑛𝑡inv ⩽ 𝐶max,add
𝑛𝑡inv (B.40)

owever, if 𝐶min,add
𝑛𝑡inv is set to a value strictly greater than zero, this

ill enforce an investment of at least the minimum capacity in each
trategic period.

emicontinuous investments. We now admit a lower bound 𝐶min,add
𝑛𝑡inv > 0
or the added capacity, without requiring investment in each period.
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This is referred to as semicontinuous investments. This is achieved by
multiplying the investment bounds with the binary variable 𝑐inv

𝑛𝑡inv ,

𝐶min,add
𝑛𝑡inv 𝑐inv

𝑛𝑡inv ⩽ 𝑐add
𝑛𝑡inv ⩽ 𝐶max,add

𝑛𝑡inv 𝑐inv
𝑛𝑡inv (B.41)

B.4.2. Transmission investments
Investments in transmission are defined by (B.42) to (B.47) for all

lines 𝑙 ∈  , the associated transmission modes 𝑚 ∈ Inv
𝑙 and all

strategic periods 𝑡inv ∈  Inv.

𝑔cap
𝑙𝑡𝑚 = 𝑐trans, current

𝑙𝑚𝑡inv (B.42)

The current transmission capacity at any time depends on the capacity
in the previous strategic period and the invested capacities 𝑐trans,add

𝑙𝑚𝑡inv
in the current strategic period (B.43). For the first strategic period
initial capacity is given in the parameter 𝑇 cap,init

𝑚 (B.44). The CAPEX of
an investment depends on the parameter 𝑋capex,trans

𝑙𝑚𝑡inv and the invested
apacity, as shown in (B.45).
trans, current
𝑙𝑚𝑡inv = 𝑐trans, current

𝑙𝑚,𝑡inv−1
+ 𝑐trans,add

𝑙𝑚𝑡inv 𝑡 ∈ 𝑡inv ⧵ 𝑡𝑖𝑛𝑣0 (B.43)
trans, current
𝑙𝑚𝑡inv = 𝑇 cap,init

𝑚 + 𝑐trans,add
𝑙𝑚𝑡inv 𝑡inv = 𝑡𝑖𝑛𝑣0 (B.44)

𝑥trans
𝑙𝑚𝑡inv = 𝑋capex,trans

𝑙𝑚𝑡inv 𝑐trans,add
𝑙𝑚𝑡inv (B.45)

As before, the capacity that can be added in an strategic period
epends on the investment mode. Continuous and semi-continuous
nvestment modes are described in (B.46) and (B.47), respectively.

𝐶 trans,min,add
𝑙𝑚𝑡inv ⩽ 𝑐trans,add

𝑙𝑚𝑡inv ⩽ 𝐶 trans,max,add
𝑙𝑚𝑡inv (B.46)

trans,min,add
𝑙𝑚𝑡inv 𝑐trans

𝑙𝑚𝑡inv ⩽ 𝑐trans,add
𝑙𝑚𝑡inv ⩽ 𝑐trans

𝑙𝑚𝑡inv𝐶
trans,max,add
𝑙𝑚𝑡inv (B.47)

.4.3. Objective function
When investments are used, the objective function is adjusted to

ptimise the net present value of the fixed and varying operational
osts, the investment costs in production and transmission capacity, in
ddition to the total emission tax cost. The discount factor 𝑟 is constant,
nd the objective function is defined as

in
∑

𝑡inv∈ Inv

( 1
1 + 𝑟

)𝑡inv .𝑦
(

∑

𝑛∈Cap
(𝑜var

𝑛𝑡inv + 𝑂fix
𝑛𝑡inv )𝛥𝑡

inv

+
∑

𝑛∈ Inv
𝑥capex,cap
𝑛𝑡inv +

∑

𝑙∈

∑

𝑚∈𝑙

𝑥trans
𝑙𝑚𝑡inv

+
∑

𝑝∈Emission
𝐸cost
𝑝𝑡inv𝑒

strat
𝑡inv𝑝

)

(B.48)

In the above, we denote the start year of strategic period 𝑡inv by
𝑡inv.𝑦, defined as the sum of the length of all preceding strategic periods,
that is,

𝑡inv.𝑦 =
∑

𝑡𝑖<𝑡inv
𝛥𝑡𝑖. (B.49)

Appendix C. Capacity and investment costs

See Tables C.1–C.3.
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