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Abstract

This thesis explores the challenges and opportunities associated with integrating
offshore wind turbines into a geographically compact power-intensive isolated
electric grid that is currently supplied by gas-powered synchronous generators.
To explore the best power and energy characteristics of different energy storage
devices, a hybrid energy storage system is evaluated as the means of mitigating the
negative effects ofwind intermittency. In this hybrid system, batteries are employed
as fast energy storage devices providing inertial and primary frequency control
reserves, whereas a pair of electrolyzers and fuel cells are used as slower secondary
reserve providers. These storage devices are coupled via dc/dc converters to a
common dc link which, in turn, is connected to the isolated grid’s main ac high-
voltage busbar through an active front-end converter. Large converter-interfaced
flexible loads in the isolated grid are also expected to act as primary power reserve
providers.

In addition to frequency control problems introduced by non-synchronous
intermittent renewable energy sources, the power electronic converters of wind
turbines, flexible loads, and energy storage systems tend to operate as constant
power devices. This is known to cause stability issues in micro and large grids.
Within this context, three goals have been defined for this PhD research: (1) identify
and address causes of converter-induced instabilities, (2) propose robust control
strategies to exploit efficiently existing and new assets added to the grid, and (3)
assess and validate experimentally in the laboratory the proposed control strategies.
These goals led to five research questions, namely: (1) which phenomena may lead
to converter-driven instabilities and how can one mitigate them, (2) how can
one build a robust control structure for regulating frequency in the time scale of
seconds to minutes and for providing reactive or voltage support, (3) how can one
share fast power reserves among traditional generators and converter-interfaced
sources in the time scales of seconds to minutes, (4) what are the consequences of
shifting primary frequency control reserves from slower synchronous generation
to faster converter-interfaced ones, and (5) how can one properly reproduce the
phenomena under study in a reduced-scale laboratory setup.

The pursuit for answers to these research questions led to a number of contri-
butions to the scientific literature, which were presented at academic conferences
and published in journals. Among them, the five main contributions compiled in
this thesis are as follows: (1) a set of control structures for energy storage systems
for providing inertial, primary, and secondary power reserves, (2) identification
and analysis of the root cause of an oscillation phenomenon occurring in power
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converters operating with dual rotating reference frames, (3) the description of a
sequence separation method applied to the direct and quadrature axes of the rotat-
ing reference frames, (4) the expansion of a requirement for frequency reserves
stemming from interconnected systems and application of this extended concept
to an isolated grid dominated by constant power loads, and (5) a method for match-
ing preexisting reduced-scale laboratory converters to specific characteristics of
real-life large power converters.

In conclusion, this thesis sheds light on the complex dynamics and interac-
tions that arise when non-synchronous converter-interfaced renewable energy
sources are connected to existing power-intensive isolated electric grids previously
dominated by traditional synchronous generation.
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OUTLINE

The thesis is divided into three parts:

Part I – MainMatter
Core of the thesis divided into chapters.

Part II – Appendices
Complimentary discussions divided into appendices.

Part III – Lists and Supplementary Information
Lists of figures, tables, abbreviations, acronyms, and symbols.

NAVIGATING THIS DOCUMENT

Sources are cited in the following format: [number]. They are numbered sequen-
tially as mentioned in the text starting from one at the beginning of each chap-
ter/appendix. References are active links in the electronic version of this document.
You should be able to click on the [number] and go to the reference list at the end
of the respective chapter/appendix. From this list, you should be able to click your
way back to the page where the reference was cited.

Figures and tables are numbered as follows: chapter number.sequential num-
ber. Cross-references along the text are typeset in blue and are active links that
lead you back to the respective figures and tables. However, there is no active link
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in each figure and table to bring you back to the page you were on previously. You
will find lists of figures and tables for entire document in Part III.

Equations that arementioned across this document are numbered in the follow-
ing format: (chapter number.sequential number). Cross-references to equations
in the text are typeset in blue and are “clickable”. Symbols are also typeset in blue
with active links to the list of symbols in Part III. From the list of symbols, you
should be able to click your way back to the page you were previously reading.

Abbreviations and acronyms are active links and are typeset in blue. They
typically appear in first time they are mentioned in each chapter/appendix as: long
version (short version). After that, they tend to appear only in the short version.
Some abbreviations and acronyms, however, may appear only in their short form.
Notice that they are also active links. For instance, if you click in the words “ac/dc”
in this sentence, you should be directed to the list of abbreviations and acronyms,
from there you should be able to return to this page (number x).
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CHAPTER 1

Introduction

This doctoral dissertation gathers the main results of the investigations that I, with
the help of professors, researchers, and fellow PhD candidates, performed within
the electrical engineering field of control structures for the stability guarantee
of offshore oil and gas (O&G) platforms isolated from the continent and fed by
traditional natural-gas driven turbogenerators (GTs) which are expected to be
connected to an offshore wind farm (WF), equipped with converter-interface
flexible loads, and supported by converter-interfaced energy storage systems (ESSs)
employing battery, fuel cells, and electrolyzers as energy storage devices (ESDs). In
broader terms, complex power-intensive isolated electrical grids with synchronous
and non-synchronous generation.

This dissertation was written under LowEmission Research Centre (LowE-
mission) framework for petroleum activities on the Norwegian continental shelf
(NCS), which gathers Norwegian and international industrial entities including
vendors, operators, and energy companies with research groups at SINTEF and
NTNU. The mission of the LowEmission Centre is to pave the road towards zero-
emission production of O&G from the NCS. The LowEmission activities, which
span from 2019 to 2026, are subdivided into nine subprojects covering, among
other topics, efficiency enhancement of gas turbines, improvements to the energy
systems, investigations of carbon-free firing sources, research into fuel cells and
heat sources, the discovery of more efficient processing techniques, optimization
of logistics, and a greater understanding of zero-emission vessels.

The PhD research presented herein was executed under the umbrella of the
LowEmission “Subproject 5 Energy Systems - Digital Solutions”, which aims to
develop genericmethods,models, and digital tools for the analysis and optimization
of integrated offshore energy systems with renewable energy supply. The goal is
to enable the cost-effective, reliable, and stable operation of the O&G platforms’
energy systems with low or zero CO2 emissions.

1.1 MOTIVATION AND RESEARCH GOALS

Rapid climate change is among the biggest global challenges today. The general
roadmap to tackle this challenge includes country-specific paths that depend on
the types of national energy resources. The petroleum sector accounts for a con-

3
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siderable portion of many countries’ nitrogen oxides (NOx) and greenhouse gas
(GHG) emissions. At the same time, it is a key element of their socio-economic
development. In Norway, for instance, 20 % of the GHG emissions come from GTs
in operation in the O&G fields in the NCS [1]. A similar situation, with consid-
erable emissions from the offshore O&G sector, is observed in other European
states, such as the United Kingdom [2] and the Netherlands [3].

FIGURE 1.1 Gas grid in the Norwegian continental shelf.
© Norwegian Ministry of Petroleum and Energy 2023 | Reproduced with permission from:
www.norskpetroleum.no/wp-content/uploads/09-Rorledninger-E-1.png. “Maps, illustrations, graphs and tables can be reused, given
that the material is marked with the source and link.”

Figure 1.1 illustrates the scale of the offshoreO&Gactivities in theNCSwith its
grid of pipelines connecting the production fields to continental Norway andGreat
Britain, Belgium, the Netherlands, Germany, and Poland. Natural gas produced

https://www.norskpetroleum.no/wp-content/uploads/09-Rorledninger-E-1.png
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by the 93 active fields [4] in the NCS corresponded to 52% of the total value of
goods exported by Norway in 2022 [5]. However, not all natural gas extracted
from the NCS is transported to land. A relevant part of it is used for heat and
electricity generation in the O&G platforms on the Barents, North and Norwegian
Seas. These platforms rely mostly on aeroderivative single-cycle GTs for power
and heat supply [6]. For instance, in 2008, the total installed capacity of the 167 gas
turbines on the NCS summed up to approximately 3GW. Most of those turbines
were rated between 20 and 30MW, whereas only 41 of them were rated below
10MW [7].

Feasible approaches for reducing emissions related to offshore O&G produc-
tion include the optimization of energy efficiency, carbon capture and storage,
electrification from cleaner sources located onshore, and the use of renewable en-
ergy sources. Among the local cleaner sources, the abundance of offshore wind [8]
is extremely promising when economic and environmental aspects are consid-
ered. However, technical challenges shall be addressed when integrating wind
energy to the isolated power system of an O&G platform. The compact single-
cycle aeroderivative turbines employed for heat and electricity generation in these
platforms operate at relatively stable loads, however out of their best efficiency
points due to redundancy requirements. Introducing a new but intermittent en-
ergy source such as wind has positive (+) and negative (−) consequences for the
GTs [9, 10]. Among the consequences, one can mention:

(+) operation of one GT at a higher load and better efficiency range if the
redundant one can stay in cold standby;

(−) increased number of start-stop operations and more variable load profile
for the GTs, i.e., higher wear and tear and NOx emissions;

(−) overall degradation of the electric power quality and grid frequency stability,
resulting in higher wear and tear of motors without variable frequency
drives.

Integrating wind energy into isolated O&G industrial systems presents sev-
eral challenges that need to be addressed from the early design stage by possibly
adapting the control of generation units and best exploiting both existing and new
assets. Within this context, three goals were established for my three-year PhD
project at the LowEmission Centre.

Research Goal I — Identify and address causes of converter-induced in-
stability
Intermittent renewable energy sources (RES) like wind and solar photo-
voltaic (PV) farms are typically connected to the electrical grid through
full-power back-to-back power electronic converters (PECs) [11]. The in-
creased participation of such converter-interfaced sources is responsible
for a new type of instability phenomenon that is becoming relevant both
in micro and large electric grids [12, 13]. Therefore, the first goal defined
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for my PhD-project was to identify and address root causes of converter-
driven instabilities in a power-intensive isolated grid fed by traditional
synchronous generation, connected to converter-interfaced intermittent
RES, and supported by an ESS and fast-acting converter-interfaced flexible
loads.

Research Goal II — Propose robust control strategies
Introducing converter-interfaced ESSs, which are capable of reacting faster
than the traditional turbine governors of GTs [13] in an isolated industrial
grid, demands the use of effective coordination strategies for sharing fre-
quency control power reserves. Within this context, the second goal defined
for my PhD project was to propose robust control strategies to exploit ef-
ficiently the existing and new assets added to the grid. As there are many
industrial partners in the LowEmission Research Centre, the following
constraints were adopted for the control strategies: they should aim for
modularity allowing for the maintenance and replacement of parts with
equipment from different suppliers; be independent from fast communica-
tion links between different converters of the ESS and between the ESS and
the platform’s power management system (PMS); and preferably be based
on established robust control techniques such as, for example, proportional,
integral, and derivative (PID) regulators.

Research Goal III — Assess and validate experimentally the proposed
control strategies
The National Smart Grid Laboratory (NSGL) at NTNU provides state-
of-the-art research, development, and testing infrastructure that features
real-time simulators (RTSs) and power hardware-in-the-loop (PHIL) assets
with ratings up to 200 kVA, 400 V ac, and 700 V dc. The NSGL facilities
are available for the PhD candidates of the LowEmission Research Centre.
With this in mind, the third goal defined for my PhD project was to assess
the possibilities and establish procedures for employing NSGL’s ac and dc
grid emulators coupled with a reduced-scale 60 kVA converter to reproduce
a full-scale energy storage system grid converter (ESSGC) and assess the
efficacy of the proposed control strategies from Research Goal II.

1.2 RESEARCH METHODOLOGY

With the Research Goals I to III defined, a research methodology was proposed in
agreement with the PhD supervisor and co-supervisor. The research was divided
into five main stages, which are illustrated in figure 1.2.

Phase 1 — Conceptualization
The knowledge frontier was investigated in this phase with a comprehensive
literature review on the topics concerning this PhD project. The object of
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Conceptualization

Modeling

Propose and Assess
Control Structures

Assess and Address
Converter-Induced

Instabilities

Design
Laboratory
Experiments

Data
Consolidation

Perform
Laboratory
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Thesis

Phase 1

Phase 2

Phase 3

Phase 4

Phase 5

FIGURE 1.2 Research methodology.
© Daniel Mota 2023 | Source code information at Part III.

the research was conceptualized and the coverage and limitations were
established.

Phase 2 — Modeling
In phase 1, the problem was defined; now it was time to start solving it.
Real-life tests in an existing O&G platform were not included in the scope.
Therefore, computer simulation models were key for achieving the research
goals. Models based on a real platform expected to be connected to an
offshore wind farm were constructed in partnership with fellow PhD candi-
dates and were curated by members of the LowEmission project. Although
the direct application on site of the research findings was a target, oppor-
tunities for generalizing conclusions and, ultimately, proposing analytical
solutions were continuously considered.

Phase 3 — Propose, address, assess, and design
Once the first computer simulation models were operational, a new phase
involving three parallel activities started.

Propose and assess control structures: variants of existing con-
trol structures were proposed as the assessment of existing ones pro-
gressed.
Assess and address converter-induced instabilities: during the
evaluation of the different control structures, root causes of instabili-
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ties were assessed and addressed.
Design experiments: the PhD candidate was introduced to the facil-
ities at the NSGL and started design experiments for validating the
theoretical and computer simulated results.

During phase 3, the computer simulation models were continuously refined
and updated. With the goal of documenting and allowing reproducibility,
the models were made publicly available in online data repositories, see
section 1.6.

Phase 4 — Experiment and consolidate
The three complementary activities of phase 3 were followed by two activi-
ties in this phase. The designed experiments were executed at the NSGL.
Computer simulations and experimental data were consolidated while the
good control structures were selected and the bad ones discarded.

Phase 5 — Thesis
This dissertation was sketched throughout all research phases. However,
it was mainly written after phase 4 when all scientific manuscripts were
already submitted for publication.

Although not represented in figure 1.2, a publication plan was established
and target conferences and scientific journals were defined. The publication plan
included at least three conference papers and two journal papers to be written
and submitted along the phases 2 to 4 of this PhD project. The list of scientific
publications will be presented later in section 1.5.

1.3 RESEARCH QUESTIONS

As the research progressed fromphase 1 of conceptualization and the first scientific
manuscripts began to be sketched, the following research questions were proposed:

Research Question I — Which phenomena may lead to converter-driven in-
stabilities and how can one mitigate oscillations in isolated grids with tra-
ditional synchronous generation complemented by converter-interfaced
intermittent RES and supported by converter-interfaced ESS?

Research Question II — How can one build a robust control structure for
regulating frequency in the time scale of seconds to minutes, as well as
provide reactive or voltage support, in isolated grids equipped with fast
converter-interfaced ESS?

Research Question III — How can one share frequency control power re-
serves among traditional synchronous generators and converter-interfaced
sources and loads in the time scales of seconds to minutes in isolated grids?

Research Question IV — What are the consequences of shifting primary fre-
quency control reserves from traditional slower synchronous generation to
faster converter-interfaced ESSs?
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Research Question V — How can one properly reproduce the phenomena
under study in this work in a PHIL laboratory setup employing ac and dc
grid emulators and reduced scale PECs?

1.4 CONTRIBUTIONS TO THE SCIENTIFIC LITERATURE

The five main contributions to the scientific literature proposed in the pursuit
of answering the Research Questions are compiled into this dissertation. The
contributions are enumerated in the sequence they are discussed in the chapters.
Notice that this is not the chronological sequence in which the contributions
were published or submitted for publication in academic conferences and journals.
The relationship between chapters and contributions is illustrated in figure 1.3 in
page 13.

Contribution I — Control structures for an energy storage system pro-
viding inertial, primary, and secondary frequency reserves.
A control strategy for providing inertial, primary, and secondary frequency
reserves with a hybrid ESS employing battery, fuel cells, and electrolyzers
as ESDs in an isolated electric grid was described and tested with com-
puter simulations and PHIL laboratory setups. This strategy is based on
established PID techniques and does not rely on fast communication links
between different ESDs nor with the grid’s PMS. It also allows for voltage
and reactive power support to be provided by the energy storage system
grid converter.

Contribution II — Identification and analysis of an oscillation phenom-
enon occurring in PECs operating with dual rotating reference frame
(RRF) current controllers.
The cause of voltage oscillations with the fundamental frequency observed
in the dc-link of the study case’s ESS, when the energy storage system
grid converter (ESSGC) operated with a dual RRF inner current controller
scheme, was identified and analyzed. These oscillations are directly tied to
exponentially decaying dc currents that appear in three-phase systems with
high reactance-resistance ratio (X/R) and the way dual RRF controllers
split the positive and negative sequence measurements. An evaluation of
the expected range ofX/R seen from the ESSGC terminals towards the
isolated ac grid was also provided.

Contribution III — Positive and negative sequence separation with de-
layed signal cancellation applied directly to the RRF.
A simplified delayed signal cancellation (DSC) technique, denoted as DSCdq

in this work, is presented. This technique is applied directly to the RRFs
and removes an intermediate step with filtering in the stationary reference
frame (SRF) demanded by the traditional DSCαβ method. A mathematical
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proof of the equivalence between the traditional DSCαβ applied in the SRF
and the DSCdq is provided. An assessment of the performance of dual se-
quence current controllers employing known sequence isolation methods
and employing the proposed DSCdq is also presented. This assessment is
performed in a scenario with highX/R consistent with the study case used
as a base in this dissertation.

Contribution IV — ExtendedFCRI concept applied to autonomousgrids.
An expansion of the single slope power-frequency curve of the Nordic fre-
quency containment reserves for isolated operation (FCRI) concept was
proposed. The new expanded FCRI employs a segmented-slope droop curve
with different regions for the normal operation of power reserves and large
disturbance operation. The advantages, from a frequency control viewpoint,
of replacing slower GTs by faster converter-interfaced ESSs as the main
provider of normal operation primary reserves were demonstrated with
numerical simulations and reduced-scale PHIL tests of an industrial isolated
grid dominated by constant power loads (CPLs). It showed, moreover, that
this replacement caused a non-critical reduction in the damping of oscil-
lation modes associated with measurement transducers and controllers of
constant power devices. These numerical simulations and PHIL tests took
into consideration the negative effects caused by CPLs in the electrical grid,
an issue commonly overlooked in the literature of power-intensive isolated
grids.

Contribution V — Scaling method for laboratory power hardware-in-
the-loop test beds.
A scaling method and guidelines were proposed for matching specific char-
acteristics of ready-to-use laboratory converters in PHIL test beds with
real-life full-size PECs. The method and guidelines exploit the base kVA of
the reduced-scale laboratory converters and can be adapted to academic and
industrial laboratories. This method was proposed while aiming at Research
Goal III and, simultaneously, targeting a future research topic of assessing
the effects of the harmonics introduced by the grid converters (GCs) of wind
turbines and ESSs on isolated grids.

1.5 SCIENTIFIC PUBLICATIONS

The contributions were published in the following academic papers. The publica-
tions themselves are not a part of this dissertation; however, their contents have
been compiled and harmonized in the different chapters. The relationships among
contributions, publications, and chapters are illustrated in figure 1.3 in page 13.

Publication I — Offshore Wind Farms and Isolated Oil and Gas Plat-
forms: Perspectives and Possibilities. Daniel dos Santos Mota, Erick
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Fernando Alves, Santiago Sanchez-Acevedo, Harald G. Svendsen, and Elisa-
betta Tedeschi. ASME 2022 41st International Conference on Ocean, Offshore
and Arctic Engineering (OMAE), Hamburg, Germany. October 3, 2022. ©2022
ASME. DOI: 10.1115/OMAE2022-80645. ISBN: 978-0-7918-8595-6.

Publication II — Sizing of Hybrid Energy Storage Systems for Inertial
and Primary Frequency Control. Erick Fernando Alves, Daniel dos
Santos Mota, Elisabetta Tedeschi. Frontiers in Energy Research, Volume 9,
2021. Frontiers Media SA, Lausanne, Switzerland. May 28, 2021. ©2021
Alves, Mota, Tedeschi. DOI: 10.3389/fenrg.2021.649200. ISSN: 2296-598X.

Publication III — Understanding the Effects of Exponentially Decaying
DC Currents on the Dual dq Control of Power Converters in Systems
with High X/R. Daniel dos Santos Mota and Elisabetta Tedeschi. IEEE
15th International Conference on Compatibility, Power Electronics and Power
Engineering (CPE-POWERENG), Florence, Italy. August 10, 2021. ©2021
IEEE. DOI: 10.1109/CPE-POWERENG50821.2021.9501204. ISBN: 978-1-
7281-8071-7.

Publication IV — Dual Sequence Controller with Delayed Signal Cancel-
lation in the Rotating Reference Frame. Daniel Dos Santos Mota, Erick
Fernando Alves, and Elisabetta Tedeschi. IEEE 22nd Workshop on Control and
Modelling of Power Electronics (COMPEL), Cartagena, Colombia. December
23, 2021. Copyright ©2021 IEEE. ISSN: 1093-5142.
DOI: 10.1109/COMPEL52922.2021.9646023.

Publication V — On Adaptive Moving Average Algorithms for the Appli-
cation of the Conservative Power Theory in Systems with Variable
Frequency. Daniel dos Santos Mota and Elisabetta Tedeschi. Energies,
Volume 14, Issue 4, MDPI Open Access Journals, Basel, Switzerland. Febru-
ary 23, 2021. ©2021 Mota, Tedeschi. DOI: 10.3390/en14041201. ISSN:
1996-1073.

Publication VI — Coordination of Frequency Reserves in an Isolated In-
dustrial Grid Equipped with Energy Storage and Dominated by Con-
stant Power Loads. Daniel dos Santos Mota, Erick Fernando Alves, Sal-
vatore D’Arco, Santiago Sanchez-Acevedo, and Elisabetta Tedeschi. IEEE
Transactions on Power Systems. August 11, 2023. ©2023 Mota, Alves, D’Arco,
Sanchez-Acevedo, Tedeschi. DOI: 10.1109/TPWRS.2023.3304319. Print
ISSN: 0885-8950. Online ISSN: 1558-0679.

Publication VII — Harmonic-Invariant Scaling Method for Power Elec-
tronic Converters in Power Hardware-in-the-Loop Test Beds. Daniel
dos Santos Mota, Joseph Kiran Banda, Ayotunde Adekunle Adeyemo, and
Elisabetta Tedeschi. IEEE Open Journal of Industry Applications, Volume 4,
Pages 139 - 148, April 2023. April 23, 2023. ©2023 IEEE. ISSN: 2644-1241.
DOI: 10.1109/OJIA.2023.3266882.

https://doi.org/10.1115/OMAE2022-80645
https://doi.org/10.3389/fenrg.2021.649200
https://doi.org/10.1109/CPE-POWERENG50821.2021.9501204
https://doi.org/10.1109/COMPEL52922.2021.9646023
https://doi.org/10.3390/en14041201
https://doi.org/10.1109/TPWRS.2023.3304319
https://doi.org/10.1109/OJIA.2023.3266882
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1.6 REPRODUCIBILITY AND DATA REPOSITORIES

With the goals of documenting the work, allowing reproducibility, and increasing
science dissemination, online publicly available data repositories associated with
the different publications have been created throughout this PhD research. These
repositories are hosted by Zenodo1 and GitHub.

Repository I — Data Set and Simulation Files used in the Manuscript
OffshoreWindFarmsand IsolatedOil andGasPlatforms: Perspectives
and Possibilities. Daniel dos Santos Mota. For Publication I. February 15,
2022. DOI: 10.5281/zenodo.6095757

Repository II — efantnu/hybrid-ess-design: Review 1 release. Erick
F. Alves, Daniel dos Santos Mota, Elisabetta Tedeschi. For Publication II.
March 12, 2021. DOI: 10.5281/zenodo.4601067

Repository III — Frequency Adaptive Delayed Signal Cancellation Ap-
plied Directly to the Rotating Reference Frames of Dual-Sequence
Current Controllers of Power Converters. Daniel dos Santos Mota. For
Publication IV. October 1, 2021. DOI: 10.5281/zenodo.5588091

Repository IV — On Adaptive Moving Average Algorithms for the Appli-
cation of the Conservative Power Theory in Systems with Variable
Frequency. Daniel dos Santos Mota. For Publication V. February 22, 2021.
DOI: 10.5281/zenodo.4555392.

Repository V — Data Repository for Manuscript Submission to IEEE
TPWRS. Daniel dos Santos Mota. For Publication VI. October 1, 2022.
DOI: 10.5281/zenodo.7113316

Repository VI — Data repository for the articleHarmonic-Invariant Scal-
ing Method for Power Electronic Converters in Power Hardware-
in-the-Loop Test Beds. Daniel Dos Santos Mota, Joseph Kiran Banda,
Ayotunde Adekunle Adeyemo. For Publication VII. May 9, 2023. DOI:
10.5281/zenodo.7912825

Repository VII — Data Repository for this Dissertation. Daniel dos San-
tos Mota. August 25, 2023. GitHub: github.com/santosmota/PhD_Daniel_-
Mota_Data. DOI: 10.5281/zenodo.8282628.

Repository VIII — Repository for the Figures of this Dissertation that
were Composed with LATEX. Daniel dos Santos Mota. August 1, 2023.
GitHub: github.com/santosmota/PhD_Daniel_Mota_Data_StandAlonePics.
DOI: 10.5281/zenodo.8282714.

1Zenodo is operated by CERN and OpenAIRE.

https://zenodo.org/
https://github.com/
https://doi.org/10.5281/zenodo.6095757
https://doi.org/10.5281/zenodo.4601067
https://doi.org/10.5281/zenodo.5588091
https://doi.org/10.5281/zenodo.4555392
https://doi.org/10.5281/zenodo.7113316
https://doi.org/10.5281/zenodo.7912825
https://github.com/santosmota/PhD_Daniel_Mota_Data
https://github.com/santosmota/PhD_Daniel_Mota_Data
https://doi.org/10.5281/zenodo.8282628
https://github.com/santosmota/PhD_Daniel_Mota_StandAlonePics
https://doi.org/10.5281/zenodo.8282714
https://zenodo.org/
https://www.home.cern/
https://www.openaire.eu/
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1.7 OUTLINE OF THE DISSERTATION

This doctoral dissertation is divided into seven chapters that introduce the work,
contextualize it, present the main contributions, and list the final remarks. The
contents of the different scientific articles published throughout this PhD research
have been compiled into the different chapters. Some chapters are dedicated
mainly to one specific publication, whereas others may include the contents of
more than one publication. The relationships among chapters, contributions, and
publications are illustrated in figure 1.3.

CHAPTERS CONTRIBUTIONS PUBLICATIONS

Chapter 1
Introduction

Chapter 2
Background

Chapter 3
Control Structures

Chapter 4
Power Elect. Converters

Chapter 5
Sharing Power Reserves

Chapter 6
PHIL Scaling

Chapter 7
Conclusion

Contribution I
Control Structures
for Storage Systems

Contribution II
Oscillation Root
Cause Analysis

Contribution III
Sequence Separation
for Dual Controllers

Contribution IV
Coordination of Pri-
mary Power Reserves

Contribution V
Power Hardware-in-
the Loop Scaling

Publication I
Offshore Wind Farms
and O&G Platforms

Publication II
Sizing Energy
Storage Systems

Publication III
Exponentially De-
caying dc Currents

Publication IV
Sequence Separation
Methods DSCdq

Publication V
Frequency Adaptive
Moving Averages

Publication VI
Coordination of Pri-
mary Power Reserves

Publication VII
Power Hardware-in-
the Loop Scaling

FIGURE 1.3 Chapters, Contributions, and Publications.
© Daniel Mota 2023 | Source code information at Part III.

CHAPTER 1 — INTRODUCTION

This chapter.

CHAPTER 2 — BACKGROUND

This chapter lays the foundation upon which the discussion of control and
stability of autonomous grids with synchronous and non-synchronous gen-
eration is based. Contents of Publications I to III and VI are compiled and
extended in this chapter.
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CHAPTER 3 — CONTROL STRUCTURES FOR ESSS

Control structures for isolated grids in which traditional synchronous gen-
eration is complemented by intermittent RES are proposed in this chapter,
which is tied to Research Goal II and aims to answer Research Question II.
The focus is on the outer control loops of a converter-interfaced ESS that
provides frequency control support for an isolated grid. Contribution I
to the scientific literature is presented in this chapter, which compiles the
contents of Publication I.

CHAPTER 4 — CURRENT CONTROL IN POWER CONVERTERS

This chapter is tied to Research Goal I, which addresses possible causes of
instability, and to Research Goal II, which proposes control structures. It
focuses on the PECs’ fast inner current controllers operating in single or
dual rotating reference frames. Contribution II from Publication III and
Contribution III from Publication IV, as well as passages from Publication V,
are compiled in this chapter.

CHAPTER 5 — SHARING OF PRIMARY POWER RESERVES

This chapter is tied to Research Goal II, which proposes control structures,
as well as Research Goal III, which validates them in the laboratory. It stems
from Research Questions III and IV and focuses on the sharing of primary
power reserves for the frequency control in an isolated grid fed by traditional
synchronous generation, connected to converter-interfaced generation, and
dominated by CPLs. Contribution IV to the scientific literature is presented
in this chapter, which compiles the contents of Publication VI.

CHAPTER 6 — SCALING METHOD FOR PHIL TEST BEDS

This chapter is tied to the Research Goal III, which validates in the labo-
ratory the control structures proposed in this dissertation. It stems from
Research Question V and focuses on a scaling method for matching specific
characteristics of laboratory PECs used in PHIL tests to the characteristics
of real-life full-scale converters. Contribution V to the scientific literature
is presented in this chapter, which compiles the contents of Publication VII.

CHAPTER 7 — CONCLUSION

Conclusion, discussion, and final remarks on this dissertation.

It is important to remark that the original nomenclatures of the publications
have been harmonized to better fit this dissertation. Moreover, the original pub-
lished figures have been completely redrawn, reformatted, and harmonized to
fit the nomenclature, color scheme, font, and page size of this document. Some
figures are completely original and others were meant to be published, but were
not due to diverse reasons, such as editorial page limitations defined by academic
conferences and journals. The LATEX and Python source codes for drawing the
figures in this dissertation are made publicly available, see Part III.

https://matplotlib.org/
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1.8 SCOPE LIMITATIONS

The complex interactions between the controllers of traditional frequency con-
tainment power reserves, conventional and converter-interfaced loads, and con-
verter-interface storage systems in the first seconds to minutes after a transient
disturbs the grid are investigated in this work. The focus is on the initial phases
right after disturbances that cause power unbalances, namely the inertial and pri-
mary phases of the frequency control. In these phases, the voltage controllers of
the synchronous generators, the governors of the gas turbines, the slower outer
loops and the faster inner control loops of converter-interfaced loads and sources
interact and can give rise to instability issues. An illustration of the time scale of the
control phenomena in electrical grids is provided later in section 2.3; a definition of
the phases of the frequency control in electrical grids is available at section 2.2; the
PEC’s outer loops are addressed in chapter 3; and the inner loops are examined in
chapter 4. It is important to remark that secondary and tertiary frequency control
dynamics, long term (hours to days) estimation of optimal levels of energy reserves,
and techno-economical or risk-based forecasting tools for power management are
considered outside the scope of this dissertation.

1.9 READER’S BACKGROUND

This thesis is written by an electrical engineer for readers with a background
in electrical systems that are familiar with Fortescue’s method of symmetrical
components applied to ac three-phase circuits [14], more commonly known as the
positive, negative, and zero sequences, and Park’s two-reaction theory of circuit
analysis [15], which is commonly referred to as the direct and quadrature rotating
reference frame. It is also assumed that the readers are familiar with the expression
“per unit”, denoted as pu, which means that a variable has been divided by a base
value and is, therefore, dimensionless.
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CHAPTER 2

Background

RESEARCH GOALS AND SCIENTIFIC PUBLICATIONS

This chapter lays the foundation upon which the discussion on the control and
stability of isolated grids with synchronous and non-synchronous generation is
based. Contents of Publications I to III and VI are compiled and extended in this
chapter.

A generalized version of the isolated grid under study in this dissertation is shown
in figure 2.1. This grid features traditional synchronous generation provided by
turbogenerators (GTs). It is expected to be connected to a wind farm (WF) and
be supported by a converter-interfaced energy storage system (ESS). The loads of
the grid are composed of constant impedance loads (CZLs) and constant power
loads (CPLs). Among the CPLs, a reasonable set of converter-interfaced flexible
loads (FLX) are expected to be able to provide frequency control support. The
devices of this grid are located in a reasonably limited geographical region and
can be directly, or indirectly, connected to the main ac busbar, which operates at
voltages on the range of 10 kV.

One critical aspect for operating an isolated system like the one illustrated in
figure 2.1 is the frequency control, which demands a continuous compensation
of imbalances between consumption and generation. However, before further
investigating the challenges of controlling and maintaining the stability on such a
grid, it is important to introduce a few key concepts.

2.1 STABILITY IN ELECTRIC POWER GRIDS

An electrical power system is considered stable if it is able to return to the previous
or reach a new acceptable equilibrium state after being subjected to a perturbation.
Anewacceptable state of equilibrium is characterized by newbounded levels for the
system’s variables and possible changes to the system’s topology. The definitions
for acceptable new levels for the variables and acceptable new topologies vary
from application to application. Traditionally, the stability of large country-wide
electrical systems has been classified into three categories [1].
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FIGURE 2.1 Generalized version of the isolated grid under study in this dissertation.
© Daniel Mota 2023 | Source code information at Part III.

1. Rotor angle stability: the ability of each synchronousmachine to remain in
synchronism despite inherent low-frequency electromechanical oscillations
in the power system.

2. Voltage stability: the capacity of maintaining steady voltage levels at the
different buses in the power system during changes to the power flow and
despite the effects of the impedances of the elements in the electrical grid.

3. Frequency stability: the ability to reach a steady frequency level by cor-
recting imbalances between generation and load.

Intermittent renewable energy sources (RES) like wind and solar photo-voltaic
(PV) farms are typically connected to the electrical grid through full-power back-
to-back power electronic converters (PECs). These converters interact with the
electrical system in a considerably different way when compared to traditional
synchronous generators driven by gas, steam, or hydraulic turbines [2]. In this
context, a new root-cause for instabilities becomes relevant in both micro and
large grids [3, 4].

Converter-induced or converter-driven instabilities arise from the in-
teractions of different control loop layers of grid connected converters with
each other or other elements of the system. They should not be overlooked
when integrating intermittent RES in isolated grids.

2.2 FREQUENCY CONTROL IN AN ISOLATED GRID

To understand the dynamic behavior of the frequency of an isolated ac electric
grid, the simplified model of a spinning flywheel can be used. In this model, shown
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in figure 2.2, all rotating masses of the synchronous generators are aggregated into
a single rotating mass with moment of inertia J . The kinetic energy stored in this
rotating mass stabilizes the system. On the “generation side” axle, the aggregated
turbines of the system apply mechanical torque τm that accelerates the angular
frequency ω of the rotating mass. On the “load side” axle, the aggregated loads
apply electrical torque τe that reduces ω.

Generation side

Mechanical torque

ω

Aggregated rotating mass

Load side

Electrical torque

FIGURE 2.2 Rotating mass model.
© Daniel Mota 2023 | Source code information at Part III.

The balance of torques of the rotating mass model can be written as

J
dω(t)

dt︸ ︷︷ ︸
Accelerating torque

= τm(t)︸ ︷︷ ︸
Turbines’ torque

− τe(t)︸︷︷︸
Loads’ torque

.

When expressed in terms of power, the balance of torque becomes

ω(t)J
dω(t)

dt
= Pm(t)− Pe(t) (2.1)

where Pm is the mechanical power delivered by the turbines to the rotating mass
and Pe is the electrical power consumed by the grid. Notice that the balance
of power in equation (2.1) is nonlinear. Whenever there is an excess of power
generation compared to the load, the angular frequency of the rotating mass
increases. When there is underproduction, the frequency decreases. Due to the
stochastic behavior of the loads, the mechanical power supplied to the rotating
mass must be continuously adapted by the turbine governors.

There is no fast direct communication between loads and governors. The
balance of power happens indirectly via control of the ac frequency, which is
performed by the activation, in a hierarchic manner, of power reserves. Primary
reserves perform a droop-based frequency control responding automatically af-
ter power imbalances limiting frequency deviations in a time scale of seconds.
Secondary reserves are subordinated to the grid’s automatic generation control
(AGC), which brings the frequency back to its rated value within seconds to min-
utes after power imbalances [5]. In the European context, primary reserves are
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named frequency containment reserves (FCR) and are coordinated nationally by
transmission system operators (TSOs) [6]. The FCR concept will be explored later
in chapter 5.
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FIGURE 2.3 Phases of frequency control.
© Daniel Mota 2023 | Source code information at Part III.

Figure 2.3 illustrates the phases of the frequency control and the activation of
the reserves after a sudden increase in the electric load consumed in the isolated
grid. Initially, electric load and mechanical power (dashed black and solid gray,
respectively, in figure 2.3a) are in balance at 0.5 pu and the frequency (solid black in
figure 2.3b) is constant at 1 pu. At t = 10 s, the load increases in a step by 0.05 pu.
The mismatch between electric load and mechanical power is covered, initially,
only by the inertial reserves (solid red in figure 2.3c) leading the frequency to drop.
The initial rate of change of frequency (RoCoF) depends on the aggregatedmoment
of inertia J from equation (2.1). The turbine governors sense the frequency drop
and react proportionally by supplying the primary power reserves (in solid blue
in figure 2.3c). When the primary response matches the power unbalance, the
frequency stops to decrease and reaches its minimum value, called nadir. The
proportional response of the primary providers stops the ac frequency fall and
brings it to a steady-state level that is below rated as annotated in figure 2.3b.

By the end of the primary response phase, the grid’s AGC or power man-
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agement system (PMS) activate the secondary power reserves (solid green in fig-
ure 2.3c). The integral response of the secondary reserves brings the frequency
back to the rated. Notice that the total mechanical power in figure 2.3a needs to be
slightly higher than the electric load for the frequency to increase. Furthermore,
the inertial power always reacts against frequency change. During the secondary
phase, part of the mechanical power is used to replenish the kinetic energy stored
in the rotating masses.

By the end of the secondary response (not shown in figure 2.3), the AGC or
PMS may decide to slowly replace the secondary power reserves initially used for
frequency control by other more efficient measures. This is typically achieved
through redispatching of generators and loads in the tertiary response phase. The
time scales of the frequency control phases are typically: a few seconds for the
inertial, seconds to few minutes for the primary, minutes for the secondary, and
from a quarter to a full hour for tertiary [2, 4]. The tertiary phase, however, is
considered outside the scope of this dissertation.

2.3 TIME SCALES OF PHENOMENA IN ELECTRIC POWER GRIDS

A constellation of control loops, directly or indirectly connected to each other, is
necessary to keep in operation the electric system of an isolated industrial grid.
The dynamics of those control loops happen in different time scales, as illustrated
in figure 2.4. Isolated industrial installations feature numerous loads as pumps,
compressors, and heaters that may be interfaced by PECs. Traditional voltage
regulators and speed governors of synchronous generators work in time scales
from 100ms to 1000 s, whereas the control structures of modern PECs operate
in time scales down to 10 µs or lower [4]. On one hand, these faster responses
can be beneficial and add new possibilities for frequency control such as inertia
emulation and other forms of fast regulation [7]. On the other hand, detrimental
interactions such as the converter-driven instabilities mentioned in section 2.1
can also be introduced.

Offshore wind turbines (WTs) feature, for instance, low-frequency oscilla-
tion modes due to the slow swinging of their tall floating towers [9]. These low-
frequency mechanical oscillations are, ultimately, reflected as variations in the
power delivered by the WT to the grid. In the case of large WF with several WTs,
these low frequency oscillations can be evened out. However, in the scenario with
a fewWTs, they might not be negligible. Combined with short-term and long-term
wind variations, low frequency power oscillations from theWF increase the burden
of synchronous machines’ GTs for controlling the frequency, which can lead to
higher wear and tear of turbine governors. It is therefore important to investigate
the possibilities and consequences of increasingly shifting primary power reserves
from the slower GTs to the faster converter-interfaced ESS.
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FIGURE 2.4 Time scale of phenomena in electrical systems, adapted from [8].
© Daniel Mota 2023 | Redrawn and recomposed from Publication I | Source code information at Part III.

2.4 THE ISOLATED GRID OF THE STUDY CASE

Figure 2.5 shows a simplified single line diagram of the study case used in this
dissertation, which is based on an existing oil and gas (O&G) platform in the North
Sea expected to be connected to a floating WF.
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FIGURE 2.5 Simplified single-line diagram of the study case.
© Daniel Mota 2023 | Redrawn and recomposed from Publication I | Source code information at Part III.

Variants of this study case were used throughout this PhD-research. These are
available at the following repositories.

• Repository I: DIgSILENT PowerFactory 2020 SP2A models used for Pub-
lication I. These models are a version featuring pulse-width modulation
(PWM) switching in the grid converters (GCs) of the ESS and WTs of the
models in Repository II.
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• Repository II: MathWorks MATLAB Simulink R2016a models used in Pub-
lication II with averaged representations [10] for all the PECs (no PWM
switching). Notice that, despite their numbering, which fits the sequence
of chapters of this dissertation, Repository II was published earlier than
Repository I.

• Repository V: MathWorks MATLAB Simulink R2018a and DIgSILENT
PowerFactory 2020 SP2A versions of the model in Repository I. The models
in Repository V include an aggregated constant power load representing
part of the platform’s electric load and a fast converter-interfaced flexible
load representing the water injection system. All PECs are represented with
averaged models. In addition to that, Python scripts for controlling the
PowerFactory model and performing automatic eigenvalue analysis are also
available in this repository.

In the following subsections, the main devices of this grid will be briefly presented.

2.4.1 Synchronous Generation

The study case platform illustrated in figure 2.5 operates isolated from the conti-
nent and is fed, in normal operation, by two 35.2MW aero-derivative single-cycle
GTs. The gas turbines are connected to 4-pole synchronous generators of 44MVA
each directly connected to the platform’s main high-voltage (HV) busbar at 11 kV.
Real-life examples of such turbines and generators can be found at [11, 12], re-
spectively. One single 35.2MWGTs is not able to feed the platform as the average
electrical load of the study case platform is 44MW. Additionally, the thermal
load of the industrial processes [13] requires one of the GTs to be in operation at
all times. Therefore, this platform always operates with at least one GT, which
provides a kinetic energy buffer for stabilizing the frequency of the grid.

Due to safety concerns, the prospective scenario investigated in Publications I
to III and VI assumed that two GTs would still operate simultaneously even with
full production from the WF. The premise of two GTs operating at all times is
kept in this dissertation. The presence of the GTs also guarantees that the grid
is “formed” [14]. Therefore, the energy storage system grid converter (ESSGC)
operates in grid following mode.

The angular frequency of the synchronous generators is controlled by turbine
governors. The stator voltage is controlled by excitation systems. The interested
reader may find more information on the modeling of generators in [15], turbine
governors in [16], excitation systems in [17], and tuning techniques for propor-
tional, integral, and derivative (PID) regulators in [18].

https://www.python.org/
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2.4.2 Wind Farm

Riboldi et al. [19] suggested in a techno-economical study that a reduction of
approximately 30% of the annual CO2 emissions can be achieved if the study-
case platform were connected to a 12MW floating offshore WF. The reduction,
however, depended on the installation of a centralized hybrid ESS with 4MW
proton exchange membrane (PEM) fuel cells and 6MW PEM electrolyzers. In
Publication II, a set of three 4MW WTs was used as a prospective scenario for
proposing a sizing methodology for the platform’s hybrid ESS. This same scenario
was used in Publications I, III, and VI and is, therefore, adopted in this dissertation.

Figure 2.5 shows the WTs with their HV underwater cables forming the col-
lector system that feeds the platform. To minimize losses, the collector system
operates at 33 kV. The three WTs employ full-power back-to-back PECs that
isolate the mechanical oscillation modes on the turbine side from the electrical
oscillation modes on the platform’s grid side [20]. This fact allows for a simplified
representation of the wind turbine units in the study case model. Different strate-
gies for modelling the WTs were used in Publications I, II, and VI. These will be
detailed later in chapter 3 and chapter 5.

2.4.3 Energy Storage System

As suggested by Riboldi et al. [19] and illustrated in figure 2.5, a hybrid ESS is
employed in the study case for counteracting the effects of wind variability and
intermittency. A fast energy storage device (ESD) composed of a battery and a
dc/dc converter provides reserves for the short termwind and load variations. The
main purpose of the battery is to reduce the burden on the turbine governors due
to fast frequency regulation. The paired electrolyzer and fuel cell with their own
dc/dc converters form one single ESD. Energy is stored as hydrogen when there is
wind overproduction. Hydrogen is transformed into electricity when there is little
production from the WF. The control structure chosen for the converters of the
ESS will be detailed in chapters 3 and 4.

2.4.4 Loads

The local loads in figure 2.5 represent amix of CPL and CZL that can be changed in
steps for testing the dynamic characteristics of the model. A substantial part of the
loads are interfaced to the grid via PECs. The level of details with which these loads
are modeled varies throughout this dissertation and is explained in greater detail
in each chapter. It is, nonetheless, important to remark that the platform’s water
injection system is assumed to operate as fast converter-interfaced flexible loads
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that can provide primary power reserves. The operation of the water injection
system in conjunction with wind power has, for instance, been assessed by [21–24].

2.5 NEXT STEPS

After this brief presentation of key concepts such as stability in electric grids, a
simplified rotating mass model, time scales of the control phenomena, and an
introduction to the study-case employed throughout this dissertation, the next
chapter studies a control structure for providing inertial, primary, and secondary
power reserves for frequency regulation from converter-interfaced ESSs.
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CHAPTER 3

Control Structures for Converter-Interfaced Energy
Storage Systems

RESEARCH GOALS AND CONTRIBUTIONS TO THE SCIENTIFIC LITERATURE

Control structures for isolated grids in which traditional synchronous generation
is complemented by intermittent renewable energy sources (RES) are proposed
in this chapter, which is tied to Research Goal II and aims to answer Research
Question II. The focus is on the outer control loops of a converter-interfaced
energy storage system (ESS) that provides frequency control support for an isolated
grid. Contribution I to the scientific literature is presented in this chapter, which
compiles the contents of Publication I.

Power and energy demands vary during the different frequency control phases.
Secondary reserves require the largest energy storage, followed by primary reserves
and inertial support. However, inertial support demands the steepest rates of
change of power, followed by primary and secondary reserves. Today’s energy
storage solutions vary considerably in peak power capacity, rate of change of
power limitations, and energy density. There is no one-size-fits-all energy storage
device (ESD) that is able to store the necessary energy, provide the required peak
power, and change the power as fast as required to provide frequency control
support during all phases. Therefore, hybrid solutions combining different types
of ESDs are becoming a preferred choice in transportation and power system
applications [1].

Figure 3.1 illustrates the centralized hybrid ESS employed in study cases by
Publications I, II, and VI to counteract the negative effects of wind intermittency
in the stability and frequency control of an oil and gas (O&G) platform expected
to be connected to an offshore wind farm (WF). The ESS combines the specific
characteristics of different ESDs. The electrolyzer and fuel cell produce or consume
hydrogen for providing the slower secondary reserves for frequency control. The
battery acts as a fast ESD for the short-term variations supplying inertial and
primary reserves. The ESDs operate in dc and are interfaced to the grid via a
bidirectional ac-dc converter. An inductive-capacitive-inductive (LCL) filter stage
connects the ESS to the platform’s main high-voltage (HV) busbar. The step-up
transformer serves as the grid-side inductance of the LCL filter. Although not
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listed among the main contributions of this dissertation, it is worth remarking that
an analytical sizing method for hybrid ESSs and a literature review on designing
the LCL filter were presented in Publication II.
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FIGURE 3.1 Schematic diagram of a hybrid ESS.
© Daniel Mota 2023 | Redrawn and recomposed from Publication I | Source code information at Part III.

The power consumed by the industrial processes and the power supplied to
the study case’s grid must be continuously equalized. Albeit in a different time
scale, the ESS in figure 3.1 features an analogous power balancing problem. The
power provided by the ESDs and the power extracted from the dc-link by the
grid converter (GC) must be continuously equalized. Therefore, a set of control
structures for this hybrid ESS must take both power balancing problems into
consideration. In this chapter, the control strategy described in Publication I
for providing inertial, primary, and secondary frequency reserves with a hybrid
ESS in an isolated electric grid is presented. This strategy is based on established
proportional, integral, and derivative (PID) techniques and does not rely on fast
communication links between different ESDs or the platform’s powermanagement
system (PMS). It also provides the means for the ESS to deliver voltage and reactive
power support.

The chapter is organized as follows: the power balancing problem within
the ESS is discussed in section 3.1; the control structures for the hybrid ESS
are presented in section 3.2; the dynamic performance of these structures for
supporting the frequency control of the study case’s isolated grid is analyzed in
section 3.3; a discussion is made in section 3.4; and, finally, the concluding remarks
are listed in section 3.5.

3.1 POWER BALANCING WITHIN THE ESS

At the core of the ESS shown in figure 3.1, in the dc link, there is a capacitor bank
represented by Cdc. In a way similar to the rotating masses of the ac grid, the
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capacitor bank maintains an energy buffer given by equation (3.1). The amount of
energy stored in the dc link divided by the GC’s rated apparent power will later be
used for scaling purposes in chapter 6.

E =
Cdc vdc

2

2
. (3.1)

Variations in the dc-link voltage (vdc) indicate a power imbalance between
the ESDs and the GC. In other words, if the power supplied by the ESDs and the
power transferred from the dc link to the ac grid by the GC are in equilibrium,
the voltage atCdc is constant. If the net power supplied to the dc link is positive,
vdc increases in conjunction with the energy E. Conversely, if the net power is
negative, vdc decreases. Assuming that losses on the converters and dc link of
the ESS are negligible, the dynamic behavior of vdc described in terms of the net
current provided by the ESDs to the dc-link (ies) and the dc current entering the
GC (idc) is

Cdc
dvdc
dt︸ ︷︷ ︸

Buffer

= ies︸︷︷︸
from the ESDs

− idc︸︷︷︸
to the ac side

. (3.2)

Like a turbine governor controlling the ac grid frequency, the ESS features
an internal dc voltage regulator acting on either the ESD or GC power flow to
constrain vdc variations. Naturally, this dc voltage regulator acts in a fraction of
the time scales for ac grid frequency control, see section 2.3. Failure to control vdc
results in a voltage collapse of the ESS or significant power oscillations. However,
note that the larger the capacitance Cdc, the larger the energy buffer E and the
more forgiving the system is to imbalances between the ESDs and GC. Therefore,
sizingCdc becomes a techno-economical task that has consequences to the tuning
and dynamics of the dc voltage controller. Although considered outside the scope
of this dissertation, this issue is discussed in the algebraic method for sizing the
ESS proposed in Publication II.

In the next sections, the ESS control structures for ac grid frequency support
and internal vdc regulator described in Publication I are presented.

3.2 ESS CONTROL STRUCTURE

The main control structures employed in the battery converter (BC) and GC of the
hybrid ESS shown in figure 3.1 are presented in this section. Notice that the term
battery is used for ESDs in general in this section. The concepts presented herein
are also applicable to fuel cells and electrolyzers with only minor adaptations. It is
important to emphasize that an approach based on traditional PID controllers is
adopted as those are well-proven and usually available in commercial products.
Moreover, a structure that does not rely on a fast communication link between
the different converters of the ESS or with the platform’s PMS is chosen. Finally,
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all power electronic converters (PECs) of the ESS operate with a pulse-width
modulation (PWM) technique [2] and use cascaded control structures with a fast
inner current control loop and a slower outer loop. The faster inner current control
of the ESS converters will be further discussed in chapter 4. The PWM techniques,
however, are considered outside the scope of this dissertation.

The quantities controlled by the outer loops of the PECs in figure 3.1 are the
grid frequency (f ), the dc-link voltage (vdc), and the ac voltage at the middle of the
LCL filter (vac). Each of these loops will be described in the following subsections.

3.2.1 Grid Frequency Control

Figure 3.2 shows the control structure for the ac frequency support provided by
the ESDs of the ESS. This structure uses the measurement of the grid frequency f̂
to generate the reference

∗
ibt for the BC inner current control loop. Note that all

measurements (denoted as x̂) in the control structures are assumed to have been
properly conditioned, filtered, and scaled.
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FIGURE 3.2 Grid frequency control support with the ESS.
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The structure in figure 3.2 is divided into three branches that correspond to
the different phases of the frequency control of ac grids.

Primary response — This branch features a proportional regulator with a
gain k that defines the active power change for a given frequency deviation. This
gain is the equivalent of the inverse of the frequency droop. The higher the gain k,
the higher the contribution of the battery for a given grid frequency deviation.

Secondary response — This branch contains an integrator with a parameter
Ti. If the battery is the only device in the system supplying secondary reserves,
the integral branch can be enabled, and it will work towards removing the steady-
state error left by the droop based control of the primary response. However, if a
turbogenerator (GT) or another ESD is also a source of secondary reserves, the Ti
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branch is disabled. Then, the input ∗pS is used by the PMS to coordinate the delivery
of reserves between GTs and ESDs. Notice that the input ∗pS can also be used for
controlling the state of charge (SOC) of the battery. Although not represented in
figure 3.2, this branch contains anti-windup features that block the integration
in case the minimum and maximum output values are achieved. See more on
anti-windup in appendix C.

Inertial response — This is the derivative branch with a gain kd that estab-
lishes the active power response to a given time derivative of the grid frequency.
Contrary to the “real” inertial response provided by rotating masses, the inertia
emulation from the battery relies on a frequency measurement that is inherently
noisy. Therefore, a low-pass filter (LPF) stage with a time constant Td is necessary
in the derivative branch. The dynamic contribution of this branch will be analyzed
in section 3.3.1.

The minimum and maximum values (
∗
ibtmax and

∗
ibtmin) in figure 3.2 provide

the means for dynamically limiting the operation based on SOC, temperature, or
other conditions of the ESD. The rate-of-change limiters are not necessarily static
nor symmetric. Moreover, the power-to-current block compensates for variations
in the battery voltage. It turns the BC into a constant power device (CPD). Due to
the possible detrimental effects of this nonlinear feature, it was not implemented
for Publication I and is not present in the results shown in section 3.3. It will be,
nonetheless, activated for the results presented later in chapter 5.

3.2.2 Dc Voltage Control

The energy storage system grid converter (ESSGC) ensures, indirectly by control-
ling the dc-link voltage, that the net power provided by the ESDs is transferred
to the ac grid. Figure 3.3 shows the dc-voltage control loop of the GC, which
is performed with a proportional and integral (PI) regulator. More information
on the structure of the PI regulators used throughout this dissertation with their
anti-windup features is available at the appendix C. The measured value of the
dc-link voltage in pu is subtracted by one and is used as input to a PI regulator.

Given the conventions adopted in this work, the dc-voltage PI regulator im-
plements the following logic with the reference

∗
ird, which is always kept within

minimum and maximum limits:

• when v̂dc > 1 pu, then
∗
ird increases, resulting in more power transferred

from the dc to the ac side of the converter;
• when v̂dc < 1 pu, then

∗
ird decreases.

For improving the dc-voltage dynamics, a feed-forward path (̂ies) is employed
for the net current provided by the ESDs. Notice that this feed-forwarding scheme
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does not require a fast communication link between the converter of the ESDs
and the GC. If a dc-current measurement transducer is connected at the electrical
point marked by ies in figure 3.1 and interfaced with the GC controller, then no
direct communication with the different ESDs is necessary. The output of the PI
regulator added to the feed-forward component îes becomes the reference

∗
ird in

the direct axis of the rotating reference frame (RRF). This reference is forwarded
to the GC’s fast inner current controller. See appendix A for information on the
reference frames and transformations adopted in this dissertation.
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FIGURE 3.3 Control of the dc-link voltage of the ESS. Although implemented, the anti-windup
features are not represented in this block diagram for clarity purposes.
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It is worth mentioning that the performance of current controllers operating
in RRFs is affected by unbalanced three-phase loads, i.e., when the loads on each
of the phases of the system are considerably different. Within the scope of this
dissertation, a strategy known as dual RRF current controller has been investigated.
This strategy relies on splitting three-phase measurements into two components,
one called positive sequence and the other negative sequence. A literature review
and a comparison of controllers with different sequence separation strategies was
done in Publication III. A method for sequence separation applied directly to the
RRF was described in Publication IV. The contents of these two publications are
compiled in chapter 4.

3.2.3 Ac Voltage Control

The root-mean-square (RMS) value of the three-phase voltage at the center of the
LCL filter in figure 3.1 (vac) is controlled by the PI regulator shown in figure 3.4.
See more on the anti-windup features of the PI in appendix C. The measured value
v̂ac is subtracted by the reference

∗
vac, which can be set to a fixed value, for instance,

1 pu, or can be controlled by a reactive power outer loop. Given the conventions
adopted in this work, the ac-voltage PI regulator implements the following logic:

• when v̂ac >
∗
vac, then

∗
irq increases, resulting in more reactive power sup-
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plied by the converter;
• when v̂ac <

∗
vac, then

∗
irq decreases.

Σ kg kp

1

sTi

Integrator with anti-windup

Σ

∗
irqmin

∗
irqmax

Dynamic limits

Reference to GC’s
inner-loop current

regulator

∗
vac −

v̂ac
+

+
∗
irq

+

FIGURE 3.4 Control of the ac voltage in the ESS.
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In chapter 5, the ac voltage control outer loop uses as feedback the amplitude
of the positive sequence content of the voltage. Sequence isolation methods will
later be discussed in chapter 4.

3.2.4 Reactive Power Control

The GCs of the isolated grid under study in this work have, within their capacity
limits, control over the RMS value of the voltage in the middle of their LCL filters
(markedwith vac in figure 3.1). The reactive power exchange through the converter
transformer is dictated mainly by the difference in the amplitudes of vac and vg .
Evenwithout a direct measurement of vg in figure 3.1, the reactive power exchange
can be controlled by increasing or decreasing the reference voltage ∗vac in figure 3.4.
This can be implemented by a PI regulator placed in an outer loop.

In chapter 5, the wind turbine grid converters (WTGCs) run in reactive power
control mode, whereas the ESSGC runs only in ac voltage control mode. However,
for the results shown in this chapter section 3.3, all WTGCs of the study-case
grid run in voltage control model, whereas the ESSGC runs with its reference

∗
irq

forced to zero, providing no voltage nor reactive power support.

3.3 DYNAMIC BEHAVIOUR OF ESS SUPPORTING AN ISOLATED GRID

In this section, an analysis of the dynamic behaviour of a hybrid ESS equipped
with the control structures described in section 3.2 is presented. Results of com-
puter simulations illustrate the discussion. The simulation models were originally
developed in MathWorks MATLAB Simulink R2016a for Publication II (Reposi-
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tory II). However, for Publication I and for this chapter, these original models were
re-written in DIgSILENT PowerFactory 2020 SP2A (Repository I).
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FIGURE 3.5 Single line diagram of the study case used to evaluate the dynamic behavior of a hybrid
ESS connected to an isolated grid supplied by synchronous and non-synchronous
generation.
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Figure 3.5 shows a single-line diagram of the study case analyzed in Publica-
tion I and presented in this chapter. Two gas-powered GTs feed the platform’s
main HV busbar. The platform’s power consumers are modeled as two constant
impedance loads (CZLs), one for the base load and one for a “step load”. Three type
4 [3] offshore floating wind turbines (WTs) are connected to the main busbar via
an HV underwater collector system. PowerFactory’s detailed model with PWM
switching with built-in fast current controllers in the RRF [4] are used for the GCs
of the ESS and WTs. A simplified average model of the ESD’s dc/dc converters is
used. For details on PECs modeling strategies, see [5]. The converters’ outer loops
were manually programmed in PowerFactory.

Three cases are used for analysis and discussion in this chapter:
Case 1 — ESS is connected but does not provide support power reserves.
Case 2 — ESS provides primary reserves;
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Case 3 — ESS provides inertial and primary reserves.

For all three cases, the following conditions apply. The base load is 44MW and, at
instant t = 1 s, the step load of 4MW is connected to the platform’s HV busbar.
The turbine governors (GT1,GT2) are represented by a GAST model [6] and run
in speed control with a droop of 4.7 %. The excitation systems (GT1, GT2) are
represented by an AC1C model [7] and control the HV busbar voltage. Each of the
wind turbine converters (WT1GC, WT2GC, WT3GC) supplies a constant power
of 4MW and regulates the voltage at the 690 V side of the converter transformers
(WT1TR, WT2TR, WT3TR) to 1 pu. The ac/dc converter of the ESS (ESSGC) runs
in dc voltage control mode, as illustrated in figure 3.3. The ac voltage support
provided by theESSGC is forced to zero, i.e., with

∗
irq = 0 in figure 3.4. The fuel cell

converter (FCC) is set to supply a slow secondary response to frequency variations.
This response, however, is not significant within the time scales analyzed in this
chapter.

3.3.1 Frequency Support Provided by the ESS

Figure 3.6 shows the responses to the connection of the 4MW step load at t = 1 s.
The responses for case 1 are shown in solid green, the ones for case 2 in solid red,
and the ones for case 3 in solid blue. Notice that, as the loads are modeled as CZLs,
the total power consumed (figure 3.6a) varies with the platform’s main busbar
voltage (figure 3.6f). It is also possible to notice that there is room for improvement
if the ac voltage support were to be provided by the ESSGC. The power supplied
by the WTs that arrives at the platform’s busbar is also affected by the voltage
variations caused by the step load, as shown in figure 3.6e. The following remarks
are worth making regarding the differences in the dynamic responses of the cases 1
to 3 in figures 3.6b, c, and d.

• Case 1 (solid green): the GTs supply the totality of the extra power demanded
by step load. The generator speed drops after t = 1 s and reaches the
minimum, known as nadir, at t = 1.8 s. The primary response of the GTs,
i.e., the droop of 4.7 %, brings the generator speed up to 49.85Hz. The
behaviour of the generator speed is noticeably oscillatory but still damped.

• Case 2 (solid red): the GTs and the ESS share the burden of providing
the extra power to the step load. The primary frequency control support
provided by the ESS improves the nadir, which happens at t = 1.6 s. The
primary responses of the GTs and ESS together bring the frequency up to
49.9Hz.

• Case 3 (solid blue): the GTs and the ESS share the extra power demanded
by the step load. The fast response of the ESS due to the derivative term
manages to improve the nadir. The behavior of the generator speed is
considerably less oscillatory than the ones observed for cases 1 and 2.
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FIGURE 3.6 Dynamic response after the connection of a 4MW step load to the platform’s main
busbar. Case 1 in green, case 2 in red, and case 3 in blue.
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3.3.2 Dc Voltage Control within the ESS

Figure 3.7 shows the effect on the dc voltage of operating with or without the feed-
forward scheme during the transient with ESS inertial and primary support (case 3).
It is clear that the dc voltage control becomes worse without the feed-forward
scheme. The differences are, however, considerably small. Nevertheless, the lower
the capacitance connected to the dc link, the higher the dc voltage variations will be
during transients. Therefore, the improved dynamic provided by the feed-forward
can be necessary when a reduction of the capacitance bank is desirable.
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FIGURE 3.7 Influence of the feed-forwarding ies in the control of the ESS dc-link voltage. Case 3
with inertial and primary support provided by the ESS. The response with feed-
forwarding scheme active is shown in blue, and inactive is shown in red.
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3.3.3 Frequency as a Global Variable

The theoretical framework adopted in this dissertation assumes that the electrical
frequency across the whole platform and the mechanical rotating speed of the GTs
can be treated as one unique variable. A comparison is made for case 3 to test the
validity of the “global frequency” assumption. Figure 3.8 shows, inHz, the electrical
frequency at the low-voltage (LV)-side of the ESS transformer (ESS 690V) and at the
LV-side of theWT3 transformer (WT3 690V). TheWT number 3 is the one farthest
from the platform. The electrical measurement is performed with PowerFactory’s
built-in phase-locked loops (PLLs) [4, 8]. The mechanical rotating speeds of the
GTs, scaled tomatch 50Hz, are also shown. They are almost identical to each other.
There are, however, small differences between the measured electrical frequencies
and the mechanical speeds right after the step load is applied. The sudden change
in the voltage profile at the platform’s HV busbar (not shown in Figure 3.8 but
visible in figure 3.6f) is detected by the PLL at the LV-side of the ESS transformer
as a small but sharp frequency dip. For WT3, which is farther from the transient
source, the measured electrical frequency features a smoother dip. The derivative
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part of the frequency support provided by fast ESD might respond poorly to these
dips in the electrical frequency measured with PLLs.
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FIGURE 3.8 Case 3, mechanical rotating speed and electrical frequency. To allow the comparison
between mechanical and electrical quantities, the mechanical rotation of the GTs has
been scaled so 1800min−1 equals 50Hz.
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3.4 DISCUSSION

A centralized hybrid ESS can be used to alleviate the negative consequences of
connecting an intermittent energy source to an isolated electrical system. However,
this concept poses technological challenges that were identified and discussed in
this chapter. Among them, the following challenges can be highlighted.

• Dc voltage: the feed-forward scheme described in this chapter may play
an important role in a future optimization of the dc-link capacitor bank
sizing and, consequently, in the ESSGC cost, weight, and space requirements.
However, such an analysis is considered outside the scope of this dissertation.

• Ac voltage: the ESS is capable of providing reactive power support reducing
voltage sags and swells during transients. Nevertheless, fast interactions
between the ESS converters, other large PECs in the platform, and WTs
were not assessed in detail in this chapter. This topic will be addressed in
chapter 5.

• Primary reserves: in the scenario analysed in this chapter, both theGTs and
the ESS were providing primary reserves. The consequences of increasingly
transferring the primary frequency control from the GTs to the ESS will be
further investigated in chapter 5

• Inertial reserves: electrical transients can produce fast changes in the ac
frequency that are not representative ofmechanical changes in the rotational
speed of the GTs. These fast changes in the electrical frequency can be
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detrimental to the performance of ESDs providing inertial reserves, i.e.,
with the derivative part of the controller in figure 3.2 active. In chapter 5, a
theoretical framework is presented for evaluating the necessity of using, or
not using, the derivative controller.

3.5 CONCLUSION

In this chapter, the possibilities provided by a centralized hybrid ESS for alleviating
the negative consequences of integrating an offshoreWF to the ac grid of an isolated
O&G platform were analyzed. A set of structures for providing inertial, primary,
and secondary reserves to frequency control and for controlling the internal dc
voltage of the ESS was presented. These structures are based on established PID
techniques and do not rely on fast communication links between the different
converters of the ESS nor with the platform’s PMS. The proposed concept shows
promising results when assessed through the publicly available models developed
for Publications I and II.
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CHAPTER 4

Current Control in Power Electronic Converters

RESEARCH GOALS AND CONTRIBUTIONS TO THE SCIENTIFIC LITERATURE

This chapter is tied toResearchGoal I, which addresses possible causes of instability,
and to Research Goal II, which proposes control structures. It focuses on the
power electronic converters (PECs)’ fast inner current controllers operating in
single or dual rotating reference frames. Contribution II from Publication III and
Contribution III from Publication IV, as well as passages from Publication V, are
compiled in this chapter.

In the previous chapter, the outer-loop control structures for providing ac fre-
quency support, ac voltage and/or reactive power support for an isolated grid fed
by traditional synchronous generation, connected to an offshore wind farm (WF)
and supported by a converter-interfaced energy storage system (ESS), were pre-
sented. The outer-loop controller for the ESS’s dc-link voltage was also introduced.
The dynamic behavior of these outer loops was assessed omitting a vital part of the
control of PECs, namely, the faster inner-loop current controllers. All the outer
loops described in chapter 3 provide current references for a faster inner-loop
control structure of the PECs. The performance of the outer loops is, therefore,
linked to the performance of the inner ones.

Fast inner-loop current controllers operating in rotating reference frames
(RRFs) are the focus of this chapter that compiles the main contributions of Publi-
cations III and IV. Contents from Publication V have also been included. These
main contributions are as follows:

1. An analysis of the root cause of oscillations with the fundamental frequency
observed in the dc-link of the ESS when the grid converter (GC) was oper-
ated with dual RRF current controllers. These oscillations are directly tied
to the transitory exponentially decaying dc currents that appear in three-
phase systems with high reactance-resistance ratio (X/R) and the way dual
RRF controllers split the positive and negative sequence measurements.
An evaluation of the expected range ofX/R seen from the energy storage
system grid converter (ESSGC) terminals towards the isolated ac grid is also
provided.

2. A comparison of the performance of dual RRF controllers employing known

43
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sequence isolation methods and employing a delayed signal cancellation
(DSC) technique, described in Publication IV, that is applied directly to
the RRFs and is named herein DSCdq . This proposed technique removes
an intermediate step with filtering in the stationary reference frame (SRF)
demanded by the traditional DSC. The DSCdq is also simpler to implement
as it does not mix values from different axes of the dq frame as the DSCαβ

does with the values from the αβ axes.
3. A mathematical proof of the equivalence between the traditional DSC per-

formed in the αβ frame and the proposed DSCdq applied directly in the dq
frame.

The chapter is organized as follows: the current control in RRF is presented
in section 4.1; the dual RRF current controllers are introduced in section 4.2;
the role of exponentially decaying dc currents in causing oscillations in the dc-
link voltage of PECs employing dual controllers is investigated in section 4.3;
sequence separation methods are presented in section 4.4; the performance of
known sequence separation methods and the DSCdq are compared in section 4.5;
and, finally, the concluding remarks are listed in section 4.6.

4.1 CURRENT CONTROL IN A ROTATING REFERENCE FRAME

The isolated electric grid under study in this dissertation employs converter-
interfaced generation and loads. To enable the use of traditional proportional
and integral (PI) regulators, instead of working with sinusoidal voltages and cur-
rents in the natural reference frame (NRF), the controllers of the PECs operate on
RRFs [1]. This strategy is known in the industry as vector control and relies on
the transformation of measurements between the NRF and RRF (abc↔dq). See
appendix A for the list of reference frame transformations used throughout this
dissertation.

∼
=

Converter
R i L

∼
Grid

vc vg

FIGURE 4.1 Idealized single-line diagram of a converter connected to the grid through an RL
impedance. The dc side of the converter is not represented.
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Figure 4.1 shows a single-line diagram of an idealized PEC connected to an
ideal voltage source through a reactor modeled as a resistanceR in series with an
inductance L. The grid voltage is denoted by vg , the converter voltage by vc, and
the current flowing from the converter to the grid is denoted by i. The relationship
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between the current and voltages in the NRF in this idealized system is given by

vg(t) +Ri(t) + L
di(t)

dt
= vc(t)

which can be expanded into


vga(t)
vgb(t)
vgc(t)


+R



ia(t)
ib(t)
ic(t)


+ L

d

dt



ia(t)
ib(t)
ic(t)


 =



vca(t)
vcb(t)
vcc(t)


 . (4.1)

The variable to be controlled in equation (4.1) is the current [ia ib ic]
⊤ flowing

from the converter to the grid. The grid voltage [vga vgb vgc]
⊤ acts as a disturbance.

The converter synthesizes [vca vcb vcc]
⊤ under the commandof a current regulator

that operates in the RRF. By re-writing the voltage and current measurements
from the abc frame into the rotating dq frame with the transformation T+ from
appendix A, equation (4.1) becomes

[
vgd
vgq

]
+R

[
id
iq

]
+ωL

[
0 −1
1 0

][
id
iq

]
+ L

d

dt

[
id
iq

]
=

[
vcd
vcq

]
(4.2)

where ω is the angular frequency of the grid voltage.
The voltages, currents, and angular frequency in equation (4.2) are functions

of time. The the notation (t), however, is omitted for the sake of clarity. The
step-by-step algebraic manipulation from equation (4.1) to equation (4.2) is shown
in appendix A section A.3.2. Notice that the dq axes are coupled. The current iq
influences the voltages in the d axis, whereas the current id influences the q axis.

4.1.1 Decoupling the d and q Axes

The converter voltages [vca vcb vcc]
⊤ are synthesized according to the following

reference values [∗vcd
∗
vcq]

⊤ in the RRF
[∗
vcd
∗
vcq

]

︸ ︷︷ ︸
Reference

=

[
vcdPI
vcqPI

]

︸ ︷︷ ︸
PI regulator

+

[
v̂gd
v̂gq

]

︸ ︷︷ ︸
Feed forwarding

+ ω̂L

[
0 −1
1 0

] [̂
id
îq

]

︸ ︷︷ ︸
Decoupling

. (4.3)

These reference values, which are forwarded to the converter pulse-width modula-
tion (PWM) stage [2], are composed of three different parts.

1. Outputs of two PI regulators responsible for controlling id and iq .
2. A feed-forwarding scheme that aims to cancel the influence of vg .
3. Decoupling terms which are composed by the estimated inductance L be-

tween the output of the converter and the point at which the grid voltage vg
is measured and by the measured values of i and ω.
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If one assumes for simplification purposes that the converter is sufficiently
fast for guaranteeing [vcd vcq]

⊤ ≈ [
∗
vcd

∗
vcq]

⊤, then equation (4.2) can be written
as

[
vgd
vgq

]
+R

[
id
iq

]
+ωL

[
0 −1
1 0

][
id
iq

]
+ L

d

dt

[
id
iq

]
=

[
vcdPI
vcqPI

]
+

[
v̂gd
v̂gq

]
+ ω̂L

[
0 −1
1 0

] [̂
id
îq

]
.

Additionally, if the measurement delays are assumed to be negligible, i.e., ω ≈ ω̂,
vg ≈ v̂g , and i ≈ î, then the multiple-input multiple-output (MIMO) system
represented by equation (4.2) becomes two independent single-input single-output
(SISO) systems, one for each axis of the RRF, which are described by

R

[
id
iq

]
+ L

d

dt

[
id
iq

]
=

[
vcdPI
vcqPI

]

and result in the following transfer functions

id
vcdPI

(s) =
1/R

1 + sL/R
and iq

vcqPI
(s) =

1/R

1 + sL/R
.

In the RRF, the system can be modeled by low-pass filters (LPFs) with gain equal
to the inverse ofR and time constant equal to L/R.

Σ
+

∗
id

−
îd

k

(
1 + sTi

sTi

)
Σ

+

+

v̂gd

−

ω̂L̂iq

Σ

∗
vcd vcd +

−

vgd

+

ωLiq

1/R
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+

∗
iq

−
îq
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(
1 + sTi

sTi
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Σ
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FIGURE 4.2 Current controller in the RRF.
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Figure 4.2 presents a block diagram of the converter current controller in the
RRF. Current and voltage measurement delays are not represented, neither are
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the PWM switching dynamics. Notice that PI regulators1 are represented in the
following form

G(s) = k
1 + sTi

sTi

which is suitable for the application of the Modulus Optimum tuning technique
described by Fröhr and Orttenburger [3] with the adaptations for discrete time
controllers proposed by Suul et al. [4]. The application of these tuning techniques,
however, will not be further discussed in this dissertation.

4.2 DUAL RRF CONTROLLERS

The traditional control in the RRF of three-phase voltage source converters (VSCs)
assumes that grid voltages are reasonably balanced. However, imbalances may
appear in practical applications of PECs. When the grid voltage is not balanced, a
second harmonic component appears in the instantaneous active power and hence
dc-link voltage of the converter [5]. This degrades the performance and stability of
the VSC. The performance of a VSC operating under unbalanced, reduced voltage,
or fault conditions can be improved by dual RRF current controllers [6–9].

Sequence
Separation

abc 7→dq+

abc 7→dq−

v̂g

î

θ̂

Regulator
idq+

v̂gdq+

îdq+

Regulator
idq−

v̂gdq−

îdq−

∗
id+,

∗
iq+

∗
id−,

∗
iq−

∗
vcdq+

dq+ 7→abc

θ̂

Σ

∗
vc+

∗
vcdq−

dq− 7→abc

θ̂

∗
vc−

PWM
∗
vc

FIGURE 4.3 Dual RRF current controller. The timed dependency (t) of the signals has been omitted
for clarity.
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Figure 4.3 shows a block diagram representation of a dual controller of a grid
connected VSC. The controller operates with two RRFs and handles separately the
positive and negative sequence of three-phase voltages and currents. The sequence
separation block on the left-hand side of figure 4.3 receives the measured grid
voltage v̂g(t), measured current flowing out of the converter î(t), and the angle
1See appendix C for more information on the structure of the PI regulators used throughout this dissertation.
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θ̂(t) of the grid voltage as inputs . The angle θ̂ is provided by a phase-locked loop
(PLL) measurement device. More information on the inner workings of PLLs can
be found in appendix B.

Two outer loops with their own PI regulators (not represented in figure 4.3)
control the converter’s dc voltage and the reactive power exchange with the grid.
The current reference

∗
id+ controls the converter’s dc voltage and

∗
iq+ controls

the reactive power exchange with the grid. These outer loops have already been
discussed in chapter 3, see figures 3.3 and 3.4. The negative-sequence references
(
∗
id−,

∗
iq−), however, are calculated for mitigating second harmonic oscillations

in the active power and dc-link voltage [10, 11] caused by unbalanced operation.
When the transformations in appendix A are considered, the negative-sequence
current references are given by



∗
id−
∗
iq−


 = −

[
−v̂gd+ v̂gd+
v̂gq+ v̂gq+

]−1 [−v̂gd− v̂gq−
v̂gq− v̂gd−

]

∗
id+
∗
iq+


 . (4.4)

The structure of the positive (idq+) and negative sequence current (idq−) regu-
lators of figure 4.3 is the one presented in figure 4.2. The currents on the controller
side of figure 4.2 are representations in the RRF of actual quantities in the process,
whereas the currents on the left-hand side are measurements inside the controller.
This also applies to the voltages and to the angular frequency. Delays, attenuation,
offsets, and phase shifts introduced by analog-to-digital conversions and filtering
degrade the performance of the PI regulators and can, potentially, disrupt the feed
forwarding and the decoupling schemes. Within this context, it is important to
investigate how a common transient phenomenon present in three-phase electrical
systems, namely, exponentially decaying dc currents, affects the performance of
dual RRF current controllers.

4.3 UNDERSTANDING THE INFLUENCE OF EXPONENTIALLY DECAYING DC CURRENTS

IN DUAL RRF CONTROLLERS

For understanding the effects of exponentially decaying dc currents on the control
of power converters, it is important to recapitulate a few basic principles. If an
ideal three-phase voltage source with the following output

v (t) =



va (t)
vb (t)
vc (t)


 = V




sin (ωt)
sin (ωt− 2π/3)
sin (ωt+ 2π/3)




︸ ︷︷ ︸
Positive sequence

(4.5)
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is connected at time t = 0 s to a resistive and inductive (RL) load, the current
supplied to the load is

i (t) =
V

∥Z∥



e−t/τ




sin (φ)
sin (φ+ 2π/3)
sin (φ− 2π/3)




︸ ︷︷ ︸
Exponentially decaying dc

+




sin (ωt− φ)
sin (ωt− φ− 2π/3)
sin (ωt− φ+ 2π/3)




︸ ︷︷ ︸
Positive sequence




(4.6)

where φ = arctan (ωL/R), τ = L/R, and ∥Z∥ =
√
(ωL)2 +R2.

Figure 4.4 shows an example of the voltage v from equation (4.5) with ampli-
tude 0.1 pu that is connected at time t = 0 to an RL load with resistance equal
to 0.025 pu and reactance equal to 0.5 pu. In addition to the positive sequence
three-phase sinusoidal response to the voltage, the currents through the load (fig-
ure 4.4b) also feature an exponentially decaying dc characteristic that constitutes
neither positive nor negative sequence. These dc components do not form a zero
sequence either as their sum is continuously equal to zero. Notice that sinusoidal
oscillations appear in the instantaneous powers (figure 4.4c) supplied to the load.
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FIGURE 4.4 Exponentially decaying dc components. A three-phase ideal voltage source with ampli-
tude 0.1 pu is suddenly connected at t = 0 to an RL load.
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Equation (4.7) describes the exponentially decaying dc component of the cur-
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rents in figure 4.4b.

ie (t) =
V

∥Z∥ e−t/τ




sin (φ)
sin (φ+ 2π/3)
sin (φ− 2π/3)


 (4.7)

When moved into the positive-sequence RRF, and by using θ = ωt in the transfor-
mation T+ from equation (A.10) in appendix A, ie becomes

iedq+ (t) =
2

3
T+ (ωt) ie (t) =

V

∥Z∥ e−t/τ
[
− cos (ωt+ φ)
sin (ωt+ φ)

]
.

When moved into the negative sequence RRF, ie becomes

iedq− (t) =
2

3
T− (ωt) ie (t) =

V

∥Z∥ e−t/τ
[
cos (ωt− φ)
− sin (ωt− φ)

]
.

Notice that ie appears as an exponentially decaying oscillation with the fundamen-
tal frequency ω both on the dq+ and on the dq− frames.

The instantaneous power dissipated by ie from equation (4.7) in the load can
be calculated with quantities in the RRFs or in the NRF with

p (t) =



va (t)
vb (t)
vc (t)



T 

ia (t)
ib (t)
ic (t)


 =

3

2

[
vd+ (t) vq+ (t)

] [id+ (t)
iq+ (t)

]

=
3

2

[
vd− (t) vq− (t)

] [id− (t)
iq− (t)

]

which result in
p (t) = −3

2

V 2

∥Z∥e
−t/τ cos (ωt+ φ) . (4.8)

Transient dc currents in the abc frame cause an oscillation in the instantaneous
power delivered by the voltage source to the load. Active power oscillations directly
affect the dc-link voltage of a power converter. If a dual controller is expected
to dampen exponentially decaying dc components in the abc frame, it should
preserve the fundamental frequency components of the measurements in the dq
frames. However, as demonstrated later in section 4.4, a dual sequence current
controller relies on filtering out the second harmonic from its RRFs. Unfortunately,
completely filtering out the second harmonic while simultaneously maintaining
the fundamental with zero attenuation and phase shift cannot be achieved with
causal filters [12].

4.3.1 Expected Range of X/R

If not actively damped, the exponentially decaying dc currents caused by a sudden
change in the ac voltage of a three-phase systemwould last for approximately three
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time constants τ , see equation (4.6). For the purposes of this dissertation, which
focuses on the control and stability of an isolated grid supported by a converter-
interfaced ESS, it is important to establish the expected range of theX/R seen by
the ESSGC.

11 kV

Platform HV Busbar
Energy Storage

GT1
44MVA
35.2MW
11kV

GT2
44MVA
35.2MW
11kV

Turbogenerators

ESSTR
10MVA

ESSLac

ESSCac ESSRac
0.69 kV

∼
=

ESSGC
10MVA

Base Load

Base Load
44MW

FIGURE 4.5 Simplified single line diagram of the study case used to evaluate theX/R impedance
seen from the ac terminals of the GC of the ESS towards the platform main HV busbar.
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Figure 4.5 shows an excerpt of the study case analyzed in this dissertation, pre-
viously shown in figure 3.5 and later used in figure 5.9. To establish a representative
range for theX/R seen from the ac terminals of the ESSGC, a set of conservative
simplifications are adopted. The wind farm transformer at the platform is dis-
connected from the busbar and the base load is modeled as a constant impedance
load. In addition to that, the two synchronous generators are modeled as a voltage
source behind the transient reactance x′d in series with the stator resistance rs and
the load is simplified as a fixed resistor rL. Typical short-circuit impedance and
full load losses taken from [13] are employed for xt and rt of the ESS’s transformer,
see table 4.1.

rr + jxr

rc − jxc

rt + jxt

rL

rs + jx′
d

ESSGC

FIGURE 4.6 Single-line diagram for calculation of theX/R seen from the ac terminals of the ESSGC
towards the platform’s main HV busbar in the scenario illustrated by figure 4.5.
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The main contributor to theX/R seen from the ESSGC’s ac terminals is the
converter-side reactor of the inductive-capacitive-inductive (LCL) filter, ESSLac in
figure 4.5 and xr in figure 4.6. For MW-sized converters like the ones in [14, 15],
paralleled two-level insulated-gate bipolar transistor (IGBT) bridges with individ-
ual LCL filters are typically employed. Without losing generality for estimating
the range ofX/R, the ESSGC can be modeled as one single converter with one
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single LCL.
The design of LCL filters is well documented in the literature by various au-

thors, for example, Liserre et al. [16], Peña-Alzola et al. [17], Beres et al. [18], and
Brantsæter et al. [19]. In Publications I, III, VI, and VII and in this dissertation,
the criteria described by Brantsæter et al. [19] were used for sizing the LCL filter.
Within these criteria, the reactance xr of the ESSGC’s main reactor and damping
resistance rc of the capacitive branch (see figure 4.6) depend on the PWM switch-
ing frequency Fsw. The switching frequency of MW-sized converters [14, 15] is
typically below 4 kHz.

Figure 4.7 shows a representative range of values ofX/R and xr as a function
of the PWM switching frequency for the study case under analysis in chapters 3
and 5. The impedance seen from the ac terminals of the ESSGC has an X/R
in the range of 12 to 20. Sudden changes at the voltage of the ESSGC induce
exponentially decaying dc currents with a transient time (3τ) between 100ms to
200ms. These dc currents, which are reflected as oscillations with the fundamental
frequency in the RRFs, cause oscillations with the fundamental frequency in the
active power that can lead to instabilities in the dc-link voltage regulator.
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20
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pu
) a

2500 2750 3000 3250 3500 3750 4000

ESSGC PWM Switching Frequency (Hz)
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0.25
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0.35

LC
L
x
r

(p
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FIGURE 4.7 Representative range forX/R seen from the ESSGC terminals versus the PWM switch-
ing frequency for the scenario represented in figure 4.5, i.e., with the WF disconnected.
(a)X/R. (b) LCL converter-side reactance.
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4.4 SEQUENCE SEPARATION METHODS

When an unbalanced three-phase measurement is moved to the positive-sequence
RRF with the transformation T+(θ) in equation (A.11) in appendix A, the positive-
sequence content of the measurement becomes dc, whereas the negative-sequence
content appears as second harmonic. The opposite happens when this same three-
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TABLE 4.1 Representative range ofX/R seen from the ESSGC terminals towards the platform ac
grid for the study-case employed in chapters 3 and 5 with the WF disconnected.

Value at (base) in pu
Parameter (88MVA & 11 kV) (10MVA & 690 V)

Transient reactance x′
d 0.299 -

Stator resistance rs 0.0242 -
Load resistance rL 2.00 -
Transformer reactance xt - 0.060
Transformer resistance rt - 0.005
Capacitor impedance xc - 20
Damping resistor rc - 0.336 to 0.209 (Fsw 2.5 to 4 kHz)
Main reactor resistance rr - 0.01

phase measurement is moved to the negative-sequence RRF with T−(θ), namely
the negative sequence becomes dc and the positive sequence becomes second har-
monic. Sequence separation methods, therefore, must remove second-harmonic
content from the RRFs. In the following subsections, different sequence-separation
methods are presented.

4.4.1 Notch Based Sequence Separation

In 1999, a dual RRF current control schemewas proposed by Song andNam [10]. In
this scheme, notch filters tuned to the second harmonic are employed for removing
the opposite sequence measurements from each of the dq frames as illustrated in
figure 4.8. The notch angular frequency is set to ωf = 4πFn whereFn is the rated
frequency of the grid. The damping factor ζ defines the quality of the filter. The
lower the damping, the higher the quality. However, higher quality comes at the
cost of oscillatory complex conjugated poles [20].

2
3
T+

s2+ω2
f

s2+2ζωf+ω2
f

Notch

2
3
T−

s2+ω2
f

s2+2ζωf+ω2
f

θ

mabc mdq+

mdq−

FIGURE 4.8 Notch-filter-based positive and negative sequence separation, adapted from [8, 10, 12,
21]. The measurements mabc stand for either voltages or currents. The angle θ is
provided by a PLL, but in this chapter it is assumed to be ideally measured.
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Dual-sequence current controllers employing notch filters tuned to the sec-
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ond harmonic applied directly to the RRFs were also employed by Brogan [8],
Kocewiak [12], Glasdam [21], and Zhang et al. [22].

4.4.2 DDRRF Sequence Separation

In 2012, Siemaszko [9] proposed a dual dq controller that employed the decoupled
double rotating reference frame (DDRRF)2 introduced by Rodriguez et al. [23].
Figure 4.9 illustrates the DDRRF sequence separation concept. On the top left, the
measurementmabc on the abc frame is transformed into the positive sequence dq
frame with the transformation T+. The second harmonic content present in the
dq+ is removed by the LPF with a time constant Tf resulting in the measurement
mdq+. Similarly, the LPF at the bottom of the figure isolates the negative sequence
componentmdq−. According to Rodriguez et al. [23], to guarantee a stable and
damped response of the sequence separation method, the cutout frequency of the
LPF should be lower or equal to Fn/

√
2, where Fn is the fundamental frequency

of the grid.

2
3
T+ Σ

1
1+sTf

2
3
T− T ⊤

+

2
3
T− Σ

1
1+sTf

2
3
T+ T ⊤

−

mabc
+

mdq+

−
+

mdq−

−

θ

θ

θ

FIGURE 4.9 DDRRF-based sequence separation adapted from [23]. Themeasurementsmabc denote
either voltages or currents,mdq+ denote the isolated positive sequence content, and
mdq− denote the isolated negative sequence content. The angle θ is provided by a PLL,
but in this chapter it is assumed to be ideally measured.
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In addition to the LPFs, the DDRRF sequence separation method transforms
the filtered valuesmdq+ andmdq− back into their opposite sequence frames, as
seen by the blocks in series with the transformations T+ and T− in figure 4.9. With
the help of the subtraction blocks, these transformed filtered values cancel the

2DDRRF was originally named DDSRF in [23]. In this dissertation, the “S” of synchronous is replaced by “R” of
rotating to avoid confusions with the “S” of the stationary reference frame (SRF, αβ frame).
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“wrong” sequence content present at the output of the transformation blocks on
the left-hand side of the figure.

4.4.3 Moving Averages

Moving averages (MAs) with a window equal to half the grid period (T/2) can
be used to filter the second harmonic of the grid frequency (2F ). In a digital
implementation of an MA filter running in an electronic microprocessor with
fixed sampling frequency Fs and fixed sampling time Ts = Fs

−1, the moving
average window (MAW) for removing the second harmonic is given by

n =
Fs

2F
=

T

2Ts

where n represents the number of samples equivalent to half the grid period (T/2).
One computationally inefficient way of calculating a moving average in the

discrete time domain is to perform a sum of n samples at each new cycle k as in

x(k) =
1

n

n−1∑

r=0

x(k)z−r (4.9)

where x(k) represents a generic variable, x(k) its moving average, and n is the
number of samples acquired during the past time window of half period of the grid.
Notice that the time in the discrete domain is represented by an ever-increasing
integer k that is an index and not a proportional gain. Notice also that the terms
time, sample, or cycle k referring to an instant kTs are interchangeably employed
in this chapter. In addition to that, the operator that fetches the value of a variable
at the rth previous cycle is denoted by z−r .

Orfanidis [24] describes amore efficientway of calculatingMAs. If one expands
the sum in equation (4.9), multiplies it by

1− z−1

1− z−1

and rearranges the numerator, the result is

x(k) =
x(k)

n

(
z0 + · · ·+ z−n+1

)
−
(
z−1 + · · ·+ z−n

)

1− z−1
. (4.10)

Most of the terms in equation (4.10) can be canceled, yielding equation (4.11).
Figure 4.10 shows one possible block diagram representation of equation (4.11)
adapted from [25]. It is important to remark that, even though computationally
efficient, equation (4.11) still demands the last n samples of x to be stored in
memory.
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1
N

z−N

Σ Σ

Accumulator

z−1

x(k) xacc =
x(k)
N +

xdec =
x(k−N)

N

−

xaccin(k) +

+

x(k)

FIGURE 4.10 Computationally efficient MA block built from equation (4.11), adapted from [25].
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x(k) =
x(k)

n

1− z−n

1− z−1
(4.11)

Isolated electric systems can be subjected to large frequency excursions, espe-
cially during transients. A sequence isolation method based on MAs should not be
unreasonably degraded by such variations. For the interested reader, appendix D
describes the details proposed in Publication V on how to turn the computationally
efficient MA illustrated by figure 4.10 into a frequency adaptive moving average
(AMA).

4.4.4 Delayed Signal Cancellation (DSC) in the αβ Frame

The DSC was employed for sequence isolation by several authors, for instance,
Saccomando and Svensson [7], Svensson et al. [26], Neves et al. [27], and Golestan
et al. [28]. The DSC implemented by these authors operates in the SRF and is,
because of that, denoted by DSCαβ in this dissertation. It combines values delayed
by one quarter of the grid period from one axis of the SRF with current values
from the other axis. The DSCαβ is usually described with complex values in the
literature. However, when expressed with vectors of real quantities, the DSCαβ

becomes
[
mα+(t)
mβ+(t)

]
=
1

2

([
mα(t)
mβ(t)

]
+

[
0 −1
1 0

] [
mα(t− T/4)
mβ(t− T/4)

])
(4.12)

where the vectors [mα mβ]
⊤ are the representations in the SRF of the three-phase

measurements, [mα+ mβ+]
⊤ contains the isolated positive sequence, and T/4 is

the time delay with T equal to the period of the fundamental frequency of the grid.
The DSCαβ can also be adapted for isolating the negative-sequence contents

of three-phase voltages and currents. For that, the negative-sequence reference
frame can be constructed by assuming a negative grid angular frequency ω, as
done by Song and Nam [10], or by swapping the measurements of phases b and
c, as done in Publications III and IV. Nevertheless, due to brevity concerns, the
mathematical derivation of the DSCαβ in the negative-sequence reference frame
will not be described in this dissertation.
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The DSCαβ adds an extra layer of complexity to the dual current controller
shown in figure 4.3. Instead of being transformed directly into the dq frame, the
signals have to first be transformed to the αβ frame, treated with equation (4.12),
and then transformed to the RRF. As shown in Publication IV, it is possible to
apply the DSC directly to the quantities of the dq frame.

4.4.5 Delayed Signal Cancellation (DSC) in the dq Frame

Let the αβ quantities of the DSCαβ described in equation (4.12) be written on the
dq frame with the transpose of the matrix P from equation (A.8) in appendix A.
The transformation P⊤(θ(t)) is applied to the αβ quantities in current time t,
whereasP⊤(θ(t−T/4)) is applied to the delayed quantities from time (t−T/4).
The result is, then,

P⊤(θ(t))
[
md+(t)
mq+(t)

]
=

1

2

(
P⊤(θ(t))

[
md(t)
mq(t)

]
+

+

[
0 −1
1 0

]
P⊤(θ(t− T/4))

[
mα(t− T/4)
mβ(t− T/4)

]) (4.13)

where the angle θ(t) employed in the transformation P is given by

θ(t) =

∫ t

0
ω(τ) dτ

and ω is the angular frequency of the grid. Assuming that ω is reasonably constant,
especially within one quarter of the grid period (T/4), the current and the delayed
values of the angle θ can be approximated to θ(t) ≈ ωt, and θ(t − T/4) ≈
ωt− ωT/4.

Now, let both sides of equation (4.13) be multiplied by P(ωt)

[
md+(t)
mq+(t)

]
=

1

2

([
md(t)
mq(t)

]
+

+P(ωt)

[
0 −1
1 0

]
P−1(ωt− ωT/4)

[
md(t− T/4)
mq(t− T/4)

])
.

(4.14)

As the angular frequency of the grid is ω = 2πF and the period of the grid is
T = 1/F , then ωT/4 = π/2. Consequently, the multiplication of the square
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matrices on the right-hand side of equation (4.14) can be written as

P(ωt)

[
0 −1
1 0

]
P−1(ωt− ωT/4)

=

[
sin (ωt) − cos (ωt)
cos (ωt) sin (ωt)

] [
0 −1
1 0

]

[
sin (ωt− π/2) cos (ωt− π/2)

− cos (ωt− π/2) sin (ωt− π/2)

]
=

[
− cos (ωt) − sin (ωt)
sin (ωt) − cos (ωt)

][
− cos (ωt) (ωt)
− sin (ωt) (ωt)

]
=

[
1 0
0 1

]
.

Equation (4.14) results, therefore, in
[
md+(t)
mq+(t)

]
=

1

2

([
md(t)
mq(t)

]
+

[
md(t− T/4)
mq(t− T/4)

])
. (4.15)

Performing the DSCαβ with equation (4.12) in the αβ frame and transforming
the result to the RRF is equivalent to performing the DSC directly in the dq frame
with equation (4.15). This delayed signal cancellation performed directly in the
RRF is named DSCdq in this dissertation. In addition to removing the extra layer
of signals in the αβ frame, the DSCdq is simpler to understand and implement as
it does not mix values from different axes of the dq frame as the DSCαβ does with
the values from the αβ axes.

In a way similar to the MA described in section 4.4.3, a sequence isolation
method based on the DSCdq should not be unreasonably degraded by ac frequency
variations either. The interested readermay find in appendix E the details proposed
in Publication IV on how to build a frequency adaptive DSCdq . However, for the
sake of brevity and to highlight the differences between the sequence isolation
methods described in this chapter, it is assumed in the following section that the
grid frequency is constant.

4.5 COMPARING SEQUENCE SEPARATION METHODS

In this section, the five sequence separation methods presented in section 4.4 are
compared to each other and the performance of dual current controllers employing
those methods is evaluated with the use of computer simulations.

4.5.1 Notch-Based versus DDRRF-Based Methods

The performance of the notch-based and DDRRF-based principles is first com-
pared by applying these methods to isolate the sequence contents of the voltages
and currents in figure 4.4. The amplitude of the positive sequence voltage is 0.1 pu,
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the frequency is 60Hz, the load reactance is 0.5 pu, and the resistance is 0.025 pu.
TheX/R ratio of the load is at the highest representative range for the scenario
analyzed in this dissertation. This highlights the effects of the exponentially decay-
ing dc components without reducing the generality of the results. The grid voltage
angular frequency measurement is assumed to be instantaneous and the angle θ
(see figures 4.8 and 4.9) is available with zero delay. The goal is to compare the
sequence-isolation principles themselves and not grid voltage angle measurement
devices (PLLs).

According to Rodriguez et al. [23], the cutout frequency of the LPFs employed
in the DDRRF should be lower or equal to Fn/

√
2, where Fn is the fundamental

frequency of the grid, for guaranteeing a stable and damped response of themethod.
The cutout frequency is, in this section, set to exactly Fn/

√
2. The damping factor

ζ of the notch-based method (see figure 4.8) defines the quality of the second
harmonic filtering. The lower the ζ , the higher the quality of the notch filter.
Although preliminary computer simulations with ζ =

√
2/2 showed good results,

for a fair comparison with the DDRRF method, a unitary ζ is chosen for the notch
filters in this subsection.

Figure 4.11 shows the voltages and currents from figure 4.4 measured and iso-
lated into the positive and negative dq axes with the notch and the DDRRF-based
methods. The voltage in the d+ axis (figure 4.11a) is similar for both methods
except for the expected second order characteristic of notch filters. In the q+
axis (figure 4.11c), the output of the notch-based principle matches the expected
value of zero for the voltage. However, the cross-coupling of positive and nega-
tive reference frames performed by the DDRRF principle shows its influence in
figure 4.11c, where a deviation of almost 0.02 pu is observed in the voltage in the
q+ axis. Although initially featuring a sharper increase in figure 4.11e, the voltage
measurement in the d− axis with the notch-based principle returns to zero faster
than the one with the DDRRF principle. In all cases in figures 4.11b, d, f, and h,
the phase shifts introduced by the DDRRF principle are the largest. This indicates
that the performance of the feed-forwarding and the decoupling of d and q axes in
each positive and negative reference frames will be worse for the DDRRF-based
dual controller than for the notch-based dual one.

To further evaluate the notch and DDRRF-based methods, the performances
of two dual controllers are compared in figure 4.12 by simulating the idealized
scenario of a converter connected to the grid through an RL impedance as illus-
trated previously in figure 4.1. The dc voltage is fixed, i.e., maintained by an ideal
voltage source. Initially, the grid voltage is a pure positive sequence with 1 pu.
TheX/R is at the highest end of the expected value calculated in section 4.3.1
resulting in an unforced decay time of 3τ = 160ms for the exponentially decaying
dc components. All PI regulators in both dual controllers are tuned equally. The
structure of the regulators is also identical and is given by equation (C.1) in ap-
pendix C. All current references are set to zero. Therefore, deviations from zero in
the currents and instantaneous power are key performance indicators. The higher



60 ▶ CHAPTER 4 CURRENT CONTROL IN POWER CONVERTERS

0.00

0.05

0.10

Vo
lta

ge
d
+

(p
u

)

a

Notch
DDRRF
Ideal

−0.1

0.0

0.1

0.2

Cu
rr

en
td

+
(p

u
) b

0.000

0.005

0.010

0.015

Vo
lta

ge
q+

(p
u

) c

−0.2

0.0

Cu
rr

en
tq

+
(p

u
) d

0.000

0.025

0.050

Vo
lta

ge
d
−

(p
u

) e

−0.2

−0.1

0.0

0.1

Cu
rr

en
td
−

(p
u

) f

0 5 10 15 20 25 30 35

Time (ms)

0.00

0.01

0.02

0.03

Vo
lta

ge
q−

(p
u

) g

0 5 10 15 20 25 30 35

Time (ms)

0.0

0.2

Cu
rr

en
tq
−

(p
u

) h

FIGURE 4.11 Comparing notch and DDRRF-based sequence separation method applied to the mea-
surements shown in figure 4.4.
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the deviations and the longer their duration, the worse the performance.
Figures 4.12a, c, e, and g show the response of the notch-based regulator and

figures 4.12b, d, f, and h show the response of the DDRRF-based regulator to a step
on the grid voltage with negative sequence amplitude of 0.2 pu at t = 500ms. The
notch-based regulator manages to bring the currents back to zero within 25ms,
whereas the DDRRF-based one does not. The decay of the dc components in the
current in figure 4.12f is slower than the one observed in figure 4.12e. For the
DDRRF-based regulator, the dc components take more than 150ms to return to
zero. This phenomenon causes the active power (figure 4.12h) to oscillate with
60Hz.

As expected from the results observed in figure 4.11, the performance in
figure 4.12 of the notch-based regulator is better than the DDRRF-based one.
The notch-based is able to dampen the dc current components in a considerably
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FIGURE 4.12 Comparing the performance dual sequence current controllers employing the notch
and the DDRRF-based methods with unbalanced voltage conditions.
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shorter time than the unforced decay of 3τ = 160ms, whereas the DDRRF-based
is unable to do so. Notice also that the feed-forwarding of the grid voltage behaves
differently for the controllers. The notch-based converter mimics the grid voltage
better than the DDRRF-based does. This is visible in phase b (solid green) of the
converter voltages in figures 4.12c and d right after t = 500ms. The longer phase-
shifts introduced by the DDRRF sequence isolation method previously observed
in figure 4.11 degrade the overall response of the PI regulators.

4.5.2 Notch versus MA versus DSC

From the perspective of the dq+ reference frame, the negative sequence content
present in the abc frame appears as a second harmonic. Therefore, it is a logical
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choice to use filters directly in the dq axes to remove the second harmonic and,
consequently, isolate positive and negative sequence contents. From the five se-
quence isolation methods presented in section 4.4, the notch, the MA, and the
DSCdq can be directly applied to the dq axes. It is worth recalling that, although
applied to the αβ, the DSCαβ is equivalent to the DSCdq .
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angle of va is known and is used for the reference frame transformation.
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To evaluate the performance of the notch, DSC, and MAmethods for isolating
positive and negative sequences, a simplified computer simulation is devised. A
short pulse of a positive-sequence three-phase voltage with amplitude 1 pu appears
at time equal to 0T in figure 4.13a, where T is the period of the grid. The angular
frequency ω and the angle θ of the grid voltage are known and are, therefore, used
in the reference frame transformation and filtering. In the d+ axis, the three-phase
short pulse appears as a 1 pu pulse in dashed black in figure 4.13b. The response
of the notch filter, shown in solid red, features a prominent undershoot after the
grid voltages return to zero. The notch filter damping was set to ζ =

√
2/2 for

this comparison. The response of the DSC, in solid blue, is characterized by two
pulses with amplitude 0.5 pu spaced by one quarter of the grid period. The output
of the MA, in solid green, increases while the short pulse is present, stays constant
until the time reaches T/2, and then decays back to zero. From the response of
the notch filter, it is possible to deduct that a controller employing this method of
sequence isolation would feature overshoots in responses to step transients. The
same conclusion cannot be intuitively obtained from the responses of the DSCdq

and MAmethods.
The ideal measurement in dashed black in figure 4.13b can be considered

as the input for three second-harmonic-removal filters: notch, DSCdq , and MA.
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The latter two are finite impulse response (FIR) filters. Their outputs, instead of
decaying asymptotically to zero as in infinite impulse response (IIR) filters, actually
reach zero within a finite time. Additionally, the outputs of FIR filters are equal to
the weighted sum of their current and previous (delayed) inputs [24]. The number
of delayed inputs and their weights can be identified from the filter’s response to a
unit pulse. Hence, from figure 4.13b, it is possible to deduce the MA and DSCdq ’s
mathematical descriptions, which are the equations (4.9) and (4.15), respectively.
Furthermore, an estimated frequency response of the notch, DSCdq , andMA filters
can be obtained if the fast Fourier transform (FFT) of the outputs in figure 4.13b
are divided, frequency by frequency, by the FFT of the input (dashed black). This
is known as empirical transfer function estimation (ETFE) [29].

0.0

0.5

1.0

G
ain

(p
u

/p
u

)

Notch
DSC
AMA

0 1 2 3 4 5 6 7 8 9 10 11 12

Harmonic (dimensionless)

−π

−π/2

0

π/2

Ph
as

e(
ra

d)

FIGURE 4.14 Frequency response of the notch (red), DSCdq (blue), and MA (green) filters used in the
dq frame for isolating the positive and negative sequence content.

© Daniel Mota 2023 | Redrawn and recomposed from Publication IV | Source code information at Part III.

Figure 4.14 shows the frequency responses of the notch, DSCdq , andMA filters
applied directly to the d+ axis for sequence isolation. All three filters have unitary
gain and zero phase shift when the frequency is zero. Notice that zero frequency at
the d+ axis is equivalent to the fundamental frequency in the abc frame. Between
zero and the second harmonic in the d+ axis, the gains begin to drop almost
identically in conjunction with larger phase shifts. The behavior of the filters differ
considerably after the second harmonic. The notch technique removes only the
second harmonic, whereas the DSCdq removes from the RRFs all harmonics equal
to 4k − 2, with the integer k ≥ 1. The MA technique, however, filters completely
all even harmonics. An analysis of the consequences of these differences in the
higher part of the spectrum is considered, nonetheless, beyond the scope of this
dissertation.

In section 4.5.1, it was shown that a notch-based dual controller performs
better than a DDRRF-based controller due to the larger phase delays introduced in
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the dqmeasurements by the latter in the spectrum close the fundamental frequency.
In figure 4.14, the MA method clearly features the largest phase delay close to the
fundamental. The phase shift of π/2 rad at the fundamental introduced by the MA
will surely degrade the performance of a dual RRF controller operating in grid
with highX/R. For this reason, MA-based dual controllers are disregarded in the
comparisons in the next subsection.

4.5.3 Notch versus DSC

A comparison of the performance of dual controllers equipped with notch, DSCαβ ,
and DSCdq sequence isolation methods is presented in this subsection. This is
done via computer simulations using the conceptual model of a VSC connected
to a three-phase voltage source through a highly inductive impedance employed
previously in section 4.5.1. However, the dc link of the converter is now taken into
consideration and an outer dc voltage control loop is included. The tuning [4] of
the inner PI regulators and the outer one is identical in all cases. A reactive power
regulator is not implemented. Saccomando and Svensson [7] showed that dual
controllers equipped with notch filters might present a more oscillatory behavior
than controllers using DSC. Despite that, notch filters are employed for sequence
isolation by authors closely linked to the industry, for instance, Brogan [8] and
Brogan et al. [30]. For this reason, a controller with notch-based sequence isolation
is used as benchmark for the DSC-based ones.

In figure 4.15, initially, the amplitude of the positive sequence of the grid
voltage is equal to 1 pu and the amplitude of the negative sequence is equal to 0.1 pu.
The outer dc-link voltage regulator and the inner dual-sequence current controller
manage to maintain a constant dc voltage at 1 pu despite the unbalance. At the
instant t = 1000ms, the positive and negative sequence amplitudes of the grid
voltage drop to 0.8 pu and 0.08 pu, respectively. The transient in the grid voltage
prompts oscillations in the active and reactive powers during 25ms. An oscillation
in the dc voltage is also observed after the drop in the grid voltage; however, the dc
voltage controller manages to dampen it. The difference between the dc voltages
of the controllers with DSCαβ and DSCdq is, with the exception of negligible
numerical errors, identical. The performance of the controllers employing both
types of DSC is less oscillatory and faster than the controller with the notch-based
sequence separation.

4.6 CONCLUSION

Sudden changes to the voltage of three-phase electrical systems with highX/R
induce exponentially decaying dc currents in theabc frame. These currents become
exponentially decaying sinusoidal signals with the fundamental frequency when
moved to the dq frame. They need to be properly measured if a controller is to
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FIGURE 4.15 Comparing converters employing notch, DSCαβ , and DSCdq sequence isolation meth-
ods in unbalanced voltage conditions.
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dampen them. Dual dq controllers are thus faced with two conflicting tasks to be
performed concurrently in their dq frames: 1) remove the second harmonic to
split positive and negative sequences; and 2) preserve the fundamental frequency
components of the measurements.

The filtering techniques necessary for a dual dq controller to work introduce
phase shifts to the measurement of the exponentially decaying currents. Several
sequence isolation methods were compared in this chapter with the help of com-
puter simulations in the time and frequency domains. The methods that introduce
excessive phase shifts in the measurements disturb the feed forwarding of the
grid voltage and the decoupling of the dq axes during transients degrading the
overall performance of the PI regulators, resulting in noticeable oscillations in the
active power exchange between converter and grid. These active power variations,
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ultimately, manifest themselves as undesirable transient oscillations in the dc-link
voltage.

The analysis of the problem in the time-domain, with a focus on the effects of
exponentially decaying dc currents in three phase systems with highX/R in the
dual dq control of power electronic converters, is one of the main contributions
presented in the chapter. It provides a valuable insight into the root cause of
oscillations in high capacity power converters operating in large electrical systems.
In addition to that, a discrete DSCdq algorithm to separate positive and negative
sequence measurements directly in the RRF was also described. The mathematical
equivalence between the DSCdq and the traditional DSCαβ applied in the SRF is
demonstrated. The DSCdq technique simplifies the practical implementation of
dual-sequence current controllers for grid-connected VSCs, as it eliminates an
intermediate filtering step in the SRF demanded by the traditional DSCαβ .
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CHAPTER 5

Sharing of Primary Power Reserves in Isolated Grids

RESEARCH GOALS AND CONTRIBUTIONS TO THE SCIENTIFIC LITERATURE

This chapter is tied to Research Goal II, which proposes control structures, as well
as ResearchGoal III, which validates them in the laboratory. It stems fromResearch
Questions III and IV and focuses on the sharing of primary power reserves for the
frequency control in an isolated grid fed by traditional synchronous generation,
connected to converter-interfaced generation, and dominated by constant power
loads (CPLs). Contribution IV to the scientific literature is presented in this chapter,
which compiles the contents of Publication VI.

A critical aspect for operating an electric grid with traditional synchronous gen-
eration with a relevant participation of intermittent renewable energy sources
(RES) is the continuous compensation of imbalances between consumption and
generation. These are counteracted by the activation of distributed power reserves
in a hierarchical manner. Primary reserves perform a droop-based control and re-
spond automatically in a time scale of seconds after power imbalances limiting the
frequency deviations. Secondary reserves are subordinated to the grid’s automatic
generation control (AGC) and bring the frequency back to its rated value within
seconds to minutes after power imbalances [1]. In the European context, primary
reserves are named frequency containment reserves (FCR) and are coordinated
nationally by transmission system operators (TSOs) [2].

Three types of FCR have recently been defined for the Nordic synchronous
area, which includes the power grids of Finland, Sweden, Norway, and eastern
Denmark. These types are [3]:

1. FCRN: normal operation frequency containment reserves.
2. FCRD: large disturbance frequency containment reserves.
3. FCRI: frequency containment reserves for islanded operation.

FCRN and FCRD cooperate in the interconnected system, whereas FCRI are a
simplified version of the pair FCRN+D that are activated only during islanding
events. The same provider can supply any of these reserves, depending on the
fulfillment of technical requirements, which are evaluated in a qualification process,
and the grid operating conditions. Markets under the responsibility of the national
TSOs are expected to be established for coordinating the availability and provision
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of these three types of FCR in the Nordic synchronous area [4–6].
Only the FCRN are active when the grid frequency is within a given band

around the rated value. If the frequency goes outside this band, the FCRN saturate
and the FCRD are activated. This frequency band is common to the whole grid
and is defined by the TSO. When in interconnected mode, an FCR provider may
feature two different slopes in its power-frequency droop characteristic, namely,
one for operation as FCRN and another one for operation as FCRD [3]. For larger
frequency variations or in case of large rates of change of frequency, both criteria
being defined by the TSO, a primary reserve provider must switch to the FCRI
mode. In this mode, the reserve provider adopts a single slope for its power-
frequency droop characteristic [7].

Offshore isolated industrial grids typically employ one of the following strate-
gies for active power sharing between power generators [8–11].

1. All units operate in isochronous mode.
2. One unit operates in isochronous mode while all others operate in droop

control.
3. All units operate in droop control with a centralized secondary frequency

controller located in the power management system (PMS).
The first strategy demands a fast communication link among the generators imple-
mented via an analog hardwired line or via serial communication. In case of faults
in this communication line, the system defaults to the strategies with droop control
that are analogous to the FCRI operation defined for the Nordic synchronous area.
It is worth noting that, despite operating in an analogous manner to the Nordic
FCRI, the generators in isolated offshore installations are not required to fulfil
grid codes defined by TSOs.

In this chapter, an expansion of the Nordic synchronous area FCRI concept is
proposed together with a theoretical framework for the analysis of the distribution
of reserves among multiple providers. The single slope power-frequency droop
of the original FCRI is expanded into a segmented droop with different regions
for normal and large disturbance operations. To the best extent of the author’s
knowledge, the expanded FCRI concept has not been explored in the offshore
industry [8–10]. It has neither been investigated in the literature of isolated offshore
oil and gas (O&G) platforms expected to be connected towind farms (WFs) with the
support of energy storage systems (ESSs) [12, 13], without the support of ESSs [14–
17], nor with inertial support provided by the wind turbines (WTs) [17]. Moreover,
the extended FCRI concept was not employed in studies on the stability of power-
intensive land-based isolated grids fed by hydro, diesel, and coal-based traditional
synchronous generation thatmust balance the intermittency of a considerablewind
or photo-voltaic (PV) contribution [18, 19]; it was not employed in the literature
on ac microgrids [20–22] either.

This chapter analyzes the stability and performance improvement due to the
coordinated distribution of primary power reserves based on the expanded FCRI
concept in the study case using numerical simulations in DIgSILENT PowerFac-
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tory 2020 SP2A and experimental validation. The impact of different contributions
of the traditional synchronous generators and converter-interfaced devices con-
trolling the grid frequency in the eigenvalues of the system is assessed first. Modal
analysis and participation factors [23] are used to associate states with eigenvalues
and help identify devices and parameters that strongly influence the system’s oscil-
lation modes. Experimental results obtained with real-time simulator (RTS) and
power hardware-in-the-loop (PHIL), tests which proved to be efficient tools for
analysis and validation of devices and their controls in isolated grids [24], are pre-
sented. As demonstrated in section 5.10, when compared to the traditional droop
control employed in the offshore O&G industry, the expanded FCRI provides
better performance, especially in regard to frequency regulation and nadir.

The main contributions of this chapter are as follows:

1. It presents an expansion of the Nordic concept of FCRI and demonstrates
with numerical simulations and experimental tests the advantages, from a
frequency control perspective, of replacing slower turbogenerators (GTs) by
faster converter-interfaced ESSs as the main providers of primary power
reserves. Moreover, it shows that this replacement causes a non-critical
reduction in the damping of oscillation modes associated with frequency
measurement transducers and controllers of constant power devices.

2. It takes into consideration the negative effects caused by CPLs in the electri-
cal grid, an issue commonly overlooked in the literature of power-intensive
isolated grids.

3. It performs a comparison with an industry state-of-the-art control strategy
that provides valuable insights for the application of the extended FCRI in
increasingly complex islanding scenarios in interconnected systems with
traditional synchronous generation, large participation of intermittent RES,
and ESSs.

The chapter is organized as follows: the expanded FCRI concept is presented in
section 5.1; CPLs are discussed in section 5.2; the sharing and the coordination of
power reserves in an isolated grid are explained in section 5.3; the FCR controllers
are introduced in section 5.4; a theoretical approach for the expanded FCRI concept
via modeling and stability analysis is performed in section 5.5; a simplified stability
assessment is performed in section 5.6; the study case is described in section 5.7;
a validation of the theoretical analysis is then presented in two sections with a
detailed stability assessment in section 5.8 and an experimental validation with
laboratory PHIL tests in section 5.9; thereafter, a comparison with a state-of-the-
art industry method is made in section 5.10; a discussion is made in section 5.11;
and, finally, the concluding remarks are listed in section 5.12.
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5.1 EXPANDED FREQUENCY CONTAINMENT RESERVES FOR ISOLATED OPERATION

(FCRI)

In the Nordic synchronous area, primary reserve providers are required to have
two parameter sets, one for island operation and another one for interconnected
operation. In case of an islanding event, the reserve provider must switch to
the FCRI mode and adopt a single slope for its power-frequency droop charac-
teristic [7], as illustrated in figure 5.1. Within this context, an expansion of the
single-slope power-frequency droop characteristic of the Nordic FCRI concept
into a segmented one with different regions for normal and large disturbance
operation is proposed in this chapter, see figure 5.2. This expanded concept is
applied to a study case representing an O&G platform connected to a WF and
equipped with an ESS. For simplicity of notation, the normal isolated operation
reserves are named FCRN and the large disturbance reserves for isolated operation
are named FCRD. These new FCRN and FCRD for isolated grids are analogous to
the ones for interconnected operation defined in [3].

FCRI

FCRI

F̃

PFCR

FIGURE 5.1 Original FCRI characteristic of the system as defined in [7].
© Daniel Mota 2023 | Redrawn and recomposed from Publication VI | Source code information at Part III.

The expanded FCRI characteristic of the system is illustrated by figure 5.2. The
limit F̃N between the regions of FCRN and FCRD activation is defined in terms of
the deviation of the measured ac frequency F̂ from its nominal value Fn, namely

F̃ = F̂ − Fn.

The FCRN are active, and the FCRD are inactive, when

|F̃ | ≤ F̃N.

The value of F̃N is 0.1 Hz (0.2 %) for the Nordic interconnected grid [3]. However,
isolated grids usually endure more severe relative power imbalances and resulting
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−F̃D −F̃N F̃N F̃D

−PD

−PD + PN

−PN

PN

PD − PN

PD

FCRN

FCRN

FCRD

FCRD

FCRN+FCRD

FCRN+FCRD

F̃

PFCR

FIGURE 5.2 Expanded FCRI characteristic of the system, adapted from the FCRN+D for intercon-
nected operation defined in [3].

© Daniel Mota 2023 | Redrawn and recomposed from Publication VI | Source code information at Part III.

frequency disturbances than a country or continental wide grid. For instance, the
recommended practices for the design of electrical power generation in merchant,
commercial, and naval vessels [25] define a tolerance of±3% for the “maximum
permitted departure from nominal frequency during normal operation, excluding
transient and cyclic frequency variations.” Hence, a value between 0.2 % and 3%
will later be adopted for F̃N in sections 5.9 and 5.10. The system is considered
under a large disturbance when

|F̃ | > F̃N.

Under this condition, the FCRN are saturated at PN and the FCRD are activated.

5.2 CONSTANT POWER LOADS

WTs as well as solar PV panels can be considered constant power sources (CPSs)
as their controllers typically operate in maximum power point tracking; in other
words, tracking the optimum power for a givenwind speed or solar irradiation [26].
Energy storage devices (ESDs) connected to a common ESS dc link, as the ones
studied in Publications I, II, and VI, can also run as CPLs or CPSs. Isolated indus-
trial grids can, moreover, serve a considerable amount of CPLs such as variable
frequency drives [27, 28].

Even though constant power loads and sources are known to cause instabilities
in dcmicrogrids [29, 30] and in acmicrogrids [31, 32], it is common in studies of the
integration of wind power supported by ESSs and by converter-interfaced flexible
loads (FLX) [33], as well as those only supported by an ESS [12, 13], to represent
the total electrical load of the isolated O&G platform as constant impedance loads
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(CZLs). Power electronic oriented studies onCPLs inmicrogrids [34, 35], moreover,
tend to focus on the stability of the converters, not in frequency control nor in
the stability of the complete grid. If combined with power electronic converters
(PECs), CPL and CPS also give rise to new instability phenomena both in micro
and large interconnected grids [24, 36]. Remark that modern type 4 [37] WTs,
solar PV farms, ESSs, and some types of loads are all connected to the grid via
PECs. Converter driven instabilities, therefore, should not be overlooked when
integrating this equipment in isolated grids.

5.3 SHARING AND COORDINATION OF PRIMARY AND SECONDARY RESERVES

The stochastic nature of wind can lead to an increased number of start-stop opera-
tions and more variable load profiles for the GTs of an O&G platform connected
to a WF resulting in higher wear and tear and an overall degradation of the elec-
tric power quality and grid frequency stability [38, 39].Therefore, coordination
strategies that allow prioritizing converter-interfaced loads and ESSs instead of
GTs as the main source of power for fast frequency control are key to a successful
integration of wind power into offshore O&G facilities. In this section, a hierar-
chical frequency control structure that allows such a prioritization and employs
the extended FCRI concept is explained.

5.3.1 Secondary Reserves

Figure 5.3 depicts the frequency control structure of the study case’s isolated grid
where reserve providers play a subordinate role under a centralized PMS. The
secondary frequency controller, which is a part of the PMS, is responsible for
correcting steady-state errors in the frequency of the isolated grid. It employs a
proportional and integral (PI) regulator that reacts to the frequency deviation and
generates the total secondary power reference

∗
P S which is shared among two GTs

and a fuel cell (FC) and electrolyzer (EL) pair. The measured and filtered value of
the power delivered by the FC and EL, denoted by P̂FC and P̂EL, respectively, are
deducted from the secondary power reference sent to the governors of the GTs,
see equation (5.1). Although not represented in figure 5.3, the reserve providers
have their own limits for rate of change of power, and the GTs have an extra input
for the base load power reference.

∗
P EL
S =

∗
P FC
S =

∗
P S,

∗
PGT1
S =

∗
PGT2
S =

∗
P S − P̂FC − P̂EL

2
(5.1)
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FIGURE 5.3 Hierarchic structure of the ac frequency control
© Daniel Mota 2023 | Redrawn and recomposed from Publication VI | Source code information at Part III.

5.3.2 Primary Reserves

The distributed primary frequency control is performed locally at each reserve
provider. All FCRN providers shall be able to supply their allocated reserve power
PN for a frequency drop of F̃N. Conversely, the providers should absorb PN for
a frequency increase of F̃N. Therefore, the frequency-to-power gain of a FCRN
provider is

KN =
PN

F̃N

[
WHz−1

]
. (5.2)

When considered for the whole system, this gain is called regulating strength in [3]
and frequency bias in [1]. In this dissertation, it will be referred to as FCR gain or
frequency-to-power gain. The FCRD frequency-to-power gain is defined as

KD =
PD − PN

F̃D − F̃N

[
WHz−1

]
. (5.3)

The total frequency-to-power characteristic of the system is, therefore, a composi-
tion of the normal and large disturbance reserves as illustrated in figure 5.2. The
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FCRD controllers feature a dead band, see figure 5.3, between±F̃N, which ensures
that only the FCRN are activated in normal operation. Notice that gainsKN and
KD do not necessarily have to be equal.

5.4 FCR CONTROLLERS

The power contribution of the FCR providers is a function of F̃ . Each provider
in figure 5.3 measures the frequency F̂ and subtracts it from the rated frequency
Fn. The resulting−F̃ is fed to two proportional controllers, one for FCRN and
one for FCRD. Each controller has its own gain (K), limiters (max,min), and a
symmetric dead band (FdbN and F̃N). The dead-band blocks are symmetric and
are implemented as

y =





x+ Fdb, if x < −Fdb

0, if − Fdb ≤ x ≤ Fdb

x− Fdb, if x > Fdb

where x is the input and y is the output of the block. The FCRN power reference
(
∗
PN) and the FCRD power reference (

∗
PD) are summed to the secondary power ref-

erence (
∗
P S). Notice that

∗
P S is sent to the providers by the PMS via communication

link. The total power reference output (
∗
P ) has its own independent maximum and

minimum limits.
The PMS allocates a primary reserve quota to each provider based on a security

assessment, which takes into consideration the grid operational conditions and
the forecasts of loads and RES. To receive a quota, the provider must be able to
respond symmetrically to both positive and negative variations in F̃ and deliver
the total assigned reserve power PN (up or down) when |F̃ | = F̃N. Based on
the assigned reserves, each provider calculates its gainsKN andKD according to
equations (5.2) and (5.3), respectively. Remark that the transient response of each
FCR provider does not rely on a fast communication link with the PMS, as the
FCR control loops are implemented locally and fast dynamic changes to the power
allocation are not expected.

5.4.1 Role of Dead Bands in FCR

The normal operation and large disturbance reserves are properly coordinated by
a dead-band block in the FCRD providers, shown in figure 5.3. The limit frequency
F̃N is unique for the system and is known by all FCR providers. By adjusting the
FCRD dead band to F̃N, one guarantees that the large disturbance reserves will
only be activated once the FCRN are saturated. The limits

∗
PNmax and

∗
PNmin, of
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each FCRN provider are assumed to be symmetric and their absolute values are
equal to PN. Although not a desirable feature, a non-negligible dead band FdbN
might be necessary for a proper operation of a specific FCRN provider. In this
case, calculating the gainKN with equation (5.2) leads to a reduced FCRN capacity.
If the provider requires a small dead band for proper operation, the effects of the
dead band can be compensated locally by calculating the frequency-to-power gain
according to equation (5.4) without the intervention of the PMS.

KN =
PN

F̃N − FdbN
(5.4)

Figure 5.4 illustrates the effects of a dead band in the total power delivered by
an FCRN provider. In addition to not responding when the frequency deviation
F̃ is within the dead band, the FCRN provider does not deliver PN at F̃N, as
seen in dotted red. WhenKN is calculate with equation (5.4) (dashed blue), the
provider delivers its full capacity PN at F̃N. It is worth noting that the dead band
FdbN is expected to the small. As an example, one can mention the requirements
from the North American Electric Reliability Corporation [40], which demand
from “equipment capable of providing primary frequency response” to respond to
“frequency excursion events measured at the plant point of measurement with a
maximum deadband of±0.036Hz”.

−F̃N −FdbN FdbN F̃N

−PN

PN
FCRN saturated

FCRN saturated

KN =
PN

F̃N

KN =
PN

F̃N − FdnN

F̃

PFCR

FIGURE 5.4 Effects of the dead band FdbN in the power delivered by an FCRN provider whenKN is
calculated with equation (5.2) (dotted red) and equation (5.4) (dashed blue).

© Daniel Mota 2023 | Source code information at Part III.
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5.5 THEORETICAL FRAMEWORK FOR A STABILITY ASSESSMENT

Converter interfaced reserves have much faster responses than traditional turbo-
generators [41]. The benefits of these faster responses can be evaluated, initially,
with the classical rotating mass model [42, 43]. For that, the spinning reserves of
the system (the GTs) are aggregated into a single rotating mass with moment of
inertia J as done previously in chapter 2 (figure 2.2). The turbines apply torque to
increase the angular frequency ω of the rotating mass, whereas the aggregated elec-
trical loads apply torque to reduce ω. The powers in equation (2.1) from chapter 2
can be renamed and rearranged into

ω(t)J
dω(t)

dt
= PFCR(t) + PS(t)− PL(t) (5.5)

where PFCR is the FCR primary response, PS is the secondary reserve power, and
PL is the total load power. Let the following normalizing quantities be introduced:

H =
Jωn

2

2Sn
⇒ J =

2SnH

ωn
2

=
SnM

ωn
2

(5.6)

f̃ =
ω − ωn

ωn
⇒ ω = ωn

(
f̃ + 1

)
(5.7)

pFCR =
PFCR
Sn

⇒ PFCR = pFCRSn (5.8)

p̃ =
PL − PS

Sn
⇒ PS − PL = −Snp̃ (5.9)

whereH is the inertia constant,M is the mechanical starting time, which is equal
to twiceH ,Sn is the system’s apparent power,ωn is the nominal angular frequency,
f̃ is the normalized frequency deviation, pFCR is the normalized power supplied by
the frequency containment reserves, and p̃ is the normalized imbalance of power
between the secondary and load. By rewriting the variables in equation (5.5) with
the quantities in equations (5.6) to (5.9), one obtains

ωn

(
f̃(t) + 1

) SnM

ωn
2

d
(
ωn

(
f̃(t) + 1

))

dt
= Sn pFCR(t)− Sn p̃(t)

which can be simplified into

(
f̃(t) + 1

)
M

df̃(t)

dt
= pFCR(t)− p̃(t). (5.10)

Figure 5.5 represents equation (5.10) in a block diagram form that can be easily
employed in computer simulation software tools as MATLAB Simulink.

A linear small-signal stability analysis of the system represented by equa-
tion (5.10) can be performed by assuming that f̃(t) + 1 ≈ 1, in other words,
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FIGURE 5.5 Block diagram of the nonlinear rotating mass model represented by equation (5.10).
© Daniel Mota 2023 | Source code information at Part III.

assuming that angular frequency ω is approximately equal to the nominal ωn. In
this case, equation (5.10) can be linearized to

M
df̃(t)

dt
= pFCR(t)− p̃(t)

which, in the Laplace domain, becomes

sMf̃(s) = pFCR(s)− p̃(s) (5.11)

where s is the complex frequency.

5.5.1 Single Primary Reserve Provider

If the response of the primary power provider is modeled as a low-pass filter (LPF)
in the Laplace domain as in

pFCR(s) = − k

sT + 1
f̃(s) (5.12)

where k is equal to the normalized primary power delivered per normalized fre-
quency deviation and the time constant T is in seconds, then the balance of power
in equation (5.11) becomes

sMf̃(s) = − k

sT + 1
f̃(s)− p̃(s)

which can be re-organized into the transfer functionG(t) in equation (5.13) with
the normalized imbalance of power p̃ as input and the normalized frequency f̃ as
output.

G(s) =
f̃(s)

p̃(s)
= − sT + 1

MTs2 +Ms+ k
(5.13)
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Notice that when T tends to zero, G(t) tends to a first-order LPF. This means
that there is no overshoot (no nadir nor zenith) in the response of f̃ after a power
imbalance p̃. Notice also that the poles of theG(t) are at the complex frequencies
given by

s =
−M ±

√
M2 − 4MTk

2MT
.

AsM>0, T >0, and k>0, the poles of the linearized model always have negative
real parts since

M > ℜ
(√

M2 − 4MTk
)
.

The model is, therefore, stable for small disturbances. However, for large distur-
bances, the nonlinearity represented by the term (f̃(t) + 1) in equation (5.10) can
lead the system to instability. Poorly damped responses can, furthermore, quickly
lead reserve providers to saturation. Thus, it is important to remark the words “lin-
earized” and “small disturbances” as the transfer functionG(s) in equation (5.13)
is obtained with the assumption that ω ≈ ωn.

From equation (5.13), it is possible to deduce that constant imbalance of power
p̃ causes a steady-state change in the frequency f̃ that is inversely proportional to
the gain k. It is important to emphasize that the inertia constantH (acceleration
timeM ) does not influence the steady-state error. However,M ,T , andk play a role
in how fast and how smoothly f̃ reaches the steady state after a power imbalance.
The damping ζ and natural oscillation frequency ωnat of the second order transfer
functionG can be calculated by algebraic manipulation of equation (5.13). They
depend onH , T , and k, as shown in equations (5.14) and (5.15). The higher the
inertia constant, the higher the damping and the lower the natural frequency. The
longer the actuator time delay, the more oscillatory the system is and the slower
ωnat becomes.

ζ =

√
M

4kT
=

√
H

2kT
(5.14)

ωnat =

√
k

MT
=

√
k

2HT
(5.15)

The control strategies adopted in this chapter do not include, on purpose,
virtual synchronous machines (VSMs). The reasons for that are threefold.

1. The equivalence between frequency droop and VSMs has been pointed out
by D’Arco and Suul [44].

2. Enough physical inertia is available in the study cases used in Publications I
to III and VI in the form of GTs.

3. The time delay of the actuator controlling the primary reserve power has a
considerable impact on the damping of oscillations in the system frequency,
as indicated by the second order transfer functionG(s) in equation (5.13),
ζ in equation (5.14), and ωnat in equation (5.15). The longer the delay of the
actuator, the more oscillatory the system becomes.
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As demonstrated in this chapter, the primary frequency reserves provided by a fast
ESS improve the stability of the system even without the use of VSMs.

When the primary reserve is provided by traditional GTs, the total intrinsic
delay of the governor and turbine is in the order of hundreds of milliseconds [45].
However, if the primary reserve is provided by a fast converter-interface ESS, the
delay drops by at least one order of magnitude [41]. When T in equation (5.13)
approaches zero, the transfer function between the power imbalance and the system
frequency tends to a first-order LPF. For the normal operation of an isolated grid,
a two-fold advantage is obtained by prioritizing the allocation of primary reserves
into fast converter-interfaced ESS and not on slower GTs. Firstly, the GTs are
allowed to operate at a more constant power, which reduces the wear and tear of
the mechanical parts. Secondly, the system becomes less oscillatory even without
a VSM scheme or derivative terms at the ESS reserves.

5.5.2 Multiple Primary Reserve Providers

As discussed previously in section 3.3.3, the frequency f̃(t) is assumed to be
reasonably identical at any given time t within the whole system. Let the system’s
n primary power reserve providers be modeled as first-order LPFs as in

pFCR(s) = −f̃(s)

n∑

i=1

ki
sTi + 1

where the gains ki are equal to the normalized power provided divided by the
normalized frequency deviation and the time constants Ti are in seconds. Then,
the balance of power in equation (5.11) can be written as

sMf̃(s) = −
(
f̃(s)

n∑

i=1

ki
sTi + 1

)
− p̃(s) (5.16)

which can be reorganized into

G(s) =
f̃(s)

p̃(s)
=

−

n∏
i=1

(sTi + 1)

(
Ms

n∏
i=1

(sTi + 1)

)
+

n∑
j=1

(
kj

n∏
i=1|i ̸=j

(sTi + 1)

) .
(5.17)

Notice that, in equation (5.17), the variables i and j represent indices and not
current nor the complex number j. If the products and sums were to be expanded,
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equation (5.17) would take the form

G(s) =
f̃(s)

p̃(s)
=

− sn (T 1T 2 · · ·Tn) + sn−1 (· · · ) + · · ·+ 1

Msn+1 (T 1T 2 · · ·Tn) +Msn (· · · ) + · · ·+ (k1 + k2 + · · ·+ kn)
.

The transfer functionG(s) in equation (5.17) is, therefore, of order n + 1. It is
worth recalling that n is the number of primary reserve providers in the isolated
grid. A constant imbalance of power p̃ causes a steady-state deviation in f̃ that is
inversely proportional to the sum of gains ki and depends neither on the inertia
constantH , norM , nor on the providers’ time delays Ti. This is demonstrated in
equation (5.18) by the application of the final value theorem toG(s)p̃(s)when the
unbalance p̃(s) is a step with amplitude p. However,H ,M , delays Ti, and gains
ki concurrently affect the location in the complex plane of the poles ofG(s); in
other words, they influence the damping and natural frequency of the system’s
oscillation modes.

lim
t→∞

f̃(t) = lim
s→0

sG(s)p̃(s)
p̃(s)= p

s====⇒ lim
t→∞

f̃(t) =
−p
n∑

j=1
kj

(5.18)

It is, nonetheless, important to remark that the linearized rotating mass model
that results in equation (5.17) disregards the involved dynamics of the electrical grid.
Although a thorough stability analysis demands a more sophisticated model, this
simplified approach gives valuable insights into the roles of the system’s inertia,
gains, and time delays. The interested reader may find more information on
conditions for robust frequency stability of power grids in [46].

5.6 SIMPLIFIED STABILITY ASSESSMENT

It is interesting to assess the stability of the study case with the simplified model
given by equation (5.16) when the power reserves are shared between two GTs
and the ESS. For that, the normalized pFCR is split into three components, one for
the ESS and two for the GTs, as illustrated in figure 5.6. The ESS component is
modeled as a first-order LPF with a time constant equal to TESS = 50ms. For the
GTs, two first-order LPFs are used in series representing the fuel valve and turbine
delays. The fuel valve time constant is set to Tfv = 0.1 s and the turbine time
constant is set to Tt = 0.4 s. The rated apparent power of the GTs is 88MVA, the
inertia constant of the system isH = 2.5 s and the total load of the isolated grid is
44MW. The model data is shown in Table 5.1. The total power-to-frequency gain
of the FCR is set toKN = 12MWHz−1 and is shared between the GTs and ESS.
This gain is reasonably high when compared to the installed GT power of 88MVA
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and the electric load of 44MW. For large interconnected grids in North America,
the typical gain in WHz−1 is on the range of 10% of the peak demand in W [1].

Σ

+
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+
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Sn

−
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p

f

p

f
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Figure 5.7 shows the frequency response of the system after a step load of
1.2MW obtained with MathWorks MATLAB Simulink R2018a for seven different
FCR sharing configurations as listed on Table 5.2. The model and dataset are
available at Repository VII. The electric load shown in dashed black in figure 5.7a
increases in a step at instant t = 1 s. The unbalance of power between load and
generation causes the frequency to drop, as seen in figure 5.7b. The providers
of FCR respond to the frequency drop by delivering power proportionally to
their frequency-to-power gains. The aggregated response of the GTs is shown in
figure 5.7c. The response of the ESS is shown in figure 5.7d. The frequency nadir
(the minimum value attained after the step) is greatly improved by shifting the
primary reserves from the slower GTs to the faster converter-interfaced ESS.

Figure 5.8 shows the eigenvalues of the system obtained with MathWorks
MATLAB Simulink R2018a for the seven different FCR sharing configurations
employed in the step responses shown in figure 5.7. For all FCR configurations,
the eigenvalues associated with the ESS are not oscillatory and lie on the real
number axis. The governors are associated with the only oscillatory mode. When
only the GTs are supplying FCR, this mode features a natural frequency of ωnat =
1.651 rad s−1 and a damping of ζ = 0.606. These are the same ωnat and ζ one
would obtain with equations (5.14) and (5.15) if the GTs were aggregated into
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a single unit modeled with one first-order LPF. Notice, also, that the more the
reserves shift towards the ESS, the more the oscillatory mode moves towards the
real number axis. When only the ESS provides FCR, the imaginary parts of all
eigenvalues are zero.

5.7 STUDY CASE

The study case used in Publication VI and described in this section is based on
an existing O&G platform in the North Sea. The platform operates isolated from
the continent and is fed, in normal operation, by two 35.2MW aero-derivative
single-cycle GTs. A techno-economical study [39] suggested that a reduction of
approximately 30% of the annual CO2 emissions can be achieved if the platform
were connected to a 12MW floating offshore WF. The reduction, however, relies
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TABLE 5.1 Simulation data for figures 5.7 and 5.8.

Parameter Symbol Value

Total apparent power GTs Sn 88MVA
Electric load PL 44MW
Total FCR gain KN 12MWHz−1
System inertia constant H 2.5 s
ESS time constant TESS 50ms
GTs fuel valve time constant Tfv 0.1 s
GTs turbine time constant Tt 0.4 s

on the installation of a centralized hybrid ESS with 4MW proton exchange mem-
brane (PEM) fuel cells and 6MW PEM electrolyzers. A set of three 4MWWTs
was used as a prospective scenario in the following publications:

• Publication I: for presenting and investigating the behaviour of a set of
control structures for the ESS and FLX for regulating the study case’s grid
frequency, see chapter 3.

• Publication II: for proposing a sizing methodology for the platform’s hybrid
ESS. The sizing of the ESS is not the focus of this dissertation. However,
more information on this topic can be found at [47].

• Publication III: for understanding the effects exponentially decaying dc
components on the dual-sequence current control of power electronic con-
verters, see chapter 4.

• Publication VI: the main source of this chapter.

Figure 5.9 shows a single-line diagram of the study case. As explained pre-
viously in section 2.4.1, the average electrical load of the platform is 44MW;
therefore, a single 35.2MWGTs is not able to feed the platform. Additionally, the
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thermal load of the industrial processes requires one of the GTs to be in operation
at all times. Moreover, due to safety concerns, the prospective scenario investi-
gated by Publications I to III and VI assumed that two GTs would still operate
simultaneously even with full production from the WF. The premise of two GTs
operating at all times is kept in this dissertation.
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The loads of the study case are divided into three groups in figure 5.9. The first
group represents the platform’s water injection system, whose variable frequency
drives can act as flexible loads (FLX) and provide primary frequency control re-
serves. For simplification purposes, the whole water injection system is grouped
under a single 8.5MVA active-front-end PEC. The second load group aggregates
26MW of CPL, which are modeled as instantaneous constant power consumers;
in other words, there are no delays associated to them. The third group gathers
11MWof CZL. Both CPL andCZL can be changed in steps for testing the dynamic
characteristics of the model.

The FLX are modeled as a single ideal controlled current source connected to
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a dc link. The current absorbed by this controlled source depends on the power
consumed by the flexible loads and the dc-link voltage. Figure 5.10 illustrates the
calculation of the reference for the FLX controlled current source. The dc voltage
measurement is modeled as a first order LPF with a time constant Tv . The flexible
loads grid converter (FLXGC) interfaces the dc link to the platform’s ac grid. It
operates as a dc voltage controller and, in addition to that, regulates the reactive
power exchange with the grid to zero.

p

v

p

v
= i

Power to current∗
p ∗

idc

1

sTv + 1

vdc

FIGURE 5.10 Current reference calculation for the controlled current sources FLX, WT1, WT2, and
WT3 in figure 5.9 that operate as CPL or CPS.
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The WTs with their wind turbine grid converters (WTGCs) are modeled in a
similar way to the flexible loads and FLXGC. The turbines, including generator
and machine side converter, are simplified to a single controlled current source
that supplies constant power even when the dc-link voltage varies. Figure 5.10
illustrates the calculation of the references for the WT controlled current sources.
In a way similar to the FLXGC, the WTGCs operate as dc voltage controllers and
regulate the reactive power exchange with the grid to zero. As the back-to-back
PECs employed in modern type 4 WTs isolate the mechanical oscillation modes
from the states on the electrical grid side [48], this simplified representation of the
wind turbine units can be adopted.

For counteracting wind variability, a hybrid ESS is employed. A fast ESD
composed of a battery and a dc/dc converter provides reserves for the short term
wind and load variations. The main goal of the battery is to reduce the burden
of the GTs on the fast frequency control. The electrolyzer and fuel cell pair form
one single ESD. Energy is stored as hydrogen when there is wind overproduction.
Hydrogen is transformed into electricity when there is little production from the
WF. Even though the reactive power provided byESSs can have an important role in
avoiding the loss of synchronism of nearby machines in the event of faults [49], the
energy storage system grid converter (ESSGC) of the study case keeps the reactive
power exchange with the grid equal to zero. In a way similar to the grid converters
(GCs) of the FLX and WTs, the ESSGC also runs as a dc voltage controller. The
choice of setting the GC as a dc voltage regulator while the ESDs provide power
to the dc link has been consistently employed in Publications I, II, and VI. The
PowerFactory models developed for Publications I and VI are publicly available at
Repositories I and V, respectively.
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5.8 DETAILED STABILITY ANALYSIS

The models based on a mechanical rotating mass, which result in the transfer
functions in equations (5.13) and (5.17), disregardmany of the interactions between
the devices of the platform. CPL and converter-driven instabilities are not captured
by these transfer functions. To gain an insight into these complex interactions and
validate the results of the simplified stability assessment presented in section 5.6,
computer simulations were performedwith DIgSILENT PowerFactory 2020 SP2A.
It is shown that, by prioritizing the fast providers, the overall stability of the
system increases. Such analysis is only possible once the model of the power
system as a whole is stable. For that, all the regulators of excitation systems,
turbine governors, and PECs had to be tuned beforehand. However, due to brevity
concerns, the consolidated tuning techniques in line with industrial and academic
praxis employed for the various controllers in these devices are not discussed in
detail in this dissertation. Nevertheless, more information can be found in the
following references.

• Fröhr and Orttenburger [50]: classical tuning techniques for proportional,
integral, and derivative (PID) controllers.

• DIgSILENT GmbH [51]: extensive technical documentation of the software
tool PowerFactory.

• IEEE Std 421.5-2016 [52]: recommended practices for modeling excitation
systems in computer simulation studies.

• Pourbeik et al. [45]: dynamic models for turbine-governors in simulations
of power system studies.

• Suul et al. [53]: application of the classic tuning techniques presented by
Fröhr and Orttenburger [50] taking into consideration the discretization
errors introduced by modern digital controllers of PECs.

• Golestan et al. [54]: a comprehensive review on phase-locked loop (PLL),
see also appendix B.

It is important to remark that themodels and datasets used for obtaining figures 5.7,
5.8, 5.11, and 5.12 are available at Repository VI.

Figure 5.11a shows seven instances of frequency changes caused by a step load
of 1.2MW. The frequency shown is the one at the platform’smain busbarmeasured
with a PLL. The FCRN sharing is different in each of the seven instances as listed
on Table 5.2. The step load is applied at t = 1 s. Within the next 4 s, the frequency
reaches a new steady state at 49.9Hz. The response when the GTs are the only
FCRN providers is shown in solid red. In this case, the minimum value reached by
the frequency (known as nadir) is 49.886Hz. The responses when the FCRN are
shared between GTs, battery converter (BTC), and FLX are shown in dotted gray.
The dash dotted blue curve denotes the response when only BTC and FLX provide
FCRN. From a frequency control perspective, the system becomes more stable as
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the FCRN contribution is shifted towards the BTC and FLX. These faster primary
reserves improve the nadir. It is worth comparing the response in figure 5.11a to
the one obtained with the simplified rotating mass model in figure 5.7. Although
very similar, the detailed modeling with DIgSILENT PowerFactory 2020 SP2A
shows that other complex interactions can destabilize the grid. The response of the
main busbar voltage, for instance, becomes slightly less damped (figure 5.11b). The
voltage control dynamics of the active front-end converters ESSGC and FLXGC
should always be considered in a thorough stability analysis.

When the steady state is reached in the simulations shown in figure 5.11, the
eigenvalues of the system are calculated (automatically by PowerFactory [55]) to-
gether with the participation factors of each state in each eigenvalue. The result
is shown in figure 5.12. See table 5.2 for information regarding chart legend and
markers. The devices whose internal states have a participation factor higher than
50% are named on the side of some specific eigenvalues. The real and imaginary
axes are partially linear and partially logarithmic in figure 5.12a. Both axes of
figures 5.12b and 5.12c are linear. Constant damping (ζ) lines are plotted to help
identifying the more oscillatory eigenvalues. The system is stable in all configura-
tions and, as expected, all eigenvalues have negative real parts.

Figure 5.12a shows an overview of the complex plane. The negative half
of the imaginary axis is mostly omitted as oscillatory modes appear as complex
conjugate eigenvalues. The eigenvalue related to the BTC and battery main reactor
(BTL) leave the real number axis and reach a damping of ζ = 0.94 with a natural
frequency of 22 rad s−1 when the reserves are exclusively supplied by the BTC and
FLX. Themodes related to fuel cell converter (FCC) and fuel cellmain reactor (FCL)
are marked with FCC,FCL and the ones related to the electrolyzer converter (ELC)
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and electrolyzer main reactor (ELL) are marked with ELC,ELL. The eigenvalues
related to the wind turbines including their converters are clustered together and
are marked with WTs. The modes associated with the FCC, ELC, and WTs are not
affected by the FCRN sharing. They are, nevertheless, influenced by the tuning
of the controllers of their PECs. However, due to brevity concerns, the influence
of controller tuning in the location of these eigenvalues will not be investigated
in this dissertation. It is worth noting, though, that FCC, ELC, WTs, and BTC
operate as constant power devices. Other eigenvalues worth remarking are the
ones associated with the excitation system of the synchronous machines (Excs),
the ones related to the grid converter of the ESS (ESSGC), and the ones related to
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internal states of the turbogenerators (GTs).
Figure 5.12b shows a detail of the complex plane with eigenvalues related to

the frequency measurement (performed with PLLs) of the flexible loads (FLXpll),
battery converter (BTCpll), and secondary frequency controller (SECpll). When
the reserves are provided by the GTs only, three eigenvalues are clustered close
to the point −5 + j2.25. Each of those eigenvalues is related to one frequency
measurement device. Once the FCRN is shifted from the GTs to the FLX and BTC,
two eigenvalues start to move towards less damped regions of the complex plane.
States of the PLLs of the BTC and FLX have a participation factor above 50% in
these eigenvalues. The eigenvalue related to the secondary frequency controller
PLL, however, is not affected by the sharing of FCRN.

TABLE 5.2 FCRN sharing values and chart information for figures 5.7, 5.8, 5.11, and 5.12.

Chart legends GTs GTs+BTC+FLX BTC+FLX

GT1,2 KN [MW/Hz] 6 5 4 3 2 1 0
BTC KN [MW/Hz] 0 1 2 3 4 5 6
FLX KN [MW/Hz] 0 1 2 3 4 5 6
Line style solid red — dotted gray · · · · · · dash-dotted blue — ·—
Marker × + ⋆

Figure 5.12c presents a detailed view including the oscillationmodes associated
with the governors and turbogenerators (Govs,GTs). The dynamic of this mode
coincides with the one observed in figure 5.8. As indicated by the gray + markers,
the less the GTs provide FCRN, the more this eigenvalue moves towards the real
number axis. The other oscillatory eigenvalues in figure 5.12c are not affected
by changes to the FCRN sharing. They are associated with internal states of the
excitation systems (Excs) and turbogenerators (GTs).

It is important to remark that eigenvalue analyses rely on approximating a
nonlinear system, which should be at the steady-state operating point of interest,
to a time-invariant linear model [56]. The analyses performed in section 5.6 and in
this section are inadequate for predicting system stability after large perturbations
that excite nonlinear features, force controllers to switch parameter sets, or result
in changes to the grid topology. Therefore, eigenvalue analyses cannot be employed
to evaluate the transition period while the FCRD are already activated and the
FCRN are not yet fully settled at their maximum contribution due to actuator
delays. To enable the study of the dynamic response to large disturbances of the
expanded FCRI proposed in this chapter, including the effects of nonlinearities as
saturations and dead bands, a reduced-scale PHIL test setup is implemented. This
setup is validated in Section 5.9. The response to a large disturbance that forces
FCRN and FCRD to interact is shown in section 5.10.
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5.9 VALIDATION OF THE PHIL TEST SETUP

In this section, the PowerFactory model used in section 5.8 is compared to a model
running in a RTS [57] in a scaled-down PHIL test setup at the National Smart
Grid Laboratory (NSGL) at NTNU, as seen in figure 5.13. This test setup is also
employed for comparing the performances obtained with the proposed extended
FCRI concept and with a state-of-the art technique employed in power-intensive
isolated industrial grids.

Real-time
simulator (RTS)

Grid emulator
ac & dc

Transformer
ESSTR

Power Electronic Converter (PEC)
ESSGC, ESSCac , ESSRac , ESSLac , and ESSCdc

FIGURE 5.13 PHIL setup at the National Smart Grid Laboratory at NTNU.
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The hardware under test is composed of the ESSGC, dc link capacitance,
and inductive-capacitive-inductive (LCL) filter. These devices are marked with a
dashed rectangle in figure 5.9. Their connections to the ac and dc grid emulator [58]
are illustrated in figure 5.14. The ac grid emulator runs as a controlled voltage
source and is connected to the high-voltage (HV) side of the energy storage system
transformer (ESSTR). The dc grid emulator runs as a controlled current source
and feeds the dc link of the ESS with the net current coming from the ESDs. The
scaling of the hardware under test is presented in Table 5.3.

Three test cases are devised for the experimental results.

Case 1 — FCRN provided only by the GTs .
Case 2 — FCRN shared between BTC and GTs .
Case 3 — FCRN shared between BTC and FLX. .

For all three cases, the following conditions apply:

• the total available FCRN is PN=3MW,

Grid
emulator
ac side

ESSCdc

∼
=

ESSGC
ESSLac

ESSCac ESSRac

ESSTR Grid
emulator
dc side

FIGURE 5.14 Single-line diagram of the scaled-down PHIL test rig.
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• the FCRD are provided only by the GTs, the boundary for normal and large
disturbance operation is F̃N=1Hz,

• and the total FCRD gain is 6MWHz−1 concentrated only in the GTs.

Notice that the value of F̃N represents 2 % of the rated system frequency, which
is larger than the 0.2 % limit required for the Nordic region [3] but lower than
3% defined for normal operation in the recommended practices for maritime
vessels [25].

In this subsection, a step load of 3MW is chosen as test transient for comparing
the scaled-down PHIL setup against the PowerFactory model. As noted in Publi-
cation II, this is the maximum expected load variation under normal operational
conditions with 99.9 % of probability for the platform. The step load is divided
between CPL and CZL proportionally to their rated values. For all three cases in
this subsection, the FCRN providers operate with a 0.25 % frequency dead band
and their frequency-to-power gains are compensated with equation (5.4). The
frequency-to-power characteristic for case 3 considering the dead bands of the
FCRN providers is shown in figure 5.15. The battery converter (BTC, in dashed
red) and the flexible loads (FLX, dotted blue) supply 1.5MWwhen the frequency
deviation is F̃ = 1Hz. The turbogenerators GT1 (dashed gray) and GT2 (dotted
gray) only provide FCRD; therefore, they only contribute if the frequency deviation
is |F̃ | > 1Hz. It is worth mentioning that, given the choices of PN and F̃N, a step
load of 3MW does not activate the large disturbance reserves.
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FIGURE 5.15 FCRN+D characteristic of case 3 considering the dead bands of FdbN = 0.25 % used in
section 5.9.
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The comparison of the PowerFactory model and the PHIL setup is shown in
figure 5.16. The results obtained with power hardware-in-the-loop are marked
with “PHIL”. The ones obtained with PowerFactory are marked with “SW”. Initially,



94 ▶ CHAPTER 5 SHARING OF PRIMARY POWER RESERVES

10.92
10.94
10.96
10.98
11.00
11.02

Bu
sb

ar
vo

lt.
(k

V)

a
49.0
49.2
49.4
49.6
49.8
50.0

Bu
sb

ar
fre

q.
(H

z)

b

37

38

39

40

Lo
ad

po
we

r(
M

W
)

c

Case 1:PHIL:GTs
Case 2:PHIL:BTC+GTs
Case 3:PHIL:BTC+FLX
Case 1:SW:GTs
Case 2:SW:BTC+GTs
Case 3:SW:BTC+FLX

31
32
33
34
35
36

GT
se

lec
.p

ow
er

(M
W

)

d

4.5

5.0

5.5

6.0

FL
X

po
we

r(
M

W
)

e
0.0

0.5

1.0

1.5

BT
C

po
we

r(
M

W
)

f

0 10 20 30 40 50 60 70 80 90 100

Time (s)

11.6

11.7

11.8

11.9

W
F

po
we

r(
M

W
)

g

0 10 20 30 40 50 60 70 80 90 100

Time (s)

-1.0

0.0

1.0

2.0

EL
C+

FC
C

po
w.

(M
W

)

h

FIGURE 5.16 Validation of the PHIL setup and PowerFactory model (marked as SW). Responses to
3MW step loads with three different sharing of FCRN. For clarity purposes, the WTs
mechanical power is fixed and the action of the secondary controller after the frequency
changes is delayed.
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the system is in steady state; the total production from the GTs (figure 5.16d) and
WF (figure 5.16g) is larger than the total consumption by the load (figure 5.16c)
and flexible loads (figure 5.16e). The overproduction of power is stored by the
slow ESD composed of the electrolyzer and fuel cell (figure 5.16h). At instant
t = 10 s, the step load of 3MW is applied (figure 5.16c). The initial transient
caused by the step load is noticeable at the busbar voltage (figure 5.16a) and at the
total power supplied by the WF (figure 5.16g). The imbalance of power of 3MW
is, initially, fully covered by the GTs (figure 5.16d) and causes the ac frequency to
drop (figure 5.16b). When the FCRN are shared between BTC and GTs (Case 2),
the burden on the GTs is quickly halved. For case 3, when the FCRN are provided
exclusively by the BTC and FLX, the power of the flexible loads (figure 5.16e)
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is reduced proportionally with the frequency deviation. This, together with the
power delivered by the batteries (figure 5.16f), drives the generator power back
to the level of before the step. The secondary frequency controller is activated at
t = 30 s. The ELC is quickly shut-down and the FCC (figure 5.16h) slowly starts
to supply power regulating the frequency back to the nominal.

There are a few discrepancies between the results obtained with the PHIL
setup and the PowerFactory simulations that are worth commenting on, mainly
in the voltage dynamics and fuel cell power. In figure 5.16a, a different voltage
dynamic and a small voltage drop is observed in the PowerFactory results. The
reasons for that are twofold. For the PowerFactory, a detailed model 2.2 from [59]
is used for each generator, the reactive power sharing of the PMS is not modeled,
and the voltage regulators of the two generators operate with reactive current
droop. Therefore, after the step load at t = 10 s, the busbar voltage drops by
approximately 20 V. For the PHIL results, the two GTs are aggregated into one
single variable-voltage-behind-reactance model that considers the effects of the
field winding and disregards the damper windings. The voltage regulator of this
single aggregated generator runs with zero reactive current droop. Therefore, after
a short transient, the excitation system of aggregated generator in the RTS model
brings the busbar voltage back to nominal.

The difference in ELC/FCC power observed in figure 5.16h after instant
t = 50 s is due to higher losses in the scaled-down hardware devices (ESSGC,
ESSLac, and ESSTR) that are not present in the PowerFactory simulations. Nor-
malized resistive losses in laboratory equipment such as transformers, reactors,
and converters tend to be higher than the normalized losses in their full-scale
counterparts. Therefore, the real-time simulated fuel cell must produce more
power than the one from the PowerFactory model to compensate for the extra
losses. A compromise between reducing losses and matching reactance and capaci-
tance values in pu must be made for a scaled-down PHIL test. The matching of
scaled-down laboratory converters in PHIL test beds with their large counterpart
full-scale converters is addressed in detail in chapter 6.

5.10 EXTENDED FCRI VERSUS INDUSTRY STATE-OF-THE-ART

In this section, the extended FCRI concept proposed in Publication VI is com-
pared to the industry state-of-the-art droop with a centralized secondary fre-
quency controller. Case 3 is selected for this benchmarking. The dead bands
previously adopted for the FCRN providers are now set to 10mHz. For the tradi-
tional droop scenario, the total frequency-to-power gain of 3MWHz−1 is divided
among the primary reserve providers in the following manner: each turbogenera-
tor GT is assigned with 0.5MWHz−1, the battery converter (BTC) is assigned with
1MWHz−1, and the flexible loads (FLX) are assigned with a total of 1MWHz−1.
The turbulence effects on the WTs are now considered as they were in Publica-
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tion II, see also Repositories II and VI.
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Figure 5.17 shows the comparison of the performance of the traditional droop
method and the FCRN+D case 3. At t = 10 s, 11MW of wind power production is
lost, as seen in Figure 5.17e. The PI regulator of the secondary power controller
reacts to the frequency variation without intentional delays and changes the sec-
ondary power reference causing the ELC and FCC to respond (figure 5.17f). The
difference between the required secondary power and the measured delivered
power by the ELC and FCC is sent as reference to the GTs, as specified in equa-
tion (5.1). For that reason, the mechanical power delivered by the turbines to the
synchronous generators (figure 5.17b) contains both the droop and the secondary
power response. The FCRN+D case 3 prioritizes the BTC and FLX as providers
in normal operation. The 11MW production loss leads those FCRN providers to
saturation (Figure 5.17c,d) when the frequency crosses 49Hz (Figure 5.17a). A pos-
sible shortage of power caused by the saturation, however, is automatically covered
by activation of the FCRD from the GTs. By defining F̃N and calculating the gains
KN andKD with equation (5.2) and equation (5.3), one ensures that an eventual
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saturation of the FCRN providers is automatically covered by the activation of the
FCRD.

5.11 DISCUSSION

The main advantage of the extended FCRI concept when compared to the tradi-
tional droop method is the flexibility provided for the selection of which units will
be responsible for normal operation reserves and which ones will be responsible
for the large disturbance reserves. Additionally, the proposed concept enables the
choice of different frequency-to-power gains for the different operating condi-
tions in isolated grids. It is also important to remark that the same provider can
participate as both types of reserves depending on technical or economical reasons.

The provision of primary reserves by the faster ESS and FLX lessens the burden
of the slower GTs with frequency control, which leads to reduced wear and tear of
the turbine governors, reduced nitrogen oxides (NOx) and CO2 emissions, and an
improved overall electric power quality in the platform. Although the higher par-
ticipation of the faster reserves results in a more damped response of the frequency
after sudden load changes, there is a non-critical increase in the oscillations at
the main busbar voltage. Therefore, interactions between the excitation system
of the GTs and the reactive power control of the ESSGC need special attention.
Additionally, the tuning of the ESS and FLX frequency measurement devices needs
to be carefully performed as the oscillation modes associated with them move
towards less damped regions of the complex plane when the contributions of these
providers increase. Nevertheless, the eigenvalue analysis and dynamic simulations
performed with PowerFactory and the results obtained with the PHIL test setup
indicate that the benefits, from a grid stability perspective, outweigh the disadvan-
tages of increasing the share of converter interfaced FCRN reserves for primary
frequency control in isolated grids.

As the total allocated reserve power is maintained by the PMS, a higher partici-
pation of the battery in the primary frequency control means a higher FCR gain in
the BTC and a lower gain in the governors. This results in the increased damping
of an oscillation mode associated with governors and GTs, whereas oscillation
modes associated with the BTC and BTL become less damped. While the reduction
in damping of the BTC and BTL modes is not critical, as ζ is still larger than 0.87,
the increased damping of governors andGTsmodes is muchmore expressive, from
ζ = 0.64 to the real number line. Notwithstanding, there is a series of modes with
ζ close to or lower than 0.5 that are associated with constant power devices such as
the fuel cell, electrolyzer, and WTs. Different tuning strategies for the controllers
of these devices influence the location in the complex planes of these oscillation
modes. However, an assessment of such tuning strategies is considered outside the
scope of this dissertation.
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5.12 CONCLUSION

In this chapter, the Nordic synchronous system concept of frequency containment
reserves for isolated operation (FCRI) was expanded and subdivided into two
categories. This strategy of categorized FCRI was applied to the study case of
an isolated complex industrial system that is fed by traditional GTs and a WF,
dominated by CPLs, equipped with fast flexible converter-interfaced loads, and
supported by an ESS. The analyses performed in this work took into consideration
the detrimental effects of the CPLs and demonstrated that the overall stability of
the system increased by shifting the primary power reserves from the slow GTs
to the fast ESS and converter-interfaced loads. This also allowed the GTs of the
study case to operate at a more constant power, which has the potential to reduce
wear and tear in the turbine governors. While the reduction in the damping of
oscillation modes associated with the CPLs and the PECs were not critical, the
oscillation mode associated with the slow turbine governors were considerably
damped when ESS and converter-interfaced reserves were prioritized. The results
presented in this chapter were supported by computer simulations, made publicly
available, and PHIL tests. They demonstrate the versatility of the expanded FCRI
concept for coordinating fast primary power reserves in autonomous grids with
increased participation of non-synchronous intermittent RES.

TABLE 5.3 Scaled down PHIL and full size converter data.

Device Quantity Full-Scale Converter (SW PowerFactory) Scaled-Down Converter (PHIL)

ESSGC Apparent power 10MVA 1 pu 14.3 kVA 1 pu
(ac side) Voltage 690 V 1 pu 115 V 1 pu

Current 8367 A 1 pu 72 A 1 pu
PWM frequency 5 kHz 7 kHz

ESSGC Voltage 1200 V 200V
(dc side) Current 8333 A 71.7 A

ESSTR Transformer ratio 11 kV / 690 V 400V / 400 V
(from LV) Short-circuit inductance 12.1 µH 0.08 pu 316 µH 0.108 pu

Short-circuit resistance 238 µΩ 0.005 pu 49.37mΩ 0.0535 pu

ESSLac Main reactor inductance 25.8 µH 0.17 pu 500 µH 0.17 pu
Main reactor resistance 952 µΩ 0.02 pu 20mΩ (estimated) 0.0217 pu

ESSCac Capacitance 3.343mF 0.05 pu 50 µF 0.0145 pu
ESSRac Damping resistance 18.16mΩ (series) 0.381 pu 47 kΩ (parallel) 50 967 pu

ESSCdc Capacitance 69.4mF H = 5ms† 14mF H = 19.5ms†

†H equals the energy in the capacitor at rated dc voltage divided by the converter rated apparent power.
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CHAPTER 6

Scaling Method for Power Hardware-in-the-Loop
Test Beds

RESEARCH GOALS AND CONTRIBUTIONS TO THE SCIENTIFIC LITERATURE

This chapter is tied to the Research Goal III, which validates in the laboratory the
control structures proposed in this dissertation. It stems fromResearch Question V
and focuses on a scaling method for matching specific characteristics of laboratory
power electronic converters (PECs) used in power hardware-in-the-loop (PHIL)
tests to the characteristics of real-life full-scale converters. Contribution V to the
scientific literature is presented in this chapter, which compiles the contents of
Publication VII.

Power hardware-in-the-loop (PHIL) testing bridges the gap between laboratory
prototypes and real operational devices. It represents a sensible step before deploy-
ment of an electric power component in the real world [1]. The applications of
PHIL span high performancemotor drives [2], microgrids [3], renewable energy [4],
and control of high-power converters [5]. In most cases, the device under test
(DUT) is a power conversion equipment in a laboratory setup interfaced through
power amplifiers with a simulated complex system in a real-time simulator (RTS).
The easiest scenario is when the system under study and the PHIL test bed are of
similar voltage and power levels. This, however, is rare as most of the DUTs in
academic or industrial laboratories are low-voltage (LV) equipment with limited
voltage and current capabilities adhering to standard safety practices, whereas
the power systems emulated are of higher power and voltage levels sometimes
in the kV and MW ranges. Due to these practical limitations, scaled-down con-
verters (SDCs) are commonly used as DUTs to emulate real full-size converters
(FSCs) [6–8]. However, an accurate scaling and interface methodology is essential
for a realistic PHIL simulation. Without an accurate scaling, the benefits of choos-
ing only controller hardware-in-the-loop (CHIL) simulations [9–12] or offline
digital simulation can outweigh those of PHIL due to simplicity in implementation.

On one hand, traditional methods utilize rated values of voltages, currents,
and power of the SDC to directly normalize and scale it to the FSC. Luo et al. [7],
for instance, studied frequency regulation support by emulating a 300MWwind
farm with a 3 kW permanent-magnet synchronous generator (PMSG) connected
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to a reduced scale back-to-back power electronic converters (PECs). The entire
wind farmwas modeled as a controllable current source passed through a low-pass
filter (LPF) (100Hz cut-off) leaving behind the harmonics. Li et al. [6] employed a
scaled-down 3 kWmodular multilevel converter (MMC) to emulate a 1500MW
full-scale MMC using average models neglecting the switching harmonics. Type
3 and 4 [13] wind turbines of 2MW and 600 kW, respectively, were emulated
with 75 kVA PECs by Huerta et al. [8]. Those authors modeled the high-power
system with a controlled power source and mentioned the advantage of using
similar inductive filters in both the simulated and physical systems but did not
discuss eventual mismatches caused by improper scaling. The scaling methods
employed by Li et al. [6], Luo et al. [7], Huerta et al. [8], Torres-Olguin et al. [14],
and Belhaouane et al. [15], moreover, assumed power flow only at the fundamental
frequency. Thus, stability studies of the PHIL simulation with the SDCs may
not fully conform with their high power systems as the harmonic interactions
with the grid have been simplified. This is due to the impedance mismatches in
the inductive-capacitive-inductive (LCL) filter as well as the different switching
frequency of the SDC when compared with FSC. Given the limited assortment of
available SDCs, it is a challenge to find specific sets of converters, transformers,
and inductive-capacitive (LC) filters that reasonably represent the FSC.

On the other hand, Ren et al. [16] and Ren et al. [17] report issues in interfacing
methods related to parasitic resonance between the impedances of the DUT and
grid simulators, mismatch in reconstructed real voltage over its simulated signal,
and problems with phase delays. These issues are typically solved by modifying,
as part of the interfacing algorithms, either the hardware or software impedance.
Although the focus of this chapter is not on interfacing algorithms, it is worth men-
tioning that some impedance-based interface algorithms alter the power circuit of
the SDC [18] and that this could further deteriorate the representation of the SDC
as FSC for high-frequency transients including the ones related to pulse-width
modulation (PWM) switching. Most of the PHIL results [14, 19, 20] do not present
outcomes that match voltages and currents at the switching frequency range of
the FSC. Hence, there is a research gap in validating SDCs as replicas of FSCs for
both line frequency and harmonic interactions with PHIL simulations.

In summary, there is no one-size-SDC-fits-all solution for establishing an
accurate PHIL test bench. No two SDCs of different converter sizes, no LCL
filters, and nomake of line transformers with direct scaling at the rated voltage and
current produce identical PHIL results representing the same FSC. It is noteworthy
that, to the extent of the author’s knowledge, the flexibility of varying the base
kVA ratings of SDCs is often ignored and rarely discussed in the literature. Hence,
the harmonic-invariant scaling method (HISM), proposed in Publication VII and
described in this chapter, exploits the base kVA rating of an SDC to scale up and
match the performance of the FSC, not only at line frequency but also for harmonic
interactions up to the switching frequency. In other words, the voltage and current
waveforms of the SDC when scaled up accurately match the FSC’s in the spectrum
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between the fundamental and the switching frequency. This is the main strength of
the proposed method, which features a script to vary SDC base values of voltages
and currents (in turn base kVA rating) and selects the base value that gives the best
match with the FSC.

This chapter describes the following contributions presented originally in
Publication VII:

1. Guidelines for performing PHIL simulations that can be adapted to academic
and industrial laboratories.

2. Novel harmonic-invariant scaling method (HISM) to exploit the base kVA
rating of SDC for an accurate match with FSC.

3. Simplified scripts for scaling the converter, along with models and raw data,
that are made publicly available at the Repository VI.

This chapter is organized as follows: the scaled-down PHIL test bench at the
National Smart Grid Laboratory (NSGL) used for Publication VII is presented in
Section 6.1. Themismatch in pu values when the SDC is operated at nominal rating
is highlighted in Section 6.2. The proposed HISM is presented as a systematic
procedure using a flowchart in Section 6.3. In Section 6.4, the HISM is applied to
a practical example representing a 5MVA battery energy storage system (BESS)
power conversion equipment [21] with an SDC in the laboratory. The theoretical
analysis is, then, validated by comparing offline digital simulations and PHIL
results in Section 6.5.

6.1 SCALED-DOWN PHIL TEST BED

Figure 6.1 shows the single line diagram of the PHIL setup. On the left-side,
the dc-grid emulator is connected to the dc link of the converter. The capacitor
at the dc link is denoted by Cdc and the voltage across this capacitor is named
Vdc. The current flowing into the dc-side of the PEC is named Idc. The dc-grid
emulator operates as a controlled voltage source. On the right-side, the ac-grid
emulator is connected to the converter transformer, which stands for one of the
inductances of the LCL filter. The short-circuit impedance of the transformer is
denoted byLt (inductive part) andRt (resistive part). The values of the short-circuit
inductance and resistance are the ones seen from the converter side terminals of
the transformer. The ac-grid emulator operates as a controlled voltage source.
The voltage at the middle of the LCL filter is named Vac. The capacitive branch
of the LCL filter is represented byCdc. The converter reactor is modeled by the
inductance Lr with a parasitic resistanceRr . The current leaving the converter
towards the reactor is denoted by Iac.

The superscript fs denotes quantities related to the FSC and the superscript sd
denotes quantities of the SDC. Capital letters refer to quantities in the International
System of Units (SI), whereas lowercase letters are employed for normalized (i.e.,
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FIGURE 6.1 Scaled-down PHIL test rig.
© Daniel Mota 2023 | Redrawn and recomposed from Publication VII | Source code information at Part III.

divided by a base value) quantities. The described scaling method, moreover, does
not change time. Hence, quantities in seconds and hertz are unaffected. Therefore,
the following values are assumed equal for both full-size and scaled-down systems:

1. Rated ac frequency Fn in Hz,
2. Correspondent angular frequency ωn = 2πFn in rad s−1.
3. Switching frequency Fsw in Hz of the converters.

Note that laboratory SDCs are able to operate at higher switching frequencies
(5-10 kHz) [22] than MW-sized real-life converters (on the range of 3 kHz) [21]. It
is, however, simple to lower the SDC switching frequency in the laboratory.

6.2 NORMALIZATION OF FSC AND SDC

The goal of the scaling is to match the normalized quantities describing the FSC
and SDC. To begin with, a set of normalizing bases for the quantities in the ac and
dc sides must be defined and applied to both full-scale and scaled-down converters.
Firstly, base values for apparent power (Sb) and ac voltage (Vbac) and current (Ibac)
are defined:

Sb =
√
3 Vbac Ibac [VA]. (6.1)

For the FSC, Sfs
b , V fs

bac, and Ifsbac are typically defined as the rated values of the
converter designed for an application. However, for a ready-to-use or laboratory
SDC, either absolute maxima mentioned on the nameplate or derated values as
provision for overloading capacities are chosen for Ssd

b , V sd
bac, and Isdbac. The pu

bases for the impedance (Zb), inductance (Lb), and ac capacitance (Cb) are defined
by the choices made for Vbac and Ibac:

Zb =
Vbac√
3 Ibac

[Ω], Lb =
Vbac

ωn

√
3 Ibac

[H], Cb =

√
3 Ibac

ωnVbac
[F]. (6.2)

It is worth recalling thatωn is equal for both full-scale and scaled-down converters.
Also, for simplicity, the power bases on the ac and dc sides are assumed equal, i.e.,
the converter losses are ignored and the power factor is assumed to be unity.

Sb = Vbdc Ibdc =
√
3 Vbac Ibac. (6.3)
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The main purpose of the dc-link capacitance is to serve as an energy buffer.
It keeps the dc-link voltage relatively constant during transient unbalances in
power exchange through the converter. For normalization, an option is to use
an analogous of the inertia constantH of synchronous machines [23], which is
defined as the kinetic energy stored in the rotor divided by the machine’s apparent
power. For the converters, the analogousH is equal to the energy stored in the
capacitor at rated dc voltage divided by the converter’s rated apparent power.

H =
CdcVbdc

2

2 Sb
[s] (6.4)

Table 6.1 shows the quantities before and after normalization, computed with
equations (6.1) to (6.4), for an FSC and a laboratory ready-to-use SDC. It can be
clearly seen that the normalized quantities for the SDCcomputed both at nameplate
values and close to rated values have a mismatch compared to the FSC.

TABLE 6.1Mismatch in pu values between an SDC scaled at nameplate and at close to rated values
and an FSC.

Quantity Full-Scale Converter Scaled-Down Converter Scaled-Down Converter
(Nameplate values) (Close to rated values)

Power Sb 5MVA 70 kVA 45 kVA
Voltage Vbac 690 V 400V 363V
Current Ibac 4184 A 100 A 72A

Voltage Vbdc 1100 V 650V 579V
Current Ibdc 4546 A 100 A 78A

Reactor Lr 77.5 µH 0.256 pu 500 µH 0.068 pu 500 µH 0.054 pu

Transformer ratio 13.8 kV / 690 V 400V / 400 V 363V / 363 V
Transformer Lt 24.2 µH 0.08 pu 316 µH 0.043 pu 316 µH 0.034 pu
Transformer Rt 0.476mΩ 0.005 pu 49.4mΩ 0.021 pu 49.4mΩ 0.017 pu

Capacitance Cac 1.8mF 0.055 pu 50 µF 0.036 pu 50 µF 0.046 pu

LCL resonance Fres 863.7Hz 1.61 kHz 1.61 kHz

Capacitance Cdc 20mF H = 2.42ms 14mF H = 42.3ms 14mF H = 52.8ms

6.3 HARMONIC INVARIANT SCALING METHOD (HISM)

It is fairly common for laboratories to feature sets of ready-to-use converters
that can be chosen as SDCs to represent specific FSCs in different PHIL setups.
However, the direct scaling of these converters can lead to large discrepancies in pu
values of components of the FSC and SDC. As it is not always feasible to procure
a tailor-made SDC for each and every PHIL setup, it is essential to develop a
matching procedure between available SDCs and an FSC. To address this problem,
the HISM that minimizes mismatches by searching for optimal sets of pu base
values within the SDC kVA range was proposed in Publication VII. A summarized
version of this method is shown in figure 6.2. The mismatches are assessed for
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combinations of V sd
bac and Isdbac assuming that those are bounded by minimum and

maximum values.
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6.3.1 Select Pair V sd
bac, I

sd
bac and Evaluate V sd

bdc and Isdbdc

Firstly, select V sd
bac according to the following constraints:

1. Operational range of the ac grid emulator.
2. Turns ratio and rated voltage of the converter transformer.
3. Rating of the SDC and LCL devices.
4. Converter minimum operating voltage for detection and synchronization

using phase-locked loop (PLL).

The choice ofV sd
bac also determines the dc base voltageV sd

bdc, as seen in equation (6.5).

V sd
bdc = V sd

bac

V fs
bdc

V fs
bac

[V] (6.5)
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Notice that the FSC voltages V fs
bdc and V

fs
bac are predetermined and not variables

within the method. Additionally, the resulting V sd
bdc from equation (6.5) must be

within the operating range of the SDC, as well as within the range of the dc grid
emulator.

Secondly, select an appropriate base current Isdbac for the SDC taking into
consideration the following constraints:

1. Rated currents of the transformer.
2. Rated current of the LC filter devices.
3. Rated current of the SDC.
4. Possible overloaded cases to be analyzed in the PHIL tests.

The selected pair (V sd
bac,Isdbac) yields the base apparent power Ssd

b for the SDC, see
equation (6.1), which can be lower than the rated (nameplate) value of the SDC.
Moreover, the pair of ac voltage and current determines Isdbdc with equation (6.3)
and the impedance bases on the LV side of the scaled-down transformer with
equation (6.2). Now, the components of the LCL filter can be selected.

6.3.2 Converter Reactor Lsd
r and Rsd

r

In this step, the converter-side L of the LCL-filter is chosen. The inductance in
pu of the converter reactor (lr) of the SDC is compared with that of the FSC. In
practice, there will be a mismatch between lsdr and lfsr particularly in cases of
limited availability of SDC reactors. If lsdr could be freely chosen, it should be made
equal to lfsr .

The following equation expresses the inductance in pu of the converter reactor
of the SDC and FSC:

lsdr [pu] = Lsd
r [H]

Lsd
b [H]

≈ lfsr [pu] = Lfs
r [H]

Lfs
b [H]

. (6.6)

When Lsd
b in equation (6.6) is rewritten with Lb from equation (6.2), lsdr becomes

lsdr [pu] = Lsd
r ωn

√
3
Isdbac
V sd
bac

. (6.7)

As it can be seen from equation (6.7), the values of the base voltage and current
influence lsdr . Thus, if Lsd

r cannot be changed, then V sd
bac and Isdbac can be altered to

bring lsdr closer to lfsr .
The resistance of the SDC’s converter reactor in pu should be approximately

equal to that of the FSC. This is expressed in the following equation:

rsdr [pu] = Rsd
r [H]

Zsd
b [H]

≈ rfsr [pu] = Rfs
r [H]

Zfs
b [H]

. (6.8)
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When Zsd
b in equation (6.8) is rewritten with Zb from equation (6.2), rsdr becomes

rsdr [pu] = Rsd
r

√
3
Isdbac
V sd
bac

. (6.9)

The resistance in pu of the SDC converter reactor can rarely be chosen freely
as it largely depends on the quality, in efficiency terms, of the reactor. Never-
theless, a mismatch between resistances in pu is usually expected as kVA-range
laboratory reactors can have lower efficiencies, i.e., higher relative resistive losses,
than industry-grade large scale reactors. Furthermore, as seen in equations (6.7)
and (6.9), if the pu bases are adapted to increase lsdr , the resistance rsdr also in-
creases. Thus, a compromise must be made between matching the inductances
and matching the resistances of the converter reactors of the SDC and FSC.

The ripple current in pu can also be used for matching the reactors of the SDC
and FSC.One should aim tomake the ripple current in pu for both the scaled-down
and full-scale converters to be as similar as possible. The peak-to-peak ripple in
the converter reactor current (∆Isdr ) is given by [24]:

∆Isdr [A] =
V sd
bdc

8 Lsd
r Fsw

. (6.10)

By substituting V sd
bdc from equation (6.5) and by normalizing∆Isdr with the peak

value of Isdbac, one obtains:

∆isdr [pu] = ∆Isdr√
2 Isdbac

=
1

8
√
2 Lsd

r Fsw

V sd
bac

Isdbac

V fs
bdc

V fs
bac

. (6.11)

Evenwhen the converter reactor can easily be swapped, the set of available reactors
in a laboratory is usually limited. Therefore, the flexibility of adapting base voltage
V sd
bac and base current Isdbac should be used to match ripple currents in pu for the

SDC and FSC. It is, however, important to notice in equation (6.11) that the ratio
V fs
bdc/V

sd
bac is fixed by the FSC design.

6.3.3 Converter Transformer Lsd
t and Rsd

t

There is usually not much flexibility in choosing the SDC transformer, i.e., the
grid-side L of LCL, in a laboratory as the set of ready-to-use transformers tends
to be limited. Also, procuring tailor-made scaled-down transformers might not
be economically feasible within some project budgets. Therefore, one must try to
match the converter transformer pu inductance of the SDC and FSC by choosing
the base voltage and current of the SDC.
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The following equations express the pu value of the inductance and resistance
of the SDC and the FSC:

lsdt [pu] = Lsd
t [H]

Lsd
b [H]

≈ lfst [pu] = Lfs
t [H]

Lfs
b [H]

(6.12)

rsdt [pu] = Rsd
t [Ω]

Zsd
b [Ω]

≈ rfst [pu] = Rfs
t [Ω]

Zfs
b [Ω]

. (6.13)

In general, the goal should be achieving similar pu values for the inductances of the
SDC and FSC transformers. Likewise, a similar pu value should be the aim for the
transformer resistance. However, it will be difficult to have a close match between
the transformer resistances of the SDC and FSC as the efficiency of an LV low-
power transformer in the laboratory is usually lower than that of a high-voltage
(HV) high-power transformer [25].

When Lsd
b in equation (6.12) and Zsd

b in equation (6.13) are rewritten with the
bases in equation (6.2), the following equations are obtained:

lsdt [pu] = Lsd
t ωn

√
3
Isdbac
V sd
bac

(6.14)

rsdt [pu] = Rsd
t

√
3
Isdbac
V sd
bac

. (6.15)

It can be seen from equations (6.14) and (6.15) that the base voltage and current can
be chosen to match the pu inductance and pu resistance of the SDC transformer
with those of the FSC. However, it should be noted that the choice that matches
pu inductances will likely lead to a mismatch in pu resistances. Thus, a trade-off
between the mismatches in inductance and resistance must be made.

6.3.4 Shunt Branch of the LCL Csd
ac

The normalized capacitance of the SDC LCL filter should be made as similar as
possible to that of the FSC, i.e.,

csdac[pu] =
Csd
ac [F]

Csd
b [F]

≈ cfsac[pu] =
Cfs
ac[F]

Cfs
b [F]

. (6.16)

By using equation (6.2) and re-writing equation (6.16) into equation (6.17), one
notices that csdac is proportional to V sd

bac and inversely proportional to Isdbac.

csdac[pu] = Csd
ac

ωn√
3

V sd
bac

Isdbac
(6.17)

When it is impractical to changeCsd
ac [F], csdac[pu] can be matched with cfsac[pu] by

adapting the SDC base voltage and base current. Notice, however, that the ratio of
bases in equation (6.17) is the inverse of the ones in equations (6.7), (6.9), (6.14),
and (6.15). Therefore, a choice of bases that increases csdac, decreases lsdr and lsdt .
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6.3.5 Evaluate Resonance Frequency F sd
res

The LCL resonance frequency can be calculated using the following equation [24]:

F sd
res [Hz] =

1

2π

√
Lsd
t + Lsd

r

Lsd
t Lsd

r Csd
ac

≈ F fs
res[Hz] =

1

2π

√√√√ Lfs
t + Lfs

r

Lfs
t Lfs

r Cfs
ac

. (6.18)

In general, the resonance frequency of the SDC should be approximately equal to
that of the FSC.

6.3.6 Converter Dc-Link Capacitance Csd
dc

TheH constant of the SDC as defined in equation (6.4) should ideally be made
equal to the one of the FSC. When changes to the SDC capacitor bank are not
feasible, the values of V sd

bdc and Ssd
b can be adapted to improve the match ofH . It is

important to remark thatH should be carefully scaled when the real-life converter
is expected to regulate the dc-voltage through an active current loop. In such
cases, a proper modeling of interactions between the converter controller and the
dc-capacitance is critical. However,H is not as critical when the FSC dc-link is
fed by an active source like a battery as in the scenario depicted in figure 6.1.

6.3.7 Application Strategies

It is clear from the previous subsections that the mismatches in the inductance
of the converter reactor, the capacitance in the LCL, the constant H of the dc-
link capacitance, and transformer reactance can be minimized by varying the
base voltage V sd

bac and base current Isdbac, thus the base VA rating of SDC. The
process begins by sweeping in small steps the base current from a minimum to a
maximum value for a given base voltage. Once the full range of the base current
has been explored for this given base voltage, another current sweep is performed
for an incremented value of the base voltage. At every base pair, the mismatch
in the parameters is calculated. This process continues until the mismatch has
been evaluated at all possible combinations of base voltages and base currents.
Depending on the application purpose of the PHIL simulation, a two-fold strategy
must be adapted to choose the right solution.

Strategy 1— Minimizing the mismatch on one normalized quantity
Mismatch error in one normalized quantity is calculated at all possible
combinations of base voltage V sd

bac and base current Isdbac. For multiple solu-
tions around the predefined mismatch error, a base voltage V sd

bac and a base
current Isdbac that make the maximum VA rating are selected for the better
utilization of the SDC.
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Strategy 2— Trade-off minimization of mismatch on all the normalized
quantities
As it may be practically impossible to minimize the mismatch on all the
normalized quantities without physical replacement of any component, a
higher predefined mismatch error is considered and the pair of base voltage
V sd
bac and current Isdbac that makes the maximum VA rating is selected.

The following section presents the application of the HISM’s first strategy with a
practical example of a BESS power conversion stage.

6.4 PRACTICAL EXAMPLE - BESS

The design parameters for the FSC shown in Table 6.1 are based on a practical
grid-scale BESS [21] that can be employed for various grid ancillary services such
as frequency and voltage support, peak shaving of distributed generation, etc. It
is impractical to invest in deploying the entire power conversion system in the
laboratory, especially for studies related to PWMtechniques, harmonic penetration
into the grid, and impact on power quality. The PHIL system presented in figure 6.1
can easily be made to represent a practical BESS. This is done by controlling the dc
and ac emulators to respond as a battery bank and as an electric grid, respectively,
and by physically representing the FSC with the SDC, as shown in figure 6.1.

Based onmathematical computations of the proposedmethodology (strategy 1)
in section 6.3.7, a script was developed for computing an error estimate of the
normalized quantities between SDC and FSC while varying base values of voltage
(50 V to 363 V) and current values (5 A to 72 A) simultaneously. A surface plot
in figure 6.3 with varying base current and base voltage shows the error in the
normalized value of lsdr compared to lfsr along with a predefined mismatch error
plane of 5 %. The following two cases are chosen for analysis:

Case 1 — base current close to rated SDC but with reduced base voltage.
Case 2 — base voltage and current close to SDC rated.

Two data points for case 1 and one data point for case 2 are shown on the plot
in figure 6.3. Further analysis will be focused around these cases. Case 1 points
to a set of base values in a region where the predefined mismatch error plane is
intersected. Two data points shown for case 1 present an interesting scenario
where both base values of currents are maximum and equal. However, it is worth
recalling here that strategy 1 aims to select the base values that yield the maximum
VA rating of the SDC. Hence, the choice for case 1 is made as

V sd
bac = 81 V and Isdbac = 72 A.

Hence, using HISM, the base VA rating of SDC for case 1 is adjusted to
√
3×81 A×72 A = 10.1 kVA.
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FIGURE 6.3 HISM applied to the converter reactor.
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This minimizes the error on the inductance in pu of the converter reactor (lr).
From figure 6.3, base values close to the rated quantities of the SDC are chosen

for case 2, namely

V sd
bac = 363 V and Isdbac = 72 A.

This results in the following base for the SDC apparent power:
√
3×363 A×72 A = 45.3 kVA.

Based on the application requirement, the user can freely decide between strate-
gies 1 and 2 while using the HISM.

The performances of the SDCs using HISM based selection (case 1) and close-
to-rated-value scaling (case 2) are benchmarked against the computer simulation
of a practical BESS FSC in the following section.

6.5 SIMULATED AND PHIL RESULTS

The PHIL tests with the SDC are performed at the NSGL, see figure 6.4. An
oscilloscope with a bandwidth of 20MHz, no extra filtering or smoothing, is
employed for measuring two of the phase-to-ground voltages across the shunt
capacitor and the current across two phases of the converter reactor, which are
indicated by Vac and Iac in figure 6.1, respectively.
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FIGURE 6.4 National Smart Grid Laboratory at NTNU. The oscilloscope on the top of the converter
was used for the measurements shown in figure 6.5.
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The measurements of phase a, scaled up to FSC levels, are presented in fig-
ures 6.5a and b. The active and reactive power (figures 6.5c and d) are calculated
from the scaled up three-phase voltages and currents. They represent the power
flow at the point indicated by P ,Q in figure 6.1. A moving average (MA) filter
with a window equal to 20ms is applied to the power measurements. The voltages,
active power, and reactive power, obtained with case 1 (green) and case 2 (red)
are similar to the ones obtained with a computer simulation (black) of the FSC.
However, the switching ripple in the current across Lr for case 2 is clearly worse
than the one of case 1. To properly analyze the distortions and ripple in the voltages
and currents, the fast Fourier transform (FFT) is employed.

Figure 6.6 shows the FFT of voltages and currents presented in figure 6.5. A
time window of 200ms, i.e., 10 grid cycles, is chosen for the FFT, which yields a
resolution of 5Hz in the frequency spectrum. The frequency axis is linear between
zero and 100Hz and logarithmic between 100Hz and 10 kHz. The amplitude
of the fundamental frequency (50Hz) of the voltage and current are similar for
the FSC computer simulation (black), SDC case 1 (green), and case 2 (red). The
distortions caused by the PWM switching in the range of 3 kHz are highlighted
by insets. Case 1 greatly matches the magnitude of switching harmonics when
compared to case 2 and to the computer simulation of the FSC.

For a better assessment, the total demand distortion (TDD) of the currents
are calculated according to IEC 61000-4-7:2002 [26] with the interharmonic com-
ponents in the spectrum up to 10 kHz grouped at their respective closest integer
harmonic of 50Hz. As seen in table 6.2, the SDC case 1 manages to match the TDD
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FIGURE 6.5 Computer simulation and PHIL results.
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of the FSC. Both are below the limit of 5 % established by IEEE Std 519-1992 [27],
whereas, the SDC case 2 amplifies the switching frequency components and thus
the TDD, wrongly representing the FSC in the PHIL simulation. It is worth remark-
ing that, in the laboratory test, the current is measured at the converter terminals,
i.e., before the shunt capacitance and grid-side inductance of the LCL filter. IEEE
Std 519-1992 [27], however, defines the TDD limit for the current delivered at the
point of common connection.

TABLE 6.2 TDD of the converter currents in figure 6.5b.

SDC case 1 SDC case 2 FSC

TDD 2.456% 9.401% 2.462%
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6.6 CONCLUSION

Reduced scale PHIL tests in academic or industrial laboratories can greatly reduce
the burden of building high-power converter prototypes in early technology readi-
ness level (TRL) stages. However, as any other modeling technique, the depth of
detail in which the laboratory SDCmimics the real-life FSCmust be adapted to the
phenomena one intends to investigate with the PHIL tests. When power quality
and harmonic disturbances are under scrutiny, a proper match of the converter
PWM frequency and the LCL filter should be guaranteed. In this chapter, a method
that aims to reproduce the distortions and harmonic content of real-life power
converters in the laboratory by adapting the pu bases of preexisting scaled-down
equipment is presented. The performance of themethod in question, namedHISM,
was tested by comparing the harmonic content of the output current of a sim-
ulated FSC with the measured ones of an SDC in a PHIL setup. The HISM, as
demonstrated in this chapter, can be used by researchers to avoid being misled
towards controller stability issues when higher ripple currents are seen during
PHIL simulations. In fact, such issues could be caused by bad scaling methods as
seen in case 2 results in section 6.5. In summary, the HISM provides the means to
better reproduce the harmonic distortions and power quality phenomena of real-
life full-size power converters in PHIL tests, reducing the need for customization
of available laboratory power converters.
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CHAPTER 7

Conclusion

This PhD dissertation compiled the contributions to the scientific literature that
were published in academic conferences and journals during the pursuit of the
goals of my doctoral research. Although the sequence of chapters, contributions,
and publications illustrated previously in figure 1.3 in chapter 1may have given the
impression that my doctoral path was completely preplanned from start to finish,
there were, as always, unpredictable aspects along the way. As in any endeavor,
time constraints forced me to choose which topics were more critical and deserved
immediate investigation, which ones should be temporarily set aside, and which
ones should be classified as future work. To conclude this dissertation, my doctoral
pursuit is put into perspective from its beginnings with the Research Questions,
passing through the Contributions, and aiming at future research topics.

7.1 RESULTS OF THE PURSUIT OF RESEARCH GOAL I

The Research Goal I of my doctoral work was to identify and address possible
causes of converter-induced instabilities in a power-intensive isolated grid fed
by traditional synchronous generation, connected to converter-interfaced inter-
mittent renewable energy sources (RES), and supported by fast-acting converter-
interfaced loads and by an energy storage system (ESS). Asmentioned in section 2.1,
converter-driven instabilities arise from the interactions that different control
loop layers of power electronic converters (PECs) have with each other, other
converters, or other equipment in the grid. In the pursuit of the Research Goal I
(see figure 7.1), four phenomena that may lead to converter-driven instabilities
were investigated, namely:

1. exponentially decaying dc components that appear during transients in
three-phase electric systems with high reactance-resistance ratio (X/R);

2. phase-shifts introduced by measurement and sequence isolation algorithms
employed by the controllers of PECs;

3. oscillations introduced by constant power loads and sources;
4. oscillations introduced by converter synchronization algorithms (phase-

locked loop (PLL)).

In Publication III, the effects of exponentially decaying dc components in the
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FIGURE 7.1 Results of the pursuit of Research Goal I and suggestions for future work.
© Daniel Mota 2023 | Source code information at Part III.

stability of PECs that operate in dual rotating reference frames (RRFs) and rely on
the separation of positive and negative sequence contents of the grid voltages and
currents were assessed. In Publication IV, a sequence isolation method based on
the delayed signal cancellation (DSC) applied directly to the RRF was described.
This method was compared to other ones available in the scientific literature. The
contents of Publications III and IVwere compiled in chapter 4. To complement this
chapter, a frequency adaptivemoving average (MA) filter proposed in Publication V
was also assessed as means of isolating positive and negative sequence content in
RRFs. For the interested reader, the intricacies of performing adaptive moving
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averages (AMAs) discussed in Publication V are summarized in appendix D. The
conclusions derived from chapter 4 were obtained with computer simulations
of one single converter connected to an ideal voltage source through a resistive
and inductive impedance. The dynamic of the PLL were purposefully disregarded
to highlight the differences in the performance of the various sequence isolation
methods.

In addition to PLL dynamics, converter-driven instabilities can also be insti-
gated by interactions among different converters of the grid. Including the PLL
dynamics and assessing interactions among converters were the main motivations
to build the computer simulation model employed in Publication I, the results
of which were compiled in chapter 3. Although the main converters that feed
the platform’s high-voltage ac grid were included in the model, only simplified
constant impedance representations were used for the platform loads. However, a
substantial part of the platform loads is interfaced to the grid via PECs that operate
as constant power loads (CPLs) and those are known to cause instabilities. For that
reason, the instability issues brought by CPLs were addressed in Publication VI
and compiled in chapter 5. It is worth remarking that the computer simulation
and power hardware-in-the-loop (PHIL) tests employed in Publication VI only
used step loads and sudden loss of wind as transients, i.e., no severe faults were
simulated. Investigating the study case during and immediately after severe tran-
sients, for instance, three-phase, two-phase, and single-phase short-circuit faults,
was considered future work.

7.2 RESULTS OF THE PURSUIT OF RESEARCH GOAL II

The Research Goal II of my doctoral workwas to propose robust control structures
to guarantee the stability of isolated grids with synchronous and non-synchronous
intermittent RES that are supported by converter-interfaced ESSs. Three research
questions arose during the pursuit of this goal, as illustrated in figure 7.2. Those
questions were the following:

• Research Question II — How to build a robust control structure for the
provision of primary and secondary frequency control reserves in isolated
grids equipped with converter-interfaced ESSs?

• Research Question III — How to share fast power reserves for frequency
control?

• Research Question IV — What are the consequences for the stability of
the grid of prioritizing faster converter-interface ESSs as primary reserve
providers instead of slower turbogenerators (GTs)?

In addition to Research Questions II and III, a set of constraints were estab-
lished aiming for system modularity. This included prioritizing independence
from fast communication links among the converters of the ESS and independence
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from a fast communication link with the grid power management system (PMS).
With this inmind, traditional proportional, integral, and derivative (PID) regulators
were chosen as the base for the control structures. Although a derivative branch
is present in the control structure described in chapter 3, it was demonstrated
theoretically and experimentally with simulations and PHIL tests in chapter 5 that
the grid frequency control could be improved even without it. This was achieved
by prioritizing the faster converter-interfaced ESS instead of the slower GTs as
providers of primary power reserves
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FIGURE 7.2 Results of the pursuit of Research Goal II and suggestions for future work.
© Daniel Mota 2023 | Source code information at Part III.

In the quest to answer Research Question IV, the recently published require-
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ments for frequency containment reserves (FCR) for the Nordic synchronous
system were employed as an inspiration. Although not required, the turbogen-
erators of the offshore isolated grids under study in this dissertation operate in
an analogous way to the Nordic frequency containment reserves for isolated op-
eration (FCRI). Controlling the frequency of such complex grids, which may
feature converter-interfaced ESSs and flexible loads (FLX) that can be used as pri-
mary reserve providers, motivated the proposition of the expanded FCRI concept
described in chapter 5. The original Nordic FCRI was expanded from a single
power-frequency droop curve into a segmented one with different regions for
normal operation reserves (FCRN) and large disturbance reserves (FCRD). The ex-
panded FCRI concept, i.e., Contribution IV, allowed for prioritizing the converter-
interfaced primary reserves as FCRN while assigning the mechanical actuated
turbogenerators mainly for FCRD. This lessened the burden of the slower GTs
with frequency control, which may lead to the reduced wear and tear of the turbine
governors. Employing the expanded FCRI improved the overall electric power
quality in the platform. The eigenvalue analysis, dynamic simulations, and PHIL
presented in chapter 5 indicated that the benefits, from a grid stability perspec-
tive, outweighed the disadvantages of increasing the share of converter-interfaced
FCRN reserves for primary frequency control in isolated grids. Nevertheless, as
remarked previously in section 7.1, the PLL dynamics and the overall response
of the converter-interfaced reserves to severe faults as short-circuits, balanced or
unbalanced, were not investigated.

7.3 PURSUIT OF THE RESEARCH GOAL III

The Research Goal III was to validate the control structures proposed in chapter 3
experimentally in the laboratory with reduced scale PHIL tests. The pursuit of this
goal is summarized in figure 7.3. In chapter 5, reduced-scale PHIL tests were used
to evaluate the benefits of employing a segmented droop strategy that allowed
prioritizing faster converter-interfaced power reserves instead of the slower GTs,
i.e., theContribution IV of thiswork. To perform these tests, amethod formatching
the specific characteristics of the full-scale converter to the reduce-scale laboratory
one began to take shape. However, to emulate all the characteristics of an MVA-
range full-size converter (FSC)with a laboratory kVA-range scaled-down converter
(SDC) proved difficult. Meanwhile, it was noticed that specific characteristics of
the FSC could be better reproduced with adaptations to the pu bases of the SDC.
This led, in the first moment, to the scaling adopted for the PHIL tests shown in
chapter 5 (see table 5.3 in page 98).

Varying the base current and voltage of a laboratory converter with the goal of
matching its inductive-capacitive-inductive (LCL) filter and dc-link capacitance
to a full-scale converter, while minimizing the need to physically change existing
components was not straightforward. Changes that helped in matching the pu
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FIGURE 7.3 Results of the pursuit of Research Goal III and suggestions for future work.
© Daniel Mota 2023 | Source code information at Part III.

value of one part of the LCL filter increased the differences in pu of another part.
For that reason, the Research Question V became relevant during the preparation
and execution of the laboratory tests used for validation in Publication VI. In
addition to that, and aiming for a future work, a scaling method that allowed for
reproducing harmonic disturbances introduced by the pulse-width modulation
(PWM) switching began to be sketched. This resulted in Publication VII, which pro-
posed Contribution V of this doctoral work. Nevertheless, the control structures
for converter-interfaced ESS described in chapter 3, the dual sequence current con-
trollers employing the sequence isolation method described in chapter 4, and the
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power reserve sharing for isolated grids with synchronous and nonsynchronous
generation proposed in chapter 5were not thoroughly tested in a PHIL test bed that
takes fully into consideration the PWM switching harmonics introduced by the
converters. This future research topic, and the other ones suggested in sections 7.1
and 7.2, will be summarized in the following section.

7.4 FUTURE WORK

In sections 7.1 to 7.3, the pursuit of the three goals established for my doctoral
research and the resulting contributions to the scientific literature were discussed.
However, each of these sections ended in suggestions for future work, which can
be summarized as follows.

• Investigate the consequences of PLL dynamics under faults and during
severe temporary unbalanced operation.
The generators of the study case analyzed in this dissertation are designed
for operating with a maximum of 8% of negative-sequence current. This
means that the permanent operation with large unbalanced loads connected
to the platform’s main high-voltage (HV) busbar would not be allowed by the
generator’s electric protection system. However, unbalanced conditionsmay
appear temporarily due to faulty operation of the grid devices. Negative-
sequence current injection might be demanded from the energy storage
system grid converter (ESSGC) that feeds the platform’s main busbar. It is
therefore important to analyze the behaviour of the ESSGC under severe
grid faults. More specifically, assessing the consequences of the PLL dynam-
ics in the performance of the current controllers discussed in chapter 4 is
suggested as a future research topic.

• Explore the performance of converter-interfaced primary reserves
during and immediately after severe balanced and unbalanced tran-
sients.
In this dissertation, the sharing of primary frequency reserves among tradi-
tional synchronous machines and converter-interfaced devices as battery
energy storage systems and fast flexible loads was investigated with the help
of computer simulations and PHIL laboratory tests. The transients chosen
for testing the dynamic response when different types of equipment were
prioritized as primary reserve providers included fast (step) changes to the
isolated grid’s loads and sudden loss of power generated by the wind farm
(WF). All these transients were balanced; in other words, the changes to each
of the three-phases of the systemwere equal. No temporary load unbalances
were introduced. No asymmetrical severe faults such as phase-to-phase
of phase-to-ground short circuits were chosen as testing scenarios. It is,
therefore, important to investigate how well the converter-interfaced ESS
would perform under such scenarios.
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• Research the consequences of harmonics introduced by PECs with
properly matched reduced scale PHIL setups.
As discussed in chapter 6, most of PHIL tests present outcomes that do not
match voltages and currents at the PWM switching frequency range of the
FSCs. Although the harmonic-invariant scaling method (HISM) described
in this dissertation provides the means to better reproduce these harmonic
disturbances, the PHIL tests employed to validate the strategy for sharing
fast primary power reserves in power-intensive isolated grids proposed in
chapter 5 did not match SDC and FSC’s PWM switching frequencies. It
is important, therefore, to further investigate the possibilities of properly
reproducing the harmonic phenomena introduced by a larger participation
of non-synchronous converter-interfaced generation and consumption in
PHIL setups.

7.5 ON THE GENERALITY OF THE FINDINGS

Although much of this dissertation was anchored in a specific application, i.e., a
study case of an oil and gas (O&G) platform isolated from the continent, the theo-
retical frameworks adopted in this doctoral work were as general as possible. The
findings, insights, and conclusions presented in this work are applicable to other
scenarios where medium and large isolated grids with synchronous dispatchable
sources face the challenges of integrating variable RES.

7.6 FINAL PERSONAL REMARKS

In his lectures at Santa Barbara in 1959, Huxley [1] recalled reading a remark on
the nature of basic research by Albert von Szent-Györgyi Nagyrápolt, who had
won a Nobel Prize in 1937 for “his discoveries in connection with the biological
combustion processes, with special reference to vitamin C and the catalysis of
fumaric acid” [2].

“When I first came to this country ten years ago, I had the greatest difficulty to
find means for my basic research. People asked me, what are you doing, what is it
good for? I had to say, it is no good at all. Then they asked, then exactly what are
you going to do? I had to answer, I don’t know, that is why it is research...”

Although this PhD dissertation is an example of applied research, not basic, I
recall a similar feeling as the one experienced by Szent-Györgyi. After 17 years
working in the industry with control and automation equipment for hydropower
generation, I was back in academia and was asking myself what I was supposed
to be investigating and what kind of scientific contributions I was expected to
produce. Processing all the information necessary to begin a PhD project can be
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overwhelming. As a starter, a set of goals was defined with the help of my supervi-
sor and co-supervisor. Then, I began investigating the frontiers of the research on
the control and stability of isolated grids with synchronous and non-synchronous
generation. These investigations led to the research questions described in chap-
ter 1. The attempts to answer these questions resulted in seven publications. The
five main contributions of these publications are compiled in the chapters of this
dissertation. Notwithstanding, there is one additional goal of a PhD research that
was not explicitly named until now, and that is to give one the opportunity to learn
and develop the skills necessary for performing research. I believe I seized this
opportunity. Finally, I would like to thank the readers for reaching these final
remarks. If you have time, take a look at appendices A to E as well. I hope you have
enjoyed the ride.
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APPENDIX A

Reference Frames and Transformations

The following reference frames for representing three-phase quantities are used
in this dissertation.

Natural reference frame (NRF), also referred to as the abc frame.
Stationary reference frame (SRF), also named the αβ frame.
Rotating reference frame (RRF), also called the dq frame.

A.1 NATURAL REFERENCE FRAME

Figure A.1 illustrates voltages and currents represented in the NRF.

va

ia

va

vb

ib

vbvc

ic

vc

FIGURE A.1 Three-phase circuit with voltages and currents in the NRF.
© Daniel Mota 2023 | Source code information at Part III.

Let v(t) be defined as

v(t) =



va(t)
vb(t)
vc(t)


 = V




sin (ωt)
sin (ωt− 2π/3)
sin (ωt+ 2π/3)


 (A.1)

where V is the amplitude of the sinusoidal voltage and ω is the angular frequency.
Notice that va, vb, and vc are expressed with sine functions, not cosine functions,
and that the phase of va is zero.

135



136 ▶ APPENDIX A REFERENCE FRAMES AND TRANSFORMATIONS

Let i(t) be defined as

i(t) = I




sin (ωt− φ)
sin (ωt− 2π/3− φ)
sin (ωt+ 2π/3− φ)


 (A.2)

where I is the amplitude and φ is the phase shift between the sinusoidal currents i
and the sinusoidal voltages v.

If the v were to feed a series-connected resistive and inductive (RL) impedance,
then the phase φ of i flowing through the impedance would be

φ = arctan

(
ωL

R

)
.

In the following sections, the transformations between different reference frames
will be applied to this set of voltages and currents.

A.2 STATIONARY REFERENCE FRAME αβ

In this dissertation, quantities are transformed from the NRF into the SRF and
back with an amplitude invariant Clark transformation [1, 2]. The energy storage
system (ESS) and power electronic converters (PECs) studied in this work are
connected to the grid via ungrounded delta-wye transformers, which block the
flow of zero-sequence currents between grid and converter; therefore, the axis
γ which relates to the zero sequence is disregarded in the transformations used
throughout this dissertation.

A.2.1 Positive Sequence

The transformations between the abc and αβ+ frames is performed with the
matrix

C+ =

[
1 −1/2 −1/2

0
√
3/2 −

√
3/2

]
. (A.3)

Notice the relationship, which will be useful later in this appendix, between the
matrix C+ and its transpose:

2

3
C+ C+⊤ =

[
1 0
0 1

]
. (A.4)

The abc 7→αβ+ transformation is given by

[
mα+(t)
mβ+(t)

]
=

2

3
C+



ma(t)
mb(t)
mc(t)


 (A.5)
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where the variablesma,mb, andmc represent the instantaneous measurements
of either phase-to-neutral voltages or line currents, and the subscripts α+ and β+
stand for the axes of the SRF. The αβ+ 7→abc transformation is performed with



ma(t)
mb(t)
mc(t)


 = C+⊤

[
mα+(t)
mβ+(t)

]
. (A.6)

If the transformation in equation (A.5) is applied to v from equation (A.1), then
the result is

[
vα+(t)
vβ+(t)

]
=

2

3
C+V




sin (ωt)
sin (ωt− 2π/3)
sin (ωt+ 2π/3)


 = V

[
sin (ωt)

− cos (ωt)

]
.

The amplitude V from the voltage in equation (A.5) is maintained in the positive
sequence SRF; therefore, the transformation described by equation (A.5) is known
as amplitude invariant. Although not used in this dissertation, if the reader intends
to use the power invariant transformation instead, the coefficient 2/3 should be
replaced by

√
2/3.

A.2.2 Negative Sequence

The transformations between the abc and the αβ− frames are performed in this
dissertation by replacing the matrix C+ in equations (A.5) and (A.6) with the matrix
C− from equation (A.7).

C− = C+



1 0 0
0 0 1
0 1 0


 =

[
1 −1/2 −1/2

0 −
√
3/2

√
3/2

]
(A.7)

A.3 ROTATING REFERENCE FRAME

The RRF rotates synchronously with the angular frequency ω of a given three-
phase voltage v, usually the one at the middle point of the converters’ inductive-
capacitive-inductive (LCL) filter, see chapter 4. Quantities can be transformed
from the SRF to the RRF and back with the Park transformation [2, 3]. The RRF
frames represent the three-phase quantities with direct (d), quadrature (q), and
zero-sequence components. However, as with the SRF, the zero sequence in the
RRF is disregarded in this dissertation.

The transformations between the SRF and the RRF are performed with the
matrix

P(θ) =

[
sin (θ) − cos (θ)
cos (θ) sin (θ)

]
(A.8)
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where the angle θ(t) is given by

θ(t) =

∫ t

0
ω(τ) dτ

andω is the angular frequencywithwhich the RRF rotates. The angle θ is measured
with a phase-locked loop (PLL) device, see appendix B for more details. Assuming
a constant angular frequency, the angle θ can then be replaced by ωt resulting in

P(ωt) =

[
sin (ωt) − cos (ωt)
cos (ωt) sin (ωt)

]
.

It is worth noticing that

P(ωt)
d

dt
P⊤(ωt) = ω

[
sin (ωt) − cos (ωt)
cos (ωt) sin (ωt)

]

[
cos (ωt) − sin (ωt)
sin (ωt) cos (ωt)

]
= ω

[
0 −1
1 0

]
.

(A.9)

The relationship between P and the time derivative of its transpose will be useful
later in this appendix in section A.3.2.

A.3.1 Positive Sequence Rotating Reference Frame

The transformations between the NRF and the positive-sequence RRF are per-
formed with the matrix

T+(θ) = P(θ) C+ =

=

[
sin (θ) sin (θ − 2π/3) sin (θ + 2π/3)
cos (θ) cos (θ − 2π/3) cos (θ + 2π/3)

]
.

(A.10)

The complete abc 7→αβ+ 7→dq+ transformation is given by

[
md+(t)
mq+(t)

]
= P(θ)

[
mα+(t)
mβ+(t)

]
= P(θ)


2

3
C+



ma(t)
mb(t)
mc(t)




 =

=
2

3
T+(θ)



ma(t)
mb(t)
mc(t)




(A.11)

where the variablesma,mb, andmc represent the instantaneous measurements
of either phase-to-neutral voltages or line currents, and the subscript d+ stands
for direct and q+ for quadrature. It is worth remarking the relationship between
the matrix T+ and its transpose

2

3
T+(θ) T+⊤(θ) =

[
1 0
0 1

]
. (A.12)
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The complete dq+ 7→αβ+ 7→abc transformation is given by


ma(t)
mb(t)
mc(t)


 = C+⊤

[
mα+(t)
mβ+(t)

]
= C+⊤

(
P⊤(θ)

[
md+(t)
mq+(t)

])

= T+⊤(θ)
[
md+(t)
mq+(t)

]
.

(A.13)

If the transformation in equation (A.11) is applied to v from equation (A.1)
with θ synchronized to the angle of va, in other words, the remainder of division
of the angle ωt by 2π is equal to the remainder of the division of the angle θ by 2π

ωt mod 2π = θ mod 2π

then, the result is
[
vd+(t)
vq+(t)

]
=

2

3
T+(ωt)V




sin (ωt)
sin (ωt− 2π/3)
sin (ωt+ 2π/3)


 =

[
V
0

]
.

The amplitudeV in theNRF ismaintained in the positive sequence RRF. Therefore,
the transformation described by equation (A.11) is known as amplitude invariant.
Three-phase quantities in the NRF become constant values in the RRF. This allows
for the use of traditional proportional, integral, and derivative (PID) controllers.

If the transformation in equation (A.11) with T+ synchronized to voltage v
from equation (A.1) is applied to current i from equation (A.2), then the result is

[
id+(t)
iq+(t)

]
=

2

3
T+(ωt) I




sin (ωt− φ)
sin (ωt− 2π/3− φ)
sin (ωt+ 2π/3− φ)


 =

[
I cosφ
−I sinφ

]
.

Notice that the current amplitude I appears in both direct and quadrature axes
multiplied either by the cosine or by the negative sine of the phase shift φ. When-
ever i is in phase with v, the amplitude of i appears only in the d+ axis. Whenever
the phase shift is±π/2, the amplitude of i appears only in the q+ axis. Given the
choice of representing v with sine functions, not cosine ones, and the synchroniza-
tion choice made for T+ in this dissertation, the direct axis d+ relates to the active
power, whereas the quadrature axis q+ relates to reactive power measurements.

A.3.2 An RL circuit represented in the RRF dq+

The relationship between the current and voltages in the idealized circuit from
figure A.2 is described in the NRF by



vga(t)
vgb(t)
vgc(t)


+R



ia(t)
ib(t)
ic(t)


+ L

d

dt



ia(t)
ib(t)
ic(t)


 =



vca(t)
vcb(t)
vcc(t)


 . (A.14)
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∼
=

Converter
R i L

∼
Grid

vc vg

FIGURE A.2 Idealized single-line diagram of a converter connected to the grid through an RL
impedance (copy of figure 4.1 from chapter 4 placed here for convenience).
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By rewriting equation (A.14) in the dq+ frame with equation (A.13) and assuming
that T+ is synchronized with vca, one obtains

T+⊤(ωt)
[
vgd+(t)
vgq+(t)

]
+R T+⊤(ωt)

[
id+(t)
iq+(t)

]
+

+ L
d

dt

(
T+⊤(ωt)

[
id+(t)
iq+(t)

])
= T+⊤(ωt)

[
vcd+(t)
vcq+(t)

]

which, after multiplying by 2T+/3, can be re-written as
[
vgd+(t)
vgq+(t)

]
+R

[
id+(t)
iq+(t)

]
+

+
2

3
T+(ωt)L

d

dt

(
T+⊤(ωt)

[
id+(t)
iq+(t)

])

︸ ︷︷ ︸
derivative term

=

[
vcd+(t)
vcq+(t)

]
.

(A.15)

The derivative term in equation (A.15) can be expanded into

2

3
LT+(ωt)

((
d

dt
T+⊤(ωt)

)[
id+(t)
iq+(t)

]
+ T+⊤(ωt)

d

dt

[
id+(t)
iq+(t)

])

which, by using equations (A.10) and (A.12), becomes

2

3
LP(ωt)C+C+⊤

(
d

dt
P⊤(ωt)

)[
id+(t)
iq+(t)

]
+ L

d

dt

[
id+(t)
iq+(t)

]
.

Therefore, by using equations (A.4) and (A.9), it is possible to conclude that the
relationship between the currents and voltages in the idealized circuit in figure A.2
can be described in the RRF as
[
vgd+(t)
vgq+(t)

]
+R

[
id+(t)
iq+(t)

]
+ ωL

[
0 −1
1 0

][
id+(t)
iq+(t)

]
+ L

d

dt

[
id+(t)
iq+(t)

]
=

[
vcd+(t)
vcq+(t)

]

which features a coupling between the dq+ axes. The value of−ωLiq+ affects the
quantities in the d+ axis, whereas the value of ωLid+ affects the q+ axis.
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A.3.3 Negative Sequence Rotating Reference Frame

A measurement [ma mb mc]
⊤ in the NRF can be moved to the negative sequence

RRF if the middle and right columns of T+ are swapped

T− = T+



1 0 0
0 0 1
0 1 0




resulting in

T−(θ) =
[
sin (θ) sin (θ + 2π/3) sin (θ − 2π/3)
cos (θ) cos (θ + 2π/3) cos (θ − 2π/3)

]
. (A.16)

This is equivalent to swapping the measurements of phases b and c.
The abc 7→dq− transformation is given by

[
md−(t)
mq−(t)

]
=

2

3
T−(ωt)



ma(t)
mb(t)
mc(t)


 (A.17)

where the subscriptd− stands for direct and q− for quadrature axis. Thedq− 7→abc
transformation is performed with



ma(t)
mb(t)
mc(t)


 = T−⊤(ωt)

[
md−(t)
mq−(t)

]
. (A.18)

If the transformation in equation (A.17) is applied to v from equation (A.1)
with T− synchronized to the voltage v, then the result is

[
vd−(t)
vq−(t)

]
=

2

3
T−(ωt)V




sin (ωt)
sin (ωt− 2π/3)
sin (ωt+ 2π/3)


 =

[
−V cos (2ωt)
V sin (2ωt)

]
.

The positive sequence voltage v from equation (A.1) appears in the negative se-
quence RRF as two sinusoidal signals with amplitude V and twice the angular
frequency ω. Conversely, any negative sequence voltage content in the NRF ap-
pears as second harmonic content on the dq+ reference frame. A similar line of
reasoning applies when the positive sequence current i from equation (A.2) is
moved to the dq−.

In summary, positive sequence content in theNRFbecomes constant in thedq+
frame. However, if transformed into the dq− frame, it appears as second harmonic.
Conversely, the negative sequence content in the NRF becomes constant in the
dq− and second harmonic in the dq+ frame.
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APPENDIX B

Geometric Representations of Three-Phase Quanti-
ties and the PLL

This appendix is based on the work published in Portuguese by Matakas Junior [1],
which provides a comprehensive explanation of the representation of three-phase
systems with spacial three-dimensional vectors and the inner workings of a phase-
locked loop (PLL). Formore information on the history of reference frame transfor-
mations for three-phase quantities, their different variants, and their geometrical
foundations, see also [2].

A PLL device generates an internal voltage that tracks a measured three-phase
voltage. Although the reference frames in which the internal and the measured
voltages are compared vary in the literature, the goal of this appendix is to explain
the PLL inner workings within the natural reference frame (NRF) itself without
changing to the stationary reference frame (SRF) or rotating reference frame (RRF).
For that, it is important to introduce a three-dimensional representation for three-
phase measurements.

B.1 GEOMETRIC REPRESENTATIONS OF THREE-PHASE MEASUREMENTS

Let a set of three orthogonal unitary vectors

−→a =



1
0
0


 ,

−→
b =



0
1
0


 , −→c =



0
0
1




be the bases for a three-dimensional space with three axes a, b, and c. Let a vector
v starting at the origin of the three-dimensional space be defined by three phase-
to-neutral voltage measurements

v (t) = va (t)
−→a + vb (t)

−→
b + vc (t)

−→c =



va (t)
vb (t)
vc (t)


 .

As an example, a vector v in the abc-space is illustrated in figure B.1.
Every vector v(t) that fulfills va (t) + vb (t) + vc (t) = 0 lies in a specific

plane of the three-dimensional space, which is named null zero-sequence in this

143
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a b

c

va

vb

vc

v

FIGURE B.1 Three-dimensional space for representing three-phase measurements.
© Daniel Mota 2023 | Source code information at Part III.

ab
c

FIGURE B.2 Null-zero-sequence plane in the abc-space, in blue, where all vectors v with va (t) +
vb (t) + vc (t) = 0 are located; the axis c points towards the reader.

© Daniel Mota 2023 | Source code information at Part III.

appendix and is illustrated in figure B.2. This means that all balanced three-phase
quantities that take the form of

v (θ) =



va (θ)
vb (θ)
vc (θ)


 = V




sin (θ − φ)
sin (θ − 2π/3− φ)
sin (θ + 2π/3− φ)


 (B.1)

where V is the amplitude, are located entirely in the null zero-sequence plane.
If the angle θ is defined as

θ(t) =

∫ t

0
ω(τ) dτ

then v from equation (B.1) spins in the null zero-sequence plane with the angular
frequency ω.

B.2 THE PLL TRACKS A THREE-PHASE VOLTAGE WITH A DOT PRODUCT

Let the voltage vPLL be the internal three-phase voltage of the PLL

vPLL( θ̂ ) =



vPLLa( θ̂ )

vPLLb( θ̂ )

vPLLc( θ̂ )


 =




cos( θ̂ )

cos( θ̂ − 2π/3)

cos( θ̂ + 2π/3)


 (B.2)
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where θ̂ is an estimate of the angle θ of the voltage v in equation (B.1). The angle
θ̂ is equal to the remainder of the integral in time of the PLL internal variable ω̂
divided by 2π, i.e.,

θ̂(t) =

(∫ t

0
ω̂(t) dt

)
mod 2π. (B.3)

Notice that ω̂ is the estimated value of the angular frequency ω of the voltage v.
Both the balanced three-phase voltages v and vPLL spin around the origin of the
abc-space, as illustrated in figure B.3.

a b

c

vPLL

(
θ̂
)ω̂

δ(t)

v(θ)

ω

FIGURE B.3 Two balanced three-phase voltages, v from equation (B.1) and vPLL from equation (B.2),
at a given instant t in the abc-space. The voltages spin in the null zero-sequence plane,
not drawn in this figure, with angular frequencies ω and ω̂.
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Let an error variable ε be defined by the dot product between the voltages v
from equation (B.1) and vPLL from equation (B.2)

ε(t) = v(θ) · vPLL
(
θ̂
)
=

=
[
va (θ) vb (θ) vc (θ)

]


vPLLa( θ̂ )

vPLLb( θ̂ )

vPLLc( θ̂ )


 = V cos (δ(t))

where δ is the angle between the vectors v and vPLL in the three-dimensional space
illustrated in figure B.3. Notice that, for a nonzero amplitude V of the vector v,
the error ε is only equal to zero when the angle δ is

δ =
(2k − 1)π

2

where k is an integer, in other words, when vPLL and v are perpendicular to each
other.

To make its internal voltage vPLL track the voltage v, the PLL acts on the
controlled variable ω̂ from equation (B.3) in the following manner:
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• if ε > 0, increase ω̂,
• if ε < 0, decrease ω̂.

By doing so, assuming that ω̂ is reasonably close to the angular frequency ω, the
PLL forces its internal voltage vPLL to lead v by π/2 rad. Notice that there are two
equilibrium points for vPLL. One is π/2 rad ahead of v, the other one is π/2 rad
behind v. However, due to the cosinusoidal characteristic of ε, the latter is not a
stable equilibrium point.

Voltage to be tracked

• PI
regulator

Dot product

Σ Integrator
cos( θ̂ )

cos( θ̂ − 2π/3)

cos( θ̂ + 2π/3)

Internal voltage generatorWrapped around 2π

v(θ) = V




sin(θ)
sin(θ − 2π/3)
sin(θ + 2π/3




θ(t)=
∫ t
0 ω(τ)dτ

ε ∆ω̂ +
+

ωn

ω̂ θ̂

vPLL( θ̂ ) Estimated value of ω Estimated value of θ

FIGURE B.4 Generic PLL expressed in the abc-space.
© Daniel Mota 2023 | Source code information at Part III.

Figure B.4 shows a block diagram of a generic PLL built in the abc-frame
with the principles presented in this appendix. The voltage v(θ) to be tracked
by the PLL is shown on the left side. The logic of increasing or decreasing the
internal estimated value of the angular frequency is performed by a proportional
and integral (PI) controller. The angle θ̂ is calculated with equation (B.3). Other
versions of the PLL available in the literature [3] perform the same fundamental
operations illustrated in figure B.4, but transformed to different reference frames.
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APPENDIX C

PI Regulators and Anti-Windup

Figure C.1 shows the general structure of the proportional and integral (PI) regula-
tors adopted throughout this dissertation where:

x = input of the regulator,
y = output of the regulator,
kg , kp = proportional gains,
Ti = integrator time,
xf = input for feed-forwarding or for a derivative part,
xw , yw = input and output of the anti-windup block,
ymax, ymin = maximum and minimum limits (dynamic or static),
yu = unlimited output of the regulator,
s = complex frequency.

ymin

ymax

kg
x

kp

Anti-windup
Logic

xw

yu, y

1

sTi

yw

Σ
+

+

+

xf

ymin

ymax

Dynamic
Limits

yu y

FIGURE C.1 PI regulator with limiters and anti-windup.
© Daniel Mota 2023 | Source code information at Part III.

C.1 LINEAR REPRESENTATION OF THE PI REGULATOR

Equation (C.1) shows the transfer function of the PI regulator in figure C.1 when
the feed-forwarding input, anti-windup logic, and dynamic limits are disregarded.

G(s) = kg

(
kp +

1

sTi

)
(C.1)
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This transfer function is flexible and can represent the PI in different ways by
considering, for instance, kg = 1, which results in

G(s) = kp +
1

sTi
.

By considering kp = 1, equation (C.1) can also represent the PI as

G(s) = kg

(
sTi + 1

sTi

)
.

This latter form, as adopted by Fröhr and Orttenburger [1], allows the setting of
Ti for compensating the dominant pole of systems with one large time constant
independently of the proportional gain kg .

C.2 DYNAMIC LIMITS AND ANTI-WINDUP

The dynamic limit block at the output of the PI in figure C.1 can represent fixed
and/or variable maximum and minimum values, as well as maximum allowed rates
of change. The wind-up of a PI regulator happens when its integrator keeps on
integrating even when the unlimited output yu reaches a dynamic limit, in other
words, when yu ̸= y. To avoid wind-up, the following strategy is adopted in this
dissertation.

yw =





0 if yu > y and xw > 0, @ top, block integration up.
xw if yu > y and xw < 0, @ top, allow integration down.
xw if yu = y,
xw if yw< y and xw > 0, @ bottom, allow integration up.
0 if yw<y and xw<0, @ bottom, block integration down.
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APPENDIX D

Frequency Adaptive Moving Averages

The grid frequency of low-inertia power systems is subjected to large excursions
specially during transients. Thus, a filtering method based on moving averages
(MAs) within multiples of submultiples of the grid period should not be unreason-
ably degraded by such variations. This appendix presents the frequency adaptive
moving average (AMA) described in Publication V, which is based on the computa-
tionally efficient calculation from equation (4.11) and built with circular buffers.

D.1 FREQUENCY ADAPTIVE MOVING AVERAGE

FigureD.1 illustrates the proposed AMAmethod. On the left-hand side, the current
input value x(k) is divided by the moving average window (MAW) n(k), which is
defined as

n(k) = round
(

Fs

F (k)

)
(D.1)

where Fs is the sampling frequency with which the AMA is processed, F (k) is the
variable frequency one intends to remove from the spectrum of the signal x(k), the
function “round” returns the closest integer to Fs/F (k), and the ever-increasing
integer k represents the discrete time kTs where Ts = Fs

−1.

x(k)

n(k)

x(k)

n(k)

x(k)

n(k)

xacc

n(k)
xdec

Variable Delay

Σ
xacc +

xdec

−
Σ

+

z−1

x(k)

+

Accumulator

FIGURE D.1 Frequency adaptive moving average.
© Daniel Mota 2023 | Source code information at Part III.

The value of x(k)/n(k) in figure D.1, denoted by xacc, is sent to the right-hand
side of the AMA block to be accumulated. Simultaneously, an old value of xacc
from a time in the past k − n(k) is sent to the right-hand side for decumulation.
This value, meant for decumulation, is denoted by xdec. All values of x(k)/n(k)
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are accumulated at the instant k and must be decumulated at a later instant k + n.
This is a key principle into designing an AMA block.

D.2 VARIABLE DELAY BLOCK

Figure D.1 illustrates the circular buffer that implements the variable delay block
shown in figure D.2. Orfanidis [1] provides more information on the hardware
realization of such buffers. The length of the circular buffer (N ) needs to be large
enough to store all samples of x/n when F is at the minimum expected value.

0 · · · 10 11 · · · 40 · · · N − 1

Circular buffer slots:

Slot indexes:

Pointers:
r(k)

Retrieval
j(k)

Insertion

n(k)

Retrieve and clear slot Sum new value to slot

FIGURE D.2 Circular buffer and pointers that implement the variable time delay block in figure D.1.
© Daniel Mota 2023 | Source code information at Part III.

The circular buffer in figure D.2 incorporates two pointers:

r(k): the retrieval pointer marks the slot from which the old value of x/n is to be
retrieved. It moves along the buffer according to

r(k) = k mod N

where k modN is equal to the remainder of the division of k byN .

j(k): the insertion pointer marks the slot where the current value of x/n is to
be stored. It is purposefully named j for avoiding the confusion with the
current i. It moves along the circular buffer according to

j(k) = (k + n(k)) mod N.

Notice that the retrieval pointer r(k)moves continuously forward one slot of
the circular buffer at each new cycle k. The insertion pointer j(k) is pushed n(k)
slots ahead of r(k). It is the insertion pointer, not the retrieval one, that is forced
to jump or stay put whenever the n(k) changes. In addition to that, the following
conditions are enforced:

1) at the insertion slot, the new value of x/n is summed to any preexisting
value already present in the slot;

2) the retrieval slot is set to zero after the old value of x/n is retrieved from it.
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Every value entering the variable time delay block in figure D.1 is ensured to be
set for decumulation only once even when the frequency to be filtered F varies
causing the MAW to change. No values of x/n are decumulated twice, and no
values are lost either when the frequency varies.

D.3 WEIGHTED ADAPTIVE MOVING AVERAGE

A discrete AMA filter with a window of n samples removes from the spectrum of
the signal at its input the frequencies equal to and multiple of (nTs)

−1, where Ts

is the sampling period with which the filter is processed [2, p. 341]. Let F = T−1

be the frequency one intends to filter with a discrete AMA. When T is not an
exact multiple of nTs, the AMA does not block completely the frequency F and its
harmonics [3]. Tomitigate this problem, aweightingmethod proposed by Svensson
et al. [4] for delayed signal cancellation (DSC) filters was used in Publication V. The
resulting AMA filter was named weighted adaptive moving average (WAMA).

The output of a WAMA filter, xw(k) in equation (D.2), is equal to the weighted
sum of the outputs of two AMA filters. The first one, xc(k), uses a window equal
to the value of n(k) rounded up to the closest integer, as shown by equation (D.3).
The second one, xf (k), rounds the window down to the closest integer as shown
in equation (D.4). The function “ceiling” is used for rounding up and “floor” for
rounding down to the closest integer. It is important to remark that a WAMA filter
uses twice as much memory than a single AMA.

xw(k) = (n(k)− nf (k))xc(k) + (1− n(k) + nf (k))xf (k) (D.2)

nc(k) = ceiling
(

Fs

F (k)

)
(D.3)

nf (k) = floor
(

Fs

F (k)

)
(D.4)
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APPENDIX E

Frequency Adaptive Delayed Signal Cancellation

The grid frequency of low-inertia power systems is subjected to large excursions
specially during transients. Thus, the delayed signal cancellation (DSC) applied
directly to thedq framediscussed in chapter 4 should not be unreasonably degraded
by such variations. In this appendix, the frequency adaptive DSCdq proposed in
Publication IV is described.

The digital implementation of the frequency adaptive DSCdq demands the
discretization of the time-varying delay T (t)/4, where T is the period of the grid
voltage. In the discrete time domain, the number of samples n(k) equivalent to
T (t)/4 is given by

n(k) =
T (k)

4Ts
=

Fs

4F (k)
(E.1)

where Fs is the sampling frequency with which the DSCdq algorithm is processed,
Ts is the sampling time, and the ever-increasing integer k represents the discrete
timekTs. The discrete implementation of theDSCdq equation (4.15) fromchapter 4
in only one axis of the dq frame becomes

y(k) =
x(k)

2

(
1 + z−n(k)

)
, (E.2)

where x denotes the input of the filter, y the output, and the operator z−n(k)
fetches the value of the variable x at the instant k − n(k).

1
2

x(k)

z−nr

roundn(k)
nr(k)

Σ
+

+

yr(k)

FIGURE E.1 Frequency adaptive DSCdq with rounded n(k).
© Daniel Mota 2023 | Redrawn and recomposed from Publication IV | Source code information at Part III.

A time-varying grid frequency produces noninteger values of n that must
be truncated or rounded. Figure E.1 shows a block diagram representation of a
frequency adaptive DSCdq based on equation (E.2) that rounds n(k) to the closest
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integer. To understand the consequences of this approximation, the calculated
frequency responses of two DSCdq filters are presented in figure E.2. The filters
run at Fs = 18 kHz and have delays of nc = 75 (red) and nf = 74 (blue). The
frequencies in which they feature zero gain are 120Hz for nc and 121.622Hz for
the given nf . For any frequencies in between those ones, the gain is non-zero. As
a result, a small content of the opposite sequence will pass through the DSCdq

filters if the grid frequency is between 60 and 60.811Hz. Recall that the lower Fs

is, the wider the gap between frequencies with zero gain of two DSCdq filters with
contiguous delays.
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FIGURE E.2 Detail of the frequency response of two DSCdq filters running at 18 kHz with delays of
74 and 75 samples.
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Thephases of the two filterswithnc = 75 andnf = 74 in figure E.2 are almost
equal to π radians between 120Hz and 121.622Hz. This fact is also noticeable in
the time domain. Figure E.3a shows the computer simulation of frequency-varying
three-phase voltages with a positive sequence amplitude of 1 pu and a negative
sequence amplitude of 0.1 pu. The frequency of the three-phase voltages is known
and is used for calculating the time delay n with its ceiling and floor values (fig-
ure E.3b). The angle of the positive sequence fundamental is also known and is used
as input to the transformations between the abc and dq frames. On figure E.3c, the
d+ measurements are shown. The amplitude of the second harmonic oscillations
in the measurement with nc, denoted by vd+c, increases as the value of n drifts
from nc. Concurrently, the amplitude of the oscillations in the measurement vd+f

decreases as the value of n approaches nf . The same effect is observed in the
quadrature measurements in figure E.3d.

The responses observed in figures E.2 and E.3 indicate that the outputs of the
filters with the ceiling and floor of n can be weighted according to

yw(k) = γ(k)yf (k) + (1− γ(k))yc(k) (E.3)
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© Daniel Mota 2023 | Redrawn and recomposed from Publication IV | Source code information at Part III.

where yw is the weighted average output (denoted by the subscript w in
figures E.3c and d),

yf is the the result of equation (E.2) with the floor of n,
yc is the result with the ceiling of n.

The weight factor γ(k) is given by

γ(k) = nc(k)− n(k).

It is important to recall thatn is constantly updated according to equation (E.1). The
weighted average described by equation (E.3) was proposed by Svensson et al. [1]
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for the DSCαβ . Notice that this method reduces but does not completely remove
the second harmonic present in the dq+ axes of figures E.3c and d (denoted as
vd+w and vq+w in solid green) .
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FIGURE E.4 Weighted average frequency adaptive DSCdq . Block diagram representation of equa-
tion (E.3).
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Figure E.4 shows a block diagram representation of equation (E.3). The delay
operators z−nc and z−nf are typically implemented with circular buffers [2]. It
is natural to assume that calculating yw(k) as illustrated by figure E.4 requires
twice the amount of memory one would need for calculating y(k) with just the
rounded value of n as in figure E.1. Indeed, this is not the case. The length of
the DSC’s circular buffers is determined by the longest expected delay, i.e., the
lowest acceptable grid frequency. A pointer, which moves continuously forward
through the circular buffer, indicates where the new value ofx(k)/2 is to be stored,
replacing a value that became too old. This pointer can be called the insertion one.
Other two pointers, the retrieval ones, lag behind the insertion pointer, indicating
from where the old values x(k − nc)/2 and x(k − nf )/2 are to be retrieved.
The two filtered values yc and yf in equation (E.3) are, thus, calculated with one
single circular buffer with two contiguous retrieval pointers running in parallel.
The interested reader is invited to inspect the proposed algorithm in detail at the
Repository III.
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Figure Source Data

Whenever possible, the raw data, models used for obtaining the data, and Python
source codes for drawing the figures in this dissertation are made publicly available
at the following repositories:

• Repository VII – DOI 10.5281/zenodo.8282628.
Source data and Python code for drawing the figures.

• Repository VIII – DOI 10.5281/zenodo.8282714
Source code for figures drawn with LATEX TikZ & PGF.

The sources are listed by the file names, which are unique and can be searched
within the repositories. Figure 1.1 is purposefully omitted from the list below.

CHAPTER 1 — INTRODUCTION

Figure 1.2 | Research methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
LATEX source: Metodologia.tex.

Figure 1.3 | Chapters, Contributions, and Publications . . . . . . . . . . . . . . . . . . . 13
LATEX source: ContChapPub.tex.

CHAPTER 2 — BACKGROUND

Figure 2.1 | Generalized isolated grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
LATEX source: TheGrid.tex.

Figure 2.2 | Rotating mass model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
LATEX source: RotatingMass.tex.

Figure 2.3 | Phases of frequency control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Python source: Intro_FreqRespPhases.py.
Raw data: SimpleMass_RawData.csv.
Model: SimpleMass.slx.

Figure 2.4 | Time scale of phenomena in electrical systems . . . . . . . . . . . . . . . 22
LATEX source: TimeScalePhenomenaElSys.tex.

Figure 2.5 | Simplified single-line diagram of the study case . . . . . . . . . . . . . . 22
LATEX source: Grid_SimplifiedSingleLine.tex.
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CHAPTER 3 — CONTROL STRUCTURES FOR ESSS

Figure 3.1 | Schematic diagram of a hybrid energy storage system . . . . . . . . . 30
LATEX source: HESSDiagram.tex.

Figure 3.2 | Grid frequency control with the ESS . . . . . . . . . . . . . . . . . . . . . . . . 32
LATEX source: HESSFreqControl.tex.

Figure 3.3 | Control of the dc voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
LATEX source: HESSDCVoltControl.tex.

Figure 3.4 | Control of the ac voltage in the ESS . . . . . . . . . . . . . . . . . . . . . . . . . 35
LATEX source: HESSACVoltControl.tex.

Figure 3.5 | Single line diagram of the study case . . . . . . . . . . . . . . . . . . . . . . . . 36
LATEX source: HESSGridSingleLine.tex.

Figure 3.6 | ESS providing inertia and primary reserves . . . . . . . . . . . . . . . . . . 38
Python source: ChHESS_PowFactFreqControl.py.
Raw data case 1: 20211206_Case01_PCC.csv.
Raw data case 2: 20211206_Case02_PCC.csv.
Raw data case 3: 20211206_Case03_PCC.csv.
Model: 20201211_OMAE_BaseModel.pfd.

Figure 3.7 | Feed-forwarding and the dc voltage control . . . . . . . . . . . . . . . . . . 39
Python source: ChHESS_PowFactDCVolt.py.
Raw data case 3 with feed forwarding: 220211206_Case03_ESS.csv.
Raw data case 3 without feed forwarding: 20211206_Case04_ESS.csv.
Model: 20201211_OMAE_BaseModel.pfd.

Figure 3.8 | Case 3, mechanical and electrical frequency . . . . . . . . . . . . . . . . . . 40
Python source: ChHESS_PowFactDCVolt.py.
Raw data case 3 with feed forwarding: 20211206_Case03_Freq.csv.
Model: 20201211_OMAE_BaseModel.pfd.

CHAPTER 4 — CURRENT CONTROL IN POWER CONVERTERS

Figure 4.1 | Idealized diagram of a converter connected to the grid . . . . . . . . 44
LATEX source: IdealizedConvSingleLine.tex.

Figure 4.2 | Current controller in the RRF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
LATEX source: PECInnerController.tex.

Figure 4.3 | Dual RRF current controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
LATEX source: PECDualCurrControl.tex.
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Figure 4.4 | Exponentially decaying dc components . . . . . . . . . . . . . . . . . . . . . 49
Python source: ChPEC_Underst_Bench_ABC.py.
Raw data: BenchABC.csv.

Figure 4.5 | Single line diagram of the study case . . . . . . . . . . . . . . . . . . . . . . . . 51
LATEX source: PECXRSingleLineDiagram.tex.

Figure 4.6 | Single-line diagram forX/R calculation . . . . . . . . . . . . . . . . . . . . 51
LATEX source: PECXRImpedanceDiagram.tex.

Figure 4.7 | Representative range forX/R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Python source: ChPEC_XRvsFsw.py.py.

Figure 4.8 | Notch-filter-based sequence separation . . . . . . . . . . . . . . . . . . . . . 53
LATEX source: PECNotchSeparation.tex.

Figure 4.9 | DDRRF-based sequence separation . . . . . . . . . . . . . . . . . . . . . . . . . 54
LATEX source: PECDoubleDecoupSeparation.tex.

Figure 4.10 | Moving average block . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
LATEX source: PECMovingAverage.tex.

Figure 4.11 | Notch and DDRRF-based methods . . . . . . . . . . . . . . . . . . . . . . . . 60
Python source: ChPEC_Underst_Bench.py.
Raw data: BenchVoltPos.csv, BenchVoltNeg.csv, BenchCurrPos.csv,
BenchCurrNeg.csv.

Figure 4.12 | Converters with notch and DDRRF-based isolation . . . . . . . . . . 61
Python source: ChPEC_Underst_Comparison.py.
Raw data: Comp_viabcpqui_Neg_DDRRF.csv,
Comp_viabcpqui_Neg_notch.csv.

Figure 4.13 | Short pulse and sequence isolation methods . . . . . . . . . . . . . . . . 62
Python source: ChPEC_DSC_ShortPulse_FFT.py.
Raw data: ShortPulse_Raw.txt.
Simulink model: ShortPulse.slx.
Simulink script: ShortPulse_Script.slx.

Figure 4.14 | Frequency responses of sequence isolation methods . . . . . . . . . 63
Same source code and source data as for figure 4.13.

Figure 4.15 | Converters with notch and DSC methods . . . . . . . . . . . . . . . . . . 65
Python source: ChPEC_DSC_Comparison.py.
Raw data: Application_Unb_Notch.txt. Application_Unb_DSCab.txt.
Application_Unb_DSCdq.txt.
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