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A B S T R A C T

The integrity of offshore structures is prone to the threat of drifting sea ice. By exciting the natural frequencies
of the ice–structure interaction system, severe vibrations may occur. For a better understanding of how
dynamic ice–structure interaction affects the system properties, a stochastic subspace system identification
technique, SSI-cov is introduced to identify modal parameters during dynamic ice–structure interactions. Due
to the uncertain input variables of SSI-cov, the identified modal parameters suffer from the quantitative
judgment of the analyst. To address this problem, this study proposes an uncertainty analysis (UA) framework
to obtain estimates of modal parameters. This framework constitutes both a sensitivity analysis (SA) and
a UA. First, SA is applied to pick up the input variables that contribute the most to the identified modal
parameters. Next, the important variables are left free to vary over their range of existence to obtain the
modal parameters’ uncertainties. The framework is applied to full-scale tests from Norströmsgrund lighthouse
and model tests carried out in Hamburg Ship Model Basin (HSVA). The comparison with traditional automated
modal parameter identification shows its superiority in terms of the accuracy of modal parameters.
1. Introduction

The integrity of a structure located in ice-infested waters is prone
to the threats of ice forces and ice-induced vibrations. Substantial
efforts were made to understand both the physical processes leading
to ice-induced vibrations (IIVs), based on observations, measurement
campaigns on lighthouses, bridge piers, and oil platforms for decades,
but also model scale tests in ice basins (Nord et al., 2019). Drifting ice
may cause various modes of ice–structure interaction, in which some
lead to more severe vibrations than others, such as for instance crush-
ing failure mode leading to frequency lock-in vibrations (FLI). This
mode is particularly violent with respect to ice forces and structural
responses, some examples in full scale with threats of the structural
integrity (Jefferies, 1988; Blenkarn, 1970). IIVs are often associated
with crushing failure, and IIVs are also shown to pose a threat to the
structural integrity as well (Blenkarn, 1970).

While much attention naturally has been made to come up with phe-
nomenological models to predict IIVs, a very limited number of studies
were made to seek fundamental system parameters of the underlying
mechanical system by means of system identification. For structures
exposed to wind and waves, system identification has provided unique
insight into how the system properties change for different properties of
the wind or wave characteristics. For ice–structure interaction systems,
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some work on model-scale experiments was conducted by Singh et al.
(1990), while on Full-scale, Nord et al. applied SSI-cov to identify
modal parameters on the Norströmsgrund lighthouse under a variety
of ice–structure interaction modes (Nord et al., 2019). Level ice acting
on a vertically-sided structure may fail to generate different failure
modes depending on indentation velocity, aspect ratio, and ice prop-
erties (Timco, 1991). In Fig. 1, crushing failure Fig. 1(a) represents
the deformation and failure of ice at high indentation speeds and low
aspect ratios. It results from the non-simultaneous occurrence of high-
pressure zones across the ice–structure interface (Nord et al., 2017).
The crushing failure mode is mostly associated with IIVs and the
main ice failure mode in our experiment (Hendrikse and Nord, 2019).
Other failure modes, such as bending failure Fig. 1(b), splitting failure
Fig. 1(c), buckling failure Fig. 1(d), and pushing floes Fig. 1(e) are not
considered in this paper and can be referred to Kärnä and Jochmann
(2003). The understanding of how ice failure modes change the modal
parameters of the structure is beneficial to the structural safe design.
However, it is still challenging in the research field for safe design and
accurate predictions in fatigue assessments.

To this end, Operational Modal Analysis (OMA) was proposed to
estimate the modal parameters from measurements of the vibration
response only (Rainieri and Fabbrocino, 2014). It can be implemented
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Fig. 1. The different types of failure modes in ice–structure interaction (Nord et al., 2017).
efficiently, economically, and safely, and does not interfere with the
normal use of the structure. The identified modal parameters are repre-
sentative of the actual behavior of the structure since it takes advantage
of natural excitation instead of artificial excitation. The most popular
OMA method is the Stochastic Subspace Identification (SSI) method
since it offers high accuracy in the identification of closely-spaced
modes and is especially suited to be automated (He et al., 2021).
SSI is to identify physical modes by picking up stable poles in a
stability diagram. Since the estimated modal parameters are afflicted
with statistical uncertainty, an efficient multi-order uncertainty com-
putation method, called covariance-based SSI (SSI-cov), was proposed
to estimate the variance of the identified modal parameters (Döhler and
Mevel, 2013). Due to its low computational cost and high identification
accuracy, it has been widely applied to analyze the parameters of
structures in recent years.

Although SSI-cov can effectively remove modes with large variances
to obtain physical modes, its accuracy of modal parameter identifica-
tion cannot be guaranteed due to various assumptions and uncertain
input parameters. For example, ice forces usually cannot be repre-
sented as Gaussian white noise and therefore the input violates the
random white noise assumption of SSI-cov. In addition, the structure
is described as a linear time-invariant system. Such assumptions could
result in errors in the modal parameters identification. Besides that,
SSI-cov contains many uncertain input parameters such as slack values,
stability criterion, system orders, etc. The parameters’ uncertainty is
propagated to the identified parameters and results in the poor estima-
tion of their values. To reduce the uncertainty of slack values, clustering
technologies were introduced for automated OMA (Reynders et al.,
2012). Clustering approaches can implement parameter identification
in an automatic way and avoid the artificial selection of slack values.
Nevertheless, clustering algorithms will bring additional uncertainties
as they contain several uncertain parameters and algorithm structure
uncertainty (known as model uncertainty). As a consequence, a robust
outlier detection was proposed to reduce statistical uncertainty caused
by the clustering algorithm (Zeng and Hoon Kim, 2021). However,
it cannot remove the algorithm uncertainty completely. In addition,
clustering technologies did not consider the uncertainty from other
input parameters of SSI-cov. Therefore, it is significant to investigate
how the identified parameters’ values vary under the different sources
of input variables’ uncertainty, which could ensure more convincing
parameter estimation for engineers.

To improve the accuracy of SSI-cov identification, this research
proposed a modal parameters analysis framework based on UA and
sensitivity analysis (SA). SA aims to pick up those factors that account
for the most contributions to the model output. That is beneficial to
lower the burden of UA caused by large amounts of variables. The
main contributions are as follows: (1) SA is introduced to remove unim-
portant input parameters of SSI-cov; (2) Sihouette and robust outlier
detection are used to improve the robustness of clustering algorithm for
automated OMA; (3) UA is applied on several ice–structure interaction
datasets for precise parameters identification. The analysis results could
provide support for structural health monitoring (SHM) of offshore
structures.

The whole paper is structured as follows. Section 2 presents related
work regarding automated OMA approaches and UA in other fields.
Section 3 gives an introduction on the proposed analysis framework
and corresponding algorithms. In the next section, several case studies
are shown to verify the feasibility of the proposed method.
2

2. Related work

Safe design of the deployed offshore structures requires understand-
ing the ice-induced vibrations as a result of level ice interacting with a
vertically-sided structure (Kärnä et al., 2013). To obtain knowledge of
the dynamic behavior of the structure, OMA is introduced to analyze
structure modes, each one characterized by a set of parameters (natural
frequency, damping ratio, model shape). As uncertainty is intrinsic in
various identification algorithms, it is of importance to evaluate the
uncertainty in the identified parameters. This section mainly introduces
the development of OMA and uncertainty evaluation and explores how
to apply UA for better OMA of offshore structures.

2.1. Operational modal analysis

Before the wide application of OMA, experimental modal analysis
(EMA) played a pivotal role in parameter identification. However,
EMA techniques cannot be applied to analyze massive structures and
a system in operational condition because the power of the device
is insufficient to excite the structure to attain the required magni-
tude (Lauwagie et al., 2006). For this reason, OMA was developed
to estimate modal parameters based on the data collected when the
structure is under the operational conditions (Zahid et al., 2020). The
identified parameters can be representative of the actual behavior of
the structure.

SHM requires real-time parameters analysis to perform fault de-
tection. Unfortunately, much user intervention on modal parameters
analysis is an obstacle in a real application (Zeng and Hoon Kim, 2021).
In recent years, growing attention has been put on automated OMA.
Many system identification algorithms have been developed to identify
system modes. Yang et al. developed an automated OMA based on
an eigensystem realization algorithm and a two-stage clustering strat-
egy. It can estimate modal parameters effectively in real-time (Yang
et al., 2019). Magalhaes et al. applied the poly-Least Squares Complex
Frequency Domain method to perform online parameters identifica-
tion (Magalhaes et al., 2009). Au et al. combined the Bayesian method
with a fast Fourier transform of ambient data (Au, 2011). It can meet
the requirement of real-time parameters analysis as Bayesian modal
identification can be performed in a few seconds. Reynders et al.
introduced uncertainty bounds on the modal parameters estimated with
SSI (Reynders et al., 2008). The proposed method can estimate the
variance of modes from a single measurement record. Due to the time-
consuming variance estimation of parameters, Döhler et al. proposed an
efficient multi-order uncertainty computation approach (SSI-cov) (Döh-
ler and Mevel, 2013). Among these approaches, SSI-cov is the most
popular method since it offers high accuracy in the identification of
closely-spaced modes and is especially suitable to be automated (He
et al., 2021). Therefore, it has been widely used for model parameters
identification of ice–structure interaction in Nord et al. (2019), flexible
spacecraft in Xie et al. (2016), large-scale bridge in Pan et al. (2021),
and so on.

After SSI analysis, poles at different orders are obtained and form
a stabilization diagram. Next, the slack value is used to pick up the
stable poles that are representative of the physical modes. The stable
poles form multiple vertical lines in the diagram that are regarded
as physical modes (Nord et al., 2019). Due to the limitation of many
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parameters selection, several strategies have been proposed for auto-
matic physical mode identification. Hierarchical clustering was pro-
posed based on eigenfrequency difference and the modal assurance
criteria (MAC) value as distance measures (Pappa et al., 1998). After-
wards, Goethals et al. incorporated the eigenfrequency and damping ra-
tio difference into the Hierarchical clustering algorithm. Closely-spaced
modes are grouped into the same cluster, they are then separated by
the MAC value. In addition to Hierarchical clustering, K-means, and
fuzzy C-means are employed to find physical modes as well (Mao
et al., 2019; He et al., 2021). However, clustering results are sensitive
to the user-defined number of clusters. To address this limitation,
Density-based spatial clustering of applications with noise (DBSCAN)
was proposed to cluster physical modes (Ye and Zhao, 2020; Li et al.,
2020). In recent work, Kvaale et al. proposed hierarchical DBSCAN
(HDBSCAN) for automated parameter identification since it requires
fewer parameters (Kvåle and Øiseth, 2021).

Although the aforementioned clustering techniques achieve better
performance on mode identification, they cannot remove estimating
errors caused by parameter uncertainty. Therefore, it is necessary to
make an uncertainty evaluation during automated OMA to obtain more
convincing results.

2.2. Uncertainty analysis

In order to obtain accurate model parameters, SSI-cov uses stabiliza-
tion criteria to remove part of bias of the model and the modes, and
slack values to remove artificial modes with large variances (Reynders
et al., 2008). However, it cannot remove or quantify other uncertainties
such as the number of data samples and parameters’ values. In addition,
stabilization criteria and slack values bring more uncertain parameters.

To reduce the impact of slack values on stable poles selection,
Hierarchical clustering is used to replace slack values-based method for
clustering physical modes (Wang et al., 2022). However, uncertainties
induced by other parameters are not considered. Therefore, this study
introduces UA to quantify uncertainties caused by uncertain input
parameters.

UA aims to provide confidence that model-based decisions are
robust to underlying uncertainties. Uncertainties are mainly divided
into two categories: aleatory uncertainty and epistemic uncertainty.
Aleatory uncertainty arises from physical phenomena that are random
by nature. It is extremely hard to quantify and eliminate aleatory
uncertainty during modeling calibration. In contrast to aleatory uncer-
tainty, epistemic uncertainty concern the model parameters and model
discrepancy, also known as parametric uncertainty and structural un-
certainty. Epistemic uncertainty can be reduced when better knowledge
of the model structure and more accurate data become available (Xiao
and Cinnella, 2019). Therefore, the main concern of this study is to
investigate the epistemic uncertainty of quantities of interest (QoI).

Uncertainty quantification (UQ) aims to quantify the uncertainty of
QoI that is induced by propagating uncertain random variables to the
model output. There are many technologies that are developed for UQ,
for instance, SA, Monte Carlo simulation, response surface approaches,
evaluation of classical statistical confidence bounds, Dempster-Shafer
theory, and Bayesian inference (Zhang et al., 2020). They are widely
applied to various domains such as Deep Learning, medical health, en-
vironmental science, material science, modal parameter identification,
etc. For example, Dusenberry et al. analyzed RNN model uncertainty for
electronic health records (Dusenberry et al., 2020). Various Bayesian
RNNs were introduced to place priors on different subsets of the
parameters to determine the level of the model. Hu et al. presented
the Markov Chain Monte Carlo (MCMC) algorithm to quantify the
parameter uncertainty that arises from the modeling of macro-fiber
composite materials (Hu et al., 2014). The study extended a data-driven
deterministic estimation technique, presented in Hu et al. (2012) that
was used to obtain the unknown model parameters, to investigate the
3

parameter uncertainty that fits into non-Gaussian distributions. In order
to improve the accuracy of modal parameters identification, SSI-cov
was proposed to estimate the variance of modal parameters (Reynders
et al., 2008). Due to the high computational cost of SSI-cov, Döhler
et al. delivered an efficient multi-order uncertainty computation for
SSI-cov (Döhler and Mevel, 2013). This improved SSI-cov is both com-
putationally and memory efficient. However, parametric uncertainty
still exists as SSI-cov only estimates the structural uncertainties from
SSI algorithm.

It is challenging for UQ since a large number of simulations are
required. Specifically, SSI-cov needs to conduct singular-value decom-
position to obtain system matrices, which is extremely time-consuming.
Therefore, in this study, SA is introduced to reduce the burden of UQ.
SA is to study how the variation of QoI is apportioned to the model
inputs. After SA, those important variables can be picked up for the
following UQ. The detailed description regarding SA can be found in
review papers (Zhang et al., 2020; Saltelli et al., 2019; Razavi et al.,
2021).

3. Method

This section is to introduce the proposed UA framework that is ap-
plied to identify modal parameters. Compared with traditional OMA, it
can estimate the uncertainty bound of parameters induced by uncertain
input variables. As shown in Fig. 2, the framework is mainly divided
into three parts. The first part is to do a model evaluation based on the
input parameters sampled from a hypothetical distribution. The second
one is automatic parameter identification using the clustering method.
The identified modal parameters are used for the following sensitivity
analysis and uncertainty analysis. The workflow is first conducting SA
to select the most important input variables, second doing UA based on
the selected uncertain variables.

3.1. Model evaluation

Model evaluation is to make simulations based on experimental
settings. It is the core and most time-consuming part of UA and SA. UQ
involves determining the probability distributions of each input vari-
able. Generally, the probability distribution function (PDF) is inferred
based on experimental data or thumb rules. The PDF indicates the
whole range of parameters’ uncertainties. An accurate PDF estimation
is extremely hard because of the limited data samples.

In general, all parameters are assumed to be independent and sub-
ject to certain distributions (uniform or normal). In order to represent
the PDF, two hyperparameters (𝜇 𝑎𝑛𝑑 𝜎) are introduced to control the
uncertainty across all parameters (Pathmanathan et al., 2019). The PDF
is defined as shown in Eqs. (1) and (2):

𝑝 ∼ 𝑁(𝜇, 𝜎2) (1)

where ‘N’ denotes normal distribution.

𝑝 ∼ 𝑈 (𝜇 − 𝜎, 𝜇 + 𝜎) (2)

where ‘U’ represents uniform distribution.
The assumption of PDF has a significant influence on the identified

results. If PDF is assumed a normal distribution, some data are sampled
from the tail of the normal distribution. These data might exceed the
reasonable range of the parameter’s value, leading to an error in SSI-cov
analysis. To avoid this problem, the uniform function is chosen as the
distribution function of parameters since it can define the minimum and
maximum value of the parameter’s range. After the PDF is determined,
the random samples are obtained by Latin-hypercube sampling (LHS).
Compared with Monte Carlo sampling, LHS can sample data across
the whole space of parameters, and hence it is effective in SA with
small samples (Helton and Davis, 2003). The random samples and the
measured structural response are fed into the SSI-cov to compute modal

parameters. The simulations will be repeated by as many times as the
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Fig. 2. The framework of uncertainty analysis and sensitivity analysis on modal parameters identification.
Fig. 3. The schematic diagram of mode identification using Hierarchical clustering.

size of the samples. Finally, the sensitivity of inputs on QoI is computed
based on simulated results.

The model evaluation will be carried out two times. The first time
is for SA to pick up the influential input factors and the second time
is for UA when the selected factors are applied for SSI-cov to identify
modal parameters under different ice failures and ice velocities.

3.2. Modal parameters identification

After model evaluation, the obtained parameters (eigenvalues and
eigenvectors) are used to compute modal parameters (𝑓, 𝜉, 𝑎𝑛𝑑 𝜑). Next,
modal parameter identification is carried out to obtain physical modes.
The schematic diagram of modal parameter identification is shown
in Fig. 3.

First of all, stable poles are picked up based on the stability cri-
terion to form a stability diagram. The stability criterion involves
the tolerance deviances to frequency ( 𝛿𝜔𝜔 ), damping ( 𝛿𝜉𝜉 ), and MAC-
values, as well as the normalized standard deviation of the frequency
(𝜎̂𝜔𝑖

∕𝜔𝑖). The pole is taken as stable if its stability parameters fulfill the
pre-defined criterion.

After stable poles are obtained, a clustering algorithm is introduced
to identify modes from these stable poles. In this study, a Hierar-
chical clustering algorithm is applied to identify modal parameters
automatically. Compared with the slack value-based method, it has
the advantage of higher accuracy and less human intervention (Wang
et al., 2022). In addition, it has fewer parameters to determine, which
can reduce the uncertainties of parameters. The distance metric in the
Hierarchical clustering is selected as 𝑑(𝑘, 𝑙) = |𝑓𝑘 − 𝑓𝑙|+(1−𝑀𝐴𝐶(𝜑𝑘−
𝜑 )). 𝑑(𝑘, 𝑙) represents the distance between mode ‘k’ and mode ‘l’.
4

𝑙

In order to eliminate uncertainties in the Hierarchical clustering
algorithm, two strategies are employed to improve the robustness of the
algorithm. The first method is to use the Silhouette value to evaluate
the clustering results. It measures how similar a point is to points in its
own cluster when compared to points in other clusters. The higher it is,
the better the samples are clustered. The principle is shown in Eq. (3).

𝑠(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

𝑚𝑎𝑥(𝑏(𝑖), 𝑎(𝑖))
(3)

where b(i) denotes the average distance of point ‘i’ with all points in
the closest cluster to its cluster; a(i) is the average distance of point i
with other points in the same clusters; s(i) is the silhouette coefficient
that ranges from [−1,1].

Due to the variability of modal estimates, outlier detection is used
for penalizing undesirable modes in the final clusters to reduce identi-
fication uncertainties (Zeng and Hoon Kim, 2021). Eq. (4) defines the
robust distance (RD).

𝑅𝐷(𝑥) = 𝑑(𝑥, 𝜇̂𝑀𝐶𝐷, 𝜇̂𝑀𝐶𝐷) (4)

where MCD is the minimum covariance determinant that is used for
outlying values detection. 𝑥 represents frequency in this study; 𝜇̂𝑀𝐶𝐷
denotes the MCD estimates of location; 𝜇̂𝑀𝐶𝐷 is the covariance of MCD.

After that, a hierarchical tree could be created as shown in Fig. 3.
The color of the leaves in the tree represents different clusters. If a
cluster contains a pre-defined number of poles, the poles in this cluster
render a physical mode as shown by the straight line in the stability
diagram. After clustering, the stability diagram could show physical
modes.

3.3. Uncertainty analysis and sensitivity analysis

Too many uncertain parameters lead to the high cost of UA. There-
fore, SA is used to pick up the most sensitive parameters that contribute
to the variation of the modal parameters. Global sensitivity analysis
(GSA) is a powerful tool to estimate the total sensitivity of all factors. In
this study, two popular GSA approaches are chosen to conduct SA. They
are the variance-based Sobol method (Sobol, 2001) and cumulative dis-
tribution function (CDF)-based PAWN method (Pianosi and Wagener,
2015).

A generic model is described as follows.
𝑌 = 𝑓 (𝑋1, 𝑋2,… , 𝑋𝑀 ) (5)
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Table 1
The main test runs and the corresponding parameters settings.

Run Model Ice type Ice drift
velocity

Ice
thickness

Flexural
strength

32010 9500 MDOF Model ice 4–150 mm/s 41 mm 56 kPa
25010 9200 MDOF ICMI 4–150 mm/s 23 mm 86 kPa

where 𝑌 is the model output of interest; X=(𝑋1, 𝑋2,… , 𝑋𝑀 ) ∈ R𝑀×1 is
the model input which contains 𝑀 factors; 𝑓 (𝑋) can represent abstract
models (data-driven models, mathematical model, or defined function)
and mechanical models (robots). In this study, 𝑓 (𝑋) corresponds to
SSI-cov and Hierarchical clustering methods.

Sobol’s method is based on the total variance decomposition.

𝑉 (𝑌 ) =
𝑀
∑

𝑖=1
𝑉𝑖 +

𝑀−1
∑

𝑖=1

𝑀
∑

𝑗=𝑖+1
𝑉𝑖𝑗 +⋯ + 𝑉1,…,𝑀 (6)

where 𝑉 (𝑌 ) is the variance of model output 𝑌 ; 𝑉𝑖 is the variance
contribution of 𝑋𝑖 to the model output; 𝑉𝑖𝑗 is the variance from the
interaction between 𝑋𝑖 and 𝑋𝑗 ; 𝑉1,…,𝑀 represents the variance induced
by the interaction between 𝑀 parameters. The 𝑉𝑖 is addressed as the
first-order or main effect of 𝑋𝑖 on 𝑌 . Therefore the first-order sensitivity
index (𝑆𝑖) of 𝑋𝑖 is computed by Eq. (7). The total sensitivity index (𝑆𝑇 𝑖)
is obtained by Eq. (8).

𝑆𝑖 =
𝑉𝑖

𝑉 (𝑌 )
(7)

𝑆𝑇 𝑖 =
𝑉𝑖 + 𝑉𝑖𝑗 +⋯ + 𝑉1,…,𝑀

𝑉 (𝑌 )
= 1 −

𝑉∼𝑖
𝑉 (𝑌 )

(8)

where 𝑉∼𝑖 represents the total variance contribution of remaining
parameters to 𝑌 given 𝑋𝑖. The detailed description can be referred
to Saltelli et al. (2008).

‘PAWN’ is a CDF-based GSA method. The main principle is to
estimate the difference between unconditional CDF and conditional
CDF using Kolmogorov–Smirnov (KS) test.

⎧

⎪

⎨

⎪

⎩

𝑆̂𝑖 = max
𝑘=1,…,𝑀

𝐾𝑆(𝐼𝑘)

𝐾𝑆(𝐼𝑘) = max
𝑦

|𝐹𝑦(𝑦) − 𝐹𝑦|𝑥𝑖 (𝑦|𝑥𝑖 ∈ 𝐼𝑘)|
(9)

where 𝐾𝑆 is Kolmogorov–Smirnov statistic; 𝐹𝑦(𝑦) is unconditional CDF
where 𝑦 ⊆ 𝑌 and 𝐹𝑦|𝑥𝑖 (𝑦|𝑥𝑖 ∈ 𝐼𝑘) is conditional CDF where 𝑥𝑖 is fixed.
The detailed information can be found in Pianosi and Wagener (2015).

The flowchart of the two SA methods is shown in Fig. 4. First of all,
some variables are defined manually. ‘N’ is the size of Sobol’s sample.
‘M’ is the number of parameters in modal parameters identification.
‘Unif’ assumes the distribution function is uniform. ‘LHS’ is a sampling
strategy. ‘NU’ is the size of unconditional samples while ‘NC’ is the
size of conditional samples. ‘n’ is the conditional point from which
conditional samples are sampled. Next, different sampling methods are
applied to generate different data samples. ‘XA’ is the sampled data that
is used to estimate ‘YA’ through model evaluation while ‘XB’ is used to
compute ‘YB’. Likewise, ‘XU’ is to estimate ‘YU’ and ‘XX’ is to obtain
‘YC’. After that, ‘YA’ is used to estimate 𝑉𝑖 by the Sobol method while
‘YB’ is employed to estimate 𝑉∼𝑖. ‘YU’ is to obtain 𝐹𝑦(𝑦) while is to get
𝐹𝑦|𝑥𝑖 . Followed by Sobol and PAWN analysis, two sets of SA results can
be obtained. They are compared to obtain convincing sensitivities of
all parameters. After important parameters are picked, LHS sampling
is used to generate a sample, and Model evaluation is conducted to
carry out UQ of identified modal parameters. The two approaches are
integrated into a MATLAB toolbox in Pianosi et al. (2015).

4. Case study

4.1. Data collection

Ice–structure interaction data are collected from model-scale exper-
iments and full-scale experiments. All model-scale tests are carried out
5

Fig. 4. The flowchart of Sobol and PAWN methods for sensitivity analysis.

Fig. 5. The experiment setup for model-scale and full-scale tests.

in the Hamburg Ship Model Basin’s (HSVA) large ice model basin.1
The experiment setup was designed with a flexible foundation with
adjustable mass and stiffness to mimic certain dynamic characteristics
of the structure and a rigid model. Three Triax accelerometers are used
to monitor the ice-induced vibrations of the structures in x- and 𝑦-
direction (loading direction and perpendicular in-plane motion). The
setup is shown in Fig. 5(a) (Stange et al., 2020). The data were collected
under different structural and ice-related properties. The main tests and
corresponding properties are shown in Table 1.

Different runs are designed with different global stiffness of the
setup. Hydrodynamic added masses for models ‘9200’ and ‘9500’ are
16 kg and 19 kg separately. ‘MDOF’ represents the structure as multi-
degree-freedom vibration which has two dominant frequencies (𝑓1 =
2.81 HZ and 𝑓2 = 3.77 HZ). Ice types are HSVA’s standard model ice and
an improved crushing model ice (ICMI) (Ziemer et al., 2022). Model ice
is generated by exposing the water surface to cooled air. The current
model ice were not always ideal for crushing failure type of dynamic
ice–structure interaction tests. Therefore, an alternative wave ice was
proposed by simulating sea wave effects during water freezing. The first
three test runs contain ice drift velocity from 4–150 mm/s whilst the ice
velocity of ‘460101’ starts from 14 to 150 mm/s. Based on different ice
velocities, the measurements are grouped into different corresponding
ice failure types (intermittent crushing (IC), frequency lock-in (FLI),
and continuous crushing (CC). The full data set is described by Stange
et al. (2020).

1 https://www.hsva.de/.

https://www.hsva.de/
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The full-scale experiments are conducted on the Norströmsgrund
lighthouse which is located in the Gulf of Bothnia. As shown in Fig. 10,
It is a gravity-based concrete structure with a wall thickness varying
between 0.2 m at the top and 1.4 m at the mean water level (Nord
et al., 2019). The diameter of the structure at the mean water level
were 7.5 m at an elevation of +14.2 m . Nine panels were installed
across the outer surface at the mean water level to measure the ice
forces. Four accelerometers were equipped at different positions of the
lighthouse. The detailed description can be found in Nord (2015), Nord
et al. (2019).

4.2. Experiment setting

For sensitivity analysis, first of all, the sampling strategy and dis-
tribution function are selected as ‘LHS’ and uniform distribution. 𝜎 =
0% × 𝜇, where 𝜇 represents the predefined values of seven input
arameters (Wang et al., 2022). Next, due to the time-consuming SSI-
ov computation, it is not practical to set up a larger ‘N’. Therefore, the
obol index needs evaluation when ‘N’ is chosen as 2000. ‘M’ means
parameters, including the number of blocks (NB), block rows (BR),

ampling frequency (SF), system order (SO), and stability criteria (the
eviance in frequency (SC-I), the deviance in damping ratio (SC-II), and
ormalized standard deviation of the frequency (SC-III)). ‘NU = 150’,

NC = 100’, and ‘n = 10’ are referred to Pianosi and Wagener (2015).
n Eq. (3), s is 0.5. As the first two modes (𝑓𝑀 , 𝜉𝑀 , 𝜑𝑀 ) are the modes
n the model-scaled experiment that were designed to be easily excited
y the ice force. Hence they are used for the output of interest in SA.

For UA, the sample size of uncertain parameters is 400. The bench-
ark values of the first and second natural frequencies are 21.35

nd 29.52 (rad/s). SA is carried out using MATLAB toolbox (Pianosi
t al., 2015). All MATLAB programs are run on the high-performance
omputer at the Norwegian University of Science and Technology (Sjä-
ander et al., 2019).

.3. Sensitivity analysis

Due to the desperately high time cost of model evaluations, several
andom cases are chosen for SA. For data file 32010, SA is applied
or four different cases in which ice velocities are 14, 16, 18, and 20
mm/s) separately. For data file 25010, ice velocities are from 18 to
6 (mm/s) with the step of 2 (mm/s). For full-scale measurements, ice
elocities vary from 30 to 200 (mm/s).

Fig. 6 shows an example of how to use SA to pick up important
actors. This figure plots the importance of seven factors to the first
atural frequency when ice velocity is 20 mm/s. The blue squares are
ssumed indices with equivalent importance around 0.143. The PAWN
ndex of SF is the largest at around 0.42. It is followed by BR at
round 0.25. These two factors are to determine data size and input
atrix for SSI-cov analysis. Hence, they have a very large influence

n the identified frequencies. PAWN index ranks three around 0.21.
hat means the first frequency is impacted by the number of SO.
owever, when SO attains a certain value, the first frequency does not
hange anymore. Three stability criteria and NB account for a small
ontribution (from 0.1 to 0.17) to the variation of the first natural
requency. This is possibly because NB does not affect the eigenvalues,
ut only affects the results through the stabilization criterion. They can
e removed from the set of uncertain input parameters. In other words,
hey are fixed at constant values in the following UA.

Fig. 7 presents statistics of parameters’ PAWN indices among dif-
erent velocities 14, 16, 18, 20 mm/s while parameters’ Sobol indices
re shown in Fig. 8. In both figures, the box represents the quantiles
f parameters’ sensitivity on the first and second natural frequencies.
he PAWN indices of BR and SF are larger than the remaining overall.
herefore, BR and SF are chosen as uncertain factors for UA on data
ile 32010. In addition, for different cases, PAWN indices of different
arameters have small variations. Nevertheless, in Fig. 8, Sobol indices
6

Fig. 6. The PAWN indices of seven input parameters on the first natural frequency
when ice velocity is 20 mm/s.

Fig. 7. The statistics of PAWN indices of seven parameters for different ice velocities
in data file 32010.

of parameters vary drastically and are hard to rank. Therefore, the
PAWN method has better performance regarding SA of parameters for
ice–structure interaction analysis.

Fig. 9 shows the PAWN indices of BR and SF are the largest, varying
from 0.25 to 0.55. The PAWN indices of the remaining parameters are
below 0.2. Hence, BR and SF are chosen as uncertain factors for UA on
data file 25010.

Fig. 10 shows the top two sensitive parameters are BR and SF whose
PAWN indices are around 0.4 and 0.35 separately. Their indices are
a bit smaller than the result in data files 32010 and 25010. This is
possibly caused by the larger noise from the full-scale experiment in
the real world.

To sum up, the most influential parameters are chosen as BR and
SF for the following UA on data files 32010, 25010, and the full-scale
experiment.

4.4. Uncertainty analysis

Table 2 lists the statistics of the identified first two natural fre-
quencies. The statistics include mean value (Mean), standard deviation
(Std), upper bound of 95% confidence interval (Upper), and lower
bound of 95% confidence interval (Lower). The bold number means
the correct identification. For the identified first natural frequency, the
proposed method fails to identify it when ice failure is IC. Hence, it
is not discussed in the following analysis. After the ice failure mode
changes to FLI, the first natural frequencies are 19.84, 29.76, and 23.53
rad/s when ice velocities are 8, 10, and 20 mm/s, respectively. The
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Fig. 8. The statistics of Sobol indices of seven parameters for different ice velocities
in data file 32010.

Fig. 9. The statistics of PAWN indices of seven parameters for different ice velocities
in data file 25010.

Fig. 10. The statistics of PAWN indices of seven parameters for different ice velocities
in the full-scale test.

frequencies in the remaining cases are around 21.5 which is close to
the benchmark value. In contrast to the first natural frequency, the
second frequency identification becomes more intractable. 5 out of 15
identified second frequencies are over 30. One is less than 29, around
26.66 rad/s. Other frequencies can be identified correctly.

As to uncertainties of the identified frequencies, it is represented
by the 95% confidence interval which is computed by ‘𝑀𝑒𝑎𝑛 ± 1.96 ×
𝑡𝑑’. The uncertainty explains the possible values of the identified
7

parameters. In Table 2, the lower bound of the first frequency is −7.38
when ice velocity is 4 (mm/s). This value is obtained by statistical
analysis. However, it cannot be less than zero in practice. When ice
velocities are 12, 18. 28, and 65 (mm/s), the standard deviation of
the identified first frequency is less than 0.5 while the uncertainties
for other cases are quite large. Compared with the standard deviation
of the first natural frequency, the identified second frequencies have
a larger standard deviation. Almost all of them are over 2.00. As a
consequence, it has larger uncertain intervals for different ice velocities.
That means input parameters cause different uncertainties to modal
parameters.

Table 3 shows the corresponding damping ratios of modal parame-
ters. For the damping ratio corresponding to the first natural frequency,
it is quite small (less than 0.01) for ice failure FLI. When ice failure
changes to CC, it becomes larger (more than 0.018). The standard
deviation is very large. It is even larger than the mean value. For
example, when ice velocities are 10, 14, 16, 20, and 28 (mm/s), the
large standard deviations result in unreasonable significance intervals
that exceed the range of zero. This varying trend of the first damping
ratio is totally different from that of the second one. It can be seen that
most FLI failures generate larger damping ratios (more than 0.017) than
CC failures (less than 0.014) apart from ice velocity 150 mm/s.

To sum up, the mined knowledge is listed with the following items:

(1) The poor estimation of modal parameters happens as a result of
the quasi-static response of the structure in IC.

(2) For the first natural frequency, the estimated mean value is quite
close to the benchmark. The standard deviation is relatively
small, which renders reasonable uncertainty intervals. With the
increasing ice velocities, the varying trend is not significant.

(3) For the second frequency, the bold numbers manifest that the
proposed method cannot have accurate estimations for certain
cases. The standard deviation shows the estimating uncertainties
are very large. FLI generates larger frequencies than CC.

(4) The damping ratio of the first mode rises with the increase of ice
velocity while the damping ratio of the second mode decreases
from FLI to CC.

.5. Knowledge presentation

During UA, the first straight line in the stabilization diagram is
aken as the first natural frequency while the second line represents
he second natural frequency. Such analysis results in a large bias to the
dentified parameters. For example, the first natural frequency cannot
e identified by the proposed method. There is not a straight line at the
osition where it is supposed to appear. As a consequence, the second
atural frequency is considered the first natural frequency. At the same
ime, the third frequency is taken as the second one. Obviously, such an
ssumption causes very large uncertainties in the identified parameters
s shown in Tables 2 and 3.

Next, prior knowledge is used to pick up anomalies in the results.
he benchmark values of the first two natural frequencies are 21.352
nd 29.516 rad/s separately, which are estimated when the structure
as moving in the open water (Stange et al., 2020). Considering the
ifference between open water and ice, the benchmark values are
xpanded by 10% deviation to an interval: [19.22, 23.49] for the first
requency, [26.56, 32.47] for the second frequency. The processed UA
esults are shown in Fig. 11 for data file 32010, Fig. 12 for data file
5010, and Fig. 13 for the full-scale measurements.

Fig. 11(a) shows the filtered first natural frequency and corre-
ponding damping ratio. The left Y axis is the value of the identified
atural frequency. The right Y axis is the corresponding damping ratio.
he green dotted line represents the identified first natural frequency

n Wang et al. (2022). Black points are the mean value of identified
requencies. The length of the vertical line at each point means the
stimated 95% confidence interval. Based on the varying trend of
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Table 2
The uncertainty analysis results of identified frequencies based on the data in ‘32010’ under the ice failures of IC, FLI, and CC.

Frequency Statistics Ice velocity (mm/s)

4 6 8 10 12 14 16 18 20 28 45 65 80 95 150

IC IC FLI FLI FLI FLI FLI FLI FLI FLI FLI CC CC CC CC

First

Mean 45.59 17.57 19.84 29.76 21.69 21.02 21.92 21.06 23.53 21.28 21.59 21.50 21.25 21.96 21.81
Std 28.04 5.68 1.64 2.41 0.01 1.57 4.55 0.01 3.39 0.42 0.02 0.25 1.22 2.10 1.23
Upper 102.56 28.71 23.05 26.41 21.04 24.42 30.85 21.08 30.18 22.11 21.63 21.98 23.64 26.08 24.21
Lower −7.38 6.44 16.63 16.97 21.00 18.28 13.00 21.05 16.88 20.47 21.55 21.02 18.85 17.84 19.40

Second

Mean 88.00 29.73 26.66 32.00 32.49 29.68 32.43 29.01 30.38 29.71 29.32 29.93 29.42 29.76 29.57
Std 28.84 14.48 3.44 10.59 3.88 3.62 9.07 1.60 5.12 0.66 1.82 1.92 2.43 12.02 4.47
Upper 144.53 58.10 33.40 52.76 40.10 36.77 50.20 32.16 40.41 31.01 32.89 33.71 34.19 53.32 38.33
Lower 31.47 1.35 19.91 11.24 24.88 22.58 14.65 25.87 20.35 28.42 25.74 26.16 24.65 6.19 20.80
Table 3
The uncertainty analysis results of identified damping ratios based on the data in ‘32010’ under the ice failures of IC, FLI, and CC.

Damping Statistics Ice velocity (mm/s)

4 6 8 10 12 14 16 18 20 28 45 65 80 95 150

IC IC FLI FLI FLI FLI FLI FLI FLI FLI FLI CC CC CC CC

First

Mean (10−2) 1.41 1.30 0.31 0.24 0.09 0.10 0.29 0.08 0.78 0.04 0.64 1.86 1.24 1.73 2.03
Std (10−2) 0.86 0.61 0.51 0.62 0.03 0.39 0.82 0.03 1.09 0.08 0.03 0.71 0.33 0.37 0.50
Upper(10−2) 3.11 2.50 1.30 1.46 0.14 0.86 1.89 0.41 2.92 0.20 0.69 3.25 1.89 2.45 3.01
Lower (10−2) −0.28 0.10 −0.68 −0.98 0.04 −0.67 −1.31 0.03 −1.36 −0.12 0.58 0.47 0.58 1.01 1.06

Second

Mean (10−2) 0.70 1.70 1.74 2.12 2.84 2.32 2.45 3.00 2.43 2.41 0.86 0.73 1.15 1.31 2.20
Std (10−2) 0.71 1.76 0.85 0.77 1.33 1.15 1.47 1.06 0.79 0.63 0.19 0.29 0.38 0.43 2.13
Upper (10−2) 2.08 5.16 3.29 3.63 5.45 4.58 5.33 5.06 3.97 3.65 1.24 1.30 1.90 2.15 6.37
Lower (10−2) −0.69 −1.75 0.08 0.61 0.24 0.06 −0.43 0.92 0.88 1.65 0.48 0.17 0.41 0.48 −1.97
the mean value, UA has a more sensible estimation than the method
without UA, especially when ice velocities are larger than 45 mm/s.
The superiority can also be verified in Fig. 11(b). Overall, the first
natural frequency goes up with the increase in ice velocity. This trend
is the same as the damping ratio as shown by the blue line. However,
this trend does not appear on the identified second natural frequency
as shown in Fig. 11(b). With the increase of ice velocity, the second
natural frequency goes up until velocity reaches 16 mm/s. Next, it
plummets when ice velocity changes to 18 mm/s. After that, it keeps
an increasing trend from 20 mm/s. The damping ratio shows an overall
decreasing trend when ice moves towards higher velocity. In addition,
the uncertainty of the identified second frequency and damping ratio is
significantly larger than that of the first frequency and corresponding
damping ratio.

Fig. 12(a) shows the significant increasing trend of the first natural
frequency in data file 25010. The value rises from 19.3 to 21. For the
second natural frequency, its values fluctuate vary drastically as shown
in Fig. 12(b). The same trend can be found in Fig. 13. In Fig. 13(a), the
value of the first natural frequency starts from 18 to 22 as the increase
of ice velocity. However, there is no obvious trend of the second natural
frequency in Fig. 13(b). In addition, the value of the second natural
frequency is far larger than that in the data files 32010 and 25010.

The mined knowledge is summarized as follows.

(1) Compared with traditional SSI-cov, UA based on prior knowl-
edge does have superiority regarding the accuracy of modal
parameter identification. In addition, the confidence interval
could provide more valuable support for the SHM.

(2) The identified first natural frequency and corresponding damp-
ing ratio present a stable upward trend with the increase of ice
velocity for three different experiments. No difference between
model ice and wave ice was observed in relation to that trend. A
small uncertainty interval demonstrates SSI-cov and Hierarchical
clustering have very good robustness for the first frequency
identification.

(3) For the second frequency, its trend is not significant for all three
experiments. Large uncertainty means that SSI-cov and Hierar-
chical clustering work worse in terms of the second frequency
identification.
8

(4) For data files 32010 and 25010, the damping ratio of the first
mode is quite small, varying within [0% 3%]. However, it be-
comes larger in the full-scale experiment, varying within [5%
10%].

5. Discussion

This study includes two parts. The first part is SA and the second one
is UA. Both SA and UA follow the same pipeline from data sampling,
SSI-cov analysis, to automated modal parameters identification. Hierar-
chical clustering is used for automated modal parameter identification.
In this study, robust distance and Silhouette value are used to im-
prove the accuracy of Hierarchical clustering. Meanwhile, it consumes
more time. It inevitably intensifies the time cost of SA. Therefore, all
parameters in the Hierarchical clustering method are fixed. Although
such an assumption could cause the low accuracy of modal parameters
identification, in fact, SA does not require very accurate estimation
because it mainly investigates how much the variation of the model
is proportioned to each input factor. If time cost could be ignored, it
would be better to use robust distance and Silhouette value to obtain a
more accurate estimation.

Sobol and PAWN are used for SA. Through comparison of Figs. 7 and
8, it was found that PAWN outperforms Sobol with respect to sensitivity
estimation of input parameters. To be exact, PAWN is superior to
Sobol under the circumstance of an equivalent sample size. If Sobol’s
sampling size is increased up to, for example, over 10,000, Sobol could
gain a very good estimation but it is desperately time-consuming. That
is because the time complexity of PAWN is 𝑂(𝑀 ×𝑛×𝑁𝑐) while Sobol’s
time complexity is 𝑂(𝑀 ×𝑁). Hence, considering the balance of time
cost and SA accuracy, this study prefers PAWN to Sobol.

PAWN is used for SA on data files 32010, 25010, and full-scale test.
From Figs. 7, 9, and 10, they show the top two influential factors are BR
and SF. It can be concluded that BR and SF are the largest uncertainty
sources of SSI-cov. This conclusion needs verification further using
more cases. In addition, SO accounts for a relatively large sensitivity
to the identified frequencies to a certain extent. This is because the
identified modes are affected by the variation of SO. Nevertheless,
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Fig. 11. The identified frequencies and corresponding damping ratios over different
ce velocities in data file 32010 (Green dotted line: identified frequencies without UA;
lack points: the mean value of identified frequencies; Vertical lines: 95% confidence

nterval.).

hen it attains a certain value, the modes are not changed with the
ncrease of SO. Therefore, it is not considered in this study.

The same experiment settings are set for these three experiments.
owever, it does not work well for the full-scale test. This possibly

esults from less stable poles identified from the data. Therefore, in
his study, we adjust the minimum size of a cluster to 5 for the
ull-scale data instead of 8 for the model-scale data. In addition, the
enchmark interval is reset as [0,23.49] for the first natural frequency
nd [26.56, 50] for the second natural frequency. Such adjustments
ake the parameter identification more accurate for the full-scale test.

This study assumes all input parameters follow a uniform distribu-
ion instead of normal distribution. This is because sampled data from
ormal distribution could result in the failure of solving eigenvalues
nd eigenvectors. if a data point comes from a normal distribution,
t might be beyond the defined range. For example, given 𝑁(𝜇, 𝜎2),
he sampled data points would vary in [𝜇 − 1.96𝜎, 𝜇 + 1.96𝜎] rather
han in [𝜇 − 𝜎, 𝜇 + 𝜎]. Apparently, the former sampling space is larger
han the later one. As a consequence, the sampled data points would
xceed the rational range required by SSI-cov. In addition, in order
o increase the uncertainty of the identified modal parameters, the 𝜎
s assumed as the 40% deviation of 𝜇. if the deviation was increased,
he sensitivity results would change a little bit. SA takes advantage of
tatistical methods to estimate the importance of factors and is subject
o the impacts of many factors easily. The important parameters should
e selected based on the integration of SA, expertise knowledge, and
pplications.
9

Fig. 12. The identified frequencies and corresponding damping ratios over different
ice velocities in data file 25010.

The second mode appeared difficult to identify accurately. One
would expect that the second mode was easier than the first mode to
identify, because it should be less influenced by the ice-failure process
due to its smaller modal amplitude at the ice-action point, and therefore
less nonlinearities for the SSI-cov to handle. However, due to the second
mode’s lower modal contribution of the global response, the signal
to noise ratio for the second mode is also lower, thereby possibly
inhibiting stable identifications.

6. Conclusion

The environmental variability of identified modal parameters of
structures located in ice-infested waters are uncertain and to some
extent unknown, therefore inhibiting efficient structural health mon-
itoring. This study proposed a UA framework for automated modal pa-
rameter identification for structures exposed to drifting ice-conditions
interaction by obtaining convincing parameters estimation with their
uncertainty. The framework were composed by two parts: The first
part applied an SA to picked up the most influential input variables for
modal parameters’ uncertainties, in which we presented a comparison
between two methods for SA, namely PAWN and Sobol. PAWN was
further selected for SA on ice–structure interaction data as it offered the
most accurate estimation of parameters’ importance. It was found that
the most influential inputs to the modal parameters estimation were
the number of block rows and sampling frequency. The input variables
from PAWN were subsequently applied in a UA, which is the second
part in Fig. 2. Here, the inputs were varied to obtain modal parameters
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Fig. 13. The identified frequencies and corresponding damping ratios over different
ce velocities in the full-scale test.

nd corresponding uncertainties when applied to a covariance-driven
tochastic subspace identification of modal parameters. The UA re-
ealed significant trends in the modal parameters identified over a
ange of ice velocities and types of ice–structure interaction: (1) For
odel-scale ice–structure interaction, the first natural frequency and

orresponding damping ratio arose with the increase of ice velocities
starting from frequency lock-in, and to continuous brittle crushing).
nce the interaction was dominated by continuous brittle crushing, the
atural frequency stabilized with further increase in ice velocity, an
bservation found for both model-scale and full-scale; (2) The second
ode does not present a significant trend. In addition, uncertainties of

he second mode (natural frequencies and damping ratios) are quite
arger than those of the first mode.

The second mode appeared difficult to identify for the model-
cale tests, likely due to the combination of second mode’s low modal
ontribution of the global response and the signal to noise ratio. Future
tudies of environmental variability due to the presence of ice would
enefit from denser sensor networks and higher sampling frequency.
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