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ABSTRACT

In minimally invasive surgery, where a direct sight of the treated organ or structures
is not feasible but with a endoscope, image guided systems have been developed
to provide the surgeon with real time information of the surgical area, in the form
of images of the anatomy of the patient, and surgical navigation. In order to do so,
image-to-patient and image-to-image registration techniques are required to bring
physical and image information on to the same system of reference. Essentially,
both methods rely on point-to-point correspondence, using a collection of selected
features on both the fixed and target domains. In the case of image-to-patient,
position landmarks are used. Whereas in image-to-image, features related to the
intensity information of the image, or the topology of segmentations, are the usual
approach. Nevertheless, these procedures require time and are susceptible to human
error. In image-to-patient in particular, when sampling landmarks on the patient
anatomy. Image-to-image methods on the other hand, operate between different
images and virtual models, being complex to implement and to achieve good results,
especially in multi-modal setups.

The presented research is framed in the field of hepatocellular carcinoma
surgical treatment and colorectal liver metastasis, the most common types of liver
cancer. Wedge resection is the usual choice to remove the cancerous cells, aiming to
spare as much healthy tissue as possible while ensuring a complete extraction of the
tumour. However, during the intervention, the organ undergoes major deformation
due to mobilisation and detachment of the abdominal wall. This deformation is not
reflected in the pre-operative images, showing an inaccurate location of relevant
anatomical structures as well as the target lesion. Through a laparoscope and
laparoscopic ultrasound, the surgeon can build a mental image of the anatomy of the
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patient during the intervention, adding extra strain on the practitioner. Registration
techniques can leverage the procedure outcome and ease the surgery by aligning
the virtual models of the patient to the situation on the surgical table. Furthermore,
by updating the pre-operative model with the real-time information acquired when
inspecting the organ.

In particular, the present study focuses on the use of registration for navigation
in minimally invasive interventions, including image-to-patient and image-to-image
registration. Main contributions include the evaluation of tracking technologies for
surgical navigation; a novel image-to-patient registration method (single landmark
registration method) which can take advantage of the laparoscopic ultrasound to
improve the registration of the pre-operative images; the use of deep learning
for image-to-image registration in medical applications, and development of new
training methods; and the research on the influence of human accuracy in landmark
sampling during image-to-patient registration, in augmented reality applications for
surgical navigation.
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CHAPTER 1 INTRODUCTION

Mortality of liver cancer has risen in time, being the third most lethal cancer
according to the 2020 Global Cancer Observatory database1 summing to 830,180
cases worldwide (ages from 0 to 85). Preceded by colorectal cancer (935,173)
and lung cancer (1,796,144). The preferred treatment for liver cancer is resec-
tion [1, 2], which can be done through open surgery or minimally invasive surgery.
Minimally invasive surgery is becoming the preferred approach for hepatocellular
carcinoma (HCC) and colorectal liver metastases (CLM) [3, 4], proven to be a
reliable alternative to the traditional open surgery [5, 1, 2], with fewer complications
and inconveniences for the patient. Through small incisions on the abdominal wall,
the surgeon can access the liver and perform a complete resection without the need
of open surgery. Main advantages of this approach include, but are not limited
to, short recovery time, no organ adhesion, short hospitalisation, and fewer blood
loss [6, 5, 7].

However, the eligibility of a patient for minimally invasive treatment is de-
pendant on the size, number, and distribution of the lesions, the accessibility and
risk of conversion to open surgery, or the experience of the surgeon in minimally
invasive surgery [4, 8]. From a procedural point of view, the lack of direct sight
of the surgical area is the biggest challenge of minimally invasive treatment. A
common approach to overcome this difficulty is the use of a laparoscope inserted
through one of the trocars, enabling the surgeon to see what is happening within
the abdomen [4]. Nevertheless, this camera provides a monocular view of the area.
More advanced cameras provide an stereoscopic view with depth information, yet

1https://gco.iarc.fr/

1

https://gco.iarc.fr/


2 2

from a single point of view. This situation poses an additional burden to the surgeon,
as the clinician must make a mental image with the location of the tools, the ana-
tomical structures, and the view given by the camera. Underlying structures are also
hidden from the laparoscope view, relying on intra-operative imaging techniques
like laparoscopic ultrasound (LUS), intra-operative computed tomography (CT), or
fluoroscopy.

Figure 1.1: Clinical setup with no surgical navigation. The surgeon is presented
with the laparoscopic ultrasound (LUS) image and the location of the probe must
be estimated by the surgeon on the fly.

In order to ease the surgical tasks to the surgeons, image-guided systems (IGS)
were developed to provide location information required during the intervention [9].
These systems bring together the virtual models of the patient and the tracked
location of the tools through the registration of landmarks or images, to give the
surgeon a virtual representation of the situation within the surgical area. To achieve
IGS navigation, registration techniques are used bringing together the tools and
virtual data onto the same reference system. Hence, the clinician now has a direct
view of the relative placement of the tools with respect of the patient. Even more,
the surgeon can navigate to the desired location using the information provided by
the IGS [9].

Registration algorithms for clinical applications can be classified into two major
groups: image-to-patient and image-to-image. Whereas the former relates image
and physical coordinates, aligning the virtual model of the patient with the location
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Figure 1.2: Clinical setup with surgical navigation. Both electromagnetic and
optical tracking systems are available for tracking the flexible laparoscopic ultra-
sound (LUS) probe and the patient respectively. The surgeon is presented with both
the LUS image and the tracked location of the probe, displayed together with a 3D
virtual model of the patient.

of this in the surgical theatre; image-to-image registration line up images of the
same anatomical structure taken at different time or by various techniques. Medical
imaging includes several modalities which provide complementary information:
computed tomography, X-ray, angiography, magnetic resonance (MR) imaging ,
video from a laparoscope, fluoroscopy, ultrasound (US), or segmented 3D virtual
models. Image-to-patient registration algorithms are then used to align and match
the images and the virtual model of the patient with the corresponding physical
landmarks on the patient, enabling intra-operative navigation. Image-to-image
registration methods are employed instead to combine the different image modalities
onto the same reference frame, so that corresponding points match.

Unlike image-to-patient registration, image-to-image techniques can be em-
ployed at several stages of the surgical workflow. For instance, in the planning stage
to align diagnostic images, like, diagnostic CT and MR scans to generate a more
detailed model of the patient. During the intervention, so as to add information
happening during the procedure to the pre-operative plan, adjust the resection mar-
gins, and locate neighbouring relevant anatomical structures. Or after the surgery,
to assess and validate the outcome of the intervention by comparing the treated
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area. [10, 11, 12]. In Figure 1.3 a schematic workflow showing the aforementioned
stages is depicted, indicating where the two types of registration methods are most
relevant.

Figure 1.3: Schematic surgical workflow showing on which steps the registration
techniques are more relevant.

Especially during surgery, registration methods are expected to provide a high
level of precision to enable accurate navigation, assessment of the lesion and
surrounding relevant structures. Resection margins for liver resection can be as
small as 5 mm to 10 mm [11, 13, 14]. However, resection margins of under 1 mm
with no recurrence within 5-years after the resection have been reported in the
literature [15, 3]. Achieving this level of precision is a a challenging endeavour for
registration algorithms, as mobilisation of the organ, detachment of the ligaments,
and the effect of the pneumoperitoneum can add up to a deformation of 44.6 mm in
average [16].

1.1 Research scope and contributions

The presented research dwells into the use of registration during liver resection
surgery. Exploring the different aspects of registration in surgical applications,
starting with image-to-patient registration, and following with image-to-image,
where deep learning solutions have been studied. In addition, the influence of human
error in the registration process was observed, applied to the use of augmented
reality for surgical navigation. Special emphasis was put on the image-to-image
registration, as these techniques can greatly improve the navigation experience by
showing an accurate picture of the anatomy within the abdominal area.

Therefore, the following were the questions addressed in this research.
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RQ 1: What key elements can be addressed to improve registration for surgical
navigation?

RQ 2: What bottlenecks are to be addressed in deep learning for registration in
medical applications?

RQ 3: How can registration be seamlessly integrated in the surgical workflow?

RQ 4: Is deep-learning image-to-image registration ready to be integrated in an
IGS?

The articles included in this thesis, which aim to clarify the aforementioned
questions, are the following:

Paper I [17]: A. Teatini, J. Pérez de Frutos, T. Langø, B. Edwin, O. J. Elle.
“Assessment and comparison of target registration accuracy in surgical instrument
tracking technologies”. In: Proceedings of the Annual International Conference of
the IEEEEngineering in Medicine and Biology Society, EMBS. IEEE, July 2018,
pp. 1845–1848. doi: 10.1109/EMBC.2018.8512671

To enable navigation in a surgical setup, it is required to bring together both the
physical space where the intervention takes place and the virtual representation of
the patient. In this study, we compare the most extended tracking technologies for
IGS navigation platforms. RQ1 and RQ3 are addressed in this paper, by studying
the tracking technologies employed in modern IGS (RQ 1 and 3).

Paper II [18]: J. Pérez de Frutos, E. F. Hofstad, O. V. Solberg, G. A. Tangen,
F. Lindseth , T. Langø, O. J. Elle, R. Mårvik. “Laboratory test of Single Landmark
registration method for ultrasound-based navigation in laparoscopy using an open-
source platform”. In: International Journal of Computer Assisted Radiology and
Surgery 13.12 (Dec. 2018), pp. 1927–1936. doi: 10.1007/s11548-018-1830-7

Image-to-patient registration is conventionally performed by sampling sev-
eral pre-defined landmarks on the patient anatomy, resulting in a time-consuming
step and prone to low accuracy. Single landmark registration method (SLRM) is
proposed as a simpler and quicker technique to enable navigation for minimally
invasive surgery, allowing for further refinement of the registration when locating
the centre of the lesion. Therefore, RQ 1 is partially considered when comparing
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the SLRM and the point-based registration (PBR). As well as RQ 3 when proposing
the simpler registration procedure offered by the SLRM.

Paper III [19]:A. Teatini, J. Pérez de Frutos, B. Eigl, E. Pelanis, D. L. Aghayan,
M. Lai, R. P Kumar, R. Palomar, B. Edwin, O. J. Elle. “Influence of sampling
accuracy on augmented reality for laparoscopic image-guided surgery”. In: Minim-
ally Invasive Therapy & Allied Technologies (Mar. 2020), pp. 1–10. doi: 10.1080/
13645706.2020.1727524

The accuracy by which the image and physical spaces are aligned is dependant
on the skills of the surgeon when recording the landmarks used for the registration.
Within the scope of augmented reality for surgical procedures, we evaluate the
effect of the human factor during registration. Again, the analysis of the error
components in registration aims to shred light onto RQ 1.

Paper IV [20]: J. Pérez de Frutos, A. Pedersen, E. Pelanis, D. Bouget S. Survarachakan,
T. Langø, O. J. Elle, & F. Lindseth (2022). "Learning deep abdominal CT registra-
tion through adaptive loss weighting and synthetic data generation". PLOS ONE
18(2): e0282110. doi: 10.1371/journal.pone.0282110

Deep learning-based image registration remains a challenging task, not only
due to the complexity of the problem itself, but also due to the lack of large enough
training datasets. In this study, we explore training strategies for deep learning mod-
els, and propose weakly-supervision combined with uncertainty weighting (UW)
for enhancing the learning of registration models. In addition, transfer learning is
shown to enable the training on limited datasets starting from an already trained
model. In this study, both RQ 2 and RQ 4 are answered by showing the possibilities
of deep learning and the discussion on the limitations of these methods for clinical
usage.

Other dissemination carried out during the time of this research includes:

• 32nd International Congress and Exhibition Computer Assisted Radiology
and Surgery (Berlin, Germany, June 2018): presentation on Single Landmark
Registration Method. Title "Laboratory test of Single Landmark registration
method for ultrasound-based navigation in laparoscopy using an open-source
platform".
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Table 1.1: Contributions of J. Pérez de Frutos on each of the publications included
in this thesis.

Paper I Paper II Paper III Paper IV

Experiment design Minor Main Minor Main
Software Minor N/A Major Main
Data collection Major Main Minor Minor
Data analysis Major Main Minor Major
Discussion Major Main Minor Main
Writing Major Main Major Main
Review Major Main Major Major
Other Poster Presentation N/A N/A

• 40th International Conference of the IEEE Engineering in Medicine and
Biology Society (Honolulu, Hawaii, USA, July 2018): poster session. Title
"Assessment and comparison of target registration accuracy in surgical in-
strument tracking technologies".

• Society Medical Image Technology congress (Heilbronn, Germany, October
2019): abstract and presentation on Deep Learning based image-to-image
registration. Title "Deep Deformation Map Regressor".

• European Computer Assisted Liver Surgery Society meeting (Bern, Switzer-
land, October 2019): poster session. Title "Up-to-Date Anatomical Model".

• Society Medical Image Technology congress (Oslo, Norway, May 2022):
presentation on Deep Learning image-to-image registration. Title: "Image-
to-image registration: teaching AIs to deform heads".

1.2 Thesis structure

The present thesis is organised as follows:

• Chapter 1: introduction to the scope of the presented research.
• Chapter 2: introduces mathematical and conceptual background relevant for

the content of the thesis.
• Chapter 3: explores the tracking technologies used to enable navigation in

IGS (Article I [17]).
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• Chapter 4: introduces image to patient registration and the Single Landmark
Registration Method (Article II [18]).

• Chapter 5: contains the research on image-to-image registration, and in
particular on deep learning based image registration (Article IV [20]).

• Chapter 6: explores the use of augmented reality for surgical interventions,
where registration plays a major role (Article III [19]).

• Chapter 7: discussion over the research outcomes.
• Chapter 8: closing remarks.
• Appendix ??: the collection of articles produced as part of the presented

research.



CHAPTER 2 FUNDAMENTALS

This section provides an introduction to relevant tools and concepts used through-
out the presented research. Further insight on the different topics can be found in
the provided references.

2.1 Linear transformations

In IGSs, every tracked element has a coordinate system associated to it. Linear
transformations are thus used to relate the coordinates of one tool with respect to
other coordinate system. These transformations map vector spaces onto vector
spaces [21], this is, coordinates in a given coordinate system onto a different one,
and thus, allows to represent different objects e.g., the location of surgical tools, and
image coordinates, onto the same space. In IGS, this transformation is considered to
be a linear transformation between subspaces. A Cartesian coordinate system will
always be used to represent the physical location of the objects, and it will be noted
as Rn i.e., a n-dimensional Cartesian space of real coordinates. The notation to
describe a linear transformation followed in this document is shown in Equation 2.1.

Tα

β
: Rdα → Rdβ (2.1)

where α is the origin reference frame of dimensionality dα and β is the target
reference frame with dimensionality dβ . This transformation can be read as the
coordinates of objects in α as seen from the reference frame β . Rigid transforma-
tions are commonly represented in the form of augmented matrices which describe
rotation, translation, scaling, sheering and perspective transformations, as shown in

9
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Equation 2.2. This form is usually adopted together with the use of homogeneous
coordinates, as it eases the computation by using matrix multiplications to apply
these transformations [22, 21].

Tα

β
=

(
A3x3 t3x1

p1x3 s1x1

)
(2.2)

where A is the affine transformation matrix, t is a translation vector, p represents
the perspective transformation and s is the uniform global scale factor.

Though in general no perspective nor global scaling is considered, simplifying
the notation as follows:

Tα

β
=

(
A3x3 t3x1

01x3 11x1

)
(2.3)

The affine matrix A is further simplified, as it is common to limit the trans-
formations to rotation and scaling along the two or three coordinate axes [21,
22].

As aforementioned, the location of every element e.g., the patient and the
surgical tools, is represented by vectors with respect to the origin reference frame
or world coordinates. This reference frame is usually associated with the tracking
sensor i.e., the device used to track all the other objects in the operating room.
Figure 2.1 shows the transformation matrices that relates different tracked objects,
with respect to the tracking sensor, in this case, an optical tracking system (see
Section 3.1).

Next is to bring the image data into the operating room. To do so, image-to-
patient and image-to-image registration algorithms are required. These techniques
are used to obtain the transformation matrix that relates the virtual image models to
its corresponding physical location (TP

I ) (see Figure 2.2).

Once the transformations are known, these can be combined by regular matrix
multiplication to relate the location of the different objects in the operating room,
and hence, enable surgical navigation [23, 24].

For example, in the situation shown in Figure 2.2, the coordinates of the tool
tip (T) in the reference frame of the virtual model (I) can be defined as shown in
Equation 2.4.
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Figure 2.1: Transformations between reference frames before image-to-patient
registration. The optical markers allow the sensor (O) to track the location of the
patient (P) and the handler of the rigid surgical tool (H). Through calibration, the
location of the tool tip (T) can also be tracked.

Figure 2.2: Transformations between reference frames after image-to-patient regis-
tration. Now the transformation between the patient (P) and the image data (I) is
known, and the location of the tool tip (T) can be shown on the navigation platform
relative to the virtual model.

T I
T =

(
T P

I
)−1 (

T O
P
)−1

T O
H T H

T (2.4)

2.2 Registration error

Depending on the registration algorithm (image-to-patient or image-to-image), the
accuracy of the method can be evaluated based on different metrics. While image-
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to-image algorithms are evaluated in terms of geometrical properties of the images,
but not limited to, e.g., region overlap or intensity distribution; image-to-patient
algorithms are assessed mainly in terms of distances between the image and patient
landmarks.

Point-based registration (PBR), or fiducial based registration, was explored
for medical applications by Maurer et. al., [25, 26], who also coined the terms
fiducial localisation error (FLE), fiducial registration error (FRE) and the target
registration error (TRE). These three metrics are used to assess the performance and
accuracy of registration algorithms. FLE refers to the error in locating the fiducials
i.e., error when pointing at the centre of a fiducial or when selecting points on
images (Figure 2.3a); FRE is the error between corresponding fiducial points in the
physical and virtual model, after correcting the latter as a result of the registration
(Figure 2.3b); and TRE, equivalent to the FRE but for other points e.g., targets, than
the fiducials used for the registration (Figure 2.3c). Out of the three measures, FRE
is the easiest and most direct one to measure during an intervention [27, 26]. But it
is TRE the one that matters the most, as it refers to the registration accuracy on the
location of the lesion.

(a) (b) (c)

Figure 2.3: Fiducials in the virtual model are marked with grey cross hairs. The
physical location, obtained through a tracked surgical marker, of those same fi-
ducials are marked with the black cross hairs. The target in the virtual model is
shown in green and its physical location with the same cross hairs but in black
colour. (a) Fiducial localisation error (FLE) (white arrows), (b) fiducial registration
error (FRE) after registration (orange arrows) and (c) target registration error (TRE)
(yellow arrow).

For a set of fiducial points in the physical model (patient) P = {p0, p1, . . . , pn}
and the corresponding points on the virtual model V = {v0,v1, . . . ,vn}, and a rigid
transformation T : R3 → R3 that relates these two sets, the FRE can be directly
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computed as [25, 26]:

FRE =

√
1
n

n

∑
i=0

||vi −T(pi)||2 (2.5)

Then, the FLE can be then estimated using Equation 2.6 [28].

⟨FLE2⟩=
(

2n
2n−1

)
⟨FRE2⟩ (2.6)

TRE can be computed in two different ways. The direct form would be as the
distance between the location of the target point on the volume, after registration,
and the sampled location. However unless a tracked tool is used to sample the
location of the target point, during the intervention the TRE cannot be directly
computed. Hence, the second form is through the Equation 2.7. This equation
shows an approximation of the TRE using the FLE and the principal axes ( j) of
the spatial distribution of the fiducials [27, 29]. However, it should be noted that
these two metrics TRE and FLE are uncorrelated [28], and thus, the direct approach
should be preferred instead.

⟨|TRE(x)|2⟩= ⟨FLE2⟩

(
1
N
+

1
3

3

∑
j=1

t j(x)2

f2
j

)
(2.7)

where t j(x) is the distance of the target point x from the principal axis j and f j is
the root mean squared distance of the fiducials to that same principal axis.

2.3 Registration evaluation metrics

Both image-to-patient and image-to-image registration methods explained as an
optimisation problem, where the aim is to correctly align two or more data sets.
An objective or loss function is then used to correctly drive this alignment during
the optimisation phase. This function describes the nature of the transformation
e.g., affine, rigid, non-rigid, and how to evaluate the resulting registration. A
well-defined objective function is of great importance when designing a machine
learning (ML) pipeline, as the learning agent will rely on the output of the objective
function to update the learning weights. Not only the objective function but a
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regularisation term will drive the learning process of the algorithm. In addition to
the objective function, the regularisation term is meant to impose restrictions on the
output of the algorithm and/or the learning weights e.g., smoothness, normalisation,
range of values, etc; to improve the chances of finding an optimal solution.

A thorough and exhaustive collection of objective and regularisation functions
is out of the scope of this research, as it is highly dependent on the type of data
and application; but a collection of operators that were considered relevant for
this research. More information about this topic can be found in the following
references [30, 31, 32, 33, 34, 35, 36].

2.4 Point set and image similarity metrics

Mean square error (MSE): measure of the distance between the elements of the
sampled vectors using the squared Euclidean distance. As it is a point-wise operator,
MSE is highly sensitive to the presence of outliers and to transformations between
the images.

MSE(X ,Y ) =
1
N

N

∑
n=1

(xi − yi)
2 (2.8)

Mean absolute error (MAE): equivalent to MSE but using the absolute dis-
tance between the vectors, i.e., the Manhattan distance.

MAE(X ,Y ) =
1
N

N

∑
n=1

|xi − yi| (2.9)

Structural similarity index (SSIM): similarity measure between images that
takes into account three components: luminance, contrast, and structure [37, 38].
Unlike MSE, SSIM is not a distance as it can have negative values and also it does
not satisfy the identity of indiscernible axiom i.e., SSIM(X ,Y ) = 0 ̸↔ X = Y , in
fact SSIM(X ,Y ) = 1 ↔ X = Y . The metric evaluates three aspects of the images:
luminance, contrast and structure. Luminance refers to the similarity in intensity
(Equation 2.11), contrast to the distribution of the intensity (Equation 2.12), and
structure to the correlation of between the intensity information of the images
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(Equation 2.13).

SSIM(X ,Y ) = l(X ,Y )α · c(X ,Y )β · s(X ,Y )γ (2.10)

where
l(X ,Y ) =

2µX µY +C1

µ2
X +µ2

Y +C1
(2.11)

c(X ,Y ) =
2σX σY +C2

σ2
X +σ2

Y +C2
(2.12)

s(X ,Y ) =
σXY +C3

σX σY +C3
(2.13)

C1, C2 and C3 are constants that take the form of: C1 = K1L, C2 = K2L and
C3 =C2/L, where L is the dynamic range of the image. The parameters α , β and
γ weight the contribution of each of the three components, and are specific to the
application. For simplicity these are commonly set to one, resulting in the usual
formulation shown in Equation 2.14.

SSIM(X ,Y ) =
(2µX µY +C1)(2σXY +C2)

(µ2
X +µ2

Y +C1)(σ2
X +σ2

Y +C2)
(2.14)

In [37], Wang. Z., et al., propose a multi-scale formulation of the SSIM (MS-
SSIM), which is relevant, for example, in multi-scale deep learning architectures.
For M levels, the MS-SSIM is shown in Equation 2.15

MS-SSIM(X ,Y ) = lM(X ,Y )αM
M

∏
k=1

ck(X ,Y )βk · sk(X ,Y )γk (2.15)

Cross-correlation (CC) or correlation coefficient: quantifies the correlation
of two signals ( f and g) as a function of the shift between these signals [30, 39].
Provides information of which delay or offset makes both signals best overlap,
matching with a peak value of the CC function. It is calculated as the convolution of
one signal over the other as shown in Equation 2.16 [40]. This formulation makes
it convenient to be analysed in the Fourier domain, as convolution operations turn
into regular multiplications.

CCf,g(τ) = ( f ∗g)(τ) =
∫

∞

−∞

f (t)g(t + τ)dt (2.16)
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With two discrete signals f [t] and g[t], the discrete cross-correlations is as
shown in Equation 2.17 [40].

dCCf,g(τ) =
∑

∞
t=−∞ f [t]g[t − τ]√

∑
∞
t=−∞ f [t] f [t − τ]

√
∑

∞
t=−∞ g[t]g[t − τ]

(2.17)

Normalised cross-correlation (NCC): the main issue of the CC is that the
signals to compare are assumed to have the same range, hence signals of different
nature cannot be directly compared with normal CC. NCC normalises the signals
so the ranges of these are the comparable. The formulation for discrete signals,
relevant for image processing, is as follows:

dNCCf,g(τ) =
∑

∞
t=−∞( f [t]− f̄ )(g[t − τ]− ḡ)√

Var( f )
√

Var(g)
(2.18)

Hausdorff distance (HD) measures how far two sets (X and Y ) are from
each other, according to a certain distance metric (d(·, ·)), typically the Euclidean
(Equation 2.19). The HD is useful to evaluate the proximity of two shapes or point
sets, specially in registration algorithms, because it also provides information about
the direction in which the two sets will match. However, it is limited to binary
images e.g., segmentations [41, 42].

h(X ,Y ) = max
x∈X

(min
y∈Y

d(x,y)) (2.19)

This metric can be understood as the greatest distance between a set and
the closest point to the second set. Because this function is asymmetric t i.e.,
h(X ,Y ) ̸= h(X ,Y ), the generalised form shown in Equation 2.20 is used instead [43,
42].

HD(X ,Y ) = max{h(X ,Y ),h(Y ,X)} (2.20)

However, because this formulation is quite sensitive to outliers, the 95th percentile
of the HD (HD95) is a preferred metric [44, 45, 46, 47].

The original HD requires knowing the coordinates of the points at the boundary,
unless this information is known from before, the operation of getting these coordin-
ates cannot be used in a artificial intelligence (AI) training pipeline, as it prevent
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the backpropagation of the gradients back to the network weights. A morphological
erosion-based HD is proposed in [48] and shown in Equation 2.21. Here, the dis-
tance is approximated by the size of the difference of the two regions, after a series
of erosion operations. In [48] HD and erosion-based HD were compared using
two datasets of segmented prostate and brain white matter MR scans, reporting a
Pearson correlation coefficient for the fitted linear function of the sampled values
of 0.83 with respect to the exact HD, in both datasets.

HDerosion(X ,Y ) =
1

∥Ω∥

K

∑
k=1

∑
Ω

(
(X −Y )2 ⊖k E

)
kα (2.21)

were

Ω is the grid where X and Y are defined, and ∥Ω∥ is the size of this grid,

K is an hyper-parameter representing the number of successive erosion oper-
ations (⊖k),

E is the cross-shaped erosion kernel whose elements add to one; the erosion
is implemented as a convolution with the kernel followed by a soft threshold,

and α is the second hyper-parameter that weights the effect of the largest
difference X −Y .

After testing, the hyper-parameters K is set to one, whereas α is set to two,
following [48]. Notice that this approximation represents a ratio, as it is scaled to
the size of the image and dimensionless.

Dice score coefficient (DSC): measure of the similarity between two samples
based on the degree of overlap between these. DSC is mostly used in segmentation
tasks to evaluate how much the predicted mask (X) matches that of the ground truth
(Y ).

DSC(X ,Y ) =
2||X ∩Y ||
||X ||+ ||Y ||

(2.22)

were || · || represents the size (number of elements) of the mask. The coefficient
ranges from zero (no intersection) to one (X = Y ). Is relevant to note that small
changes on the boundaries of the sets would yield minor changes in DSC. Hence
why a combination of DSC and HD is desired, as the latter can recover the goodness
of overlap between the boundaries of the two sets.
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2.5 Introduction to deep learning

Mimicking the human brain, made of neurons, the building block of AI models
are artificial neurons or preceptrons [49]. These are non-linear operators which
react to input signals in a similar fashion as human neurons. In fact, artificial
neurons have the capacity to adapt their threshold, by updating their input weight
({ω0,ω1, ...,ωN}) and bias (b) based on the backpropagated error signal generated
during the training phase [50, 51]. Finally, the activation function ( f (·)) yields a
numeric value based on the weighted sum of the inputs and the bias (see Figure 2.4).
There exists a myriad of activation function, each with its pros and cons, being
as simple as a linear function, to more complex like the sigmoid, the hyperbolic
tangent, or the rectified linear unit (ReLU).

Figure 2.4: Inner structure of an artificial neuron. The trainable parameters are
shown in boxes, whereas the activation function is depicted inside the hexagon.

These neurons on their own represent a linear regression, which is further
processed by the activation function. Combining multiple of these operators in
layers, also known as multilayer preceptron (MLP) [49], the decision boundary
becomes more sophisticated. Furthermore, by pilling multiple of these layers, the
model becomes sensitive to more complex features extracted from those detected
in the previous layer [51]. Because of how each perceptron is feeding from all
the preceptrons on the previous layer, MLPs models are not suitable to process
higher dimensional data such as images. Hence the need to pre-process the data
(and eventually post-process the output), onto a format suitable to be analysed by
the MLP.

Convolutional neural networks (CNN) on the other hand, were conceived to
operate over high dimensional data. Unlike MLPs, convolutional layers use a filter
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or kernel of trainable weights, which is applied to the input data in a sequential
fashion, as in the convolution operator (cross correlation [49]) as the one shown
in Equation 2.23 [51, 49]. Here the discrete convolution for two bidimensional
functions e.g., and image and a kernel, where the overlap between the operators I
and K is evaluated across the R2 space, by shifting (and mirroring) g with respect
to f (a,b).

[I ∗K](i, j) = ∑
a

∑
b

I(a)K(i−a, j−a) (2.23)

The result is then fed to the activation function, resulting in a lower resolution
version of the input. Convolutional layers usually have several kernels, reacting to
different features e.g., vertical edges, round patters, textures, etc. Furthermore, due
to the limited receptive field (fixed by the kernel size) deeper convolutional layer
will learn from the filtered data produced by the previous layer, gaining insight
on more complex features and increasing its receptive field. Figure 2.5 shows an
example of a CNN with two convolutional layers. The first layer features a kernel
of size k× k, depicted in the figure. In this case, the bias has been omitted, but as
with perceptrons a bias is added prior the activation function. The classification
task is carried out by the fully connected layer, made using a MLP. Notice how the
second convolutional layer learns from the filtered images made by the first layer.

Squirrel (0.9)

Input data

Convolutional layers

Fully connected
layer

Output layer

K

K=

Figure 2.5: Example of a convolutional neural network (CNN), featuring two
convolutional layers (blue) and a fully connected layer (orange).
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Deep learning models are the result of stacking a large number of convolutional
layers, resulting in models with a massive amount of parameters. For instance,
the object recognition model ResNet50 features 48 convolutional layers, plus
a max pooling and a average pooling layers, adding over 23 million trainable
parameters. This achievement was motivated by the improvements in hardware,
with the development of more powerful graphical processing units (GPU), as well
as techniques like back-propagation and mini-batch training [50] which enabled
quick feeding of data to the model and short training stages.

Commonly, there are three strategies for training ML models: supervised,
unsupervised, and reinforcement learning [51]. Supervised training assumes the
existence of a ground truth against which the model is tested during training,
resulting in an error value used to stir the values of the trainable weights of the
algorithm. On the other hand, unsupervised training strategies are used when no
ground truth is available. In this case, different metrics are used to assess the
goodness of the predictions, for example, when clustering the data samples based
on a priori information of the data. Lastly, reinforcement learning is perhaps the
closest technique to how we humans learn. The model is given a goal or set of
targets, and a collection of rules or available actions to choose from, and at every
step, the model is given a positive or negative feedback based on the given goals.

Lately, a variation over the unsupervised approach was presented for image
registration: weakly-supervision [52]. This is specifically tailored for image regis-
tration in that the ground truth is also available as the training data, i.e., is used as
both training and ground truth as depicted in Figure 2.6. This methods are further
explored later on in Section 5.1.

Figure 2.6: In weakly-supervision, the predicted image (Ip), result of transforming
the moving image (Im), is evaluated against the fixed image (I f ). The resulting error
(ε) is backpropagated to train the artificial intelligence (AI) model.
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2.6 Multitask learning

This field dwells on the optimisation of models on various different task. This
usually involves the use of multiple loss functions Li to train a model [53, 54, 55].
The simplest approach for multi-objective loss functions is the use of weights ωi, to
balance the contribution of each function (see Equation 2.24).

L
(
yt ,yp

)
=

N

∑
i=1

ωiLi
(
yt ,yp

)
(2.24)

Optimising the values of the weights is a delicate process, which can dramat-
ically affect the convergence of the model and may require an extended period to
finds the optimal values.

In A. Kendall, et al., [53] propose a maximum likelihood based multiple-loss
function formulation. The output of the network is defined as a probabilistic
model, relating the predicted values with the weight of the loss functions. Through
maximum likelihood, it is possible to optimise this probabilistic model with respect
to the collection of weights (W = {ωi} , i ∈ {0,1, . . . ,N}). Hence, finding the
optimal values for Equation 2.24 [53]. For instance, in classification problems, the
softmax function is applied to the output to produce a probability value. Following
A. Kendall, et al., approach, the multiple-loss function for a classification model
can be defined as shown in Equation 2.25.

L (W,σi; i ∈ {1, . . . ,N})≊
N

∑
i=1

1
2σi

Li (W )+ logσi (2.25)

By setting the losses weights as trainable parameters, the network is given the
flexibility to balance the contribution of each loss function dynamically during
training. This strategy is further explored in Article IV and Section 5.1.
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CHAPTER 3
TRACKING

TECHNOLOGIES

As briefly introduced in Section 2.1, before any navigation can be done, the
IGS requires the localisation information of the different elements in the operating
theatre. In order to do so, the navigation platform makes use of different tracking
systems which can compute the location and attitude i.e., orientation, of the tracked
elements, and feed this information to the navigation platform. This information
is later used to move a virtual representation of the surgical equipment around the
virtual model of the patient, hence providing navigation information.

For surgical navigation, the most relevant and extended technologies are the
optical tracking systems (OTS) and electromagnetic tracking systems (EMTS).
Both technologies will be further described in the following sections.

3.1 Optical tracking systems

As the name implies, OTSs rely on optics to track the objects. The hardware typic-
ally comprises two or more cameras, whose relative location is known and fixed; a
set of reflective markers, rigidly attached to the tool in a predefined configuration;
and a computer, to process the information and return the spatial location of the
tool. Applying epipolar geometry, the system can triangulate the location of the
markers located within the tracking volume and recorded by the cameras.

The markers can be of two types: passive or active. The former requires an
external illumination source for the cameras to detect the reflected radiation. This
source of light is usually mounted on the same frame as the cameras to guarantee a
proper illumination of the scene. Whereas the active markers are equipped with a

23
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Figure 3.1: Optical tracking system (OTS). From left to right and top to bottom:
passive markers, active markers, frame or marker shield with passive markers and
infrared cameras.

source of light, needing no external illumination. In order to improve the detection
of the markers, OTSs usually operate in the range of infrared light. At this frequency,
the images recorded are mostly black, due to the low ambient IR radiation, with
bright marks corresponding to the optical markers.

Once the markers are located, the system is able to recover the orientation of
the object being tracked. To do so, the markers not only are rigidly attacked to
the tool, but they are mounted on a frame, or marker shield, in a non-arbitrary and
non-symmetrical distribution. The spatial disposition of the markers is known to
the system, and thus, the orientation can be estimated by matching the recorded
configuration to the known model.

Lastly, because of the geometry of laparoscopic tools and their use, it is imprac-
tical to place the large marker shield directly on the tip of the tool, which is what
the surgeon needs to track. Instead, the marker shield is normally placed on the
handler of the tool, in such a way that is visible to the cameras of the OTS and does
not interfere with the movements of the surgeon. Therefore, for the OTS to be able
to return the location of the tip of the tool, the geometrical information of the tool
must be provided in advanced. This is done through calibration. There are several
calibration procedures, being the most commonly used the pivot calibration. This
procedure, consist of fixing the tool tip and moving the instrument around it. The
spatial location of the markers is recorded and, through a least square estimation,
the location of the tip is computed.

Examples of commercially available solutions of OTSs are: NDI POLARIS
Spectra® and NDI POLARIS Victra® (NDI, Toronto, Canada) (see Figure 3.2) or
Kick® (Brainlab, Munich, Germany). An example on non-clinical applications
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are the SMARTTRACK3® and TRACKPACK/E® (Advanced Realtime Tracking,
Weilheim in Oberbayern, Germany) devices.

(a) (b)

Figure 3.2: (a) NDI POLARIS Spectra® (NDI, Toronto, Canada) and (b) a marker
shield with a gripper for ultrasound (US) probes and passive reflective markers.

3.2 Electromagnetic Tracking Systems

While OTSs provide accurate information in a large area i.e., frustum, their major
flaw is the need of a direct line of sight of the markers. Also, the inability to track
flexible tools unless a marker shield is directly attached to the point of interest makes
it impractical for flexible surgical tools. On the other hand, EMTSs are based on
electromagnetic radiation to locate the sensor, or probe, within the electromagnetic
field generated by the field generator. With a relative magnetic permeability close
to that of the free space, the human skin is invisible to the low intensity generated
magnetic field, and does not disrupt it. Hence, EMTSs can track the sensor, and
thus, the tools to which this is attached, without the need of a direct line of sight.

EMTSs usually consist of three elements: the field generator, which is placed
close to the area where to do the tracking and generates a variable magnetic field;
the probe or sensor, rigidly attached to the point to track; and the control unit, which
interfaces with the computer, operates the field generator, and reads and digitises
the sensor readings. The generated magnetic field changes along time, inducing
currents on the coils built within the sensor, following Faraday’s Induction Law.
These currents are measured by the control unit and used to compute the location
and orientation of the sensor within the field.
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Figure 3.3: Electromagnetic tracking system (EMTS). From left to right: the field
generator, the electromagnetic probe (magnified) and the control unit.

Because the probe can be placed close to the point of the tool to be tracked,
there is no need for a calibration step. Also, because of the small size of the sensor
(see Figure 3.4b it is suitable to be placed close to the tip of flexible instruments.

Even though EMTSs may show robustness to stainless steel and titanium made
surgical instrument, ferromagnetic objects e.g., the surgical table, can distort the
generated magnetic field, and thus, decrease the tracking accuracy. Therefore, the
proximity to this type of elements must be taken into consideration when placing
the field generator. In addition to this, the EMTSs have a small tracking volume,
forcing the user to place the field generator as close as possible to the patient. To do
so, the field generator is rigidly fixed using an articulated arm attached to the table,
allowing various orientations and locations without interfering with the movements
of the surgeon. There are also larger field generators that can be placed underneath
the patient and are designed to minimise the effect of the bed on the magnetic field
e.g., NDI Aurora® Tabletop field generator1.

Examples of commercial products on EMTS are NDI Aurora® (NDI, Toronto,
Canada) (see Figure 3.4a) or Kick EM® (Brainlab, Munich, Germany). In 2017,
the Cork University released a research EMTS named Anser EMT, being the first
open-source device of its kind [56] (see Figure 3.4c).

1https://www.ndigital.com/products/aurora/aurora-field-generators/

https://www.ndigital.com/products/aurora/aurora-field-generators/
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(a) (b)

(c)

Figure 3.4: (a) NDI Aurora® V2 (NDI, Toronto, Canada) field generator, (b) a
electromagnetic sensor and (c) Anser control unit (left) and field generator (right),
courtesy of Hernan Alex Jaeger (University College Cork, Cork, Ireland)

3.3 Tracking in surgical navigation

Article I [17] studies the accuracy of these two technologies for surgical navigation,
as well as evaluating its applicability. In order to emulate similar conditions to
those the tracking systems will be used in, the experiments were carried out in a
laparoscopic suite at St. Olavs Hospital (Trondheim, Norway), on a MAQUET®
surgical table (Mediatek, Winnipeg, Canada). A custom-made phantom, which
allows to test the accuracy of optical and electromagnetic tracking systems, was
place in a configuration and location similar to that of the liver. The OTS was
placed at the head end of the table, while the EMS was located close to the phantom.
The OTS tested was a NDI Polaris Spectra®, and the EMS was a Planar Field NDI
Aurora® V2 (NDI, Toronto, Canada). An OTS and a EMTS reference frames were
rigidly attached to the phatom and calibrated. A custom-made wooden tool was
manufactured to serve as surgical instrument, able to hold both OTS and EMTS
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markers. To ascertain the repeatability of the measurements, the markers were fixed
using Lego® pieces. Both the tool and the phantom were accurately measured
using a CNC machine before conducting the experiments.

A picture of the experimental setup can be seen in Figure 3.5. The EMTS
sensor used for the experiments was a NDI 6DOF flex Tube 1.3 mm® Part Number
610060 (NDI, Toronto, Canada). Whereas the optical marker frame was custom
build and equipped with NDI passive infrared markers (NDI, Toronto, Canada).

(a) (b)

Figure 3.5: (a) Experimental setup showing the optical tracking system (OTS), the
electromagnetic tracking system (EMTS), the phantom, and the tool. (b) Detail of
the phantom and the tool. The locations on the tool, ordered by increasing distance
from the tip of the tool, are named as TIP, A, B, C, D and HANDLE.

Two experiments were conducted to evaluate the TRE (see Section 2.2), con-
sisting on the recording of the location of the metal divots using the custom made
tool.

(i) Distance to tip Both the OTS and EMTS markers were placed at different
locations along the tool (A to D), increasing the distance to the tool tip.

(ii) Real case scenario The OTS markers was located the farthest from the tool
tip (HANDLE), whereas the EMTS sensor was placed close to the tool tip (TIP).

Figure 3.6 shows the average measurements with the standard deviation error
for each tracking technology and sensor configuration. And a summary of the
measurements can be seen in Table 3.1. A complete table with the measurements
can be found at [17].

The factorial ANOVA test yielded significant influence of the tracking techno-
logy (F(1,204) = 201.596, p < 0.01), existing a significant difference between the
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Figure 3.6: Average target registration error (TRE) for both the optical tracking
system (OTS) (orange) and the electromagnetic tracking system (EMTS) (blue),
and sensor position along the tool (ordered by increasing distance from the tip of
the tool: TIP, A, B, C, D, HANDLE).

Table 3.1: Summary of the target registration error (TRE) (mean ± standard devi-
ation) measurements for the optical tracking system (OTS) and the electromagnetic
tracking system (EMTS).

Tracking technology EMTS OTS

TRE 6.03±2.71 2.19±0.59

OTS and the EMTS. However, no statistically significant influence was shown for
the sensor position along the tool (F(3,204) = 0.113, p = 0.952).

For the second experiment, a T-test was performed instead and statistically
significant difference was found between the measurements obtained from the
OTS and the EMTS (t(29.439) =−6.081, p < 0.01). Hence there is a significant
difference in TRE for each technology in the second scenario. As it was previously
shown in the first experiment and shown in Figure 3.6.

From Figure 3.6 and Table 3.1 it is clear to see how the OTS outperforms the
EMTS in terms of TRE. However, the use of visual information to triangulate the
location of the tools requires a direct line of sight, which means, the OTS sensor
must be placed so the surgeon nor the equipment disrupts its visual field. Also, due
to the location of the optical markers, OTS is useless when tracking flexible tools
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such as LUS. Is in this niche where the EMTS, even though the expected TRE is
worse than that of the OTS, becomes the only feasible tracking technology.

Therefore, IGS platforms should primarily rely on OTS whenever possible,
but should also integrate electromagnetic-based tracking for minimally invasive
surgical navigation.



CHAPTER 4
IMAGE-TO-PATIENT

REGISTRATION

Image-to-patient registration, also known as image-to-model registration, com-
prises the registration techniques that are used to relate physical and virtual coordin-
ates or corresponding objects, e.g., image data and anatomical structures. This is,
taking the patient or the tracking system as the reference frame, place the virtual
model so that locations on the patient correspond to equivalent locations on the
virtual model.

4.1 Image-to-patient registration for surgical navigation

In order to complete the process, the surgeon must locate a set of points or landmarks
in the patient that correspond to pre-defined locations in the virtual model. This
step is usually performed with a tracked and calibrated tool e.g., a surgical pointer.
Coined in the robotics field, point-based registration (PBR) or fiducial landmark-
based registration method (FLBR) is the most extended algorithm for image to
patient registration. This method is based on the correspondence of two cloud
points, one from the virtual model and the second sampled from the patient [57, 30,
58, 10].

Higher-dimensional features are also used in image-to-patient registration, for
example, surfaces. In surface matching or surface registration algorithms, the
surgeon collects a large set of points from the surface or the organ [30], e.g., by
swiping the tracked tool over a section of the surface of the organ. An alternative
would be to take advantage of stereoscopic laparoscopes to extract the organ surface
and find the match with the virtual model [59].

31
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In general terms the PBR methods, either using points or higher dimensional
features, minimise the fiducial localisation (FLE) (see Equation 2.6) i.e., finds the
best transformation that minimises the distance of all registered points to their
corresponding ones in the virtual model, after registration. Rigid transformations
are used to model the registration transformation for which the analytical solution
is well-known and has been extensively studied [60, 61]. The rigid PBR problem
can be solved with Procrustes problem, where an orthogonal matrix (R) that maps
two given matrices (A and B) has to be found. The solution includes the singular
value decomposition (SVD) of the matrix BAT , being R equal to UV T , where U
and V are the orthogonal matrices resulting from the SVD. However, this approach
assumes a known one-to-one correspondence between the points in the two cloud
points.

Alternatively, the iterative closest point (ICP) algorithm [62, 63] overcomes
the lack of one-to-one known correspondence by following a two steps iteration
approach. First, the ICP locates the corresponding points in both source and
target sets based on distance; then computes the optimal rigid transformation that
best aligns these sets. This process is repeated until a target error is reached.
However, the original implementation of ICP shows high sensitivity to the initial
point matching and the sampling noise. Also the presence of outliers as well
as high discrepancy between the geometry of the two sets might difficult the
convergence of the method [64]. Multiple alternatives have been proposed to
overcome these issues as well as speed up the process, like improving the point
matching and transformation regression using other methods like the RANdom
SAmple Consensus (RANSAC) [65].

However soft tissues, like organs, are flexible and deformable. Coherent point
drift (CPD) [66] is a PBR method which performs a non-rigid registration between
the source and target sets. It is based on Gaussian mixture model (GMM). By asso-
ciating the target points as the centroids of Gaussian distributions and the source set
as points drawn from these distributions. The algorithm enforces regularisation on
the solution as well as coherence in the movement of the source points, to preserve
the topology of the moving set, hence the name of the method. In the original imple-
mentation, the algorithm follows the likelihood Expectation-Maximisation (E-M)
strategy to solve the problem. During the E-step, the membership probability P(m)

to the GMM of each target point is estimated. Then, in the M-step, the objective
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function is minimised, optimising the GMM in the process, which is then used
again in the E-step. The transformation is obtained from the posterior probability
of the resulting GMM [66].

4.2 Single landmark registration method

Article II [18] describes the test and validation of a novel image-to-patient registra-
tion method, as the prior step for the image-to-image registration. Once the tracking
system is setup and calibrated, the next step before the image guided system (IGS)
can be used for surgical navigation is the patient-to-image registration. In this
phase, the physical location of the patient, and hence, the previously screened
anatomical structures, are registered together by the platform. Using algorithms
like the aforementioned e.g., PBR or ICP. The main inconvenience of PBR methods
is the requirement to register a large enough set of anatomical landmarks on the
patient for the algorithm to provide a good solution.

In Article II [18] the single landmark registration method (SLRM) is presented
and proposed a quicker but reliable alternative to the aforementioned methods.
The SLRM has two phases, an initial registration phase where the virtual model
is aligned and registered to the patient, to enable intra-operative navigation. And
a second step where the user i.e., the surgeon, can refine the registration trans-
formation close to the lesion. In the first phase, the user is requested to register
a single anatomical landmark, as well as the orientation of the vertical axis of
the patient. Whereas in the second phase, a single point is enough to refine the
registration of the lesion, as the orientation is kept constant between the two steps.
An affine transformation is used to register the two model i.e., a rotation and a
translation, so the registration will not be as accurate as with other techniques that
use deformable models. Again, the aim of SLRM is to provide a quick procedure
to enable intra-operative navigation minimising the impact on the surgical pipeline.

The main contribution of this study was testing the feasibility of the method and
the demonstration of it. A comparison in terms of target registration error (TRE)
and required user time was done with the FLBR, as gold standard method. The
accuracy test was carried out using the Ultrasound Phantom IOUSFAN (Kyoto
Kagaku Co., Ltd., Japan) [67]. The tracked tool used for the initial registration
phase was a surgical pointer with optical markers. A SonixMDP™ ultrasound (US)
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scanner (Ultrasonix Medical Corp., Richmond, Canada) was used to capture the US
images from a L14-5/38 linear transducer (Prosonic Gyeongbuk, South Korea). A
NDI Polaris® optical tracking system was used to locate the tools and the phantom
within the experimental setup. The SLRM algorithm run on the open-source image-
guided therapy platform CustusX [68]. The communication between the US scanner
and CustusX was enabled through OpenIGTLink. The experimental setup can be
seen in Figures 4.1a to 4.1c.

NDI POLARIS Spectra® OTSNDI POLARIS Spectra® OTS

CustusX platformCustusX platform

IOUSFAN®
phantom

IOUSFAN®
phantom

SonixMDP™ US scannerSonixMDP™ US scanner

(a)

SonixMDP™ 
US scanner
SonixMDP™ 
US scanner

IOUSFAN®
phantom

IOUSFAN®
phantom

(b)

IOUSFAN® phantomIOUSFAN® phantom

Reference marker shieldReference marker shield

PointerPointer

US probe with
marker shield
US probe with
marker shield

(c)

Figure 4.1: Experimental setup with the ultrasound (US) scanner and probe, the
optical tracking system (OTS), the electromagnetic tracking system (EMTS), the
CustusX platform, and the phantom, used to evaluate the single landmark registra-
tion method (SLRM).

While the surgical pointer was calibrated using the pivoting calibration method
available in NDI Toolbox® (NDI, Toronto, Canada), the US probe was calibrated
using the wire phantom described in [69].

A total of 60 TRE samples were computed for each registration method, being
the TRE the Euclidean distance between the centre of the tumour (found on the
US image) and the location of this point in the virtual model. For each method,
the model was moved 10, 50, and 100 mm in the frontal and longitudinal axes,
taking ten samples on each location. In addition, the time required to perform the
registration was measured and compared.

Table 4.1 shows a summary of the TRE obtained with the two registration
methods for the different displacements of the phantom. Whereas Table 4.2 shows
a summary of the time required to complete the SLRM and the FLBR methods
during this experiment.
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Table 4.1: Target registration error (TRE) (mean ± standard deviation) for the single
landmark registration method (SLRM) and fiducial landmark-based registration
(FLBR) methods

Registration method FLBR SLRM
Axis Frontal Longitudinal Frontal Longitudinal

Displacement
10 mm 4.6±0.2 4.7±0.4 11.3±0.4 11.1±0.7
50 mm 4.6±0.3 5.1±0.4 11.3±0.5 11.1±0.4
100 mm 4.4±0.3 5.2±0.3 10.7±0.4 11.3±0.5

Table 4.2: User time in seconds (mean ± standard deviation) for the single landmark
registration method (SLRM) and fiducial landmark-based registration (FLBR)
methods

Registration method FLBR SLRM

Time 19.63±1.68 7.62±0.63

The TRE measurements were analysed using a one-way ANOVA, clustering
the measurements in six groups based on the direction and magnitude of the dis-
placement e.g., X10, X50, X100 for the displacements along the longitudinal axis,
and Y10, Y50 and Y100 along the frontal axis. Levene’s test yield no difference
between the variance of the groups (p = 0.065), assumption required to perform a
one-way ANOVA test, but the ANOVA test showed statistical difference between
the groups (p = 0.046). A multiple composition analysis using Tukey’s hones signi-
ficant difference and Scheffe’s method yield no statistical difference between pairs
of groups, with a significance level of 95%. Hence, the SLRM shows robustness
against displacements of the patient.

The TRE results for each registration method were compared using a one-way
ANOVA, grouping the samples according to the registration method i.e., SLRM and
FLBR. Levene’s variance test showed statistical similarity between the variances of
the groups (p = 0.039). Therefore, instead of the one-way ANOVA, a Welch test of
equal means was used instead. The groups were shown to be statistically dissimilar
(p = 0.000), being the FLBR the method with the best accuracy in terms of TRE.
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For the time analysis, the samples were analysed using a T-test analysis. Vari-
ances of the groups was found statistically different (p = 0.000) and the T-test
showed difference between the two groups (p = 0.000). Hence, the execution time
required for the SLRM is statistically less than that of the FLBR.



CHAPTER 5
IMAGE-TO-IMAGE

REGISTRATION

Image-to-image registration refers to the process of aligning sets of images so
that corresponding points have the same coordinates. Typically, the images used
as a reference is named fixed or target image (I f ), whereas the set meant to be
transformed, so as to resemble I f , is named moving image (Im). The alignment of
the two image sets is defined by a transformation which is in fact the outcome of
the registration algorithm.

In a formal way, the image-to-image registration problem can be stated as: given
I f and Im ⊂ Rn, find the transformation T : Rn →Rn so that I f (x) = Im(T(x)). This
same problem can be reformulated as an optimisation problem (see Equation 5.1),
as it is usually found in the literature: given I f and Im ⊂ Rn, the transformation
model T(θ) : Rn → Rn, where θ is the set of parameters of the transformation
model, and the similarity (dissimilarity) function S : Rn → R; find the set of para-
meters that maximise (minimise) the similarity (dissimilarity) between I f (x) and
Ip = Im(T(θ ,x)), the predicted target image [30, 70].

argmax
θ

{S(I f (x), Im(T(θ ,x))} (5.1)

The complexity of the aforementioned transformation can vary from that of
a rigid affine transformation, with six degrees of freedom (DOF) i.e., three rota-
tions and a translation vector, to more elaborated models like displacement maps.
The selection of the model greatly depends on the application, being more usual
the affine transformation for registering rigid or semi-rigid structures, like bones.
Whereas soft tissues, like lungs or liver, require models with a larger number of

37



38 38

DOF to represent complex deformations i.e., the local movement of consecutive
segments of the tissue. However, the larger the number of DOF, the more complex
the optimisation strategy, and thus, the harder it will be to find an optimal solution.

It is standard practice to add a regularisation term (R(θ)) that comprises a priori
information of the problem, or enforces desirable properties onto the transformation,
can be added to Equation 5.1, so the problem can be reformulated as follows [30,
70, 71]:

argmax
θ

{S(I f (x), Im(T(θ ,x)))+λ R(θ)} (5.2)

There exists several classifications in the literature attending to the nature of
the used images: monomodal, when the images are of the same nature, and multi-
modal, when these image were acquired using different technologies. Or based
on the transformation model: rigid, using affine transformations, and deformable,
using displacement maps or other non-linear operators. More recently, together
with the development of artificial intelligence (AI), it is possible to distinguish
between non-deep learning and deep learning registration methods (referred to
as deep registration in this text). This distinction is based on the application of
convolutional neural networks (CNN) to calculate the registration transformation.

Deep registration will be further introduced in the following section.

5.1 Deep registration

Since beginning of 2010 together with the emergence of advanced graphical pro-
cessing units (GPU), the research on CNNs architectures for image-to-image re-
gistration has gained substantial momentum. In Wu et al. [72], a simple two-
convolutional-layered network for the alignment of brain magnetic resonance (MR)
scans was proposed. It fancied a principal component analysis for dimensionality
reduction. Later, the work done by Jaderberg et al. [73] became a turning point in
the development of deep image registration. The proposed spatial transformer net-
work (STN) allowed for the backpropagation of gradients through the interpolation
operations. Combined with auto-encoder architectures like U-Net [74], known for
its good performance when trained with small datasets, it was possible to develop
new training strategies like weakly supervision [52, 75], and deep image registra-
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tion frameworks like VoxelMorph [76]. Further developments include Mok and
Chung [77], who proposed a Laplacian pyramid network for multi-resolution-based
MR registration, enforcing diffeomorphic non-rigid transformations between the
images.

In deep learning, a considerable challenge is the lack of datasets with relevant
ground truth. That is, a large collection of images showing the anatomy of the same
patient at different times, showing real displacements and artifacts like resections,
bleeding, or different poses. This circumstance can be worsened in the case of
multi-modal registration, where corresponding images are of different nature. In
order to compare images of different modalities and guide the training phase, Hu
et al. [52] proposed a weakly-supervised strategy [52, 75]. Instead of comparing
the images, this approach uses the segmentation masks on both image sets, which
can be compared using dice score coefficient (DSC) or Hausdorff distance (HD).
Unsupervised learning has also been explored for abdominal and lung computed
tomography (CT) in Fu et al. [78] and Lei et al. [79]. As well as reinforcement
learning for multi-modal registration [80].

Article IV further researched on training strategies for cases with limited data,
applied to registration of abdominal CT. Focusing on mono-modal registration, and
employing well-known deep learning concepts like transfer learning or multi-task
learning. Furthermore, transfer learning across image modalities and anatomies was
explored to overcome the limited data available for abdominal CT registration. On
a technical perspective, this study brought an augmentation layer for on-the-fly data
augmentation and ground truth generation was introduced, as well as a uncertainty
weighting loss layer for adaptive multi-task learning. Both were packaged in the
openly available framework Deep Deformation Map Registration (DDMR)1.

Two dataset were selected for conducting the experiments: the Laparoscopic
Versus Open Resection for Colorectal Liver Metastases: The Oslo-CoMet random-
ised controlled trial dataset (Oslo-CoMet) [81, 1], and the information extraction
from images dataset (IXI)2.

Four different experiments were conceived for this study:

1https://github.com/jpdefrutos/DDMR
2https://brain-development.org/ixi-dataset/

https://github.com/jpdefrutos/DDMR
https://brain-development.org/ixi-dataset/
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(i) Ablation study. To identify the key components in deep image registration,
different training strategies and loss function combinations were evaluated. Three
training strategies were considered, all using weakly-supervised learning: 1) the
baseline (BL) using only intensity information, 2) adding segmentation guid-
ance (SG) to the baseline, and 3) adding uncertainty weighting (UW) to the SG
approach. All experiments share the same input size and CNN backbone, described
in Figure 5.1, and were evaluated on both the IXI and Oslo-CoMet datasets. Six
loss combinations were tested, including intensity and segmentation-based loss
functions, as shown in Table 5.1.

Table 5.1: Configurations trained on both the IXI and the Oslo-CoMet datasets.

Design Model Loss function

BL-N Baseline NCC
BL-NS Baseline NCC, SSIM
SG-ND Segmentation-guided NCC, DSC

SG-NSD Segmentation-guided NCC, SSIM, DSC
UW-NSD Uncertainty weighting NCC, SSIM, DSC

UW-NSDH Uncertainty weighting NCC, SSIM, DSC, HD

BL: baseline, SG: segmentation guidance, UW: uncertainty weight-
ing, N: normalised cross correlation, S: structural similarity index
metric, D: Dice similarity coefficient, H: Hausdorff distance.

(ii) Transfer learning. The entire model was finetuned directly or in two steps,
i.e., by first finetuning the decoder, keeping the encoder frozen, and then finetuning
the full model. A learning rate of 10−4 was used when performing transfer learning.
The aim was to assess the benefit of finetuning for deep image registration to
applications with little data samples available, e.g., abdominal CT registration.

(iii) Baseline comparison. Advanced Normalisation Tools (ANTs) was chosen
as a method against which to compare the deep image registration models. Because
this same method was used to generate the segmentation labels on the IXI dataset,
this experiment was only conducted on the Oslo-CoMet dataset. Two different con-
figurations were tested: symmetric normalisation (SyN), with mutual information
as optimisation metric, and SyN with NCC as metric (SyNCC).
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(iv) Training runtime. Finally, to assess the impact of the augmentation layer on
the training phase, the GPU resources were monitored during a full training epoch.
Only the second epoch was considered, as the first one served as warm-up.

Because the TRE is the gold standard in surgery, this metric was chosen to run
the statistical tests, as described in [20].

The evaluation was carried out on the test sets of the IXI and Oslo-CoMet
datasets, for which the fixed-moving image pairs were generated in advance, fixing
the evaluation images for all the models. The predicted displacement maps were
upsampled to isotropic resolution, at which the four sets of metrics were evalu-
ated. Image similarity metrics: normalised cross-correlation (NCC) and structural
similarity index metric (SSIM). Segmentation metrics: DSC, HD, and 95th per-
centile HD (HD95). For image registration, target registration error (TRE) was
estimated using the centroids of the segmentation masks of the fixed image and the
predicted image. Lastly, the methods were compared in terms of inference runtime,
only measuring the prediction and application of the displacement map. All other
operations were the same between the methods.

As depicted in Figure 5.1 the pipeline consists of the augmentation layer,
the deep learning model (consisting of an VoxelMorph model [76]), the spatial
transformer block, and the loss computation step.

U-Net Head
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Uncertainty weighting loss
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Figure 5.1: Proposed pipeline generating artificial moving images on-the-fly, pre-
dicting the displacement map using a modified U-Net and finding the optimal loss
weighting automatically using uncertainty weighting (UW) loss.
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Training was carried out using Adam optimiser and gradient accumulation. The
latter allowed to overcome memory constraints and enable larger batch training.
With a batch of one and eight mini-batch gradients, the effective batch size was
artificially increased to eight. Learning rate was set to 10−3, with a scheduler to
decrease by 10 whenever the validation loss plateaued, with a patience of 10. The
training was limited to 105 epochs, and manually stopped if convergence did not
improve. The model with the lowest validation loss was saved.

Table 5.2 and Figure 5.5 show quantitative and qualitative results of the model
evaluated on the IXI test dataset. Whereas Tables 5.3 to 5.5 and Figures 5.4 and 5.5
show the results for the Oslo-CoMet test dataset. And Table 5.6 and Figure 5.7
show the results for the ANTs registration method. Figure 5.8 depicts the results
from the Training runtime experiment, with the memory consumption and runtime
of models trained with and without the augmentation layer. The best performing
methods in terms of individual performance metrics, i.e., most optimal mean and
lowest standard deviation, were highlighted in bold.

A sample of the IXI and Oslo CoMet test sets is shown in Figure 5.2.

(a)

(b)

Figure 5.2: Sample test image from the (a) IXI and (b) Oslo-CoMet test sets.

The combination of NCC and SSIM on the IXI dataset, resulted in a better per-
formance in terms of intensity-based metrics for the baseline models, the opposite
behaviour was observed on the segmentation metrics (see Table 5.2). SG improved
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the performance across all metrics, compared to the baseline. Minor improvement
was observed using uncertainty weighting, and Hausdorff loss was not beneficial.

Table 5.2: Evaluation of the models (mean ± standard deviation) trained on the IXI
dataset. The last row shows the metrics evaluated on the original image pairs prior
registration (unregistered).

Model SSIM NCC DSC HD HD95 TRE Runtime (s)

BL-N 0.23±0.16 0.52±0.12 0.03±0.01 109.71±26.19 100.26±27.91 29.47±8.46 0.83±0.77
BL-NS 0.25±0.16 0.53±0.12 0.02±0.01 145.36±22.41 138.19±23.48 30.06±9.07 0.73±0.56
SG-ND 0.45±0.24 0.46±0.10 0.61±0.08 4.64±1.37 2.15±0.54 1.08±0.39 0.82±0.58

SG-NSD 0.46±0.24 0.46±0.11 0.61±0.07 4.54±1.42 2.10±0.49 1.07±0.37 0.74±0.64
UW-NSD 0.47±0.24 0.46±0.11 0.63±0.08 4.44±1.40 2.03±0.51 0.97±0.36 0.72±0.59

UW-NSDH 0.47±0.24 0.46±0.11 0.61±0.07 4.63±1.49 2.14±0.52 1.06±0.36 0.75±0.59

Unregistered 0.45±0.21 0.24±0.07 0.07±0.06 21.77±5.15 18.73±4.88 11.53±3.01 -

SSIM: structural similarity index metric, NCC: normalised cross-correlation, DSC: dice score coefficient, HD:
Hausdorff distance, HD95: 95th percentile of the HD, TRE: target registration error.

BL: baseline, SG: segmentation guidance, UW: uncertainty weighting, N: normalised cross-correlation, S:

structural similarity index metric, D: dice score coefficient, H: Hausdorff distance.

Figure 5.3: Predictions of the models trained on the IXI dataset, on the IXI sample
image (see Figure 5.2).

A similar trend was observed on the Oslo-CoMet dataset (see Table 5.3). Non-
etheless, the baseline yielded better results than that of the IXI dataset, especially
in terms of intensity-based metrics. Again, SG boosted the performance, and
uncertainty weighting resulted in a minor improvement.

Compared to the models shown in Table 5.3, fine-tuning the entire model trained
on the IXI dataset to the Oslo-CoMet yielded similar intensity metrics overall, but
the segmentation metrics dramatically improved with the application of uncertainty
weighting (see Table 5.4).
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Table 5.3: Evaluation of the models (mean ± standard deviation) trained on the
Oslo-CoMet dataset. The last row shows the metrics evaluated on the original
image pairs prior registration (unregistered).

Model SSIM NCC DSC HD HD95 TRE Runtime (s)

BL-N 0.52±0.10 0.20±0.07 0.23±0.09 54.10±7.22 30.36±3.58 18.11±7.62 0.78±1.50
BL-NS 0.62±0.13 0.17±0.07 0.29±0.07 37.69±8.04 22.06±5.17 13.95±4.78 0.76±1.44
SG-ND 0.55±0.15 0.16±0.06 0.38±0.14 22.03±8.27 12.74±6.12 7.60±3.96 0.76±1.46

SG-NSD 0.58±0.13 0.12±0.07 0.35±0.07 25.22±7.92 14.49±4.22 8.91±3.08 0.77±1.49
UW-NSD 0.54±0.13 0.11±0.06 0.26±0.07 25.08±6.67 18.47±5.34 11.52±3.32 0.77±1.49

UW-NSDH 0.59±0.14 0.14±0.06 0.35±0.11 24.49±8.67 14.57±5.93 8.34±4.31 0.78±1.50

Unregistered 0.60±0.13 0.09±0.05 0.24±0.08 24.60±5.56 19.06±4.89 11.86±2.75 -

SSIM: structural similarity index metric, NCC: normalised cross-correlation, DSC: dice score coefficient, HD:
Hausdorff distance, HD95: 95th percentile of the HD, TRE: target registration error.

BL: baseline, SG: segmentation guidance, UW: uncertainty weighting, N: normalised cross-correlation, S:

structural similarity index metric, D: dice score coefficient, H: Hausdorff distance.

Figure 5.4: Predictions of the models trained on the Oslo-CoMet dataset, on the
Oslo-CoMet sample image (see Figure 5.2).

Further improvement was observed on the models fine-tuned in two steps when
using uncertainty weighting, as shown in Table 5.5. The ANTs methods (SyN and
SyNCC variants) performed the poorest on the Oslo-CoMet dataset. Both yielded
similar results, but the SyNCC was considerably slower. Unlike the deep image
registration models, which had similar inference runtimes of less than one second.
On average, the CNN-based methods were ∼ 12× and ∼ 324× faster than SyN
and SyNCC, respectively.

The deep learning models struggled with image reconstruction, unlike ANTs
(see the online resource Fig S5). For instance, anatomical structures outside the
segmentation masks were poorly reconstructed in the predicted image, e.g., the
spine of the patient.
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Table 5.4: Evaluation of models (mean ± standard deviation) trained on the Oslo-
CoMet dataset from fine-tuning the entire architecture. The last row shows the
metrics evaluated on the original image pairs prior registration (unregistered).

Model SSIM NCC DSC HD HD95 TRE Runtime (s)

BL-N 0.52±0.08 0.17±0.07 0.23±0.07 57.98±5.36 33.00±5.14 24.09±5.92 0.77±1.45
BL-NS 0.61±0.09 0.16±0.07 0.14±0.03 82.91±6.96 59.94±6.41 34.41±13.03 0.77±1.46
SG-ND 0.56±0.13 0.14±0.07 0.43±0.09 15.81±5.56 9.05±3.18 5.89±3.10 0.79±1.56

SG-NSD 0.58±0.13 0.14±0.07 0.42±0.10 16.26±6.37 9.50±3.51 5.84±3.01 0.76±1.48
UW-NSD 0.58±0.12 0.14±0.06 0.48±0.11 15.53±5.80 7.84±3.17 4.05±2.41 0.76±1.47

UW-NSDH 0.59±0.12 0.14±0.06 0.47±0.10 15.29±5.65 7.91±2.82 3.95±2.09 0.78±1.51

Unregistered 0.60±0.13 0.09±0.05 0.24±0.08 24.60±5.56 19.06±4.89 11.86±2.75 -

SSIM: structural similarity index metric, NCC: normalised cross-correlation, DSC: dice score coefficient, HD:
Hausdorff distance, HD95: 95th percentile of the HD, TRE: target registration error.

BL: baseline, SG: segmentation guidance, UW: uncertainty weighting, N: normalised cross-correlation, S:

structural similarity index metric, D: dice score coefficient, H: Hausdorff distance.

Figure 5.5: Predictions of the models trained on the Oslo-CoMet dataset from fine-
tuning the entire architecture, on the Oslo-CoMet sample image (see Figure 5.2).

Table 5.5: Evaluation of the models (mean ± standard deviation) trained on the
Oslo-CoMet dataset from fine-tuning in two steps. The last row shows the metrics
evaluated on the original image pairs prior registration (unregistered).

Model SSIM NCC DSC HD HD95 TRE Runtime (s)

BL-N 0.52±0.07 0.19±0.07 0.24±0.06 60.92±26.06 39.96±30.25 22.34±8.60 0.79±1.52
BL-NS 0.62±0.10 0.17±0.07 0.14±0.04 85.71±6.40 60.93±4.15 32.84±11.90 0.76±1.45
SG-ND 0.56±0.12 0.14±0.07 0.44±0.09 16.12±5.29 8.87±2.94 5.12±2.52 0.77±1.48

SG-NSD 0.58±0.12 0.15±0.07 0.43±0.08 16.93±6.50 9.17±3.02 5.21±2.40 0.77±1.49
UW-NSD 0.60±0.11 0.15±0.06 0.53±0.13 15.13±5.68 6.97±2.83 3.40±1.91 0.77±1.48

UW-NSDH 0.60±0.12 0.15±0.06 0.50±0.12 14.79±5.79 7.37±2.99 3.55±2.14 0.77±1.48

Unregistered 0.60±0.13 0.09±0.05 0.24±0.08 24.60±5.56 19.06±4.89 11.86±2.75 -

SSIM: structural similarity index metric, NCC: normalised cross-correlation, DSC: dice score coefficient, HD:
Hausdorff distance, HD95: 95th percentile of the HD, TRE: target registration error.
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BL: baseline, SG: segmentation guidance, UW: uncertainty weighting, N: normalised cross-correlation, S:

structural similarity index metric, D: dice score coefficient, H: Hausdorff distance.

Figure 5.6: Predictions of the models trained on the Oslo-CoMet dataset from
fine-tuning in two steps, on the Oslo-CoMet sample image (see Figure 5.2).

Table 5.6: Evaluation of ANTs (mean ± standard deviation) on the Oslo-CoMet
dataset. The last row shows the metrics evaluated on the original image pairs prior
registration (unregistered).

Model SSIM NCC DSC HD HD95 TRE Runtime (s)

SyN 0.61±0.13 0.20±0.07 0.49±0.01 17.93±3.44 9.62±1.57 22.34±4.96 10.01±3.69
SyNCC 0.63±0.13 0.20±0.07 0.49±0.01 18.59±2.99 9.64±1.61 22.31±5.04 323.81±87.13

Unregistered 0.60±0.13 0.09±0.05 0.24±0.08 24.60±5.56 19.06±4.89 11.86±2.75 -

SSIM: structural similarity index metric, NCC: normalised cross-correlation, DSC: dice score coefficient, HD:
Hausdorff distance, HD95: 95th percentile of the HD, TRE: target registration error.

SyN: symmetric normalisation, SyNCC: SyN with normalised cross-correlation as metric.

Figure 5.7: Predictions of the ANTs (SyN and SyNCC) algorithms, on the Oslo-
CoMet sample image (see Figure 5.2).
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The use of the augmentation layer resulted in a negligible increase in training
runtime of 7.7% per epoch and 0.47% (∼ 74 MB of 16 GB) increase in GPU
memory usage (see Figure 5.8).
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(a) GPU usage with augmentation layer

0 20 40 60 80 100 120 140
0.0%

20.0%

40.0%

60.0%

80.0%

100.0%

Elapsed time (s)

G
PU

us
ag

e

(b) GPU usage without augmentation layer
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(c) Memory usage with (blue) and without using the augmentation layer (orange)

Figure 5.8: Impact of the augmentation layer on the graphical processing unit (GPU)
resources (percentage of memory and GPU usage) during one training epoch. The
blue line corresponds to the impact on the resources when using the augmentation
layer, whereas the orange line corresponds to the same training without using the
augmentation layer.
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CHAPTER 6
INTRA-OPERATIVE

AUGMENTED REALITY

Augmented reality (AR) technology is said to be at the plateau of productiv-
ity stage of Gartner’s hype cycle [82]. Market solutions like HoloLens™and
HoloLens 2™developed by Microsoft (Redmond, WA, USA), can provide with the
design and hardware configuration to bring augmented reality into the operating
room. Though the application of AR can also be found on the enhancement of the
video feed of a laparoscope. This section explores the use of augmented reality for
intra-operative navigation as a direct result of image-to-patient registration.

6.1 Augmented reality for surgical applications

Augmented reality refers to the introduction of artificially generated images into the
natural view of the user, through holographs and projections. Unlike virtual reality,
where everything that is shown to the user has been generated by a software, in AR
what the user sees is kept constant and software generated graphics are overlaid
on top. The aim of AR is indeed to enhance the visual perception of the user by
providing additional information about what is viewed.

Commercially available AR solutions are either head-mounted displays (HMD),
such as HoloLens™1 (Microsoft©, USA) or Moverio™2 (Seiko Epson Corp©,
Japan), or heads-up display (HUD), like hand-held devices or external static mon-
itors [83, 84]. Depending on the display technology, there are optical see-trough
screens in which the line of sight is not interrupted while projecting the virtual

1https://www.microsoft.com/hololens
2https://tech.moverio.epson.com/
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models, and virtual see-through screens, where both the real image and the virtual
rendering are shown to the user on a physical screen [85]. Regardless of the ap-
proach, in order to correctly render the virtual models, it is required to know the
spatial location and orientation of the user (in HMD) or camera (in HUD), i.e., the
point of view. HMD and some hand-held HUD e.g., smartphones, are equipped
with sensors, like inertial measurement units, and cameras to monitor and track the
movement of the head, hence recovering the correct point of view of the user with
respect to the virtual environment. Optical and electromagnetic trackers can be used
to follow the movement of the user or the camera, using an external sensor such as
an optical tracking system (OTS) or electromagnetic tracking system (EMTS) [83].

In surgical applications, AR can be used to show the surgeon anatomical struc-
tures that would be hidden otherwise e.g., bones [86], or for surgical planning [87,
88]. Concerning navigation in surgery, the aforementioned AR solutions are in-
tegrated in the image-guided system (IGS) bringing together the registered virtual
model of the patient to the virtual scenario user by the AR system. This is depicted
in Figure 6.1, where the HUD-AR system including the laparoscope camera (H)
and the screen (C) are tracked by the IGS through the OTS (O), hence getting access
to the registered model (I).

I: image data (2D/3D), P: patient, C: screen, H: laparoscope camera, O: optical tracking system, K: intrinsic

matrix, Ta
b: homogeneous transformation from reference frame a to reference frame b.

Figure 6.1: Transformations between reference frames. The hand-eye calibration
yields the transformation TH

C allowing, together with the intrinsic matrix of the
camera, the location of the video frames in the patient coordinates space (P).
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In deformable environments, as is the case of laparoscopic surgery, the scene
needs to be tracked to compensate for movements which could prevent the correct
alignment of the projected information [85]. This can be achieved through track-
ing of visual features in the camera feed as seen, for example, in Simpfendörfer
et al. [89], where coloured needles were used to track the motion of the scene, or
Haouchine et al. [90], where the surface of the liver is recovered through stereo-
scopic vision and used to update the deformation on the virtual model.

AR applications for minimally invasive surgery involves the use of HUD and
a laparoscope as the user’s point of view. This setup requires the calibration
of the camera to correctly project the virtual models, resulting in two sets of
parameters: the extrinsic and intrinsic parameters of the optical system. The
extrinsic parameters relate to the physical location and orientation of the camera,
this is the transformation TH

C in Figure 6.1 (see Section 2.1). Unless the physical
dimensions of the laparoscope and location of the tracked markers is known, N-pose
hand-eye calibration [91, 92] enables the computation of this transformation in a
quick and easy way. Also known as the AX = XB problem, hand-eye calibration is
used in robotics to recover the transformation between the robot end effector and
the camera [93]. This method requires the recording of a calibration plate e.g., a
calibrated chess-pattern picture, while tracking the camera.

Lastly, the intrinsic parameters are unique to each optical system and relate the
2D pixel space of the image with the 3D spatial coordinates of the scene. These are
represented in the intrinsic matrix (K) shown in Equation 6.1. This transformation
is the result of the camera calibration [92, 94], which is done using the calibration
plate images acquired during the hand-eye calibration

K =

 fx γ cx

0 fy cy

0 0 1

 (6.1)

where

fx and fy are the focal distances along the image axes, and scaled with the
pixel size,
γ is the skewing factor of the optical sensor,
cx and cy are the coordinates of the optical centre in pixels.
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When both sets of parameters are combined, it is possible to relate the locations
in the registered patient model to the pixels in the laparoscope video, as shown in
Equation 6.2.

u
v
1

= K · (TH
C )

−1 · (TO
H)

−1 ·TO
P ·TP

I


x
y
z
1

 (6.2)

Notice that homogeneous coordinates are used here, to relate locations in
different dimensional spaces i.e., 3D spatial coordinates and 2D pixels.

6.2 Image-to-patient registration on augmented reality

Article III [19] explores the influence of human accuracy in sampling landmark
locations, for image-to-patient registration. In particular, for AR in surgery. A
HUD system was used to enable AR, using a ENDOEYE FlLEX 3d (Olympus,
Tokyo, Japan) laparoscope and an external screen, as seen in Figure 6.2. The spatial
location and orientation of both the patient and the camera (extrinsic parameters)
were tracked using the NDI POLARIS Spectra® (NDI, Toronto, Canada) OTS. A
reference frame with optical markers was attached to the handler of the laparoscope,
to track its location and orientation, and to the surgical table. Hand-eye calibration
was done following Lee et al. [91] algorithm and using the calibration device
developed and manufactured by Cascination AG (Bern. Switzerland). The intrinsic
parameters were computed from the video frames using OpenCV computer vision
library3.

Three scenarios were considered to evaluate the re-projection accuracy. First,
the calibrated phantom presented in the publication [17] (see Section 3.3), with
28 metallic divots spread over a volume of 4320 cm3. Second, a flexible patient-
specific liver phantom built by ARTORG research centre (Bern, Switzerland) [95],
with 14 metallic M6 washers and a size of 1882 cm3. And lastly, a in-vivo porcine
liver, with an approximate size of 2393 cm3. It is noteworthy the fact that, unlike
with the validation phantom and the patient-specific phantom, the scans of the

3https://www.opencv.org/
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Figure 6.2: Clinical setup for augmented reality-enhanced laparoscopic sur-
gery [19].

in-vivo porcine liver did not show the landmarks used for the experiment, as these
were done using a cauterizer through laparoscopy. Later, during the analysis of the
data, these same locations were annotated by a surgeon on the virtual models, based
on the laparoscope images of the intervention, to serve as ground truth to evaluate
the re-projection error. As it will be discussed later, this had a major impact on the
numerical results.

The same experiment was conducted in the three cases. Using the laparoscope
to observe the scene and a tracked surgical tool, five randomly chosen landmarks
are sampled and registered to the virtual model. The registration procedure was
repeated ten times on each scenario. Accuracy was then assessed based on the
fiducial registration error (FRE), computed from the landmarks used to perform
the registration, and target registration error (TRE), using the remaining landmarks
(see 2.2). Figure 6.3 shows a summary of the measurements taken during the study.
The resulting FRE and TRE values were computed on 100 manually annotated AR
frames.

Unlike with the validation and patient-specific liver phantoms, where the land-
marks are visible in the computed tomography (CT) scans, the annotations in the
in-vivo porcine liver are based on the anatomical understanding of the surgeon.
Hence, both the FLE and TRE in the in-vivo case are significantly larger than in the
two other scenarios.

Nonetheless, limitations of the presented study includes:
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Figure 6.3: Average (a) target registration error (TRE) and (b) fiducial registration
error (FRE) for the ten registration experiments computed on the validation phantom
(V), patient-specific phantom (P-S), and in-vivo porcine liver (I-V).

• the lack of multiple surgeons to perform the annotations in the in-vivo case,
to validate the influence of the annotations on the AR re-projection accuracy;

• the camera and hand-eye calibration, which were carried out as it would be
in a surgical environment and could lead to inaccuracies;

• no analysis of the TRE inside the organ, all the landmarks were placed on
the liver surface, no ground truth landmarks were placed underneath the
parenchyma;

• and the use on an intra-operative CT scan to obtain the in-vivo porcine liver
scans. Unlike pre-operative scans, the intra-operative virtual model obtained
included the deformations due to pneumoperitoneum and mobilisation of the
organ.



CHAPTER 7 DISCUSSION

In the presented research, the use and applications of registration in surgical
navigation were explored. Starting with the hardware which enables the tracking
and merging of the physical and digital realm, following with how these techniques
are used in the operating room to power new tools like augmented reality; and
finally exploring the use of machine learning, and more specifically, deep learning.

In Chapter 3 optical and electromagnetic tracking technologies we compared
and tested to provide performance and tracking error baselines to be considered
in registration. In this regard, the optical tracking system (OTS) yielded better
results (p-value < 0.01) than the electromagnetic tracking system (EMTS), with a
target registration error (TRE) 30% smaller than the latter (see Table 3.1). Whereas
EMTS is based on the induction of the coils in the sensor, prone to be affected by
metallic objects in the operating room, OTS uses a stereoscopic viewings system
to triangulate the location of the reflective markers. Hence the improved tracking
accuracy. Nevertheless, both technologies should be considered to enable surgical
navigation, overcoming the shortcomings of each other. For instance, EMTS is
well suited to track instruments inserted through the trocars, or flexible instruments
such as a laparoscopic ultrasound. On the other hand, OTS should be considered
as the main tracking technology due to its higher accuracy. Though it is limited
to rigid instruments with reflective markers close to the handler i.e., visible to the
stereoscopic cameras, or reflective markers on the surface of the patient, or surgical
table, e.g., world reference frames.

Chapter 4 describes image-to-patient registration, the main registration method
used for surgical navigation. This algorithm allows the alignment of the physical
environment and digital images of the patient. The most extended method to
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achieve this alignment is point-based registration or fiducial landmark registration
method, in which pre-defined landmark are recorded on the patient using the
aforementioned tracking technologies. The need of multiple landmarks (at least
three), their accessibility and distribution, can result in a time-consuming task and
result in subpar TRE. The Single Landmark Registration Method was proposed
and tested to serve as an alternative method. As shown in Table 4.2, the proposed
pipeline enables surgical navigation 40% quicker than the fiducial landmark-based
registration (FLBR). However, a high TRE was observed after the initial registration,
being the FLBR more accurate in terms of TRE (p-value < 0.001) (see Table 4.1).
Nonetheless, this value is greatly improved after the refinement step when locating
the lesion using the laparoscopic ultrasound (LUS).

Single landmark registration method (SLRM) is suited to be used with OTS and
EMTS, using the former for the initial registration to enable navigation, and EMTS
for tracking the imaging tool e.g., LUS, used to find the target lesion. Despite its
ease of use and integration in the surgical workflow, SLRM is highly dependent on
the initial registration. The orientation of the patient is kept constant throughout both
registration steps. Hence, a poor acquisition can yield inaccurate visualisation of
structures surrounding the lesion between the intra-operative and the pre-operative
images. Further corrective techniques should be explored to take advantage of
relevant landmarks in the vicinity of the tumour to refine the registration e.g.,
vascular structures.

As complex as the registration problem is, deep learning has been studied to
solve the alignment of images, taking advantage of the capacity shown by con-
volutional neural networks (CNN) to extract and use large quantities of features
extracted from the input images. The current trend shows a preference for au-
toencoder architectures, trained in a unsupervised or weakly-supervised fashion.
Nonetheless, the biggest challenge when developing deep registration methods is,
as with any other deep learning model, the access to large amounts of data samples.
In clinical applications, this data can be challenging to acquire, even more to made
available. Therefore, in Section 5.1 the deep registration training is analysed in two
fronts: first, the training pipeline, where different combinations of loss functions are
tested; and secondly, the use of transfer learning across modalities and anatomical
domains, to extend deep registration models on small training datasets. Furthermore,
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an augmentation layer which generates training pairs of fixed and moving images
on-the-fly is made available to train the models on artificial datasets.

Tables 5.2 to 5.5 show how weakly-supervision with segmentation guidance
is an effective strategy to train deep image registration models, further confirmed
by the results shown in Figures 5.3 to 5.6. The segmentation boundaries introduce
location information which leverages the model understanding of the regions occu-
pied by each anatomical region. This observation is drawn by the improvement of
the segmentation-based metrics on the fine-tuned models. However, no significant
improvement was observed with the use of uncertainty weighing, compared to seg-
mentation guidance. Uncertainty weighting was observed to dynamically change
the contribution of the losses during training as show in Figure 7.1.
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Figure 7.1: Evolution during training of the loss weights of the model trained with
uncertainty-weighting, normalised cross-correlation, structural similarity index met-
ric, and dice score coefficient (UW-NSD) trained on the Oslo-CoMet randomised
controlled trial dataset (Oslo-CoMet).

Lastly, the human factor in point-based registration (PBR) methods for AR
is addressed in Chapter 6. Three case scenarios were considered, from more
controlled environment to closer to a real clinical scenario. First, using a machined
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rigid phantom with metallic divots, which was accurately measured. Second, an
anatomically realistic liver phantoms, with added metallic washers. Finally, an
animal phantom was used, showing a more realistic situation. The landmarks used
for registration were located in the 3D image of the model prior sampling by the
surgeon. As anticipated, the results (see Figure 6.3) show a better registration in
terms of fiducial registration error (FRE) and TRE for the machined rigid phantom,
with easier to target landmarks. The animal model was the most challenging, as
the operator had to rely on its anatomical understanding of the organ to locate
the landmarks. This was particularly the case with those points situated close to
the central region of the liver. These probed to be the most difficult to annotate,
mostly due to the lack of geometrical cues to use as a reference. Whereas those
landmarks located on the border of the parenchyma or close to significant anatomical
landmarks, like the umbilical fissure, were easier to register.

It is worth mentioning the larger size and location of the landmarks of the animal
model, scattered over the visible surface of the parenchyma. No landmarks were
placed at the bottom of the liver, for accessibility reasons. The best results were
obtained when the landmarks used for registration were spread all over the volume,
i.e., not clustered, which suggest that evenly scattered targets for registration can
compensate for the influence of sampling error. Yet further research is needed to
draw conclusive statements, including a larger number of users, and controlled
configurations of the landmark placement.



CHAPTER 8 CONCLUDING REMARKS

Image-to-patient and image-to-image registration techniques for laparoscopic
surgery have been studied in the presented thesis, aiming to shed light on the
research questions raised in Chapter 1. Stated the research done, we are in position
of bringing an answer to these questions.

RQ 1 addressed the key components which would most significantly improve
registration for surgical navigation. The intuitive notion of "improving registra-
tion" leads to think about accuracy, in terms of TRE. Paper I [17] (Chapter 3)
and Paper III [19] (Chapter 6) two major key components were addressed: first,
the technology used currently for tracking instruments, and second, the human
factor. Favouring the use of OTS over EMTS can indeed lead to a better tracking
accuracy, and hence, a better TRE when sampling the fiducials. Yet, the human
factor still plays a major role, as seen in [19], determining the correct location of
those predefined landmarks in the pre-operative image is bound to the judgement
of the surgeon. Simplifying the procedure, or even automating the sampling of
the landmarks e.g., by using surface matching, using the tracked laparoscopic ul-
trasound (LUS), could limit the impact of human error. As such, in Paper II [18]
(Chapter 4), a simpler yet effective registration method was proposed, yielding
promising results compared to the well-known point-based registration (PBR).

Deep registration, deep learning for registration, lies in the core of RQ 2. This
concept was presented and analysed in Paper IV [20] (Chapter 5). As with most of
the AI applications, the access to data is the major limiting factor to research. And as
such, transfer learning was tested and shown to be effective to adapt deep registration
models to different image modalities and anatomical structures. However, it is
worth noting that in the presented study, this transfer was done between two 3D
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and high resolution image modalities: MR and CT. Otherwise, as addressed in the
publication, the resilience of trained models which prevents its direct application
to other image modalities, is a factor worth addressing. Incremental learning, by
introducing samples from different image modalities and structures in the training
dataset, could be used to expand the applicability of the models. A final remark
should be made regarding the reconstruction of the images, more advanced models
should be considered in order to address this matter e.g., GANs or stable diffusion
models would be worth researching.

When developing medical technology, in particular for surgical treatments, one
has to consider the impact of introducing new technology in the clinical workflow,
as addressed in RQ3. A highly disruptive procedure can risk being neglected by
the surgeons, for the sake of the patient’s health. In this regard, new registration
procedures should be designed so the surgeon does not need to step out of its
comfort zone. Even better, if it takes advantage of already established stages in
the workflow e.g., using the location of the tracked LUS while the liver is being
scanned to locate the lesion. This situation is well illustrated in the animal model
scenario described in Paper III [19] (Chapter 6). Paper II [18] (Chapter 4) propose a
new registration strategy which simplifies the procedure and can be integrated in the
current clinical workflow (Chapter 5). Instead of sampling a collection of locations
scattered over the patient’s body, the surgeon just needs to sample one landmark
and the orientation of the patient to obtain intra-operative navigation. Furthermore,
while screening the organ with the LUS, a simple click on the target lesion shown
on the US scan will co-register the pre-operative image with the intra-operative US,
and the patient.

Lastly, RQ 4 alludes the question most surgeons might be wondering: is deep-
registration safe to be used? The results presented in Paper IV [20] (Chapter 5),
although promising, are yet to be improved to meet the requirements for surgical
applications. The first and most straightforward matter is, as already addressed, the
reconstruction of the images. In Figures 5.4 to 5.6 it can be observed how rigid
structures like the spine are deformed in the registered image. Even though these are
outside the area of interest of the surgical procedure, it questions the reliability of
the method. Further research is needed, with more and better-quality data showing
real case samples, and exploring new architectures and training strategies.
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Laparoscopic surgical navigation can, and is currently, playing a major role
in the generalisation of minimally invasive surgery. And further technological
developments increase the eligibility of patients to be safely treated using these
techniques. As such, artificial intelligence, and deep image registration in particular,
has the potential to boost the performance of navigation platforms, simplifying
the registration step, and easing the burden on surgeons and radiologist. Yet,
additional research is needed, driven by the increase of available clinical images
and annotations to develop these powerful, yet data greedy, methods. At the risk
of sounding boilerplate, the presented research is but a drop in a bast ocean of
uncharted waters. The addressed topic is a multidisciplinary one where clinicians,
engineers, and researchers must sit down at the same table, with their expertise,
tools, and challenges. Otherwise, one risk creating technically-interesting-yet-
impractical-to-use solutions, destined to spend the rest of its days on shelf. The
coordination of such a picturesque group can surely yield exciting and new research
lines, again, as long as collaboration leads the discussion.

"If I have seen further, it is by standing on the shoulders of giants."
—Sir Isaac Newton
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 

Abstract: — Image guided surgery systems aim to support 

surgeons by providing reliable pre-operative and intra-operative 

imaging of the patient combined with the corresponding tracked 

instrument location. The image guidance is based on a 

combination of medical images, such as Magnetic Resonance 

Imaging (MRI), Computed Tomography (CT) and 

Ultrasonography (US), and surgical instrument tracking. For 

this reason, tracking systems are of great importance as they 

determine location and orientation of the equipment used by 

surgeons. Assessment of the accuracy of these tracking systems 

is hence of the utmost importance to determine how much error 

is introduced in image guided surgery only due to tracking 

inaccuracy. Thus, this study aimed to compare in a surgical 

Operating Room (OR) accuracy of the two most used tracking 

systems, Optical Tracking (OT) and Electromagnetic Tracking 

(EMT), in terms of Target Registration Error (TRE) assessment 

at multiple distances from the target position. Results of the 

experiments show that optical tracking performs more 

accurately in tracking the instrument tip than electromagnetic 

tracking in the experimental conditions. This was tested using a 

phantom designed for accuracy measurement in a wide variety 

of positions and orientations. Nevertheless, EMT remains a 

viable option for flexible instruments, due to its reliability in 

tracking without the need for line of sight. 

INTRODUCTION 

In Image Guided Surgery (IGS), instrument tracking 

technologies are of paramount importance as they provide 

reliable information regarding position and orientation of 

surgical instruments and are also used to navigate the surgeon 

throughout the procedure. These technologies have been 

commonly used in neurosurgical applications [1]. However, in 

the past decade, application of IGS has expanded also to other 

surgical procedures, such as endoscopic sinus surgery [2] and 

laparoscopic nephrectomy [3]. Moreover, research is currently 

progressing to introduce image guidance in more complex 

procedures, such as  laparoscopic liver resection or  pancreatic 

ablation and resection [4], [5].  

This paper is part of the research in image guided systems 

for laparoscopic liver resection surgery, as part of the H2020-

*Study supported by H2020-MSCA-ITN Marie Skłodowska-Curie 
Actions, Innovative Training Networks (ITN) - H2020 MSCA ITN 2016 GA 

EU project number 722068 High Performance Soft Tissue Navigation 

(HiPerNav). 

MSCA-ITN EU project number 722068, High Performance 

Soft Tissue navigation (HiPerNav*). The liver represents one 

of the most frequent targets of metastases from other cancers, 

such as colorectal cancers, for which the estimated number of 

cases in a year  is 550000 patients worldwide [6].  An IGS 

based on pre-operative CT or MRI scans would aid the surgeon 

towards the target metastases and spare as much healthy tissue 

as possible around the tumor. The most commonly used 

tracking systems for navigation in clinical research are OT and 

EMT systems. OT makes use of triangulation of light rays 

either reflected by a set of markers, or generated by infrared 

emitting diodes, to provide location and orientation of the 

tracked tool. However, in case of occlusion of the optical 

markers, i.e. loss of line of sight between cameras and markers, 

tracking information is interrupted. Instead, EMT makes use 

of magnetic fields to find fluxgate sensors or search coils, thus 

without relying on line of sight for tracking. This feature of 

EMT permits tracking of sensors inside the abdomen of the 

patient. Moreover, due to the small dimensions of the sensors, 

it is possible to position the sensor very close to the tool tip, 

and hence also track flexible instruments. Nonetheless, EMT 

sensors present a relatively small measurement volume with 

comparison to OT [7]. The EMT measurement volume can 

also be distorted and even reduced due to ferromagnetic 

interference of metallic objects close to the EMT field 

generator [8].  

The purpose of this study is to assess and compare the 

accuracy of both OT and EMT in terms of Target Registration 

Error (TRE). TRE is a measure of accuracy in tracking a 

position on a tool at a certain distance from the sensors. For a 

surgical instrument, this equates to tracking the tip of the tool. 

TRE is defined [9] as follows: 

TRE2(x)=
FLE2

N
(1+ 

1

3
∑

dk
 2

fk
  2 

3

k=1

) (1) 

where x is an arbitrary target point, N the number of markers, 

dk the distance x from each axis k, fk the RMS of the distance 

and FLE stands for Fiducial Localization Error, which is a 
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distance between a marker and its measured position [10]. 

TRE can be measured using a theoretical approach through (1) 

or via direct measurement using a phantom [11]. For this 

study, a direct measurement approach using a phantom was 

preferred over the theoretical approach to provide results 

closer to those of a realistic surgical scenario. Moreover, the 

experiment was carried out in an OR on a conventional OR 

table used for laparoscopic surgery in St. Olav’s hospital, 

Trondheim. 

MATERIALS AND METHODS 

A. Phantom Design 

ASTM standard F2554-10 for optical tracking accuracy 

measurement [12] was used as basis to design the phantom. 

The phantom design was improved to enable analysis of TRE 

also for electromagnetically tracked instruments. The 

phantom was built in polyoxymethylene thermoplastic 

(because of its hardness and low deformability), which 

prevents magnetic interference to EMT. Moreover, the 

phantom was designed to cover positions within a volume of 

interest (operating volume) approximately as in laparoscopic 

liver resection procedures. Hence, its dimensions are: 150 mm 

height, 200 mm width and 300 mm depth. A total of 71 target 

positions were machined onto the phantom, divided into 28 

titanium target divot pins for TRE and 43 vertically drilled 

target holes. The titanium pins present a conical shape at 1 

mm depth and 60° angle. The divot holes are designed to be 

complementary to a pointer adapter. The 43 vertical drilled 

holes are 2 mm in diameter and 10 mm deep, designed to hold 

an Northern Digital Inc. (NDI) [13] EMT catheter sensor 

probe based on previous experiences from other studies [8], 

[14] but were not used throughout this study. The target 

positions, according to standard ASTM F2554-10, are placed 

at five different orientations, over a total of seven different 

planes.  

Optical and electromagnetic reference sensors were rigidly 

connected through a bracket to the phantom to track the 

position of the phantom on the surgical table (NDI® 6DOF 

Reference Disk Part Number 610066 and Polaris Rigid Body 

Part Number 8700339). The reference support bracket allows 

for stable and repeatable repositioning of the reference 

sensors. The aforementioned pointer adapter was 

manufactured to allow testing of differently sized surgical 

instruments. This is also built in polyoxymethylene. It is 

designed as a cylindrical plastic holder with threaded holes 

located 120° apart. These are meant for tightening screws. A 

titanium tip, 1 mm in diameter and 3 mm in length, is found 

at the opposite side of the adapter, which fits perfectly in the 

titanium target pins of the phantom, as mentioned before. The 

phantom and tool adapter can be seen in Fig. 1. A 

MICROCUT® 837-I milling machine, equipped with 

Mitutoyo® AT115 Linear Scales and a metal tip to reach 

inside the divots were used to accurately measure the 

positions of the target divots on the phantom. The system 

comprises two 600 mm linear scales for displacements on the 

horizontal plane, and one 1100 mm linear scale on the vertical 

axis. The measuring accuracy is 8 µm for horizontal 

displacements and of 10 µm for vertical movements [15].  

B. Experimental Protocol 

The phantom was placed on a MAQUET® surgical table in 

the OR (Fig. 1). Both tracking systems were positioned in the 

configuration they will have during navigation in laparoscopic 

abdominal surgery, according to discussions with the 

surgeons. A Planar Field NDI Aurora® V2 system 

electromagnetic generator was rigidly connected to the 

surgical table using the field generator mounting arm of NDI® 

on the assistant side of the surgical table i.e., left patient supine 

side. This position of the EMT generator avoids occlusion line 

of sight of the interventional staff in visualizing anesthesia data 

and would only represent an insignificant burden to the 

assisting surgeon [8]. The optical tracking system NDI Polaris 

Spectra® was positioned at the head of the surgical table. The 

Phantom was positioned on the right side of the surgical table 

to replicate the position of the liver of the patient. The positions 

of the tracking systems were slightly adjusted in order to allow 

the measurement volumes of both tracking systems to 

maintain instrument tracking throughout all target positions of 

the phantom. 

Accuracy of the tracking systems in terms of TRE was 

evaluated through two experiments. Experiment 1 examined 

the accuracy when the sensors, for EMT NDI 6DOF flex Tube 

1.3 mm® Part Number 610060 (accuracy specifications for 

NDI® sensors can be found in reference material provided by 

NDI®) and for OT a custom built optical marker frame with 

NDI® passive infrared markers, were positioned on a rigid 

wooden instrument at four distances from the tool tip, 

classified as: A, B, C and D with increasing distances from the 

tool tip, as visible in Fig. 1. The positions of the sensors were 

extracted using the recordings from the NDI Toolbox® 

software. The tool tip was calibrated from the sensor positions 

through the pivoting functionality provided in the software. 

This reflects a real-life scenario in which tools are sterilized 

and calibrated through pivoting in the OR once clamped to the 

surgical instrument. The tracked tool tip was then shifted into 

Fig. 1 Experimental Setup, with optical and electromagnetic tracking 

systems facing the TRE phantom. 
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the 28 divot positions, and the trajectories were recorded for a 

total of 25 seconds for each position, of which 400 samples 

were used as data for the analysis to average the jitter errors of 

the tracking signal. TRE was calculated as the RMS difference 

of the measured divot positions and the tracked tip positions. 

The inaccuracy of the instrument is defined as the RMS of the 

errors of all three axes of the systems. Experiment 2 was 

performed to compare tracking accuracy in a similar scenario 

with laparoscopic tools. The optical marker plate was located 

at a distance of approximately 400 mm, which approximately 

represents the average distance from the tip to the handle of a 

laparoscopic instrument. Whereas, the EMT sensor was 

attached close to the tip of the tool. 

The aim of this study was to test the hypothesis that there is 

a difference between TRE for EMT and OT tracked tools at 

multiple distances from the target tip. The two separate 

experimental results were analyzed using IBM SPSS 

software® [16]. 

RESULTS 

For Experiment 1, a factorial ANOVA i.e. two-way analysis 

of variance, was conducted to compare the main effects of 

navigation technology and distance from target position and 

the effect of interaction between them on the accuracy. 

Levene’s test of equality of variances deemed significant 

results, therefore a p-value of 0.001 was used to test 

significance of the results.  

The main effect for tracking technology yielded significant 

results, with a F ratio of F(1, 204)=201.596 and p=2.8377E-32 

(p<0.05), indicating a significant difference between accuracy 

in millimeters of OT (µ=2.14, σ2=0.61, n=104) and EMT 

(µ=6.15, σ2=2.78, n=108). This is also visible in the results 

provided in Table 1. The main effect for position did not deem 

significant results, F(3, 204)=0.113 with p=0.952 (p > 0.05) 

while comparing the 4 different distances tested for TRE. No 

significant interaction effects were found between the two 

factors.  

With respects to Experiment 2, an independent samples T-

test analysis of the data was performed to evaluate the TRE in 

both EMT and OT sensors with the EMT sensor at the tip and 

the OT at the length of a laparoscopic instrument. Levene’s 

test for equality of variance revealed unequal variance between 

the two conditions F(2.161)=4.6E-5, hence equal variances 

were not assumed for this experiment. Significant differences 

were found in the scores for EMT (µ=2.41, σ2=0.64, n=27) 

and OT (µ=5.48, σ2=2.54, n=27); t(29.439)=-6.081 with 

p=1.2E-6 (p<0.05). This reflects the results found for 

Experiment 1. 

DISCUSSION 

Based on the study conducted in this paper, it can be inferred 

that OT performs more accurately than EMT, in terms of 

tracking the tip of the instrument. This was tested in several 

target positions on different orientation planes, throughout a 

precisely measured verification phantom. OT was found to be 

more accurate in all positions and orientations with respect to 

EMT. However, during the experimental tests, it was found 

that one of the positions of the phantom was not possible to 

track using optical tracking due to lack of line of sight between 

that position and the Polaris cameras, whereas this was not a 

problem for tracking using the EMT sensor. 

OT showed reliable tracking information throughout all 

positions of the phantom, with an average TRE over the axes 

and distances from tip of 2.19 mm. This means that if the 

markers are placed approximately at a distance of 200 mm 

from the tip, the accuracy of optical tracking at the tip will be 

approximately around 2 mm, as reported in Table 1. The error 

is larger in the z axis of the Polaris® camera. This is due to 

error in triangulation of the light rays in depth of the camera 

and has been verified in multiple studies on OT accuracy [10]. 

The inaccuracy of EMT, with an average TRE of 6.03 mm, 

is dependent on several factors, which include: inaccuracy of 

the pivoting calibration to the tip of the instrument, influence 

of ferromagnetic equipment such as the surgical table and the 

tools present in the OR and inhomogeneity of the measurement 

volume of EMT generator. Pivot calibration was considered to 

Table 1. Results of the study, errors in x,y,z axes are with respects to the axes of the Polaris cameras and Aurora generator, visible in Fig. 1. 

Tracking 

System 

Accuracy (mm) 

Position Pivot (RMS) 
Pivot Error 

(RMS) 
Error x Error y Error z Mean ± SD Max error 

OT 

A 99.98 0.31 1.27 1.64 2.90 1.94±0.57 2.90 

B 114.51 0.22 0.89 1.87 4.12 2.29±0.48 3.47 

C 162.82 0.33 1.55 1.39 3.54 2.16±0.54 3.06 

D 211.58 0.41 1.70 1.66 3.13 2.17±0.76 4.25 

HANDLE 410.88 0.57 1.57 1.70 3.97 2.41±0.63 3.50 

Average 199.95 0.37 1.39 1.65 3.53 2.19±0.59 3.44 

EM 

A 94.07 0.79 3.69 11.02 3.49 6.07±2.69 11.89 

B 110.32 0.73 4.06 9.99 4.22 6.09±2.78 12.14 

C 160.63 0.49 4.86 10.68 3.21 6.25±2.81 12.25 

D 210.90 0.38 4.72 11.00 2.86 6.25±2.77 12.29 

TIP 8.10 1.00 4.67 9.01 2.76 5.48±2.49 11.82 

Average 116.80 0.68 4.40 10.34 3.31 6.03±2.71 12.08 
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be the largest contribution to the increase of error in EMT, as 

this is dependent both on the type of algorithm used and the 

sampling frequency of the tracking system. For this research, 

pivot calibrations were performed through collection in a 20 

seconds interval for both systems. Thus, the lower sampling 

frequency of the Aurora® EMT system (40 Hz), compared to 

that of Polaris® (60 Hz), contributed to a less accurate 

calibration. The effect of interference from metallic 

instrumentation, including the surgical table, has been 

researched throughout several studies [7], [8], [14], [17] and 

calibration of the distortion is an ongoing topic to reduce this 

error [11]. 

Overall, in order to decrease the TRE for EMT tracked 

instrument tip positions, the suggestion is to position the EMT 

sensor as close as possible to the tracked position of interest. 

However pivot calibration for EMT tracked instruments 

should also be avoided  to determine the offset relative to the 

tip since it can cause a larger error in OR settings: at 8 mm 

distance offset from the tool (position TIP in Table 1), the 

mean error was found to be 5.48 mm. Hence, the best solution 

could be to make use of surgical equipment with manufactured 

incorporated EMT sensors and which therefore provide a 

correct geometry of the tool. From Experiment 2, it is also 

deducible that OT represents a more accurate and reliable 

tracking technology, even when, for an EMT system, the 

sensor is positioned close to the tip (TIP) and the  OT markers 

located at a distance equivalent to that of the handle of a 

laparoscopic instrument (position HANDLE in Table 1). 

Further studies should be conducted using TRE assessment for 

EMT tracked instruments without introduction of inaccuracy 

of pivoting calibration e.g. using tools with fixed geometries. 

CONCLUSIONS 

The presented study aimed to assess the accuracy of OT and 

EMT systems at multiple distances on surgical tools. This 

definition of accuracy is known as target registration error. 

TRE was analyzed through empirical testing using a precisely 

measured phantom in an OR to study navigation systems for 

surgical conditions. Results show the outperformance of OT 

systems compared to EMT. This was found to be valid also in 

conditions in which an EMT sensor is placed close to the tip 

of the surgical tool and the OT marker is clamped to the handle 

of the instrument. The experiments also showed the advantage 

of EMT of robustness to occlusions, which allowed this 

tracking system to sample a point which instead could not be 

tracked by the OT system.  

Therefore, EMT technology is of great interest in laparoscopic 

environment to track flexible instruments. However, for rigid 

instruments such as a laparoscope camera or a grasper, OT 

systems provide greater accuracy at all distances along the 

instrument. The reported accuracy for EMT sensors is 

approximately 1 mm. However, this is only a measure of how 

accurate the sensor itself is, similarly to FLE [9], and not how 

accurately other parts of the instrument can be tracked based 

on the position of a sensor attached to the instrument. 

Therefore, further studies should be conducted to better assess 

TRE for EMT tools under multiple ferromagnetic influences 

e.g., C-arms, but also with multiple experimental conditions, 

e.g. using NDI Tabletop Field Generator®. These results 

should also be compared to those of FLE for EMT sensors, 

similarly to what had been studied in [7], [8], [14], [17]. 
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Abstract
Purpose Test the feasibility of the novel Single Landmark image-to-patient registration method for use in the operating room
for future clinical trials. The algorithm is implemented in the open-source platform CustusX, a computer-aided intervention
research platform dedicated to intraoperative navigation and ultrasound, with an interface for laparoscopic ultrasound probes.
Methods The Single Landmark method is compared to fiducial landmark on an IOUSFAN (Kyoto Kagaku Co., Ltd., Japan)
soft tissue abdominal phantom and T2 magnetic resonance scans of it.
Results The experiments show that the accuracy of the Single Landmark registration is good close to the registered point,
increasing with the distance from this point (12.4 mm error at 60 mm away from the registered point). In this point, the
registration accuracy is mainly dominated by the accuracy of the user when clicking on the ultrasound image. In the presented
set-up, the time required to perform the Single Landmark registration is 40% less than for the FLRM.
Conclusion The Single Landmark registration is suitable for being integrated in a laparoscopic workflow. The statistical
analysis shows robustness against translational displacements of the patient and improvements in terms of time. The proposed
method allows the clinician to accurately register lesions intraoperatively by clicking on these in the ultrasound image provided
by the ultrasound transducer. The Single Landmark registration method can be further combined with other more accurate
registration approaches improving the registration at relevant points defined by the clinicians.

Keywords Registration · Laparoscopy · Computed-assisted surgery · Ultrasound · Multimodal visualization

Introduction and background

With the improvements in minimally invasive surgery tech-
niques and instruments in recent years, there is a trend
towards more use of the laparoscopic approach, although
open surgery remains the gold standard for abdominal surg-
eries. Advantages of laparoscopic surgery include a less
traumatizing intervention and a better post-operative phase
for the patient, also decreased morbidity, quicker recovery,

B Javier Pérez de Frutos
javier.perezdefrutos@sintef.no

1 Department of Health, SINTEF A.S., Trondheim, Norway

2 Computer Science Department, NTNU, Trondheim, Norway

3 The Intervention Centre, Oslo Rikhospital, Oslo, Norway

4 Department of Gastrointestinal Surgery, St. Olavs Hospital,
Trondheim, Norway

less blood loss and improved long-term outcomeswhen com-
pared to open surgery [1–4]. Nonetheless, there are concerns
like risk of gas embolism due to pneumoperitoneum [2] or
the limited space and field of view. To overcome the reduced
field of view, the surgeons make use of a laparoscopic video
camera for instrument guidance and other image modalities
like ultrasound (US) for inspection and assessment of the
lesion.

Laparoscopic ultrasound (LUS) was introduced originally
by Yamakawa and co-workers in 1958 [5], providing real-
time information of the inside of the organs. Jakimowicz and
Reuers introduced LUS scanning for examination of the bil-
iary tree during laparoscopic cholecystectomy in 1991 [6].
Since then, the use of LUS has expanded with the increase
in minimally invasive procedures. Today, LUS is applied in
a large number of procedures, such as screening for lymph
nodes identification and tumour scanning; diagnostic detec-
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Fig. 1 Navigation in laparoscopic surgery based on preoperative CT images

tion, localization and assessment of the extent of a tumour;
and in therapeutic procedures as a guidance tool [7, 8].

With the technical improvements in image processing,
computers and tracking systems, Image-Guided Navigation
Platforms (IGNPs) emerged as an assisting tool for laparo-
scopic surgery. This software platform allows the surgeon to
plan the operation beforehand [9] and also to have accurate
and relevant information about the anatomy of the patient
during surgery, with three-dimensional (3D) models of the
anatomy and the used tools in the same view [10]. The
combination of navigation and LUS will enable more soft
tissue surgery in the abdomen to be performed with the
laparoscopic technique. Tracked LUS together with regis-
tered preoperative data, e.g. computed tomography (CT),
magnetic resonance imaging (MRI) or positron emission
tomography (PET), provides a real-time US view matched
to segmented models from preoperative data. This gives the
surgeon an updated map of the target anatomy and structures
during the procedure [11]. Navigated LUS also makes easier
to relate the oblique two-dimensional (2D) US images to
relevant anatomy.

Surgical margins are a major concern in hepatectomy
interventions like hepatocellular carcinoma (HCC) and
colorectal liver metastases (CLM) resections. The recom-
mended surgical margin is of 2 cm for HCC and 1 cm
for CLM [12]. IGNP can possibly enable surgeons to
perform successful interventions with smaller resection
margins, through the combination of medical images and
intraoperative registration.

Image-to-patient registration is the first requirement to
perform navigated LUS. This is spatially locating the pre-
operative images and the patient with respect to a common

coordinate reference frame. For this purpose, tracking sys-
tems detect and compute the position and orientation of the
tools and the patient in the operating room (OR), creating
a virtual environment with a common coordinate reference
frame. After completing the registration, the image informa-
tion can be overlaid and shown together with the real-time
position of the tools and the patient, allowing further naviga-
tion. Currently, there are four spatial tracking technologies
being used in the OR: mechanical, optical, electromagnetic
and acoustic [8, 13].

In this study, an optical tracking systemwas used to locate
the tools and the liver phantom.Optical tracking systems typ-
ically consist of highly reflectivemarkers or infrared emitting
diodes attached to the patient (orOR table) and tools, infrared
(IR) light sources to illuminate the reflective markers, IR
cameras to detect the markers or diodes, and software that
computes the position and orientation, i.e. tracking six spa-
tial degrees of freedom, of the objects based on the spatial
location of the markers.

Figure 1 shows the setting from a laparoscopic adrenalec-
tomy using preoperative 3D CT images for the initial
in-the-OR planning of the procedure, just before inserting
the trocars. The view direction of the volume was then set by
the view direction of the laparoscope as it was introduced.
The LUS image could be displayed in the same scene, with
an indication of the probe position using the open-source
CustusX [9] platform.

This article presents the Single Landmark registration
method (SLRM), as part of the open-source platform Cus-
tusX [9] for US-navigated laparoscopic surgery. This soft-
ware allows the surgeon to integrate and fuse real-time LUS
images with preoperative data, segmentedmodels frommed-
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ical images, and models of tracked tools. The main novelty
of this study is a fast and simple to use method for image-
to-patient registration in the OR, validated on a soft tissue
abdominal US compatible phantom. This is an incremen-
tal step to reach navigated LUS integrated in the clinical
workflow. The ultimate goal is to efficiently combine all
information sources to provide a real-time visualization of
the anatomy of the patient combined with the tracked instru-
ments.

Materials andmethods

CustusX image-guided intervention platform

CustusX is an open-source IGNP developed by the research
group at the Norwegian Centre for Innovative Ultrasound
Solutions in Trondheim, Norway [9]. This platform inte-
grates medical image visualization and real-time tracking
of the surgical instruments, providing complete navigation
for surgery in minimal invasive procedures. It also includes
an interface to acquire real-time US images, which can be
overlaid onto the virtual model of the patient.

The software is based on C++and uses the Qt framework
[14]. CustusX uses several external open-source libraries like
VTK [15] for image visualization and processing, ITK [16]
for segmentation and registration algorithms, and CTK [17]
for processing DICOM files.

Single Landmark registration

The SLRM is a rigid image-to-patient registration algorithm
that uses the orientation of a tracked tool and an anatom-
ical reference point or landmark, for aligning the image
data to the reference frame of the patient. The registration
involves two phases: an initial registration using the orienta-
tion of the tool and a landmark that enables navigation, and
the re-registration using the target lesion(s) intraoperatively.
Although a surgical pointer is used here, the orientation and
reference points can be acquiredwith any tracked instrument,
as suggested in [11].

The algorithm assumes the tracked tool is oriented along
the longitudinal axis of the patient and lying parallel to the
coronal plane as suggested inFig. 2.Because, in theproneori-
entation, the pointer will face downwards and might occlude
the reflective markers, SLRM allows to specify whether the
patient is in supine or prone position, so the pointer can
be oriented upwards in both situations. Incorrect orientation
of the tracked tool would result in misalignments between
the virtual model and the patient anatomy reference frame.
Therefore, the user is allowed to sample the orientation sev-
eral times.

Fig. 2 Suggested location and
orientation of the tracked tool
(arrow), in this case, over the
sternum of the patient

Fr
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s

Longitudinal axis

Reference points must be first manually marked in the
preoperative data images, to perform the registration. By
registering a reference point in both the patient and the 3D
volume, the virtualmodel is rigidly translated (see Fig. 3a–d).
Thus, there is an accurate match between the virtual model
and anatomy in that point.

For the second phase of the method, new landmarks can
be sampled during surgery, like tumours or anatomical struc-
tures. These new points can be used to re-register the patient
model, improving the accuracy of the initial registration in
a close neighbourhood of the point. Whenever a new point
is registered, the transformation offset is updated to match
such point but keeping the orientation constant. Therefore,
the full potential of the SLRM can then be exploited using
a LUS transducer, as it is the main tool used by surgeons to
confirm the location of the lesions intraoperatively. Once the
tumour is visible in the US image, the user can register the
virtual volume including the lesion by clicking on the centre
of the tumour shown in the US image. The platform allows
to zoom in the US slice, improving the point sampling of the
user and minimizing the effect of the screen resolution.

Figure 4a, b shows the procedure to register a lesion using
the US image. The same virtual model as the one displayed
in Fig. 3 is rendered translucent so the tumour (green point)
can be seen. In Fig. 4a, the tumour shown corresponds to the
US image on the right side. After clicking on the centre of
the lesion in any of the US images (green arrow), the SLRM
registers the selected tumour with the point clicked by the
user.

Optical tracking has been used in this study. However, in
a real situation surgical tools like the LUS would be electro-
magnetically tracked, as the optical tracking systems require
line of sight and are not able to track the movements of the
articulated tip once within the abdomen.

As aforementioned, the SLRM applies a rigid transforma-
tion on the virtual model. Therefore, anatomical movements
like respiratory motion, or pneumoperitoneum, are not taken
into account. These factors could result in deformations on
the liver of several centimetres [18].However, due to the local
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Fig. 3 SLRM image-to-patient registration steps: a initial location of
tool as to sample the orientation; b the virtual model is oriented accord-
ingly to the acquired orientation; c the reference point is marked with

the pointer on the phantom; and d complete registration of the virtual
model after manually sampling the reference point

registration using the LUS, the effect of these deformations
can be reduced locally on the registered lesion.

Abdominal Intraoperative and Laparoscopic
Ultrasound Phantom IOUSFAN

For this experiment, an Abdominal Intraoperative and
Laparoscopic Ultrasound Phantom IOUSFAN (Kyoto
Kagaku Co., Ltd., Japan) [19] was used (see Fig. 5). The
phantom contains themost relevant abdominal structures and
includes different types of lesions within each of them. The
whole phantom is contained in a rigid case, where fiducial
reference markers were attached before acquiring MR and
CT scans.

Preoperative data

The MR T2 DICOM data were imported in the navigation
system, though the same results could be obtained using

other image modalities. A 3D reconstruction of the IOUS-
FAN phantom is shown in Figs. 3 and 4.

Navigation equipment

US images were acquired with a SonixMDP US scanner
(Ultrasonix Medical Corp., Richmond, Canada) and a L14-
5/38 linear transducer (Prosonic Gyeongbuk, South Korea),
as seen in Fig. 6a. A tracking frame with reflective markers
was attached to the US probe and the table, becoming the lat-
ter the OR reference frame. A grid was fixed to the table with
a resolution of centimetres, to measure the displacements
of the phantom. A surgical pointer with reflective markers
was used to register the landmarks. The POLARIS Spectra®

(Northern Digital® Inc., Canada) and NDI® spherical pas-
sive retro-reflective markers were used for optical tracking
[20]. Figure 6a and b shows the experiment set-up.

The US probe spatial calibration was verified using the
evaluation wire phantom used in [21] and the Wire Widget
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Fig. 4 SLRM registration of a lesion (green point) using the US image. a Before and b after the registration

of CustusX [9]. The verification process compares the centre-
line of 3DUS reconstructions of the wires with the calibrated
virtual model, where the crossing point of the wires is used
as the calibration point. Different trajectories were followed
when scanning, acquiring between 100 and 200 US images
per scan. The surgical pointer was calibrated using the pivot
calibration option available in the Tool Tracker® application
of NDI ToolBox® (20 s scan, 60 Hz), resulting in an aver-
age of 604 valid samples per scan. The average calibration
errors are shown in Table 1. Both calibrations were done
using POLARIS Spectra® for tracking.

Set-up

The IOUSFAN phantom liver is placed on the table, and the
US probe is attached to the case so the same lesion is used
for each displacement and sample (see Fig. 7b) and oriented
to obtain a clear image of the lesion. Using the POLARIS
Spectra® optical tracking system and the reference frame
attached to the table, the US probe and the pointer are tracked
and spatially located (see Fig. 6). The Ultrasonix scanner
streams US images to CustusX through an OpenIGTLink
[22] network.
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Fig. 5 Abdominal Intraoperative and Laparoscopic Ultrasound Phan-
tom IOUSFAN [19]

Fiducial points are manually marked in the virtual model
using CustusX. The image-to-patient registration is accom-
plished using the surgical pointer to sample the landmarks
and the orientation of the phantom.

Table 1 Calibration errors in millimetres of the US probe and the sur-
gical pointer

Instrument US probe Surgical pointer

Average 0.21 0.44

Standard deviation 0.49 0.05

Experiment protocol

The aim of this experiment was to test the feasibility of the
SLRM to be used in future clinical trials. For this, SLRM
was compared to fiducial-based rigid landmark registration
method (FLRM). For both methods, the phantom is moved
ten times by 10, 50 and 100 mm in the frontal and longitudi-
nal axes, independently. After each displacement, the virtual
model is re-registered to correct the displacement using the
same reference points as in the first image-to-patient registra-
tion. The tumour location, tracked with the US, is then used
for verification. The centre of the tumour is manually marked
using the US image and compared to the position of the same
tumour manually marked in the virtual model. The chosen
lesion is located 60 mm away from the registered point.

The initial image-to-patient SLRM is performed by leav-
ing the pointer over the liver and oriented as in Fig. 2 (see
Fig. 7a). Then, the reference point is registered using the
pointer. Because of its easy access, the reference point cho-
sen for this experiment is where the round and the falciform

Fig. 6 a SonixMDPUS scanner, IOUSFAN and tools and frames with optical markers; b POLARIS optical tracking system and CustusX navigation
system
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Fig. 7 a Optical pointer placed on the phantom to perform the image-
to-patient SLRM registration. b US probe attached to the phantom

ligament meet on the liver (Ref_Point in Fig. 3a, d). This
same reference point is used for the re-registration after each
displacement. Nonetheless, as long as the fiducial point can
be located in both the virtual model and the patient anatomy,
users are free to choose any more accessible fiducial point.

For comparison, a FLRM is done using five fiducial mark-
ers distributed over the case of the phantom. The same
procedure is followed as with the SLRM, performing a com-
plete registration after each displacement and tracking the
location of the tumour using the US transducer.

User time, i.e., time required by the user to perform an
image-to-patient registration, is measured for each registra-
tion performed using a chronometer. For the SLRM, the time
measured corresponds to that between the moment the ori-
entation of the tool is recorded and when the reference point
is registered. In the case of the FLRM, the user time is mea-
sured between the sampling of the first and the fifth fiducial
points.

Experimental results

Atotal of 60 target registration error (TRE) [23] sampleswere
computed for each registrationmethod. TheTRE ismeasured
as the Euclidean distance between the centre of the tumour,
found using theUSprobe, and the location of this same lesion
in the virtual model, for each displacement in the frontal and
longitudinal axes (see Experiment protocol). Table 2 shows
the average TRE results. These same values are plotted in
Fig. 8a and b where it can be seen that the average TRE does
not vary greatly with the direction the distance displaced.
The repeatability of each group is computed as the standard
deviation of the mean.

The data were analysed using IBM® SPSS® Statistics
Version 25 software [24]. A p value below 0.05 was consid-
ered statistically significant. SLRM TRE data were analysed
using a one-way ANOVA. Variables were categorized in six
groups according to the displacement and the axis, i.e. X10,
X50, X100, Y10, Y50 and Y100. Levene’s test showed no
difference between the variances of the groups [F(5, 54)�
2.226, p�0.065]. The ANOVAdeemed statistical difference
between themeans [F(5)�2.437, p�0.046]. However,mul-
tiple composition analysis using Tukey’s honest significant
difference and Scheffe’s method showed no statistical dif-
ference between pairs of groups, with a significance level
of 95%. Therefore, the means of the groups are statistically
similar, and thus, SLM is robust against displacements of the
patient.

A one-way ANOVAwas used to compare the TRE for the
two registrationmethods. The samples were grouped accord-
ing to the method, i.e. SLRM or FLRM. Variances of the
groups were found to be statistically different [F(1, 118)�
4.34, p�0.039]. Therefore, a Welch test of equal means was
performed, resulting in statistically dissimilar means [F(1,
113.397)�5004.32, p �0.000]. So, the TRE performance
of SLRM and FLRM is statistically different, FLRM show-
ing the best results.
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Table 2 TRE between the
tumour visualized the US image
and in the MRI scan, using
SLRM and FLRM

Displacement 10 mm 50 mm 100 mm

Displacement axis Frontal Longitudinal Frontal Longitudinal Frontal Longitudinal

SLRM

Average 11.3 11.1 11.3 11.1 10.7 11.3

Standard deviation 0.4 0.7 0.5 0.4 0.4 0.5

Minimum 10.5 10.1 10.3 10.6 10.1 10.4

Maximum 11.8 12.4 11.9 12.0 11.3 12.0

Repeatability 0.11 0.23 0.17 0.12 0.13 0.17

FLRM

Average 4.6 4.7 4.6 5.1 4.4 5.2

Standard deviation 0.2 0.4 0.3 0.4 0.3 0.3

Minimum 4.4 4.3 4.2 4.7 3.7 4.7

Maximum 5.0 5.5 5.1 5.8 4.9 5.6

Repeatability 0.05 0.09 0.11 0.11 0.13 0.08
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Fig. 8 TRE values shown in Table 2 for the SLRM and FLRM in the a
frontal axis and the b longitudinal axis

A total of 60 samples of time were measured for each
method. Statistics are shown in Table 3. The time samples
were classified in SLRM and FLRM and analysed using a T-
test analysis. Statistical differences were found between the
variances of the groups [F(1, 118)�29.994, p �0.000], and

Table 3 User time in seconds for the SLRM and FLRM

Registration method FLRM SLRM

Average 19.63 7.62

Standard deviation 1.68 0.63

Repeatability 0.22 0.08

the test proved the means between the groups to be different
[t(75.292)�51.627, p �0.000]. Therefore, there is a signif-
icant difference in time required between the two methods,
SLRM being faster than FLRM (40% for the current experi-
ment).

Discussion

In this study, the novel SLRM image-to-patient intraoper-
ative registration method is introduced and validated for
clinical use. It is currently implemented in CustusX [9]
IGNP. The experiments tested the capability of the algorithm
to perform intraoperative image-to-patient registration, with
special focus on the complexity of the steps and the required
user time. Experimental set-up comprised of an L14-5/38
linear transducer connected to an UltraSonix SonixMDP
scanner, a surgical pointer, a POLARIS Spectra® optical
tracker, and an IOUSFAN soft tissue abdominal phantom.
Tool calibration was conducted as described in navigation
equipment section. Because theUSprobe is fixed to the phan-
tom case, only the spatial calibration was verified.

During the experiment, the surgical pointer is used for set-
ting the orientation, speeding the initial registration process.
However, it is possible to perform a conventional patient reg-
istration, by using several fiducials or contour registration,
and then keep the resulting orientation of the virtual model
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instead of using a pointer. This may result in a more correct
orientation, improving accuracy during the re-registration
phase in a larger area around the registered point.

The multiple composition statistical analysis of the TRE
shows no correlation between the SLRM TRE performance
and the displacement of the phantom. The reported repeata-
bility values are considered adequate for the presented study.
It is also shown that the TRE is highly correlated to the
registration method, i.e. SLRM or FLRM, FLRM showing
the best results. The user time shows a statistical difference
between methods, being the SLRM faster than the FLRM
(see Table 3).

Therefore, it is concluded that the SLRM image-to-patient
registration is suitable to be integrated in a laparoscopic inter-
vention workflow in combination with a tracked LUS. The
use of SLRM will result in a major improvement in terms
of time consumption without compromising the TRE close
to the registered point. The strategy is to use this simple and
efficient method as a starting point for an intraoperative fine-
tuning registration method based on 3D US data acquired
by the tracked 2D LUS probe, while staging the liver in the
initial phase before resection.

However, itmust be considered that the algorithmassumes
that the user provides the correct orientation of the patient
and the correct location of the reference point. Therefore, the
SLRM TRE is highly dependent on the precision with which
the user samples these parameters. Discrepancies between
the preoperative scans and the position and location of the
patient anatomy during the operation, e.g. anatomical shift
involving rotation, when the liver is mobilized, will be an
additional source of error to be considered. Also, the point-
sampling accuracy of the user when clicking on the US slice
would affect the outcome of the registration, though this
effect is mitigated with the possibility of zoom in the US
image to better aim for the desired point. Further experimen-
tation would be required to quantify the effect of these error
sources; however, this is out of the scope of the current study.
Human accuracy with laparoscopic tools and computer input
devices have been studied in [25–27].

To improve the accuracy at different regions, the surgeon
is able to re-register new points of such areas that can be
visualized in the LUS images. The method matches the
virtual model with the updated location of the intraoper-
atively registered point. Therefore, the proposed method
allows the surgeon to accurately register lesions, especially
in situations where FLRM cannot be performed, e.g. due
to large differences between the preoperative data and the
situation in the OR.

As such, future work will focus on combining the SLRM
algorithmwith more robust or accurate registration methods,
e.g. matching corresponding vessel structures in the virtual
model andUS,where theSLRMcould be beneficial to locally
improve the TRE within a close area around the lesion. Fur-

thermore, deformable registration methods could be used to
further improve the TRE around the registered point using
SLRM.

Conclusion

This study introduces the novel SLRM using an open-source
platform for US-based navigation in laparoscopy. SLRM has
been shown suitable to be integrated in the normal work-
flow of a laparoscopic surgical procedure. Furthermore, the
accuracy of the tracking system, the calibration and the reg-
istration are well within the recommended surgical margin
limits for hepatectomy interventions [12, 21].

Reduced user time and simple steps are two of the prin-
cipal advantages of the proposed method, together with the
possibility of performing the image-to-patient registration
during the preparation of the patient and intraoperatively
using the LUS. Thus, providing real-time and accurate infor-
mation of the anatomy of the organ to the surgeon in the
neighbourhood of the registered point, where other registra-
tion methods may not be applicable.

In the current implementation, the SLRM performs rigid
transformations over the image data. Thus, the algorithm is
sensitive to factors such as the point-sampling accuracy of
the user when clicking on the centre of the lesion.

Therefore, future work will focus on integrating SLRM
with more robust registration techniques. Furthermore,
SLRM can be combined with deformable registration algo-
rithms to improve accuracy in real time in the region around
the lesion.
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ABSTRACT
Purpose: This study aims to evaluate the accuracy of point-based registration (PBR) when used
for augmented reality (AR) in laparoscopic liver resection surgery.
Material and methods: The study was conducted in three different scenarios in which the
accuracy of sampling targets for PBR decreases: using an assessment phantom with machined
divot holes, a patient-specific liver phantom with markers visible in computed tomography (CT)
scans and in vivo, relying on the surgeon’s anatomical understanding to perform annotations.
Target registration error (TRE) and fiducial registration error (FRE) were computed using five ran-
domly selected positions for image-to-patient registration.
Results: AR with intra-operative CT scanning showed a mean TRE of 6.9mm for the machined
phantom, 7.9mm for the patient-specific phantom and 13.4mm in the in vivo study.
Conclusions: AR showed an increase in both TRE and FRE throughout the experimental studies,
proving that AR is not robust to the sampling accuracy of the targets used to compute image-
to-patient registration. Moreover, an influence of the size of the volume to be register was
observed. Hence, it is advisable to reduce both errors due to annotations and the size of regis-
tration volumes, which can cause large errors in AR systems.
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Introduction

Image-guided surgery (IGS) systems aim to provide
navigation to surgeons in order to improve the accur-
acy and safety of the procedures. IGS utilizes com-
puter-based systems to provide virtual image overlays
and target the surgical sites [1]. In the past 30 years,
with the technological advances in computer science
and medical imaging, IGS has greatly expanded [1–3].
IGS combines medical images, such as magnetic res-
onance imaging (MRI) or computed tomography
(CT), with the intra-operative images shown during
the surgery to the surgeon through a laparoscope
camera, endoscope camera or ultrasound (US) image.
This information is displayed to surgeons either
through 3D models on separate monitors or overlaid
as augmented reality (AR). Instrument tracking tech-
nologies are used in IGS to provide reliable

information regarding position and orientation of sur-
gical instruments. Moreover, tracking technologies are
also used for registration tasks [4].

This study’s field of application of IGS is
Liver Laparoscopic Resection Surgery (LLRS).
Conventionally, before LLRS, the patient undergoes
volumetric scans, such as CT or MRI, to diagnose and
to plan optimal treatment. These scans, known as pre-
operative scans, are used by the surgeons to plan the
removal of tumours from the liver [5]. However, when
the patient is on the surgical table, his/her position and
orientation are different from the scanning position.
For this reason, surgeons use their understanding of
the anatomy of the liver and intra-operative imaging
modalities (such as laparoscopic video and US) to spa-
tially correlate the anatomy of the liver to the
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diagnostic CT or MRI scans. This approach may not
only introduce inaccuracies, but also makes the surgery
more dependent on the experience of the surgeon.
Moreover, in laparoscopic surgery, pneumoperitoneum
(inflation of the patient’s abdomen) is always per-
formed to have sufficient space to introduce laparo-
scopic instruments and the laparoscopic camera into
the abdomen. This is problematic because pneumoperi-
toneum also deforms the shape of the organs [6], mak-
ing the anatomical correlation with the CT scan even
more complicated for the surgeon.

IGS can help the surgeon avoid an intra-operative
unfavourable incidence by providing surgical navigation.
This is becoming more important especially because par-
enchyma-sparing (PS) liver resection has become a
standard surgical treatment for colorectal liver metastases
(CRLM) [7] because it facilitates repeated liver resec-
tions, which can increase survival [8]. During these pro-
cedures, lesions need to be located intra-operatively,
resection performed with planned margin, and vessels
cut at optimal locations. IGS can provide surgeons with
an overview of the vascular structures, position of the
lesion, etc. directly in the operating field. For example,
for resection in posterosuperior liver segments, which in
some cases are more complicated than formal resections
due to accessibility and visibility [9], IGS could be used
to focus attention in the correct direction and on the
structure where the lesion is located.

Within IGS, AR is a computer vision technique in
which computer-generated images are superimposed
onto video frames to enhance the visualization and

improve the spatial understanding of the scene. In IGS,
AR is achieved via superposition of 3D reconstructions
of segmented medical volumes, such as the CT scan, of
structures of interest (e.g. tumours or blood vessels as
shown in Figure 1), on the laparoscope camera [10].

This study aims to understand the influence of
human-induced error for AR on the laparoscope cam-
era during LLRS. This experimental work studies AR
accuracy in three experiments: an accuracy verifica-
tion phantom, a patient-specific liver phantom and an
in vivo porcine model with intra-operative CT scan.

Material and methods

Background methodology

In LLRS, the surgeon conventionally performs surgery
visualizing the organs through the video of a laparo-
scopic camera, together with assistance of medical
images and, when available, 3D reconstructed surface
models through segmentation. All this information can
be displayed on a separate screen within the OR (as
shown in Figure 1) or can be combined to the laparo-
scope perspective into AR (as shown in Figure 2). As
aforementioned, this study focuses on AR. The following
chapter describes the main algorithms used to achieve
AR in this study: hand-eye camera calibration, point-
based registration (PBR) and AR re-projection.

Hand-eye camera calibration
‘Hand-eye’ camera calibration was coined in the
robotics field [11]. In IGS for LLRS, hand-eye camera

Figure 1. Use of segmentation models and CT scans as a navigation map for laparoscopic liver resection surgery.
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calibration aims to compute the transformation
between a stereo laparoscope camera (the ‘eye’),
ENDOEYE flex3D (Olympus, Tokyo, Japan), and the
instrument markers rigidly attached to the camera
(the ‘hand’), as shown in Figure 3. Instrument track-
ing was achieved in this study using the optical track-
ing system Polaris Spectra (NDI, Waterloo, Canada).
Optical markers were rigidly attached to the laparo-
scope camera using an NDI Polaris Rigid Body (Part
Number 8700449). The six degrees of freedom of the
laparoscope camera were then tracked at a sampling
rate of 60Hz. To perform camera calibration and
hand-eye camera calibration, a calibration plate with a
96-dot pattern, with four optical markers at accurately
machined locations, was manufactured by Cascination
(Cascination, Bern, Switzerland). In this study, the left
channel of the stereo laparoscope camera was cali-
brated and used for AR evaluation. The calibration
plate is white with laser-printed black circles,

OpenCV algorithms were used for detection of the
ellipsoidal centroids and for camera calibration [12].
To compute hand-eye calibration, Equation (1) could
have been used in order to compute the hand-eye
calibration transform from a single pose (i.e. TM

C ,
according to Figure 3)

TM
C ¼ TM

O � TO
S � TS

SC � TSC
C (1)

where O is the coordinate system for the optical
tracking system, M for the optical markers attached
to the laparoscope camera, S for the optical markers
on the calibration plate, SC for the calibration plate
and C is the coordinate system origin for the camera
pose. The notation used in this paper indicates as
superscript the coordinate system with respect to
which the transformation is applied, and subscripted
is the towards which coordinate system. Moreover, all
transformations described in this study are 4� 4
matrices in homogeneous coordinates. TM

O and TS
O are

Figure 2. Frames of AR showing re-projected blood vessel structures in the phantom (left) and the in vivo study (right).

Figure 3. Hand-eye camera calibration transformation diagram, from the laparoscope camera (C) to the optical markers attached
to it (M).
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provided by the optical tracking system, whereas TS
SC

is obtained though pose estimation of the calibration
plate according to Zhang [12]. The calibration plate
was manufactured so that the axes and origins of S
and SC coincide, therefore, for this study, TS

SC is a
4� 4 identity matrix.

In order to improve both accuracy and reliability
of the hand-eye camera calibration, instead of using
Equation (1), the authors of this study implemented a
multiple posed (N-posed) hand-eye camera calibra-
tion, based on Lee et al. [13]. In order to extend the
set of equation for multiple (N) poses, we can rewrite
Equation (1) as follows:

I � RM
O

� ��1
Z9, 3

Z3, 9 RM
O

� ��1

2
4

3
5
1

..

.

I � RM
O

� ��1
Z9, 3

Z3, 9 RM
O

� ��1

2
4

3
5
N

2
66666666664

3
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� vec RM

C

� �
tMC

" #

¼

vec RO
C

� �
tOC þ RM

O

� ��1 � tMO

" #
1

..

.

vec RO
C

� �
tOC þ RM

O

� ��1 � tMO

" #
N

2
6666666664

3
7777777775

(2)

Minimization of this linear system of matrices
through least squares estimation results in matrix TM

C :

More information regarding the accuracy and theory
of the algorithms is available from studies by Lee
et al. [13] and Lai and Shan [14].

Point-based registration
In the medical field, image registration aims to estab-
lish spatial correspondences between volumetric data-
sets [15]. The alignment between volumetric CT/MRI
images (and segmented models) to the liver configur-
ation when the patient is on the operating table is a
field of image registration known as image-to-patient
or image-to-physical registration. Two solutions are
most commonly in use in the literature to perform
image-to-patient registration: PBR [16] and the single
landmark registration method [17]. Both algorithms
work by sampling and matching a set of correspondent
positions between coordinate systems. Within this
study, PBR was implemented and tested to connect the
image space I (the CT/MRI coordinates) and the
patient’s position on the surgical table P. Consequently,
image-to-patient registration is represented by trans-
form TP

I : To achieve AR on the camera perspective,
we use image-to-patient registration to transform the
image coordinates I into camera coordinates C, as
shown in Figure 4 following the equation:

TC
I ¼ TM

C

� ��1 � TM
O � TO

P � TP
I (3)

However, if the points used for registration are
already with respect to the optical tracking system,
transformation TO

P will be an identity matrix. This
can happen if we are registering to coordinate system
O by sampling positions using an optically
tracked instrument.

Re-projection of volumes in augmented reality
To complete the AR after Equation (3), re-projection
of 3D volumes to 2D images was performed using an
additional transformation, commonly referred to as

Figure 4. AR transformation diagram which combines hand-eye calibration and image-to-patient registration.
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the perspective projection matrix or camera intrinsic
matrix [12]. Re-projection of models in the I (Image)
coordinate system as AR on the camera view can be
performed through Equation (4):

s
u
v
1

2
4

3
5 ¼ fx c u0

0 fy v0
0 0 1

� �
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

K

� TM
C

� ��1 � TM
O � TO

P � TP
I �

x
y
z
1

2
664

3
775

(4)

where u and v are the 2D positions on the image
plane in pixels, x, y, z are the 3D positions in the P
coordinate system and matrix K is the intrinsic
parameters matrix, computed through camera calibra-
tion. t is a nonhomogeneous transformed vector 3D
positions in C coordinates (3� 1 vector of the result-
ing 4� 1 transformed points). Rectification parame-
ters are also used during projection of the volumes.

Experimental protocol

The experiment protocol of this study aims to exam-
ine the influence of human errors (registration-related
errors) on AR re-projection errors. The algorithms to
generate the AR were kept consistent throughout each
experiment. Three experiments were conducted with
decreasing accuracy of sampling positions during

image-to-patient registration. The first experiment
makes use of a precisely machined, custom built
optical validation phantom which follows ASTM
standard F2554-10 for optical tracking accuracy meas-
urement, described by Teatini et al. [4]. The second
experiment evaluates AR accuracy on a patient-spe-
cific liver phantom with markers visible in the CT.
Finally, in order to test the AR in a fully clinical scen-
ario, the algorithms described above were tested
through a porcine experiment (in vivo model).

For each experiment, image-to-patient registration
was performed multiple times, always using five regis-
tration landmarks and the rest of the landmarks to
compute the inaccuracy of the AR. Re-projection
error in AR was computed as distance between manu-
ally annotated positions (ground truth positions) and
their correspondent re-projected positions on the AR
frames, as done also by Teatini et al. [18]. An
example of the re-projected points, for all three
experiments, is visible in Figure 5. Two parameters
were evaluated in this study: fiducial registration error
(FRE) and target registration error (TRE). FRE repre-
sents the accuracy of re-projected markers used to
compute image-to-patient registration, and TRE the
accuracy for all other points across the rest of the vol-
ume [16]. Both errors are computed as re-projection
errors. These TRE and FRE fully represent, in our

Figure 5. AR frames for each experiment procedure, validation phantom (left top), liver phantom (right top) and in vivo study
(bottom). The registration targets were manually annotated from the frames, TRE and FRE were computed as the distances to the
re-projected corresponding dots.
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opinion, the accuracy of AR in terms of how well re-
projected volumes are in comparison to ground truth
positions. Moreover, to provide the reader with FRE
and TRE of the AR in millimetres, and not only in
pixels, the authors make use of the inverse of matrix
K in Equation (4), as described by Thompson
et al. [19].

Validation phantom
The optical validation phantom was custom produced
with 28 titanium target divot pins designed for TRE
calculation on various planes and orientations, more
details are available in [4]. Based on the algorithms pre-
viously described, the divot pins were registered and
then re-projected onto the laparoscope frame as AR
(shown in Figure 5). In this scenario, the accuracy of
sampling registration targets is very good because they
are precisely machined targets at measured locations.

Liver phantom
The patient-specific liver phantom is a phantom
designed based on the CT scans of a patient. The liver
phantom used throughout the experiments was pro-
duced by the ARTORG research centre (ARTORG,
Bern, Switzerland) according to Pacioni et al. [20].
Fourteen stainless steel metallic M6 washers were glued
around the whole surface of the liver phantom and
served as landmarks. An intra-operative SOMATON
Definition Edge CT scan (SIEMENS, Munich,
Germany) was used to obtain a CT scan in the OR
with the liver phantom positioned on the surgical table.
The washers were segmented from the CT scan
through intensity-based thresholding and clustered into
positions through fuzzy means classification.

In comparison to the previous experiment on the
validation phantom, the liver phantom introduces
more inaccuracy in determining the correct positions
to sample. This is due to the deformability of the
phantom as well as the fact that the surgeon has to
aim to the centre of the washers with a tracked
pointer, instead of using precisely machined divot
holes. Moreover, the 3D spatial locations of the
markers are not precisely measured (clustered from
the CT scan, as aforementioned), which further
increases the sampling error.

In vivo model
The pre-clinical trial was necessary to calculate the AR
accuracy in a more realistic clinical scenario: the posi-
tions for PBR are points sampled directly on the liver
surface. For this reason, they are neither visible in the
CT scan (like the metallic washers in the liver

phantom), nor precisely machined divot positions (as
in the validation phantom). Hence, the correspondence
between the positions in the CT scan and the laparo-
scopic camera perspective is based on the surgeon’s
anatomical understanding of the liver when required to
annotate the locations sampled laparoscopically on the
CT scan. An in vivo model of 59.5 kg was positioned
on the surgical table in an OR equipped with the
intra-operative CT scanner. After establishing the
pneumoperitoneum to 13mmHg through a Veress
needle, an intra-operative CT scan was performed.
Intra-operative imaging was performed rather than
pre-operative imaging to minimize the inaccuracy due
to soft-tissue deformation due to pneumoperitoneum.
Successively, through an optically tracked monopolar
cauterizer (Aesculap, Tuttlingen, Germany) 15 cauter-
ization marks (ablation marks) were performed by the
surgeon on the liver surface across the whole visible
surface (similarly to [15]).

Reproducing the previous experiments, five of the
targets were used to perform image-to-patient regis-
tration, whereas the other 10 were used to compute
the accuracy. The cauterization marks performed on
the liver surface were matched with the annotations
made by the surgeon on a segmentation model of the
liver parenchyma from the intra-operative CT scan.

This experiment relied on the surgeon’s anatomical
understanding to calculate the positions of the land-
marks on the CT scan. These annotation errors are
computed through fiducial localization error (FLE)
[21]. FLE was evaluated by laparoscopic insertion of
needles at the centre location of the ablation marks,
as to provide approximate ground truth positions for
the annotations (approximate because insertion of the
fiducials can cause some deformation to the liver tis-
sue; moreover, segmentation and reconstruction
errors may also present).

Results

For each experiment, a total of 100AR frames were
manually annotated to evaluate TRE and FRE. Five
markers were used for registration and the rest for
accuracy evaluations. Table 1 summarizes the average
TRE for all three experiments for each registration
procedures in millimetres.

Validation phantom

A total of 748 re-projected divot positions were
used to evaluate TRE and 164 for FRE. The
average TRE across registrations was found to be
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m¼ 6.87mm, with standard deviation of r¼ 1.95mm.
FRE resulted in m¼ 6.93mm, with standard deviation
of r¼ 1.29mm.

Liver phantom

A total of 1403 re-projected metallic marker centroid
positions were used to evaluate TRE and 450 for FRE.
The average TRE across registrations was found to be
m¼ 7.85mm, with standard deviation of r¼ 6.19mm.
FRE resulted in m¼7.13mm, with standard deviation
of r¼ 5.68mm.

In vivo model

A total of 3074 re-projected cauterization points were
used in order to compute TRE and 1137 for FRE.
The average TRE across registrations was found to
be m¼ 13.37mm, with standard deviation of
r¼ 6.25mm. FRE resulted in m¼ 11.84mm, with
standard deviation of r¼ 6.44mm. FLE, computed as
the rms between the inserted fiducials and the cauter-
ization points annotated was, on average, 16.40mm.

Because of non-normality of parts of the data, six
Kruskal-Wallis tests were conducted in SPSS (IBM,
Armonk, NY) to compare the TRE and FRE across
registration procedures for each experiment.
Significant differences (p< .05) between registration
procedure accuracies were found for the validation
phantom, for both TRE and FRE, v2(9)¼ 290.06,
p¼ 3.34E�57 and v2(9)¼ 78.69, p¼ 2.93E�13, respect-
ively. No significant differences were found for the
liver phantom TRE but for the FRE v2(9)¼ 21.28,
p¼ .011. Significant differences between registration
procedures were found for TRE and FRE the in vivo
experiment, v2(9)¼ 152.04, p¼ 3.33E�28 and v2(9)¼
29.96, p¼ .00045, respectively.

Successively, an additional Kruskal-Wallis test
(because of non-normality of the data) showed that

there was a statistically significant difference between
the different experiments in terms of TRE,
v2(2)¼ 1223.61, p¼ 1.976E�266, with a mean rank
score of 1666.21 for the validation phantom, 1781.41
for the liver phantom and 3222.93 for the in vivo
study. FRE also revealed significant differences,
v2(2)¼ 254.72, p¼ 4.88E�56, with a mean rank score
of 668.46 for the validation phantom, 595.34 for the
liver phantom and 1017.01 for the in vivo study.

Discussion

Based on the results obtained from the three experi-
ments, the accuracy with which a position is anno-
tated on a CT scan volume affects both the TRE and
FRE in AR. This is inferred from the comparison
between the results in the validation phantom and
liver phantom, where points are measured or auto-
matically clustered, and the results on the in vivo
model, which depends on human interaction
through annotation.

It is noteworthy to mention that, although the
average TREs and FREs of the validation and the liver
phantoms are very similar, TRE varies significantly
between registration procedure in the validation
phantom but not for the liver phantom. This can be
explained by the differences in sizes between the
volumes to be registered. The validation phantom
presents a volume of 4320 cm3, whereas the patient-
specific phantom is 1882 cm3 (the in vivo liver was
2393 cm3). Moreover, the validation phantom targets
are partially symmetrical, and some positions are
almost collinear (as can be seen in Figure 5).
Sampling of five positions across the volume was per-
formed randomly in each of the experiments.
Therefore, depending on the positions of the targets,
a larger volume will be more affected than a smaller
volume. Based on these results, for registration of
large volumes, it is preferable to use a larger number

Table 1. Results of TRE and FRE in (mm) for each experiment, separated into registration procedure, with standard deviation.

Registration

Validation phantom
TRE
(mm)

Validation phantom
FRE
(mm)

Liver phantom
TRE
(mm)

Liver phantom
FRE
(mm)

In vivo study
TRE
(mm)

In vivo study
FRE
(mm)

1 8.57 ± 2.83 9.02 ± 1.2 7.32 ± 5.53 7.72 ± 8.03 13.07 ± 5.44 12 ± 5.37
2 8.44 ± 1.84 7.39 ± 0.96 7.51 ± 6.06 6.69 ± 6.05 11.72 ± 6.3 10.6 ± 6.24
3 4.95 ± 1.26 5.46 ± 0.93 8.02 ± 6.85 6.68 ± 5.66 11.21 ± 5.53 10.63 ± 5.86
4 6.08 ± 1.41 6.94 ± 0.77 9.15 ± 7.17 7.25 ± 5.49 12.85 ± 4.89 11.89 ± 6.62
5 8.72 ± 6.08 7.92 ± 4.73 7.57 ± 5.92 6.45 ± 5.77 14.08 ± 6.86 12.71 ± 6.1
6 5.7 ± 1.15 7.37 ± 1.87 8.25 ± 6.14 8.56 ± 5.01 12.16 ± 6.17 12.21 ± 5.87
7 5.9 ± 1.57 4.93 ± 0.54 7.12 ± 5.76 7.88 ± 6.47 14.25 ± 6.97 12.67 ± 8.07
8 8.41 ± 1.52 7.53 ± 0.86 8.09 ± 6.4 5.18 ± 3.94 14.99 ± 5.52 12.58 ± 6.11
9 4.82 ± 0.48 5.5 ± 0.24 6.99 ± 5.69 9.16 ± 7.06 13.89 ± 6.69 12.99 ± 6.83
10 7.08 ± 1.35 7.3 ± 0.85 8.44 ± 6.42 5.7 ± 3.3 15.48 ± 8.07 10.09 ± 7.33
Mean 6.87 ± 1.95 6.93 ± 1.29 7.85 ± 6.19 7.13 ± 5.68 13.37 ± 6.25 11.84 ± 6.44

Note that the registration targets are not related between experiments.
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of targets to compute the image-to-patient registration
and possibly better spatial disposition of these targets
with respect to the volume (such as ensuring non-col-
linearity between registration targets or closeness to
areas of interest such as tumours).

The statistical differences between TRE and FRE in
the in vivo study may depend on the FLE for the cau-
terization markers used to compute image-to-patient
registration. If, e.g. the accuracy of annotating a pos-
ition were to be inexact, this could greatly affect the
image-to-patient registration matrix, causing an
increase in both TRE and FRE (meaning, a decrease
in AR accuracy). In order to mitigate the effect of
sampling error in PBR, the authors propose using
intra-operative fiducials on the liver surface, which
could be removed post-surgery (or made of biocom-
patible/biodegradable material). These fiducials could
be detected in the intra-operative CT/MRI scan and
used to perform PBR. This would probably reduce
the sampling error to the accuracy evaluated in the
liver phantom testing (it would greatly reduce FLE)
and may greatly improve the accuracy of the AR re-
projection. However, this may prolong and complicate
the surgical procedure.

Within this study, targets located on the centre of
the liver surface were the most complicated to be
annotated correctly and should therefore be avoided.
Alternatively, using targets on the edges of the liver
could also reduce FLE (if the parenchyma were rigid
enough during sampling). Positions that are also sta-
ble in the liver include intersections of the paren-
chyma with major blood vessels (such as the portal
vein) or bifurcations of blood vessel structures. These
structures can serve as solid registration targets; how-
ever, they can only be sampled from within the liver
after resection.

Some limitations to this study include the fact that
the scan used to perform AR was intra-operative,
which is currently not within the surgical workflow
for most hospitals. Pre-operative imaging does not
account for intra-operative deformations, such as
pneumoperitoneum (static deformations); hence, inac-
curacies due to the non-rigidity of the liver would be
present in the current surgical workflow, as men-
tioned by Thompson et al. [19,22]. However, intra-
operative CT and MRI scanners are under production
for Hybrid OR suites, and show very large increases
in AR accuracy and alternative methods of acquiring
intra-operative data (such as stereo surface recon-
struction [23] or laparoscopic US [24]) could be used.
Alternatives to intra-operative imaging, such as the
use of biomechanical modelling are a valid solution,

as described in [25–28], but may be affected by the
need of estimating of viscoelastic properties of soft
tissue and boundary conditions. If elastography were
to be used to characterize the viscoelasticity of the tis-
sue, and the boundary conditions were known for
each patient, biomechanical modelling could be used
to account for deformations.

It would be interesting to study the effect of spatial
disposition of registration targets across volumes of
variable size, to validate the assumption that the vol-
ume changes caused the differences in accuracy
between the validation phantom and the other experi-
ments. Moreover, another limitation to the study is
that the cauterization marks were performed on the
liver surface and might not represent fully the error in
the depth axis. However, the marks were performed
across the liver as deep as possible towards the dia-
phragm, which allowed us to calculate TRE and FRE
for positions at various depths, though not as much as
a blood vessel or a tumour deep within the tissue.
Another limitation is the fact that both camera calibra-
tions and hand-eye calibrations are performed as they
would be in a surgical environment, without thorough
refinement of the calibration procedures. Furthermore,
the annotations for PBR could have been performed
by multiple surgeons to further validate the hypothesis
that annotations (FLE) could cause significant differen-
ces in terms of registration accuracy for AR.

The investigated inaccuracy in terms of TRE and
FRE is larger than that accepted by surgeons.
However, the use of AR, complemented with intra-
operative US, could still be useful for visualization of
the structures in the resection field. Thus, it might
help surgeons better understand spatial distribution of
anatomical structures and lead to safer surgery. Even
with current quality, where resection lines cannot be
followed blindly due to the system’s inaccuracy, there
is still clinical value in the use of this AR system,
especially for spatial understanding.

Conclusions

This study aims to show that accuracy in sampling
registration targets can contribute to decreases/
increases in the accuracy of the AR through PBR. The
laparoscope camera, CT scanner, optical markers and
algorithms used were consistent throughout all
experiments, the only difference was the volumes to
be registered. Results show that the accuracy through
PBR can change based on the accuracy in sampling
the positions to compute image-to-patient registra-
tion, possibly also the size of the volume to be
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registered and spatial disposition of registration tar-
gets used to perform image-to-patient registration.

The overall accuracy for the AR in terms of TRE for
the in vivo model was around 13mm, and 11mm in
terms of FRE. However, the results also say that the
TRE AR accuracy can worsen greatly based on the
registration procedure, if the targets are based on
the surgeon’s annotations (TRE can result to be larger
than a centimeter, as shown in Table 1 and validated in
other studies [22,18]).

The main indication for liver resection is CRLM in
the western world. If the proposed solution were to
be used for clinical use in CRLM, the error for the
AR should not exceed 6mm of inaccuracy according
to the authors. The reason is that 6mm are acceptable
for surgeons because the safety margin for CRLM
(resection margin) is 1–3mm [29], and normally, sur-
gery is planned with a 1 cm margin. Therefore, a
planned resection line with 1 cm of margin using an
AR with 6mm of error, will allow 3mm of space in
addition to the 1mm safety margin.

Based on the results of this study, it is necessary to
improve the image-to-patient registration, possibly
with the use of user-independent fiducials for regis-
tration and a smaller volume to be registered. Overall,
improvements of this AR system are necessary; how-
ever, we have proven that better sampling accuracy
can lead to much better accuracies, which will allow
AR to be of use for surgery.
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1*, André Pedersen1,2,3, Egidijus Pelanis4, David Bouget1,

Shanmugapriya Survarachakan5, Thomas Langø1,6, Ole-Jakob Elle4, Frank Lindseth5

1 Department of Health Research, SINTEF, Trondheim, Norway, 2 Department of Clinical and Molecular

Medicine, Norwegian University of Technology (NTNU), Trondheim, Norway, 3 Clinic of Surgery, St. Olavs

hospital, Trondheim University Hospital, Trondheim, Norway, 4 The Intervention Centre, Oslo University

Hospital, Oslo, Norway, 5 Department of Computer Science, Norwegian University of Science and

Technology (NTNU), Trondheim, Norway, 6 Research Department, Future Operating Room, St. Olavs

hospital, Trondheim University Hospital, Trondheim, Norway

* javier.perezdefrutos@sintef.no

Abstract

Purpose

This study aims to explore training strategies to improve convolutional neural network-

based image-to-image deformable registration for abdominal imaging.

Methods

Different training strategies, loss functions, and transfer learning schemes were considered.

Furthermore, an augmentation layer which generates artificial training image pairs on-the-

fly was proposed, in addition to a loss layer that enables dynamic loss weighting.

Results

Guiding registration using segmentations in the training step proved beneficial for deep-

learning-based image registration. Finetuning the pretrained model from the brain MRI data-

set to the abdominal CT dataset further improved performance on the latter application,

removing the need for a large dataset to yield satisfactory performance. Dynamic loss

weighting also marginally improved performance, all without impacting inference runtime.

Conclusion

Using simple concepts, we improved the performance of a commonly used deep image reg-

istration architecture, VoxelMorph. In future work, our framework, DDMR, should be vali-

dated on different datasets to further assess its value.
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Introduction

For liver surgery, minimally invasive techniques such as laparoscopy have become as relevant

as open surgery [1]. Among other benefits, laparoscopy has shown to yield higher quality of

life, shorten recovery time, lessen patient trauma, and reduce blood loss with comparable

long-term oncological outcomes [1]. Overcoming challenges from limited field of view to

manoeuvrability, and a small work space are the foundations of laparoscopy success. Image-

guided navigation platforms aim to ease the burden off the surgeon, by bringing better visuali-

sation techniques to the operating room [2, 3]. Image-to-patient and image-to-image registra-

tion techniques (hereafter image registration) are at the core of such platforms to provide

clinically valuable visualisation tools. The concept of image registration refers to the alignment

of at least two images, matching the location of corresponding features across images in order

to express them into a common space. Both rigid and non-rigid registration are the two main

strategies to define the alignment between the images. Rigid registration uses affine transfor-

mations, which are quicker to compute but less accurate as these are applied globally. Non-

rigid registration, also known as deformable registration, defines a diffeomorphism, i.e., a

point-to-point correspondence, between the images. However, non-rigid registration comes at

the expense of higher computational needs and thus hardware constraints might hinder the

development and deployment of such algorithms. In medicine, image registration is manda-

tory for fusing clinically relevant information across images; groundwork for enabling image-

guided navigation during laparoscopic interventions [4, 5]. Additionally, laparoscopic preop-

erative surgical planning benefits from abdominal computed tomography (CT) to magnetic

resonance imaging (MRI) registration to better identify risk areas in a patient’s anatomy [6].

During laparoscopic liver surgeries, intraoperative imaging (e.g., video and ultrasound) is

routinely used to assist the surgeon in navigating the liver while identifying the location of

landmarks. In parenchyma-sparing liver resection (i.e., wedge resection) for colorectal liver

metastasis, a minimal safety margin around the lesions is defined to ensure no recurrence and

spare healthy tissue [7]. When dealing with narrow margins and close proximity to critical

structures, a high accuracy in the registration method employed is paramount to ensure the

best patient outcome. Patient-specific cross-modality registration between images of different

nature (e.g., CT to MRI) is practised [8], yet being a more complex process compared to

mono-modal registration.

The alignment of images can be evaluated through different metrics based either on inten-

sity information from the voxels, shape information from segmentation masks, or spatial

information from landmarks’ location or relative distances. The most common intensity-

based similarity metrics are the normalised cross-correlation (NCC), structural similarity

index measure (SSIM), or related variations [9, 10]. For segmentation-based metrics, the most

notorious are the Dice similarity coefficient (DSC) and Hausdorff distance (HD) [11]. How-

ever, target registration error (TRE) is the gold standard metric for practitioners, conferring a

quantitative error measure based on the target lesion location across images [12].

Research on the use of convolutional neural networks (CNNs) for image registration has

gained momentum in recent years, motivated by the improvements in hardware and software.

One early application of deep learning-based image registration (hereafter deep image registra-

tion) was performed by Wu et al. [13]. They proposed a network built with two convolutional

layers, coupled with principal component analysis as a dimensionality reduction step, to align

brain MR scans. Expanding upon the concept, Jaderberg et al. [14] introduced the spatial

transformer network, including a sampling step for data interpolation, allowing for gradients

to be backpropagated. Hence, further enabling neural network deformable image-to-image

registration applications. Publications on CNNs for image-registration show a preference for
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encoder-decoder architectures like U-Net [15], followed by a spatial transformer network, as

can be seen in Quicksilver [16], VoxelMorph [9], and other studies [17]. Mok et al. [18] pro-

posed a Laplacian pyramid network for multi-resolution-based MRI registration, enforcing

the non-rigid transformation to be diffeomorphic.

The development of weakly-supervised training strategies [19, 20] enabled model training

by combining intensity information with other data types (e.g., segmentation masks). Inten-

sity-based unsupervised training for non-rigid registration was explored for abdominal and

lung CT [21, 22]. Building cross-modality image registration models through reinforcement

learning has also been explored [23]. However, semi-supervised training of convolutional

encoder-decoder architectures has been favoured for training registration models and produc-

ing the displacement map [24].

In our study, the focus is brought towards improving the training scheme of deep neural

networks for deformable image registration to cater more easily to use-cases with limited data.

We narrowed the scope to mono-modal registration, and the investigation of transfer learning

across image modalities and anatomies. Our proposed main contributions are:

• an augmentation layer for on-the-fly data augmentation (compatible with TensorFlow GPU

computational graphs), which includes generation of ground truth samples for non-rigid

image registration, based on thin plate splines (TPS), removing the need for pre-computa-

tion and storage of augmented copies on disk,

• an uncertainty weighting loss layer to enable adaptive multi-task learning in a weakly-super-

vised learning approach,

• and the validation of a cross-anatomy and cross-modality transfer learning approach for

image registration with scarce data.

Materials and methods

Dataset

In this study, two datasets were selected for conducting the experiments: the Information

eXtraction from Images (IXI) dataset and Laparoscopic Versus Open Resection for Colorectal

Liver Metastases: The Oslo-CoMet Randomized Controlled Trial dataset [1, 25].

The IXI dataset contains 578 T1-weighted head MR scans from healthy subjects collected

from three different hospitals in London. This dataset is made available under the Creative

Commons CC BY-SA 3.0 license. Only T1-weighted MRIs were used in this study, but other

MRI sequences such as T2 and proton density are also available. Using the advanced normali-

zation tools (ANTs) [26], the T1 images were registered to the symmetric Montreal Neurologi-

cal Institute ICBM2009a atlas, to subsequently obtain the segmentation masks of 29 different

regions of the brain. Ultimately, left and right parcels were merged together resulting in a col-

lection of 17 labels (see the online resource Table A in S1 Appendix). The data was then strati-

fied into three cohorts: training (n = 407), validation (n = 87), and test (n = 88) sets.

The Oslo-CoMet trial dataset, compiled by the Intervention Centre, Oslo University Hospi-

tal (Norway), contains 60 contrast-enhanced CTs. The trial protocol for this study was

approved by the Regional Ethical Committee of South Eastern Norway (REK Sør-Øst B 2011/

1285) and the Data Protection Officer of Oslo University Hospital (Clinicaltrials.org identifier

NCT01516710). Informed written consent was obtained from all participants included in the

study. Manual delineations of the liver parenchyma, i.e., liver segmentation masks, were avail-

able as part of the Oslo-CoMet dataset [4]. Additionally, an approximate segmentation of the

vascular structures was obtained using the segmentation model available in the public
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livermask tool [27]. The data was then stratified into three cohorts: training (n = 41), validation

(n = 8), and test (n = 11) sets.

Preprocessing

Before the training phase, both CT and MR images, as well as the segmentation masks, were

resampled to an isotropic resolution of 1 mm3 and resized to 128 × 128 × 128 voxels. Addition-

ally, the CT images were cropped around the liver mask before the resampling step. Cubic

spline interpolation was used for resampling the intensity images, whereas segmentations were

interpolated using nearest neighbour. The segmentation masks were stored as categorical 8-bit

unsigned integer single-channel images, to enable rapid batch generation during training.

To overcome the scarcity of image registration datasets for algorithm development, we pro-

pose an augmentation layer, implemented in TensorFlow [28], to generate artificial moving

images during training. The augmentation layer allows for data augmentation and preprocess-

ing. The layer features gamma (0.5 to 2) and brightness augmentation (±20%), rotation, and

rigid and non-rigid transformations, to generate the moving images. Data preprocessing

includes resizing and intensity normalisation to the range [0, 1]. The maximum displacements,

rigid and non-rigid, can be constrained to mimic real-case scenarios. In our case, 30 mm and 6

mm respectively. Rotation was limited to 10˚, for any of the three coordinate axes.

The non-rigid deformation was achieved using TPS applied on an 8 × 8 × 8 grid, with a

configurable maximum displacement. Rigid transformations include rotation and translation.

Model architecture

The baseline architecture consists of a modified VoxelMorph model [9], based on a U-Net

[29] variant. The model was used to predict the displacement map, as depicted in Fig 1. After

the augmentation step, the fixed (If) and the generated moving (Im) images were concatenated

into a two-channel volumetric image and fed to the VoxelMorph model. The model returns

the displacement map (F) i.e., a volume image with three channels, which describes the rela-

tive displacement of each voxel along each of the three coordinate axes. Finally, the predicted

fixed image (Ip) is reconstructed by interpolating voxels on the moving image at the locations

defined by the displacement map. This way, the model can be trained by comparing the pre-

dicted image with the original fixed image.

When provided, the segmentations (Sm) are likewise updated using the same displacement

map. The symmetric U-Net architecture was designed with six contraction blocks featuring

32, 64, 128, 256, 512, and 1024 convolution filters respectively. Each contracting block con-

sisted of a convolution with kernel size 3 × 3 × 3 and a LeakyReLU activation function, fol-

lowed by max pooling with stride 2. The decoder blocks consisted of a convolution and a

LeakyReLU activation function, followed by a nearest neighbour interpolation upsampling

layer. The output convolutional layer, named Head in Fig 1, was set to two consecutive convo-

lutions of 16 filters with LeakyReLU activation function. A convolution layer with three filters

was used as the output layer. This produces a displacement map with the same size as the input

images and three channels, one for each displacement dimension.

Model training

The registration model was trained in a weakly-supervised manner, as proposed by Hu et al.
[19]. Instead of evaluating the displacement map directly as in traditional supervised training,

only the final registration results were assessed during training.

Due to the complexity of the task at hand, a single loss function would provide limited

insight of the registration result, therefore a combination of well-known loss functions was
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deemed necessary. Balancing the contribution of these operators can be challenging, time con-

suming, and prone to errors. We therefore used uncertainty weighting (UW) [30], which com-

bines losses as a weighted sum and enables the loss weights to be tuned dynamically during

backpropagation. Our loss function L was implemented as a custom layer, and consists of a

weighted sum of N loss functions L and M regularisers R:

Lðyt; ypÞ ¼
XN

i¼1

oiLiðyt; ypÞ þ
XM

j¼1

ljRj ð1Þ

such that ∑ωi = ∑λi = 1. By default, the weights ωi and λi were initialised to equally contribute

in the weighted sum, but can be set manually from a priori knowledge on initial loss and regu-

larisation values. In our experiments, the default initialisation for the loss weights was used,

except for the regularisation term, which was initialised to 5 × 10−3.

For training the neural networks we used the Adam optimiser. Gradient accumulation was

performed to overcome memory constraints and enable larger batch training. The batch size

was set to one, but artificially increased by accumulating eight mini-batch gradients. The learn-

ing rate was set to 10−3 with a scheduler to decrease by 10 whenever the validation loss pla-

teaued with a patience of 10. The models were trained using a custom training pipeline.

Training curves can be found in Figs A-D in S3 Appendix. The training was limited to 105

epochs, and manually stopped if the model stopped converging. The model with the lowest val-

idation loss was saved.

Experiments

The experiments were conducted on an Ubuntu 18.04 Linux desktop computer with an

Intel1Xeon1Silver 4110 CPU with 16 cores, 64 GB of RAM, an NVIDIA Quadro P5000 (16

GB VRAM) dedicated GPU, and SSD hard-drive. Our framework, DDMR, used to conduct

the experiments was implemented in Python 3.6 using TensorFlow v1.14. To accelerate the

Fig 1. Proposed deep image registration pipeline. Generation of artificial moving images on-the-fly, prediction of the displacement map using a

modified U-Net, and finding the optimal loss weighting automatically using uncertainty weighting.

https://doi.org/10.1371/journal.pone.0282110.g001
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research within the field, the source code is made openly available on GitHub (https://github.

com/jpdefrutos/DDMR).

As aforesaid, our aim was to improve the training phase of image registration for CNN

models. To that extent, four experiments were carried out:

(i) Ablation study Different training strategies and loss function combinations were evaluated

to identify the key components in deep image registration. Three different training strate-

gies were considered, all using weakly-supervised learning: 1) the baseline (BL) using only

intensity information, 2) adding segmentation guidance (SG) to the baseline, and 3) adding

uncertainty weighting (UW) to the segmentation-guided approach. For all experiments, the

input size and CNN backbone were tuned prior and kept fixed. All designs are described in

Table 1 and evaluated on both the IXI and Oslo-CoMet datasets. Six loss weighting schemes

were tested, using different combinations of loss functions, including both intensity and

segmentation-based loss functions. For the second experiment, the entire model was fine-

tuned directly or in two steps, i.e., by first finetuning the decoder, keeping the encoder fro-

zen, and then finetuning the full model. A learning rate of 10−4 was used when performing

transfer learning.

(ii) Transfer learning To assess the benefit finetuning for deep image registration to applica-

tions with a small number of samples available, e.g., abdominal CT registration.

(iii) Baseline comparison The trained models were evaluated against a traditional registration

framework (ANTs), to better understand the potential of deep image registration. This

experiment was performed only on the Oslo-CoMet dataset, as ANTs was used to generate

the segmentations on the IXI dataset. Two different configuration were tested: symmetric

normalisation (SyN), with mutual information as optimisation metric, and SyN with cross-

correlation as metric (SyNCC).

(iv) Training runtime The last experiment was conducted to assess the impact of the augmen-

tation layer (see Fig A in S2 Appendix). The GPU resources were monitored during train-

ing. Only the second epoch was considered, as the first one served as warm-up.

Evaluation metrics

The evaluation was done on the test sets of the IXI and Oslo-CoMet datasets, for which the

fixed-moving image pairs were generated in advance, such that the same image pairs were

used across methods during evaluation. After inference, the displacement maps were resam-

pled back to isotropic resolution using piecewise 3D linear interpolation. The final predictions

Table 1. Configurations trained on both the IXI and Oslo-CoMet datasets.

Design Model Loss function

BL-N Baseline NCC

BL-NS Baseline NCC, SSIM

SG-ND Segmentation-guided NCC, DSC

SG-NSD Segmentation-guided NCC, SSIM, DSC

UW-NSD Uncertainty weighting NCC, SSIM, DSC

UW-NSDH Uncertainty weighting NCC, SSIM, DSC, HD

BL: baseline, SG: segmentation-guided, UW: uncertainty weighting, N: normalized cross correlation, S: structural

similarity index measure, D: Dice similarity coefficient, H: Hausdorff distance.

https://doi.org/10.1371/journal.pone.0282110.t001

PLOS ONE Learning deep abdominal CT registration

PLOS ONE | https://doi.org/10.1371/journal.pone.0282110 February 24, 2023 6 / 14

111



were then evaluated using four sets of metrics to cover all angles. Image similarity was assessed

under computation of NCC and SSIM metrics. Segmentations were converted into one-hot

encoding and evaluated using DSC, HD, and HD95 (95th percentile of HD) measured in milli-

metres. The background class was excluded in the segmentation metrics computation. For

image registration, TRE was estimated using the centroids of the segmentation masks of the

fixed image and the predicted image, also measured in millimetres. In addition, the methods

were compared in terms of inference runtime, only measuring the prediction and application

of the displacement map, as all other operations were the same between the methods.

Five sets of statistical tests were conducted to further assess: 1) performance contrasts

between designs, 2) benefit of transfer learning, 3) benefit of segmentation-guiding, 4) benefit

of uncertainty weighting, and 5) performance contrasts between the baseline and segmenta-

tion-guided models, and the traditional methods in ANTs (SyN and SyNCC). For the tests, the

TRE metric was used, as it is considered the gold standard for surgical practitioners. Test 1)

was conducted on the evaluations of the IXI test set, whereas tests 2) to 5) were performed

using the results on the Oslo-CoMet test dataset only. Furthermore, for the tests only involving

the Oslo-CoMet dataset, the two-step transfer learning approach was used as reference, as

these models showed the best results.

For the statistical test 1), multiple pairwise Tukey’s range tests were conducted on the

IXI experiment comparing all the designs described in Table 1. For 2), benefit of transfer

learning was assessed using a one-sided, non-parametric test (Mann-Whitney U test), com-

paring the differences between the BL-N, SG-NSD, and UW-NSD designs on the Oslo-

CoMet experience. The three generated p-values were corrected for multiple comparison

using the Benjamini-Hochberg method. For 3)-5), Mann-Whitney U tests were conducted

comparing BL-N and SG-NSD to assess benefit of segmentation-guiding, SG-NSD and

UW-NSD to assess benefit for uncertainty weighting, and BL-N and SG-NSD against SyN

and SyNCC to assess the difference in performance between deep image registration and

traditional image registration solutions, respectively. The two p-values were corrected

using the Benjamini-Hochberg method. The results for all five sets of tests can be found in

S4 Appendix.

The Python libraries statsmodels (v0.12.2) [31] and SciPy (v1.5.4) [32] were used for the sta-

tistic computations. A significance level of 0.05 was used to determine statistical significance.

Results

In Tables 2 to 5, the best performing methods in terms of individual performance metrics, i.e.,

most optimal mean and lowest standard deviation, were highlighted in bold. See the online

resources for additional tables and figures not presented in this manuscript.

On the IXI dataset, fusing NCC and SSIM improved performance in terms of intensity-

based metrics for the baseline model, whereas segmentation metrics were degraded (see

Table 2). Adding segmentation-guiding drastically increased performance across all metrics

compared to the baseline. Minor improvement was observed using uncertainty weighting,

whereas adding the Hausdorff loss was not beneficial. In terms of TRE, multiple pairwise

Tukey’s range tests confirmed the benefit of segmentation-guiding (p< 0.001), however, no

significant improvement was observed in introducing uncertainty-weighing (p = 0.9). The

complete pairwise comparison can be found in Table A in S1 Appendix.

On the Oslo-CoMet dataset, a similar trend as for the IXI dataset was observed (see

Table 3). However, in this case, the baseline model was more competitive, especially in terms

of intensity-based metrics. Nonetheless, segmentation-guiding was still better overall

(p< 0.001 in terms of TRE), as well as uncertainty weighting (p = 0.0093 in terms of TRE).
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Finetuning the entire model trained on the IXI dataset to the Oslo-CoMet dataset (see

Table 4 transfer nonfrozen), yielded similar intensity-based metrics overall, but drastically

improved the segmentation-guided and uncertainty weighted models in terms of segmenta-

tion metrics. The best performing models overall used uncertainty weighting. When finetun-

ing the model in two steps, the uncertainty weighted designs were further improved to some

extent (see Table 5 frozen encoder). The statistical analysis 2) shows significance improvement

of the TRE when performing transfer learning and finetuning in two steps, for the UW-NSD

model (p = 0.0014) and SG-NSD (p = 0.0021) models. No statistical significance was observed

for the BL-N (p = 0.8608).

The traditional methods, SyN and SyNCC, performed well on the Oslo-CoMet test set.

However, the segmentation masks were distorted, in particular the vascular segmentations

mask (see Fig C in S5 Appendix). Both methods performed similarly, but the SyNCC was con-

siderably slower. Segmentation guidance was deemed critical in obtaining better performance

in terms of TRE (p< 0.001) compared to SyN and SyNCC. Yet no significant difference was

observed on the baseline models (p = 0.5845). All deep learning models had similar inference

runtimes of less than one second, which was expected as the final inference model architec-

tures were identical. On average, the CNN-based methods were *13× and *421× faster than

SyN and SyNCC, respectively. The deep learning models struggled with image reconstruction,

unlike ANTs (see Fig C in S5 Appendix). For instance, anatomical structures outside the seg-

mentation masks were poorly reconstructed in the predicted image, e.g., the spine of the

patient.

Table 2. Evaluation of the models trained on the IXI dataset.

Model SSIM NCC DSC HD HD95 TRE Runtime

BL-N 0.23±0.16 0.52±0.12 0.03±0.01 109.71±26.19 100.26±27.91 29.47±8.46 0.83±0.77

BL-NS 0.25±0.16 0.53±0.12 0.02±0.01 145.36±22.41 138.19±23.48 30.06±9.07 0.73±0.56

SG-ND 0.45±0.24 0.46±0.10 0.61±0.08 4.64±1.37 2.15±0.54 1.08±0.39 0.82±0.58

SG-NSD 0.46±0.24 0.46±0.11 0.61±0.07 4.54±1.42 2.10±0.49 1.07±0.37 0.74±0.64

UW-NSD 0.47±0.24 0.46±0.11 0.63±0.08 4.44±1.40 2.03±0.51 0.97±0.36 0.72±0.59

UW-NSDH 0.47±0.24 0.46±0.11 0.61±0.07 4.63±1.49 2.14±0.52 1.06±0.36 0.75±0.59

Unregistered 0.45±0.21 0.24±0.07 0.07±0.06 21.77±5.15 18.73±4.88 11.53±3.01 -

The best performing methods for each metric are highlighted in bold.

https://doi.org/10.1371/journal.pone.0282110.t002

Table 3. Evaluation of the models trained on the Oslo-CoMet dataset.

Model SSIM NCC DSC HD HD95 TRE Runtime

BL-N 0.52±0.10 0.20±0.07 0.23±0.09 54.10±7.22 30.36±3.58 18.11±7.62 0.78±1.50

BL-NS 0.62±0.13 0.17±0.07 0.29±0.07 37.69±8.04 22.06±5.17 13.95±4.78 0.76±1.44

SG-ND 0.55±0.15 0.16±0.06 0.38±0.14 22.03±8.27 12.74±6.12 7.60±3.96 0.76±1.46

SG-NSD 0.58±0.13 0.12±0.07 0.35±0.07 25.22±7.92 14.49±4.22 8.91±3.08 0.77±1.49

UW-NSD 0.54±0.13 0.11±0.06 0.26±0.07 25.08±6.67 18.47±5.34 11.52±3.32 0.77±1.49

UW-NSDH 0.59±0.14 0.14±0.06 0.35±0.11 24.49±8.67 14.57±5.93 8.34±4.31 0.78±1.50

Unregistered 0.60±0.13 0.09±0.05 0.24±0.08 24.60±5.56 19.06±4.89 11.86±2.75 -

The best performing methods for each metric are highlighted in bold.

https://doi.org/10.1371/journal.pone.0282110.t003
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The use of the augmentation layer resulted in a negligible increase in training runtime of

7.7% per epoch and 0.47% (*74 MB of 16 GB) increase in GPU memory usage (see Fig A in

S2 Appendix).

Discussion

Development of CNNs for image registration is challenging, especially when data is scarce. We

therefore developed a framework called DDMR to train deep registration models, which we

have evaluated through an ablation study. By pretraining a model on a larger dataset, we found

that performance can be greatly improved using transfer learning, even if the source domain is

from a different image modality or anatomic origin. Through the development of novel aug-

mentation and loss weighting layers, training was simplified by generating artificial moving

images on-the-fly, removing the need to store augmented samples on disk, while simulta-

neously learning to weigh losses in a dynamic fashion. Furthermore, by guiding registration

using automatically generated segmentations and adaptive loss weighting, registration perfor-

mance was enhanced. In addition, negligible increase in inference runtime and GPU memory

usage was observed. The added-value of our method lies in the use of generic concepts, which

can therefore leverage most deep learning-based registration designs.

From Tables 2 to 5, segmentation guidance boosts the performance of the image registra-

tion both on the SG and UW models, further confirmed by the results of the performance con-

trast analysis shown in Table A in S4 Appendix (p< 0.001), and Figs A-C in S5 Appendix,

Table 4. Evaluation of models trained on the Oslo-CoMet dataset from finetuning the entire architecture.

Model SSIM NCC DSC HD HD95 TRE Runtime

BL-N 0.52±0.08 0.17±0.07 0.23±0.07 57.98±5.36 33.00±5.14 24.09±5.92 0.77±1.45

BL-NS 0.61±0.09 0.16±0.07 0.14±0.03 82.91±6.96 59.94±6.41 34.41±13.03 0.77±1.46

SG-ND 0.56±0.13 0.14±0.07 0.43±0.09 15.81±5.56 9.05±3.18 5.89±3.10 0.79±1.56

SG-NSD 0.58±0.13 0.14±0.07 0.42±0.10 16.26±6.37 9.50±3.51 5.84±3.01 0.76±1.48

UW-NSD 0.58±0.12 0.14±0.06 0.48±0.11 15.53±5.80 7.84±3.17 4.05±2.41 0.76±1.47

UW-NSDH 0.59±0.12 0.14±0.06 0.47±0.10 15.29±5.65 7.91±2.82 3.95±2.09 0.78±1.51

Unregistered 0.60±0.13 0.09±0.05 0.24±0.08 24.60±5.56 19.06±4.89 11.86±2.75 -

The best performing methods for each metric are highlighted in bold.

https://doi.org/10.1371/journal.pone.0282110.t004

Table 5. Evaluation of the models trained on the Oslo-CoMet dataset from finetuning in two steps.

Model SSIM NCC DSC HD HD95 TRE Runtime

BL-N 0.52±0.07 0.19±0.07 0.24±0.06 60.92±26.06 39.96±30.25 22.34±8.60 0.79±1.52

BL-NS 0.62±0.10 0.17±0.07 0.14±0.04 85.71±6.40 60.93±4.15 32.84±11.90 0.76±1.45

SG-ND 0.56±0.12 0.14±0.07 0.44±0.09 16.12±5.29 8.87±2.94 5.12±2.52 0.77±1.48

SG-NSD 0.58±0.12 0.15±0.07 0.43±0.08 16.93±6.50 9.17±3.02 5.21±2.40 0.77±1.49

UW-NSD 0.60±0.11 0.15±0.06 0.53±0.13 15.13±5.68 6.97±2.83 3.40±1.91 0.77±1.48

UW-NSDH 0.60±0.12 0.15±0.06 0.50±0.12 14.79±5.79 7.37±2.99 3.55±2.14 0.77±1.48

SyN 0.61±0.13 0.20±0.07 0.49±0.01 17.93±3.44 9.62±1.57 22.34±4.96 10.01±3.69

SyNCC 0.63±0.13 0.20±0.07 0.49±0.01 18.59±2.99 9.64±1.61 22.31±5.04 323.81±87.13

Unregistered 0.60±0.13 0.09±0.05 0.24±0.08 24.60±5.56 19.06±4.89 11.86±2.75 -

The best performing methods for each metric are highlighted in bold.

https://doi.org/10.1371/journal.pone.0282110.t005
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found in the online resources. The introduction of landmarks to guide the training, in the

form of boundaries of the different segmentation masks, allows for a better understanding of

the regions occupied by each anatomical structure. This observation is drawn by the improve-

ment of the segmentation-based metrics on the finetuned models (see Table 5 frozen encoder).

And further confirmed by the statistical tests 2) and 3), in which the Mann-Whitney U test

showed significant difference for the segmentation guidance (p< 0.001) and uncertainty

weighting models (p = 0.0093) (see Table C in S4 Appendix). No statistical difference was

observed for the baseline models (see Table 5 frozen encoder). A larger dataset is required to

fully assess the significance of the transfer learning, as only eleven test samples were available

for this study.

Surprisingly, adding HD to the set of losses had limited effect on the performance. We

believe this is due to HD being sensitive to outliers and minor annotation errors, which is

likely to happen as the annotations used in this study were automatically generated. Further-

more, NCC proved to be a well-suited intensity-based loss function, with no real benefit of

adding an additional intensity-based loss function such as SSIM.

From studying the adaptive loss weights evolution during training (see Figs E-L in S3

Appendix), it is possible to deduce an interpretation regarding influence and benefit from

each loss component over the network. Evidently, SSIM was favoured over NCC during train-

ing, even though SSIM was deemed less useful for image registration compared to NCC. A

rationale can be hypothesised from SSIM being easier to optimise, being a perception-based

loss. Interestingly, the loss weight curves all seemed to follow the same pattern. Upweighted

losses are linearly increased until a plateau is reached and the opposite behaviour happens

for the downweighted losses. This may indicate that uncertainty weighting lacks the capacity

of task prioritisation, which could have been helpful at a later stage in training. Such an

approach has been proposed in the literature [33], simply not for similar image registration

tasks. Hence, a comparison of other multi-task learning designs might be worth investigating

in future work.

From Tables 4 and 5 it can be observed the benefit of using segmentation guidance for

training deep registration models. Furthermore, when compared to the traditional method

ANTs, using SyN and SyNCC, a significant improvement on TRE is observed (p< 0.001)

(Table D in S4 Appendix), with differences close to 17 mm on the Oslo-CoMet test set. Further

improved using uncertainty weighting. No significant value was observed between the baseline

model and ANTs (p = 0.5845), which shows that naive image-only training is not enough for

the model to understand the registration task. Not surprisingly, runtimes of the deep registra-

tion models are dramatically better than those of ANTs, taking the latter up to five minutes on

average using the SyNCC configuration.

A sizeable downside in training CNNs for image registration remains the long training run-

time. Having access to pretrained models in order to perform transfer learning alleviates this

issue, but the substantial amount of training data required, and in our use case annotated data,

persists as another tremendous drawback.

Once deployed, such registration models often fail to generalise to other anatomies, imag-

ing modalities, and data shifts in general, resulting in ad hoc solutions. As part of future work

investigations, developing more generic deep image registration models would be of interest,

tackling both training and deployment shortcomings.

In this study, only synthetic moving images and mostly algorithm-based annotations

were used for evaluation. To verify the clinical relevance of the proposed models, a dataset

with manual delineations of structures both for the fixed and moving images, and with clini-

cally relevant movements, is required. To illustrate this situation, Table E in S4 Appendix

shows a comparison between manual and automatic segmentations of the parenchyma and
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the vascular structures on the Oslo-CoMet test set images. Both DSC and HD95 are reported.

A good concordance between the automatic and manual parenchyma segmentations can be

observed. However, vascular segmentation poses a more challenging problem for automatic

methods to tackle. In future work, assessment of the impact of vascular segmentations of

diverse quality could be considered. This investigation would require the delineation of the

entire training set, which itself is extremely challenging and was thus deemed outside the

scope of this study. Nevertheless, such investigation is of definite value and should be part of

future works, additionally including human qualitative evaluation of the clinical relevance.

The sole focus on mono-modal registration can be considered as a limitation from our

work. Especially when selecting the loss functions. For instance, in multi-modal registration it

is common to use mutual information. Hence, investigating the translation between mono

and multi-modal designs is of value to assess applicability over various registration tasks. The

recent introduction of the new Learn2Reg challenge dataset [24] represents an adequate alley

for further investigation over this aspect. While the U-Net architecture, used in this study, is

not recent, a substantial number of publications have favoured it for image registration, as

shown to outperform vision transformers on smaller datasets [34]. Alternatively, generative

adversarial models should be tested, as these networks have shown to produce more realistic

looking images [35]. Self-attention [36] for encoding anatomical information, or graph-based

neural networks [37] for improved vascular segmentation-guided registration, are concepts

that also should be considered in future work.

Conclusion

In the presented study, we demonstrated that registration models can be improved through

transfer learning and adaptive loss weighting even with minimal data without manual annota-

tions. The proposed framework DDMR also enables on-the-fly generation of artificial moving

images, without the need to store copies on disk. In future work, DDMR should be validated

on data of other anatomies and imaging modalities to further assess its benefit.
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Document description

This document contains additional details about the segmentations produced
for the IXI dataset. A total of 28 regions where segmented on the IXI dataset
using the MNI 152 space atlas. From these, 24 classes distinguished between
left and right sections, which were merged together resulting in a collection of
16 labels. A total of 17 labels, including the background, were used. For more
details, see Table A.

Table A. Labels used from the MNI 152 space atlas.

Parietal grey matter (left and right) Fornix (left and right)
Lateral ventricle (left and right) Caudate (left and right)
Occipital grey matter (left and right) Cerebellum (left and right)
Globus pallidus (left and right) Thalamus (left and right)
Putamen (left and right) Frontal grey matter (left and right)
Subthalamic nucleus (left and right) Temporal grey matter (left and right)
3rd ventricle Brain stem
4th ventricle Cerebrospinal fluid

Background
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S2: Resources impact of the augmentation layer
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Document description

This document contains details on the GPU resources usage by the proposed
augmentation layer. Figs. Aa and Ab which show the GPU usage during one
training epoch. The relative increase in time is of 7.7% (ca. 10.5 s). Fig. Ac
shows the memory usage on the GPU during one training epoch with and with-
out using the augmentation layer. The increase in memory allocation is of 0.47%
(ca. 74 MB / 16 GB).
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(b) GPU usage without augmentation layer
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Figure A. Impact of the augmentation layer on the GPU resources
during one training epoch.
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Document description

This document contains figures showing the training curves, as well as figures
related to the adaptive loss weighting.

Training curves

Figs. A - D show training and validation losses for the six different configurations
described in the main manuscript, for the IXI and Oslo-CoMet datasets (see
Table 1, Section 2.5). Furthermore, training runtime of 160 epochs is shown as
part of the legends of both figures for reference.
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Figure B. Train and validation loss of the models trained on the
Oslo-CoMet dataset.
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Figure C. Train and validation loss of the models trained on the
Oslo-CoMet dataset from finetuning the entire architecture.

2

4

Training step two

L
o
ss

Train loss

BL-N (1.8h)

BL-NS (1.9h)

SG-ND (2.4h)

SG-NSD (2.5h)

UW-NSD (2.2h)

UW-NSDH (2.6h)

0 20 40 60 80 100 120 140 160

2

4

6
Training step two

Epoch

L
os
s

Validation loss

Figure D. Train and validation loss of the models trained on the
Oslo-CoMet dataset from finetuning in two steps.
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Adaptive loss weighting results

Figs. E - L show the evolution of the dynamic weight in the UW models for the
studied cases.
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Figure E. Loss weights of the model UW-NSD trained on the IXI
dataset.
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Figure F. Loss weights of the model UW-NSDH trained on the IXI
dataset.
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Figure G. Loss weights of the model UW-NSD trained on the
Oslo-CoMet dataset.
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Figure H. Loss weights of the model UW-NSDH trained on the
Oslo-CoMet dataset.
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Figure I. Loss weights of the model UW-NSD trained on the
Oslo-CoMet dataset from finetuning the entire architecture.
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Figure J. Loss weights of the model UW-NSDH trained on the
Oslo-CoMet dataset from finetuning the entire architecture.
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Figure K. Loss weights of the model UW-NSD trained on the
Oslo-CoMet dataset from finetuning in two steps.
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Figure L. Loss weights of the model UW-NSDH trained on the
Oslo-CoMet dataset from finetuning in two steps.
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Document description

This document contains tables showing detailed results of the statistical tests
described in the manuscript, and a comparison between manually and automat-
ically generated segmentations.

Statistical analysis

Five sets of statistical tests were conducted to assess: 1) performance con-
trasts between model designs (see Table A), 2) benefit of transfer learning (see
Table B), 3) benefit of segmentation-guiding, and 4) benefit of uncertainty
weighting (see Table C), and 5) performance contrasts between the baseline
and segmentation-guided models, and the traditional methods in ANTs (SyN
and SyNCC) (see Table D). For the tests, The TRE metric was used, as it is
considered the gold standard for surgical practitioners. Tests were conducted on
the evaluations of the IXI and Oslo-CoMet test datasets only. For the tests only
involving the Oslo-CoMet dataset, the two-step transfer learning approach was
used as reference. A significance level of 5% was used to determine statistical
significance.

Table A. Results of multiple comparisons comparing TRE between
all designs evaluated on the IXI dataset.

BL-NS SG-ND SG-NSD UW-NSD UW-NSDH

BL-N 0.9 <0.001 <0.001 <0.001 <0.001
BL-NS - <0.001 <0.001 <0.001 <0.001
SG-ND - - 0.9 0.9 0.9

SG-NSD - - - 0.9 0.9
UW-NSD - - - - 0.9
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Table B. Results of hypotheses tests assessing the benefit of transfer
learning on the Oslo-CoMet dataset in terms of TRE for the three
designs: BL-N, SG-NSD, and UW-NSD.

Model p-value

BL-N 0.8608
SG-NSD 0.0021
UW-NSD 0.0014

Table C. Results of hypotheses tests assessing the added value of
segmentation-guiding and uncertainty weighting on the Oslo-CoMet
dataset.

Model p-value

Segmentation-guiding <0.001
Uncertainty-weighting 0.0093

Table D. Results of hypotheses tests assessing the performance of
the baseline and segmentation-guiding models compared to
traditional method ANTs (SyN and SyNCC approaches), on the
Oslo-CoMet dataset.

AI Model ANTs approach p-value

BL-N SyN 0.5845
SyNCC 0.5845

SG-NSD SyN <0.001
SyNCC <0.001
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Comparison between manual and automatic annotations

Manual and automatic segmentations of the parenchyma and the vascular struc-
tures were performed on the Oslo-CoMet test set images. In Table E the DSC
and HD95 are reported.

Table E. DSC and HD95 comparing manual and automatic
annotations on the Oslo-CoMet test set images.

Label DSC HD95

Parenchyma 0.946±0.046 10.122±11.032
Vessels 0.355±0.090 24.872±5.161
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Document description

This document contains examples of predictions on the IXI and Oslo-CoMet
test datasets.

(a) Sample test image.

(b) Predictions of the evaluated models on the sample image.

Figure A. Sample image of the IXI test set, and predictions of the
models.
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(a) Sample test image.

(b) Predictions of the models trained on the Oslo-CoMet dataset.

Figure B. Sample image of the Oslo-CoMet test set, and predictions
of the models trained on the Oslo-CoMet dataset.
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(a) Predictions of the models trained on the Oslo-CoMet dataset from
finetuning the entire architecture.

(b) Predictions of the models trained on the Oslo-CoMet dataset from
finetuning in two steps.

(c) Predictions of the SyN and SyNCC algorithms.

Figure C. Predictions of the finetuned models and ANTs on the
Oslo-CoMet test set sample.
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