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Abstract
Continuous wavelet design is the endeavor to construct mother wavelets with
desirable properties for the continuous wavelet transform (CWT). One class
of methods for choosing a mother wavelet involves minimizing a functional,
called the wavelet uncertainty functional. Recently, two newwavelet uncertainty
functionals were derived from theoretical foundations. In both approaches, the
uncertainty of a mother wavelet describes its concentration, or accuracy, as
a time-scale probe. While an uncertainty minimizing mother wavelet can be
proven to have desirable localization properties, the existence of such a mini-
mizer was never studied. In this paper, we prove the existence of minimizers for
the two uncertainty functionals.
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1 INTRODUCTION

For a signal 𝑠 and amother wavelet 𝑓 in the Hardy space

𝐻2(ℝ) =
{
𝑞 ∈ 𝐿2(ℝ) ∶ supp(𝑞̂) ⊂ ℝ+

}
,

where ℝ+ denotes the positive real numbers, we consider the continuous wavelet transform (CWT) at (𝛼, 𝛽) ∈ ℝ2 as

𝑊𝑓[𝑠](𝛼, 𝛽) =
⟨
𝑠, 𝜋(𝛼, 𝛽)𝑓

⟩
𝐿2(ℝ)

. (1.1)

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2023 The Authors.Mathematische Nachrichten published by Wiley-VCH GmbH.

1156 www.mn-journal.org Math. Nachr. 2023;296:1156–1172.

https://orcid.org/0000-0002-4589-3960
mailto:simon.halvdansson@ntnu.no
http://creativecommons.org/licenses/by/4.0/
http://www.mn-journal.org
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fmana.202100466&domain=pdf&date_stamp=2023-01-09


HALVDANSSON et al. 1157

Here, 𝜋 is the wavelet representation

𝜋(𝛼, 𝛽)𝑓(𝑡) = 𝑒−𝛼∕2𝑓

(
𝑡 − 𝛽

𝑒𝛼

)
. (1.2)

That is, the signal 𝑠 is analyzed by taking the inner product with dilations and translations of the mother wavelet. We
can consider these operations separately, by writing 𝜋(𝛼, 𝛽) = 𝜋2(𝛽)𝜋1(𝛼), where𝜋1(𝛼)𝑓(𝑡) = 𝑒−𝛼∕2𝑓

(
𝑡

𝑒𝛼

)
represents the

dilations of 𝑓 and 𝜋2(𝛽)𝑓(𝑡) = 𝑓(𝑡 − 𝛽) translations. Defined in this way, the continuous wavelet transform is a bounded
operator of the form

𝑊𝑓 ∶ 𝐻2(ℝ) → 𝐿2(ℝ2; 𝑑𝜇(𝛼, 𝛽)),

where 𝑑𝜇(𝛼, 𝛽) = 𝑒−𝛼 𝑑𝛼𝑑𝛽 is the Haar measure of the affine group [3, 7].
The wavelet transform of functions in 𝐿2(ℝ) can be treated by analyzing the positive and negative frequency supports

separately. The mother wavelet 𝑓 is required to be admissible, namely, it must satisfy

∫
∞

0

|𝑓(𝜔)|2
𝜔

𝑑𝜔 < ∞. (1.3)

This guarantees that the wavelet transform is invertible [13].
In (1.1), the mother wavelet 𝑓 is a free parameter, and the endeavor to construct mother wavelets with desirable

properties is called wavelet design. In this paper, we focus on wavelet design methods based on minimizing uncertainty
functionals. The uncertainty of amother wavelet is typically interpreted as its sharpness as a time-scale probe. In the short-
time Fourier transform (STFT), the sharpness of a window function is defined as its Heisenberg uncertainty, and hence,
optimal windows are Gaussian functions [6]. One classical attempt to generalize this approach to wavelet analysis is to
generalize the Heisenberg uncertainty principle by taking infinitesimal group generators of 𝜋 as localization operators
[2]. While the group generator approach for defining localization is fruitful for the STFT, this is not the case for other
transforms, like the CWT, as is explained in [11, 12].
An alternative approach for defining awavelet uncertainty, based on the concept of observables, was proposed and inves-

tigated in [8, 10, 11]. Observables are localization operators that enable us to define uncertainty functionals that measure
the localization of mother wavelets 𝑓 in time and scale. The approach was shown to be meaningful in the sense that the
uncertainty of a mother wavelet is directly linked to the sparsity, or sharpness, in the corresponding coefficient space.
Two observable-based uncertainty functionals were proposed in [10] and [8]. However, the existence of minimizers of

these uncertainty functionals was not proved. In this paper, we prove the existence of a wavelet uncertainty minimizer in
both cases.
We note that alternative approaches to wavelet design include the method introduced by Daubechies to construct com-

pactly supported wavelets with vanishing moments [3], and adaptive methods which aim to maximize the correlation
between the mother wavelet and the signal [14].

2 WAVELET UNCERTAINTY FUNCTIONALS

In this section, we recall the observables approach to wavelet uncertainty functionals, and the two wavelet uncertainties
introduced in [8, 11].

2.1 The wavelet transform in the frequency domain

Wavelet uncertainty functionals are representedmore naturally in the frequency domain than in the time domain. Hence,
in this paper, the default space in which we work is the frequency domain. Accordingly, we denote mother wavelets and
signals in the signal space 𝐿2(ℝ+) = {𝑓 ∈ 𝐿2(ℝ) | supp(𝑓) ⊂ ℝ+} by 𝑓, without a hat notation. We denote signals in the
time domain by 𝑓. The wavelet representation (1.2) is now given by

𝜋(𝛼, 𝛽)𝑓(𝜔) = 𝑒−2𝜋𝑖𝜔𝛽𝑒𝛼∕2𝑓(𝑒𝛼𝜔).
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1158 HALVDANSSON et al.

2.2 Wavelet localization operators

The approach for defining uncertainty functionals is based on taking observables as localization operators. Inspired by
quantum mechanics, an observable is a symmetric operator [1, 4]. In the signal processing context, observable are inter-
preted as entities that measure some underlying physical quantities of signals [10]. For example, the multiplication
operator

𝑇̌𝑥𝑓(𝑡) = 𝑡𝑓(𝑡) (2.1)

measures localization in time of signals 𝑓 ∈ 𝐻2(ℝ). That is, when treating |𝑓(𝑡)|2 as the density of the signal 𝑓 at time 𝑡,
the mean time of 𝑓 is defined as the center of mass

⟨
𝑇̌𝑥𝑓, 𝑓

⟩
= ∫

ℝ

𝑡|𝑓(𝑡)|2 𝑑𝑡.

The following definition extends the above discussion for general observables, and explains what is meant by the spread
of a signal about an observed quantity.

Definition 2.1. Let 𝑇 be a symmetric operator on a Hilbert space and 𝑓 a normalized vector in the domain Dom(𝑇) of
𝑇. The expected value and variance of 𝑓 with respect to 𝑇 are defined, respectively, as

𝑒𝑓(𝑇) =
⟨
𝑇𝑓, 𝑓
⟩
,

𝑣𝑓(𝑇) = ‖‖(𝑇 − 𝑒𝑓(𝑇))𝑓‖‖2.
When we want to emphasize the space in which the inner product and norm are defined, we add a superscript to 𝑒 and

𝑣, for example, 𝑒
𝑓

(𝑇).
Since the wavelet transform represents signals in the time-scale space 𝐿2(ℝ2; 𝑑𝜇(𝛼, 𝛽)), the wavelet observables are the

time and the scale observables. The time observable (2.1) multiplies by the variable of the time space𝐻2(ℝ), in which𝜋2(𝛽)

is represented as translation. Similarly, there is a scale spacewhere 𝜋1(𝛼) is represented as a translation, and in which the
scale observable is defined as a multiplication operator. The mapping between the time space and the scale space is the
scale transform 𝑈, defined as

𝑈 ∶ 𝐿2(ℝ+) → 𝐿2(ℝ), 𝑈{𝑓}(𝜎) = 𝑒−𝜎∕2𝑓(𝑒−𝜎) =∶ 𝑓(𝜎)

The motivation behind the above construction is that, in order to measure the quantity which is transformed by 𝜋𝑗 ,
𝑗 = 1, 2, we first represent 𝜋𝑗 as a translation operator, and then we treat the translated variable as the physical quantity
corresponding to 𝜋𝑗 .
Given an observable 𝑇, we denote its form in the time and scale spaces by 𝑇̌ = 𝑇∗ and 𝑇̃ = 𝑈∗𝑇𝑈, where  is the

Fourier transform. To formally define the time and scale observables we denote by

𝑌 ∶ 𝑓(𝑦) ↦ 𝑦𝑓(𝑦) (2.2)

the general multiplication operator in 𝐿2(ℝ) with the domain Dom(𝑌) =
{
𝑓 ∈ 𝐿2(ℝ) ∶ 𝑦 ↦ 𝑦𝑓(𝑦) ∈ 𝐿2(ℝ)

}
.

Definition 2.2. The time and scale observables 𝑇𝑥, 𝑇𝜎 are defined in the signal space 𝐿2(ℝ+) as

𝑇𝑥 = 𝑌∗,

𝑇𝜎 = 𝑈∗𝑌𝑈.
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HALVDANSSON et al. 1159

Proposition 2.3 [11]. The signal space 𝐿2(ℝ+) is invariant under the observables 𝑇𝑥 and 𝑇𝜎. Moreover,

𝑇𝑥𝑓(𝜔) = 𝑖
𝜕

𝜕𝜔
𝑓(𝜔),

𝑇𝜎𝑓(𝜔) = − ln(𝜔)𝑓(𝜔).

The domains of𝑇𝑥 and𝑇𝜎 are the sets of𝑓 ∈ 𝐿2(ℝ+) such that𝑓 is absolutely continuous in [𝑎, 𝑏] for every−∞ < 𝑎 < 𝑏 < ∞,
and 𝜔 ↦ − ln(𝜔)𝑓(𝜔) ∈ 𝐿2(ℝ+) respectively.

Note that every 𝑓 in the domain of 𝑇𝑥 must satisfy 𝑓(0) = 0. Indeed, 𝑓 is continuous and 𝑓(𝜔) = 0 for every 𝜔 < 0.
Moreover, 𝐿2(ℝ+) is invariant under 𝑇𝑥, so 𝐻2(ℝ) is invariant under 𝑌.
The scale transform is canonical in the sense that it transforms dilations 𝜋1 to translations. It can therefore be verified

that the following canonical commutation relations [10] hold

𝜋1(𝛼)∗𝑇𝜎𝜋1(𝛼) = 𝑇𝜎 + 𝛼,

𝜋2(𝛽)∗𝑇𝑥𝜋2(𝛽) = 𝑇𝑥 + 𝛽.

Moreover, we have

𝑒𝜋(𝛼,0)𝑓(𝑇𝜎) = 𝑒𝑓(𝑇𝜎) + 𝛼,

𝑒𝜋(0,𝛽)𝑓(𝑇𝑥) = 𝑒𝑓(𝑇𝑥) + 𝛽,

𝑣𝜋(𝛼,0)𝑓(𝑇𝜎) = 𝑣𝑓(𝑇𝜎),

𝑣𝜋(0,𝛽)𝑓(𝑇𝑥) = 𝑣𝑓(𝑇𝑥).

Since admissible wavelets form a subset of 𝐿2(ℝ+), we make the distinction between the signal space 𝐿2(ℝ+), which
we now denote by  , and the window space  [9]. The inner product in the window space is defined according to the
admissibility condition (1.3) as ⟨

𝑓1, 𝑓2

⟩
 = ∫

∞

0

𝑓1(𝜔)𝑓2(𝜔)
1

𝜔
𝑑𝜔.

The window space  is defined to be the completion to a Hilbert space of 𝐿2(ℝ+) with the inner product
⟨
𝑓1, 𝑓2

⟩
 .

Concretely,  is the weighted Lebesgue space 𝐿2
(
ℝ+,

1

𝜔
𝑑𝜔
)
. We call 𝑒

𝑓
(𝑇𝑥) the signal-expected time, and 𝑒

𝑓
(𝑇𝑥) the

window-expected time, and similarly use the terms signal-expected scale, window-time variance, etc.

2.3 Signal space uncertainty

The signal space uncertainty of 𝑓 ∈ 𝐿2(ℝ+), introduced in [11], is based on a combination of the time and scale variances
of 𝑓.

Definition 2.4. The signal space uncertainty S is defined as

S(𝑓) = 𝑒

−2𝑒
𝑓‖𝑓‖

(𝑇𝜎)

𝑣 𝑓‖𝑓‖
(𝑇𝑥) + 𝑣 𝑓‖𝑓‖

(𝑇𝜎)

on the domain Dom(S) = Dom(𝑇𝑥) ∩ Dom(𝑇𝜎).

The exponential term in the definition guarantees that S is invariant under 𝜋(𝛼, 𝛽). This is a consequence of the
following lemma.
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1160 HALVDANSSON et al.

Lemma 2.5 [10]. The signal space uncertainty S is invariant under 𝜋(𝛼, 𝛽) and linear scalings in the sense that

S(𝑓) = S(𝑐𝜋(𝛼, 𝛽)𝑓) for all 𝑐 ∈ ℂ and (𝛼, 𝛽) ∈ ℝ2.

In particular, for any 𝑓 ∈ 𝐿2(ℝ+), the normalized signal 𝑓N =
1‖𝑓‖ 𝜋
(
𝑒 𝑓‖𝑓‖

(𝑇𝑥), 𝑒 𝑓‖𝑓‖
(𝑇𝜎)
)−1

𝑓 satisfies ‖𝑓N‖ = 1,

𝑒
𝑓N

(𝑇𝑥) = 𝑒
𝑓N

(𝑇𝜎) = 0 and

S(𝑓) = S(𝑓N) = ‖‖𝑇𝑥𝑓N‖‖2 + ‖‖𝑇𝜎𝑓N‖‖2 . (2.3)

The following proposition shows that functions in the domain of S are admissible.

Proposition 2.6. Any element of Dom(S) is admissible, that is, Dom(S) ⊂  ∩  .
Proof. Let 𝑓 ∈ Dom(S). Then 𝑓 is continuous and zero for negative 𝜔, so 𝑓(0) = 0. Moreover, since 𝑓 is in the domain
of 𝑇𝑥, it holds that 𝑓′ ∈ 𝐿2(ℝ+). It then follows that

||𝑓(𝜔)|| ≤ ∫
𝜔

0

||𝑓′(𝜉)|| 𝑑𝜉 ≤
√‖‖𝑓′‖‖𝐿2

√
𝜔

by the Cauchy–Schwarz inequality. Hence,

∫
∞

0

|𝑓(𝜔)|2
𝜔

𝑑𝜔 ≤ ∫
1

0

‖‖𝑓′‖‖𝐿2 𝑑𝜔 + ‖‖𝑓‖‖𝐿2 < ∞. □

2.4 Phase space uncertainty

The phase space uncertainty, introduced in [8], is a way to model the spread of the 2D ambiguity function

𝐾𝑓(𝛼, 𝛽) = 𝑊𝑓[𝑓](𝛼, 𝛽) =
⟨
𝑓, 𝜋(𝛼, 𝛽)𝑓

⟩
 .

The ambiguity function determines the amount of ‘blurriness’ of the output of the wavelet transform in the coefficient
space 𝐿2(ℝ2; 𝑑𝜇(𝛼, 𝛽)). Indeed, 𝐾𝑓 is the reproducing kernel of 𝑊𝑓[] [5, 9], meaning that

𝑄 ∈ 𝑊𝑓[] ⇒ 𝑄 = 𝑄 ∗ 𝐾𝑓.

Hence, the spread of 𝐾𝑓 poses an upper bound on the resolution of the wavelet coefficient space.
The phase space uncertainty is based on the variance of the phase space scale and phase space time observables. These

are defined, respectively, for 𝐹 ∶ ℝ2 → ℂ, by

𝐴𝐹(𝛼, 𝛽) = 𝛼𝐹(𝛼, 𝛽),

𝐵𝐹(𝛼, 𝛽) = 𝛽𝐹(𝛼, 𝛽).

These operators are self-adjoint on their domains

Dom(𝐴) =
{
𝐹 ∈ 𝐿2(ℝ2, 𝑑𝜇(𝛼, 𝛽)) ∶ (𝛼, 𝛽) ↦ 𝛼𝐹(𝛼, 𝛽) is in 𝐿2(ℝ2, 𝑑𝜇(𝛼, 𝛽))

}
,

Dom(𝐵) =
{
𝐹 ∈ 𝐿2(ℝ2, 𝑑𝜇(𝛼, 𝛽)) ∶ (𝛼, 𝛽) ↦ 𝛽𝐹(𝛼, 𝛽) is in 𝐿2(ℝ2, 𝑑𝜇(𝛼, 𝛽))

}
.

Definition 2.7. The phase space uncertainty associated to the window 𝑓 is defined to be

P(𝑓) = 𝑣 𝐾𝑓‖𝐾𝑓‖2
(𝐴) + 𝑣 𝐾𝑓‖𝐾𝑓‖2

(𝐵),
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HALVDANSSON et al. 1161

where 𝐾𝑓‖𝐾𝑓‖2 = 𝑊 𝑓‖𝑓‖
[ 𝑓‖𝑓‖
]
is the normalized ambiguity function, and the variance is taken in the space𝐿2(ℝ2, 𝑑𝜇(𝛼, 𝛽)).

The domain Dom(P) is the set of all 𝑓 ∈ 𝐿2(ℝ+) such that 𝐾𝑓 ∈ Dom(𝐴) ∩ Dom(𝐵).

A main result in [8] is a pull-back of the calculation of the phase space uncertainty to the window function, based on
the wavelet-Plancherel theory [9], which makes it considerably easier to work with.

Proposition 2.8 [8]. LetP be the set of𝑓 ∈ 𝐿2(ℝ+) such that𝑓 is absolutely continuous in every compact interval, ‖𝑓‖ = 1,
𝑒
𝑓
(𝑇𝑥) = 𝑒

𝑓
(𝑇𝜎) = 0, and the functions

𝜔 ↦ 𝑓′(𝜔), 𝜔 ↦
√

𝜔𝑓′(𝜔), 𝜔 ↦
𝑓(𝜔)

𝜔
, 𝜔 ↦ ln(𝜔)𝑓(𝜔)

are square integrable. ThenP ⊂ Dom(P) and for all 𝑓 ∈ P,

P(𝑓) = ‖‖𝑇𝑥𝑓‖‖2 + ‖‖𝑇𝜎𝑓‖‖2 + 𝑣𝑓‖𝑓‖
(
𝑖𝜔

𝜕

𝜕𝜔

)‖‖‖‖𝑓𝜔‖‖‖‖
2


+ 𝑣𝑓‖𝑓‖

(− ln(𝜔)). (2.4)

Formula (2.4) is similar to the signal space uncertainty (2.3), with two added terms. The constraint 𝑒
𝑓
(𝑇𝑥) = 𝑒

𝑓
(𝑇𝜎) = 0

in P is taken for its signal processing utility. It assures that 𝑓 is centered at time and scale 0, so that 𝑊𝑓[𝑠](𝛼, 𝛽) can be
interpreted as the content of 𝑠 at the time-scale (𝛼, 𝛽). The following proposition is analogous to Proposition 2.6.

Proposition 2.9. Any element ofP is admissible, that is,P ⊂  ∩  .
Proof. This follows by the fact thatP ⊂ Dom(S). □

3 EXISTENCE OF SIGNAL SPACE UNCERTAINTYMINIMIZERS

In this section, we prove our main result on the existence of minimizers of the signal space uncertainty (Definition 2.4).

Theorem 3.1. There exists a minimizer of S in Dom(S).

We first note that by Lemma 2.5, we can restrict our attention to the set

S =
{

𝑓 ∈ Dom(S) ∶ ‖𝑓‖ = 1, 𝑒𝑓(𝑇𝑥) = 0, 𝑒𝑓(𝑇𝜎) = 0
}

,

where the uncertainty simplifies to (2.3), that is,

S(𝑓) = ‖‖𝑇𝑥𝑓‖‖2 + ‖‖𝑇𝜎𝑓‖‖2 .

The following proposition is the key to proving existence.

Proposition 3.2. Let (𝑓𝑛)𝑛 ⊂ S be a minimizing sequence of S(𝑓) in the sense that

lim
𝑛→∞

S(𝑓𝑛) = inf
𝑦∈S

S(𝑦).

Then, there exist𝑁 ∈ ℕ and a compact subsetS ⊂ S such that 𝑓𝑛 ∈ S for 𝑛 > 𝑁.
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1162 HALVDANSSON et al.

In the above proposition, note that a minimizing sequence exists since S is non-empty and S(S) consists of non-
negative real numbers. In the following analysis, we fix a value 𝐾 > 0 such that

𝐾∕2 > inf
𝑦∈S

S(𝑦). (3.1)

Definition 3.3. We define the subsetS ⊂ Dom(S) to be

S =

{
𝑓 ∈ Dom(S) ∶ ‖𝑓‖ = 1, 𝑒𝑓(𝑇𝑥) = 0, 𝑒𝑓(𝑇𝜎) = 0,

‖‖𝑇𝑥𝑓‖‖2 ≤ 𝐾, ‖‖𝑇𝜎𝑓‖‖2 ≤ 𝐾

}
.

(3.2)

The following lemma is now easy to verify.

Lemma 3.4. Let (𝑓𝑛)𝑛 ⊂ S be a minimizing sequence of S. Then there exists an𝑁 ∈ ℕ such that 𝑓𝑛 ∈ S for 𝑛 ≥ 𝑁.

Proof. By (3.1), there exists an𝑁 ∈ ℕ such that 𝑓𝑛 < 𝐾 for 𝑛 ≥ 𝑁. In particular, this means that 𝑓𝑛 ∈ S for large enough
𝑛 since both terms of S are non-negative. □

We prove thatS is compact by showing that it is both closed and pre-compact. For the closedness, we begin by stating
two auxiliary lemmas, the proofs of which we leave to the reader.

Lemma 3.5. For any𝑀 > 0, the set

{
𝑞 ∈ 𝐿2(ℝ) ∶ ∫

ℝ

𝑦2|𝑞(𝑦)|2 𝑑𝑦 ≤ 𝑀
}

is closed in 𝐿2(ℝ).

Proof. Let (𝑞𝑛)𝑛 be a sequence converging to 𝑞 in 𝐿2(ℝ) such that ∫
ℝ

𝑦2|𝑞𝑛(𝑦)|2 𝑑𝑦 ≤ 𝑀 for all 𝑛 and write 𝑞 = 𝑞𝑛 + 𝛿𝑛.

We show that ∫ 𝑁

−𝑁
𝑦2|𝑞(𝑦)|2 𝑑𝑦 ≤ 𝑀 for all 𝑁 ∈ ℕ by noting that for all 𝑛,

∫
𝑁

−𝑁

𝑦2|𝑞(𝑦)|2 𝑑𝑦 = ∫
𝑁

−𝑁

𝑦2|𝑞𝑛(𝑦)|2 𝑑𝑦 + 2 Re∫
𝑁

−𝑁

𝑦2𝑞𝑛(𝑦)𝛿𝑛(𝑦) 𝑑𝑦 + ∫
𝑁

−𝑁

𝑦2|𝛿𝑛(𝑦)|2 𝑑𝑦

≤ 𝑀 + 2

√
∫

𝑁

−𝑁

𝑦2|𝑞𝑛(𝑦)|2 𝑑𝑦

⏟ ⎴⎴⎴⎴⎴ ⏟ ⎴⎴⎴⎴⎴ ⏟
<
√

𝑀

√
𝑁2 ∫

𝑁

−𝑁

|𝛿𝑛(𝑦)|2 𝑑𝑦

⏟⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⏟
KKKKK→

𝑛→∞
0

+𝑁2 ∫
𝑁

−𝑁

|𝛿𝑛(𝑦)|2 𝑑𝑦

⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
KKKKK→

𝑛→∞
0

KKKKK→
𝑛→∞

𝑀.

Letting 𝑁 → ∞, we obtain the desired inequality. □

Lemma 3.6. For any𝑀 > 0, the set

{
𝑞 ∈ 𝐿2(ℝ) ∶ ∫

ℝ

𝑦2|𝑞(𝑦)|2 𝑑𝑦 ≤ 𝑀, ∫
ℝ

𝑦|𝑞(𝑦)|2 𝑑𝑦 = 0
}

(3.3)

is closed in 𝐿2(ℝ).

Proof. We remark that since 𝑞 ∈ 𝐿2(ℝ) and ∫
ℝ

𝑦2|𝑞(𝑦)|2 𝑑𝑦 < ∞, it follows that 𝑦|𝑞(𝑦)|2 is integrable. Now, let (𝑞𝑛)𝑛 be
a sequence in the set (3.3) which converges to 𝑞 in 𝐿2(ℝ) and write 𝑞 = 𝑞𝑛 + 𝛿𝑛. By Lemma 3.5, ∫ℝ

𝑦2|𝑞(𝑦)|2 𝑑𝑦 ≤ 𝑀. For
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HALVDANSSON et al. 1163

the second condition in the set (3.3), note first that by the inequality |𝑎 − 𝑏|2 ≤ 2|𝑎|2 + 2|𝑏|2, and by Lemma 3.5,
∫

ℝ

𝑦2|𝛿𝑛(𝑦)|2 𝑑𝑦 ≤ 2∫
ℝ

𝑦2|𝑞(𝑦)|2 𝑑𝑦 + 2∫
ℝ

𝑦2|𝑞𝑛(𝑦)|2 𝑑𝑦 ≤ 4𝑀.

Also, for all 𝑎 > 0,

∫
ℝ

|𝑦||𝛿𝑛(𝑦)|2𝑑𝑦 = ∫|𝑦|≤𝑎

|𝑥||𝛿𝑛(𝑦)|2𝑑𝑦 + ∫|𝑦|>𝑎

|𝑦||𝛿𝑛(𝑦)|2𝑑𝑦

≤ 𝑎 ∫|𝑦|≤𝑎

|𝛿𝑛(𝑦)|2 𝑑𝑦

⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
→0

+
1

𝑎 ∫|𝑦|>𝑎

|𝑦|2|𝛿𝑛(𝑦)|2 𝑑𝑦

⏟⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⏟
≤4𝑀

𝑛→∞
KKKKK→ 𝐿 ≤ 4𝑀

𝑎

and since this holds for arbitrarily large 𝑎, we have that

∫
ℝ

|𝑦||𝛿𝑛(𝑦)|2 𝑑𝑦
𝑛→∞
KKKKK→ 0.

Next, note that

∫
ℝ

𝑦|𝑞(𝑦)|2 𝑑𝑦 = ∫
ℝ

𝑦|𝑞𝑛(𝑦) + 𝛿𝑛(𝑦)|2 𝑑𝑥

= ∫
ℝ

𝑦|𝑞𝑛(𝑦)|2 𝑑𝑦

⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
=0

+2 Re∫
ℝ

𝑦𝑞𝑛(𝑦)𝛿𝑛(𝑦) 𝑑𝑦 + ∫
ℝ

𝑦|𝛿𝑛(𝑦)|2 𝑑𝑦.

Therefore, using the Cauchy–Schwarz inequality, we can estimate

|||||∫ℝ

𝑦|𝑞(𝑦)|2 𝑑𝑦
||||| ≤ 2

√
∫

ℝ

|𝑦||𝑞𝑛(𝑦)|2 𝑑𝑦

√
∫

ℝ

|𝑦||𝛿𝑛(𝑦)|2 𝑑𝑦

⏟⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⏟
→0

+∫
ℝ

|𝑦||𝛿𝑛(𝑦)|2 𝑑𝑦

⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
→0

which yields the desired conclusion once we show that ∫
ℝ
|𝑦||𝑞𝑛(𝑦)|2 𝑑𝑦 is bounded in 𝑛. Indeed,

∫
ℝ

|𝑦||𝑞𝑛(𝑦)|2 𝑑𝑦 = ∫|𝑦|≤1

|𝑦||𝑞𝑛(𝑦)|2 𝑑𝑦 + ∫|𝑦|>1

|𝑦||𝑞𝑛(𝑦)|2 𝑑𝑦

≤ ∫|𝑦|≤1

|𝑞𝑛(𝑦)|2 𝑑𝑦 + ∫|𝑦|>1

|𝑦|2|𝑞𝑛(𝑦)|2 𝑑𝑦 ≤ 1 + 𝑀.
□

We are now ready to prove that each of the conditions in (3.2) definingS corresponds to a closed subset.

Lemma 3.7. For any𝑀 ≥ 0, the following subsets are closed in 𝐿2(ℝ+):

𝐴 =
{

𝑓 ∈ Dom(𝑇𝑥) ∶ ‖‖𝑇𝑥𝑓‖‖2 ≤ 𝑀, 𝑒𝑓(𝑇𝑥) = 0
}

,

𝐵 =
{

𝑓 ∈ Dom(𝑇𝜎) ∶ ‖‖𝑇𝜎𝑓‖‖2 ≤ 𝑀, 𝑒𝑓(𝑇𝜎) = 0
}

.
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1164 HALVDANSSON et al.

Proof. By Proposition 2.3, 𝐻2(ℝ) is invariant under multiplication by 𝑡 for 𝑓 in the domain of S. Hence, we can express
the restrictions in the time and scale spaces by

𝐴 =
{

𝑓 ∈ Dom(𝑇𝑥) ∶ ∫
ℝ

𝑡2|𝑓(𝑡)|2 𝑑𝑡 ≤ 𝑀, ∫
ℝ

𝑡|𝑓(𝑡)|2 𝑑𝑡 = 0
}

,

𝐵 =
{

𝑓 ∈ Dom(𝑇𝜎) ∶ ∫
ℝ

𝜎2|𝑓(𝜎)|2 𝑑𝜎 ≤ 𝑀, ∫
ℝ

𝜎|𝑓(𝜎)|2 𝑑𝜎 = 0
}

.

By Lemma 3.6, we obtain that both 𝐴 and 𝐵 are closed. □

Proposition 3.8. The setS is closed in 𝐿2(ℝ+).

Proof. By writing S as an intersection of sets corresponding to the conditions in (3.2), and noting that these sets are
closed by Lemma 3.7, it follows thatS is closed too. □

To establish that S is pre-compact, we show that this set can be approximated by compact sets with arbitrary small
error.

Lemma 3.9. For any 𝜀 > 0, there exists a compact subset 𝐶𝑎,𝑏 of 𝐿2(ℝ+) such that for any 𝑓 ∈ S, there is a 𝑦 ∈ 𝐶𝑎,𝑏 such
that

‖𝑓 − 𝑦‖ < 𝜀.

Proof. For𝑓 ∈ S, we consider |𝑓(𝜎)|2 as a probability distributionwithmean value 0 and variance ‖𝑇𝜎𝑓‖2 ≤ 𝐾. Applying
Chebyshev’s inequality to the associated random variable, we have that for any 𝛼 > 0,

∫
[𝑒−𝛼,𝑒𝛼]𝑐

|𝑓(𝜔)|2 𝑑𝜔 = ∫
[−𝛼,𝛼]𝑐

||𝑓(𝜎)||2 𝑑𝜎 ≤ 𝐾

𝛼2
.

Now, fix 𝜀 > 0 and choose 𝛼 so large that 𝐾

𝛼2
< 𝜀. Then by the above inequality with 𝑎 = 𝑒−𝛼 and 𝑏 = 𝑒𝛼, it holds that‖𝑓 − 𝑓||[𝑎,𝑏]

‖ < 𝜀.
We now show that 𝑓||[𝑎,𝑏]

is contained in a compact subset for each 𝑓 ∈ S. First, we note that for every 𝑓 ∈ S, we
have

∫
𝑏

𝑎

|𝑓′(𝜔)|2 𝑑𝜔 ≤ ‖‖𝑓′‖‖2 = ‖‖𝑇𝑥𝑓‖‖2 ≤ 𝐾.

Therefore, if we mirror 𝑓||[𝑎,𝑏]
around 𝜔 = 𝑏 to [𝑎, 2𝑏 − 𝑎] and let 𝑓𝑒 denote the absolutely continuous periodic extension

of the resulting function, it will hold that

‖‖𝑓′
𝑒
‖‖2 ≤ 2𝐾 ⇒ ‖‖𝑓′

𝑒
‖‖2 =
∑
𝑛

𝜋

(𝑏 − 𝑎)2
𝑛2|𝑐𝑛|2 ≤ 2𝐾

⇒ |𝑐𝑛| ≤
√

2𝐾(𝑏 − 𝑎)

𝜋

1|𝑛| ,
where (𝑐𝑛)𝑛 are the Fourier coefficients of 𝑓𝑒. Next, we define

𝐻𝑎,𝑏 =

{
Periodic functions with period 2(𝑏 − 𝑎) such that |𝑐𝑛| ≤

√
2𝐾(𝑏 − 𝑎)

𝜋

1|𝑛|
}
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HALVDANSSON et al. 1165

and note that by Parseval’s formula and Tychonoff’s theorem, this set, known as the Hilbert cube, is compact. Moreover,
we obtain that

𝐶𝑎,𝑏 =
{

𝑞 ∈ 𝐿2(𝑎, 𝑏) ∶ ∃ 𝑦 ∈ 𝐻𝑎,𝑏 ∶ 𝑞 = 𝑦||[𝑎,𝑏]

}
is compact. Indeed, let (𝑞𝑛)𝑛 be a sequence in 𝐶𝑎,𝑏. Then each 𝑞𝑛 can be mirrored and extended to yield a sequence in
(𝑞𝑒𝑛)𝑛 ⊂ 𝐻𝑎,𝑏 which has a convergent subsequence. Restricting back to (𝑎, 𝑏), we obtain a convergent subsequence of
(𝑞𝑛)𝑛.
Finally, since 𝑓||[𝑎,𝑏]

∈ 𝐶𝑎,𝑏, we obtain the desired conclusion with 𝑦 = 𝑓||[𝑎,𝑏]
. □

Proposition 3.10. The setS is pre-compact.

Proof. Fix a sequence (𝑓𝑛)𝑛 ⊂ S. We prove that (𝑓𝑛)𝑛 has a convergent subsequence by constructing a Cauchy subse-
quence. By Lemma 3.9, we can choose 𝑎𝑚, 𝑏𝑚 for each𝑚 such that any function inS can be approximated by a function
in 𝐶𝑎𝑚,𝑏𝑚

with error less than 1

𝑚
. For each 𝑓𝑛, we let 𝑓𝑚

𝑛 denote these approximations. That is,

𝑓𝑚
𝑛 ∈ 𝐶𝑎𝑚,𝑏𝑚

, ‖‖𝑓𝑛 − 𝑓𝑚
𝑛
‖‖ <

1

𝑚
. (3.4)

For fixed 𝑚, the sequence (𝑓𝑚
𝑛 )𝑛 is in the compact set 𝐶𝑎𝑚,𝑏𝑚

. There is, thus, a convergent subsequence

(𝑓𝑚
𝑛𝑚

𝑗

)𝑗 ⊂ 𝐶𝑎𝑚,𝑏𝑚
, 𝑓𝑚

𝑛𝑚
𝑗

KKKKK→
𝑗→∞

𝑓𝑚 in 𝐶𝑎𝑚,𝑏𝑚
.

We choose subsequences so that (𝑛𝑚
𝑗

)𝑗 is a subsequence of (𝑛𝑚′

𝑗
)𝑗 for every 𝑚 > 𝑚′.

Keeping 𝑚 fixed, we have, by (3.4), that

‖𝑓𝑛𝑚
𝑗

− 𝑓𝑚
𝑛𝑚

𝑗

‖ <
1

𝑚
.

Now, since 𝑓𝑚
𝑛𝑚

𝑗

KKKKK→
𝑗→∞

𝑓𝑚 in 𝐶𝑎𝑚,𝑏𝑚
, we can choose 𝑗𝑚 so large that

‖‖𝑓𝑚
𝑛𝑚

𝑗

− 𝑓𝑚‖‖ <
1

𝑚
⇒ ‖‖𝑓𝑛𝑚

𝑗
− 𝑓𝑚‖‖ <

2

𝑚

for all 𝑗 ≥ 𝑗𝑚. This implies that (𝑓𝑛𝑚
𝑗𝑚

)𝑚 is a Cauchy sequence. Indeed, for every 𝑚 > 𝑚′ it holds that

‖‖𝑓𝑛𝑚
𝑗𝑚

− 𝑓𝑚′‖‖ <
2

𝑚′
⇒ ‖‖𝑓𝑛

𝑚1
𝑗𝑚1

− 𝑓𝑛
𝑚2
𝑗𝑚2

‖‖ <
4

𝑚′

for every 𝑚1, 𝑚2 > 𝑚′. By the completeness of 𝐿2(ℝ+), the proof is complete. □

We can now prove Proposition 3.2 and Theorem 3.1.

Proof of Proposition 3.2. The tail of any minimizing sequence is inS by Lemma 3.4. The compactness ofS follows from
Proposition 3.8 (S closed) and Proposition 3.10 (S pre-compact). □

Proof of Theorem 3.1. By Proposition 3.2, there is a minimizing sequence in the compact subsetS ⊂ S. This sequence,
therefore, converges to some point 𝑓0 ∈ S. Moreover, by the compactness of [0, 𝐾], we can pass to a subsequence such
that ‖‖𝑇𝑥𝑓𝑛

‖‖2 KKKKK→
𝑛→∞

𝜎1, ‖‖𝑇𝜎𝑓𝑛
‖‖2 KKKKK→

𝑛→∞
𝜎2,

for some 𝜎1, 𝜎2 ≤ 𝐾 such that 𝜎1 + 𝜎2 = inf𝑦∈S
S(𝑦).

 15222616, 2023, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

ana.202100466 by N
orw

egian Institute O
f Public H

ealt Invoice R
eceipt D

FO
, W

iley O
nline L

ibrary on [28/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



1166 HALVDANSSON et al.

Next, we show that 𝑓0 is a minimizer of S. Define for every 𝛼, 𝛽 > 0

𝛼,𝛽 =
{

𝑞 ∈ S ∶ ‖‖𝑇𝑥𝑞‖‖2 ≤ 𝛼, ‖‖𝑇𝜎𝑞‖‖2 ≤ 𝛽
}

and note that this set is closed by Lemma 3.7. Since 𝛼,𝛽 ⊂ S, this implies that 𝛼,𝛽 is compact. Now, for each 𝜀 > 0,
it holds that the tail of the minimizing sequence (𝑓𝑛)𝑛 is contained in 𝜎1+𝜀,𝜎2+𝜀. Thus, for any 𝜖 > 0, we have S(𝑓0) ≤
𝜎1 + 𝜎2 + 2𝜀, which implies that S(𝑓0) = 𝜎1 + 𝜎2. Thus, 𝑓0 is a minimizer. □

4 EXISTENCE OF PHASE SPACE UNCERTAINTYMINIMIZERS

In this section, we prove our main result on the existence of minimizers of the phase space uncertainty (Definition 2.7).
For the convenience of the reader, we recall that from Proposition 2.8, for 𝑓 ∈ P, the phase space uncertainty (2.4) can
be expressed as

P(𝑓) = ‖‖𝑇𝑥𝑓‖‖2 + ‖‖𝑇𝜎𝑓‖‖2 + 𝑣𝑓‖𝑓‖
(
𝑖𝜔

𝜕

𝜕𝜔

)‖‖‖‖𝑓𝜔‖‖‖‖
2


+ 𝑣𝑓‖𝑓‖

(− ln(𝜔)), (4.1)

where P is the set of 𝑓 ∈ 𝐿2(ℝ+) such that 𝑓 is absolutely continuous in every compact interval, ‖𝑓‖ = 1, 𝑒
𝑓
(𝑇𝑥) =

𝑒
𝑓
(𝑇𝜎) = 0, and the functions

𝜔 ↦ 𝑓′(𝜔), 𝜔 ↦
√

𝜔𝑓′(𝜔), 𝜔 ↦
𝑓(𝜔)

𝜔
, 𝜔 ↦ ln(𝜔)𝑓(𝜔)

are square integrable.

Theorem 4.1. There exists a minimizer of P inP.

The proof follows a similar path to that of Theorem 3.1. In particular, the following proposition, which is analogous to
Proposition 3.2, is a key step.

Proposition 4.2. Let (𝑓𝑛)𝑛 ⊂ P be a minimizing sequence of P(𝑓) in the sense that

lim
𝑛→∞

P(𝑓𝑛) = inf
𝑦∈P

P(𝑦).

Then there exist𝑁 ∈ ℕ and a compact subsetP ⊂ P such that 𝑓𝑛 ∈ P for 𝑛 > 𝑁.

Note that when the signal-expected time 𝑒
𝑓
(𝑇𝑥) is zero, so is 𝑒

𝑓

(
𝑖𝜔

𝜕

𝜕𝜔

)
since

𝑒𝑓‖𝑓‖
(
𝑖𝜔

𝜕

𝜕𝜔

)
=

1‖𝑓‖2 𝑒𝑓

(
𝑖

𝜕

𝜕𝜔

)
.

We can, therefore, further simplify the uncertainty (4.1) for 𝑓 ∈ P to

P(𝑓) = ‖‖𝑇𝑥𝑓‖‖2 + ‖‖𝑇𝜎𝑓‖‖2 +
1‖𝑓‖2 ‖‖𝑖𝜔𝑓′‖‖2‖‖‖‖𝑓𝜔‖‖‖‖

2


+

1‖𝑓‖2 𝑣
𝑓

(− ln(𝜔)).

From here, we proceed as in Section 3. First, we defineP analogously to Definition 3.3. We fix a value 𝐾 > 0 such that

𝐾∕2 > inf
𝑦∈S

P(𝑦). (4.2)
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HALVDANSSON et al. 1167

Definition 4.3. The domainP ⊂ P is defined to be

P =

{
𝑓 ∈ Dom(P) ∶ ‖𝑓‖ = 1, 𝑒𝑓(𝑇𝑥) = 0, 𝑒𝑓(𝑇𝜎) = 0,

‖‖𝑇𝑥𝑓‖‖2 ≤ 𝐾,
1‖𝑓‖2 ‖‖𝑖𝜔𝑓′‖‖2‖‖‖‖𝑓𝜔‖‖‖‖

2


≤ 𝐾,

‖‖𝑇𝜎𝑓‖‖2 ≤ 𝐾,
1‖𝑓‖2 𝑣

𝑓
(− ln(𝜔)) ≤ 𝐾

}
.

(4.3)

The following lemma follows by the same argument as for Lemma 3.4.

Lemma 4.4. Let (𝑓𝑛)𝑛 ⊂ P be a minimizing sequence of P. Then there exists an𝑁 ∈ ℕ such that 𝑓𝑛 ∈ P for 𝑛 ≥ 𝑁.

To prove Proposition 4.2, we show thatP is compact. SinceP ⊂ S andS is compact, it only remains to show that
P is closed. Lemma 3.7 already shows that two of the conditions in (4.3) correspond to closed sets. For the remaining two
conditions, we need the following auxiliary lemmas.

Lemma 4.5. Let𝑀 > 0 and 𝑓 ∈ Dom(𝑇𝑥) be such that ‖‖𝑇𝑥𝑓‖‖2 ≤ 𝑀 and 𝑓(0) = 0. Then

|𝑓(𝜔)| ≤√𝑀
√

𝜔.

Proof. This follows from an application of the Cauchy–Schwarz inequality. □

Lemma 4.6. Let𝑀 > 0 and 𝑓 ∈ 𝐿2(ℝ+) be such that ‖𝑇𝑥𝑓‖2 ≤ 𝑀 and 1‖𝑓‖2 ‖‖𝜔𝑓′‖‖2 ‖‖‖ 𝑓

𝜔

‖‖‖2 ≤ 𝑀. Then

‖‖𝜔𝑓′‖‖2 ≤ 2𝑒2𝑀(𝑀 + 1).

Proof. Note first that ‖𝜔𝑓′‖2 is the second factor of 1‖𝑓‖2 ‖‖𝜔𝑓′‖‖2 ‖‖‖ 𝑓

𝜔

‖‖‖2 ≤ 𝑀. Therefore, by bounding 1‖𝑓‖2 and ‖‖‖ 𝑓

𝜔

‖‖‖2
from below, we obtain a bound of ‖𝜔𝑓′‖2 from above. For 1‖𝑓‖2 , we bound

‖𝑓‖2 = ∫
∞

0

|𝑓(𝜔)|2
𝜔

𝑑𝜔 ≤ ∫
1

0

|𝑓(𝜔)|2
𝜔

𝑑𝜔 + ‖𝑓‖2
⏟⏟⏟

=1

≤ ∫
1

0

𝑀𝜔

𝜔
𝑑𝜔 + 1 = 𝑀 + 1,

where we made use of Lemma 4.5. Hence,

1‖𝑓‖2 ‖‖𝜔𝑓′‖‖2‖‖‖‖𝑓𝜔‖‖‖‖
2


≤ 𝑀 ⇒ ‖‖𝜔𝑓′‖‖2‖‖‖‖𝑓𝜔‖‖‖‖

2


≤ 𝑀

1‖𝑓‖2
≤ 𝑀(𝑀 + 1).

To bound ‖‖‖ 𝑓

𝜔

‖‖‖2 from below, we consider the following two cases separately.

Case 1: ∫ ∞

𝑒
|𝑓(𝜔)|2𝑑𝜔 ≥ 1∕2.

By the fact that 1∕𝜔2 > | ln(𝜔)| in (0,1) and by the fact that
𝑒
𝑓
(𝑇𝜎) = 0 ⇒ ∫

1

0

| ln(𝜔)||𝑓(𝜔)|2𝑑𝜔 = ∫
∞

1

| ln(𝜔)||𝑓(𝜔)|2𝑑𝜔,
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1168 HALVDANSSON et al.

we have ‖‖‖‖𝑓𝜔‖‖‖‖
2


= ∫

∞

0

|𝑓(𝜔)|2
𝜔2

𝑑𝜔 ≥ ∫
1

0

|𝑓(𝜔)|2
𝜔2

𝑑𝜔 ≥ ∫
1

0

| ln(𝜔)||𝑓(𝜔)|2𝑑𝜔

= ∫
∞

1

| ln(𝜔)||𝑓(𝜔)|2𝑑𝜔 ≥ ∫
∞

𝑒

| ln(𝜔)|
⏟ ⏟ ⏟

≥1

|𝑓(𝜔)|2𝑑𝜔 ≥ ∫
∞

𝑒

|𝑓(𝜔)|2𝑑𝜔 ≥ 1∕2.

Case 2: ∫ 𝑒

0
|𝑓(𝜔)|2𝑑𝜔 ≥ 1∕2.

In this case, we use the estimate

‖‖‖‖𝑓𝜔‖‖‖‖
2


= ∫

∞

0

|𝑓(𝜔)|2
𝜔2

𝑑𝜔 ≥ ∫
𝑒

0

|𝑓(𝜔)|2
𝜔2

𝑑𝜔 ≥ ∫
𝑒

0

|𝑓(𝜔)|2
𝑒2

𝑑𝜔 ≥ 1

2𝑒2
.

Hence, ‖‖‖ 𝑓

𝜔

‖‖‖2 ≥ 1

2𝑒2
uniformly. As a result,

‖‖𝜔𝑓′‖‖2 ≤ 𝑀(𝑀 + 1)‖‖‖ 𝑓

𝜔

‖‖‖2
≤ 2𝑒2𝑀(𝑀 + 1),

which completes the proof. □

Lemma 4.7. Let 𝑀 > 0 and (𝑓𝑛)𝑛 be a sequence in 𝐿2(ℝ+) with ‖𝑇𝑥𝑓𝑛‖2 ≤ 𝑀 for each 𝑛 such that ‖𝑓𝑛 − 𝑓‖ → 0 for
some 𝑓 ∈ 𝐿2(ℝ+). Then ‖𝑓𝑛 − 𝑓‖ → 0.

Proof. Fix 𝜀 > 0 and choose 𝑛 so large that ‖𝑓𝑛 − 𝑓‖2 < 𝜀2∕𝑀. Then

‖𝑓𝑛 − 𝑓‖2 = ∫
𝜀∕𝑀

0

|𝑓𝑛(𝜔) − 𝑓(𝜔)|2
𝜔

𝑑𝜔 + ∫
∞

𝜀∕𝑀

|𝑓𝑛(𝜔) − 𝑓(𝜔)|2
𝜔

𝑑𝜔

< 4𝑀
𝜀

𝑀
+

𝑀

𝜀
‖𝑓𝑛 − 𝑓‖2 < 5𝜀,

where we used Lemma 4.5 for the first term. □

We are now ready to prove two lemmas corresponding to the remaining two conditions of (4.3).

Lemma 4.8. For any𝑀 > 0, the set{
𝑓 ∈ 𝐿2(ℝ+) ∶

1‖𝑓‖2 ‖‖𝑖𝜔𝑓′‖‖2‖‖‖‖𝑓𝜔‖‖‖‖
2


≤ 𝑀, ‖𝑇𝑥𝑓‖2 ≤ 𝑀

}

is closed in 𝐿2(ℝ+).

Proof. By writing

𝐴(𝑓) = ‖‖𝑖𝜔𝑓′‖‖2 , 𝐵(𝑓) =
‖‖‖‖𝑓𝜔‖‖‖‖

2


,

we have that

1‖𝑓‖2 ‖‖𝑖𝜔𝑓′‖‖2‖‖‖‖𝑓𝜔‖‖‖‖
2


≤ 𝑀 ⟺ 𝐴(𝑓)𝐵(𝑓) ≤ 𝑀‖𝑓‖2 .
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HALVDANSSON et al. 1169

Using the change of variables 𝜔 = 𝑒𝑠, we obtain

𝐴(𝑓) = ∫
∞

0

𝜔||𝑓′(𝜔)||2𝑑𝜔 = ∫
∞

−∞

𝑒𝑠||𝑓′(𝑒𝑠)||2𝑒𝑠𝑑𝑠 = ∫
ℝ

||𝑒𝑠𝑓′(𝑒𝑠)||2𝑑𝑠 = ∫
ℝ

||𝑓♭′(𝑠)||2𝑑𝑠

where 𝑓♭(𝑠) = 𝑓(𝑒𝑠). It can be verified that ‖𝑓♭‖ = ‖𝑓‖ , which allows us to apply the Fourier transform to 𝑓♭ to get

𝐴(𝑓) = 4𝜋2 ∫
ℝ

𝑡2||𝑓♭(𝜉)||2𝑑𝜉.

Next, let (𝑓𝑛) be a sequence such that ‖𝑓𝑛 − 𝑓‖ → 0 for some 𝑓 ∈ 𝐿2(ℝ+) and write 𝛿𝑛 = 𝑓 − 𝑓𝑛. Then it holds that

∫
ℝ

|𝛿♭
𝑛(𝑡)|2𝑑𝑡 = ∫

ℝ

|𝛿♭
𝑛(𝑠)|2𝑑𝑠 = ∫

ℝ

|𝛿𝑛(𝑒𝑠)|2𝑑𝑠

= ∫
∞

0

|𝛿𝑛(𝜔)|2 1

𝜔
𝑑𝜔 = ‖𝑓𝑛 − 𝑓‖2 KKKKK→

𝑛→∞
0,

where we used the Plancherel theorem for the first step, and Lemma 4.7 for the last step.
We now estimate (

4𝜋2 ∫
𝑁

−𝑁

𝜉2|𝑓♭(𝜉)|2𝑑𝜉

)(
∫

𝑁

1∕𝑁

1

𝜔2
|𝑓(𝜔)|2 𝑑𝜔

)

≤
(

4𝜋2 ∫
𝑁

−𝑁

𝜉2||𝑓♭
𝑛(𝜉)||2 𝑑𝜔

⏟⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⏟
≤𝐴(𝑓𝑛)

+2 ⋅ 4𝜋2

√√√√√√√∫
𝑁

−𝑁

𝜉2||𝑓♭
𝑛(𝜉)||2 𝑑𝜉

⏟⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⏟
≤𝐴(𝑓𝑛)≤𝑀(𝑀+1)2𝑒2

√
𝑁2 ∫

𝑁

−𝑁

||𝛿♭
𝑛(𝜉)||2 𝑑𝜉

+ 4𝜋2𝑁2 ∫
𝑁

−𝑁

||𝛿♭
𝑛(𝜉)||2 𝑑𝜉

)(
∫

𝑁

1∕𝑁

1

𝜔2
|𝑓𝑛(𝜔)|2 𝑑𝜔

⏟⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⏟
≤𝐵(𝑓𝑛)

+ 2

√√√√√√√𝑁2 ∫
𝑁

1∕𝑁

|𝑓𝑛(𝜔)|2 𝑑𝜔

⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
≤‖𝑓𝑛‖2≤1

√√√√𝑁2 ∫
𝑁

1∕𝑁

|𝛿𝑛(𝜔)|2 𝑑𝜔 + 𝑁2 ∫
𝑁

1∕𝑁

|𝛿𝑛(𝜔)|2 𝑑𝜔

)

= 𝐴(𝑓𝑛)𝐵(𝑓𝑛) + 𝑜𝑛(1) ≤ 𝑀‖𝑓𝑛‖2 + 𝑜𝑛(1)

where we in the last step used the fact that ‖𝛿𝑛‖ → 0 and ‖‖𝛿♭
𝑛
‖‖ → 0 as 𝑛 → ∞.

Finally, since ‖𝑓𝑛‖ → ‖𝑓‖ , by Lemma 4.7 and by letting 𝑛 → ∞, we conclude, for all 𝑁, that(
∫

𝑁

−𝑁

𝑡2||𝑓♭(𝜉)||2𝑑𝜉

)(
∫

𝑁

1∕𝑁

1

𝜔2
|𝑓(𝜔)|2 𝑑𝜔

)
≤ 𝑀‖𝑓‖2 . (4.4)

The left-hand side of (4.4) converges to 𝐴(𝑓)𝐵(𝑓) as 𝑁 → ∞, which yields

𝐴(𝑓)𝐵(𝑓) = ‖‖𝑖𝜔𝑓′‖‖2‖‖‖‖𝑓𝜔‖‖‖‖
2


≤ 𝑀‖𝑓‖2 .

This concludes the proof. □
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1170 HALVDANSSON et al.

Lemma 4.9. For any𝑀 > 0, the set{
𝑓 ∈ 𝐿2(ℝ+) ∶

1‖𝑓‖2 𝑣
𝑓

(− ln(𝜔)) ≤ 𝑀, ‖‖𝑇𝑥𝑓‖‖2 ≤ 𝑀

}

is closed in 𝐿2(ℝ+).

Proof. We begin by writing the variance as

𝑣
𝑓

(− ln(𝜔)) = 𝑒
𝑓

(ln(𝜔)2) − 𝑒
𝑓

(− ln(𝜔))2.

As a result, 1‖𝑓‖2 𝑣
𝑓

(− ln(𝜔)) ≤ 𝑀 can be written as

∫
∞

0

ln(𝜔)2

𝜔
|𝑓(𝜔)|2 𝑑𝜔 ≤ 𝑀‖𝑓‖2 +

(
∫

∞

0

− ln(𝜔)

𝜔
|𝑓(𝜔)|2 𝑑𝜔

)2

= 𝑀‖𝑓‖2 + 𝑒
𝑓

(− ln(𝜔))2.

(4.5)

To show that the inequality (4.5) corresponds to a closed subset, we let (𝑓𝑛)𝑛 converge to 𝑓 in 𝐿2(ℝ+), such that each 𝑓𝑛

satisfies (4.5), and show that 𝑓 also satisfies (4.5). We first show that

𝑒
𝑓𝑛

(− ln(𝜔)) → 𝑒
𝑓

(− ln(𝜔)) (4.6)

as 𝑛 → ∞. To see this, let 𝜀 > 0 be so small that 𝜀∕𝑀 < 1∕2, and choose 𝑛 so large that ||‖𝑓𝑛‖2 − ‖𝑓‖2 || < 𝜀2. Then

|||𝑒𝑓𝑛
(− ln(𝜔)) − 𝑒

𝑓
(− ln(𝜔))

||| = |||||∫
∞

0

− ln(𝜔)

𝜔

(|𝑓𝑛(𝜔)|2 − |𝑓(𝜔)|2)𝑑𝜔
|||||

≤ ∫
𝜀∕𝑀

0

| ln(𝜔)|2𝑀𝑑𝜔 + ∫
∞

𝜀∕𝑀

| ln(𝜔)|
𝜔

⏟⎴⏟⎴⏟

≤ ln(𝜀∕𝑀)

𝜀∕𝑀

|||𝑓𝑛(𝜔)|2 − |𝑓(𝜔)|2||𝑑𝜔

≤ 𝜀

𝑀
(ln (𝜀∕𝑀) − 1)2𝑀 + 𝑀

ln(𝜀∕𝑀)

𝜀
|||‖𝑓𝑛‖2 − ‖𝑓‖2 |||

≤ 𝜀(3 ln(𝜀∕𝑀) − 2).

Next, with 𝛿𝑛 = 𝑓 − 𝑓𝑛, we have that for each 𝑁,

∫
𝑁

1∕𝑁

ln(𝜔)2

𝜔
|𝑓(𝜔)|2 𝑑𝜔 = ∫

𝑁

1∕𝑁

ln(𝜔)2

𝜔
|𝑓𝑛(𝜔)|2 𝑑𝜔 + 2 Re∫

𝑁

1∕𝑁

ln(𝜔)2

𝜔
𝑓𝑛(𝜔)𝛿𝑛(𝜔) 𝑑𝜔 + ∫

𝑁

1∕𝑁

ln(𝜔)2

𝜔
|𝛿𝑛(𝜔)|2 𝑑𝜔

≤ 𝑀‖𝑓𝑛‖2 + 𝑒
𝑓𝑛

(− ln(𝜔))2 + 2

√√√√ ln(1∕𝑁)2

𝑁 ∫
𝑁

1∕𝑁

|𝑓𝑛(𝜔)|2 𝑑𝜔

√√√√ ln(1∕𝑁)2

𝑁 ∫
𝑁

1∕𝑁

|𝛿𝑛(𝜔)|2 𝑑𝜔

+
ln(1∕𝑁)2

𝑁 ∫
𝑁

1∕𝑁

|𝛿𝑛(𝜔)|2 𝑑𝜔.
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By Lemma 4.7 and (4.6), the first two terms of the upper bound, above, converge to 𝑀‖𝑓‖2 + 𝑒
𝑓

(− ln(𝜔))2 as 𝑛 → ∞,
while the remaining terms all vanish as 𝑛 → ∞ since ‖𝛿𝑛‖ → 0. We, therefore, have that

∫
∞

0

ln(𝜔)2

𝜔
|𝑓(𝜔)|2 𝑑𝜔 = lim

𝑁→∞∫
𝑁

1∕𝑁

ln(𝜔)2

𝜔
|𝑓(𝜔)|2 𝑑𝜔 ≤ 𝑀‖𝑓‖2 + 𝑒

𝑓
(− ln(𝜔))2,

which concludes the proof. □

Proposition 4.10. The setP is closed in 𝐿2(ℝ+).

Proof. This follows directly from Lemmas 3.7, 4.8, and 4.9 by taking the intersections of the sets appearing in these
lemmas. □

Proof of Proposition 4.2. By Lemma 4.4, the tail of any minimizing sequence is in P. Moreover, P is compact since, by
Lemma 4.10, it is a closed subset ofS. □

With Proposition 4.2 established, the proof of Theorem 4.1 follows the same procedure used to prove Theorem 3.1. The
only modifications are adjustments for Equation (4.1) defining P(𝑓) consisting of four terms and replacing S and S

byP andP.

5 CONCLUSION

We have proven non-constructively the existence of minimizers for the signal space uncertainty and phase space uncer-
tainty functionals S and P. In [8], a numerical gradient descent scheme was presented, which estimates a minimizer
of the uncertainty functional P. However, no approximation results were proven for the numerical scheme. In a future
work, we prove that discrete numerical estimates of wavelet uncertainty minimizers indeed approximate true minimizers
in 𝐿2(ℝ+), for both S and P.
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