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Abstract

Annotated clinical corpora are necessary to extract information from clinical text for
answering clinical questions. However, publicly available annotated clinical corpora
are limited because of privacy issues, ethical concerns, and resource requirements for
curating annotated corpora. When available, they are annotated for specific purposes
and might lack the annotations required to answer clinical research questions. These
challenges open up the opportunity to identify considerations and develop an
annotated clinical corpus to answer a clinical research question.

To narrow the scope of capturing clinical concepts and knowledge within clinical text,
this work focuses on a use case. The use case is capturing signs and events related to
catheters from clinical adverse event notes for reducing sepsis and infection rates.
This work addresses four research questions:

RQ1: What methods utilize clinical text to reduce sepsis and infections?

RQ2: What characteristics of catheter-related signs and events can be captured
from clinical text?

RQ3: How can an incremental annotation-based method be developed to extract
information about catheter-related signs and events from clinical text?

RQ4: How can clinical knowledge about catheter-related signs and events be
captured?

Addressing the research questions resulted in four publications. The contributions
are identifying research gaps, developing an annotated corpus, and developing a
corresponding knowledge model. Results from this work are being extended in
ongoing research.
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Chapter 1

Introduction

The electronic health record (EHR) is a repository of patient data generated over
time by healthcare services when delivering care [17, 23]. Information in the EHR
is often documented in a structured form or in free-text form. The structured form
includes age, demographics, vital signs, laboratory data, and medical diagnosis codes.
In contrast, the free-text form includes clinical text such as progress notes, chief
complaints, discharge summaries, and adverse event reports. Clinical text is used for
communication and in clinical decision-making to plan treatments, document care
provided, and assess patient outcomes. Clinicians best express medical knowledge
using natural language [25]; writing clinical text allows clinicians to convey and
express more information with each other than structured coded data [7, 38]. Many
machine learning and natural language processing studies have found clinical text is
a valuable data source [15, 37, 41, 27]. However, extracting information from clinical
text to answer clinical research questions can be challenging.

A semantically annotated clinical corpus is needed to accurately extract information
from clinical text for answering clinical research questions [27, 36, 30]. Unfortu-
nately, available annotated clinical corpora are limited due to privacy and ethical
concerns [32, 29, 13]. Using available biomedical corpora is inadequate, as biomed-
ical text differs from clinical text, which is usually brief and contains misspellings,
grammatical errors, and abbreviations [27, 33]. If publicly available annotated clin-
ical corpora lack the annotations needed to answer the clinical research question,
curating an annotated clinical corpus may be necessary. To capture and represent
concepts documented in clinical text, many studies focus on semantic annotation
using annotation guidelines [46, 40, 39, 47, 13, 34] or ontologies [32, 4, 5, 45]. Annota-
tion guidelines instruct annotators on how concepts should be annotated. Ontologies
represent and model domain knowledge into concepts for reasoning. Both annota-
tion guidelines and ontologies are developed for specific purposes and are driven by
intentional design decisions. Using annotation guidelines or ontologies, annotators
can annotate clinical text to capture and represent concepts that can answer clinical
research questions.

This work focuses on curating an annotated clinical corpus and developing the
corresponding clinical knowledge model for a use case on catheter-related signs
and events. A catheter is a medical device that can be inserted into the body.
Catheters have many different types, and they serve different purposes. For example,
urinary catheters help drain urine, central venous catheters can provide long-term
medication, and peripheral intravenous catheters (PIVCs) administer intravenous
(IV) fluid and medications. Identifying documented catheter-related signs and
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1. Introduction

events can improve patient well-being by decreasing catheter-related incidents like
infections.

1.1 Catheter Use Case

A catheter is a medical device that can be inserted into the body. When a patient
receives a catheter, there are observable signs that the patient has a catheter.
Additionally, there is the occurrence of an observable event where a clinician has
inserted the catheter into the patient. During the time from catheter insertion until
removal, clinicians will provide follow-up care to assess the patient and ensure the
patient’s catheter is working properly and in good condition. Observed signs and
events can be documented in clinical text throughout this process. The documented
clinical text can have multiple purposes, such as describing the patient’s condition,
detailing care provided, determining treatment plans, communicating with other
clinicians, or reporting incidents that have or could have harmed a patient.

Day 0 Day 1 Day 2 Day 3 Day 4

Red and 
swollen near 
insertion site

Red on left 
hand 

Skin

Vein

PIVC

Bacteria

Figure 1.1: Clinical scenario of a peripheral intravenous catheter (PIVC) developing
adverse signs and how it is documented. A patient admitted to the hospital receives
a blue PIVC on the back of the left hand for IV medication. On day 0, the PIVC is
inserted into the vein. Although bacteria have entered the body via the PIVC, it is
not visible to the human eye. No PIVC information is documented on day 0. A slight
purple bruise appears around the PIVC, but this can be normal after insertion. So,
day 1 has no documentation about the bruise and PIVC. On day 2, the PIVC appears
normal, so the clinician makes no PIVC documentation. While caring for the patient
on day 3, the clinician observes redness on the left hand and documents it at the end
of the work shift. The following day, the clinician observes the hand is still red and
has swollen, so the adverse signs are documented as “red and swollen near insertion
site”.

There are differences between reality, observations, and clinical text. In reality,
many events occur in the patient’s body at the same time, but not all events exhibit
observable signs that can be documented. For example, PIVC are a type of catheter
used for administering IV fluids, IV medication, and blood transfusions. If a PIVC
is well cared for and does not exhibit adverse signs, it is unlikely to be documented
because the use of PIVCs among patients is common. If bacteria are introduced into
the patient’s body by a catheter, the bacteria are not visible to the human eye and
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Objective and Research Questions

cannot be documented. However, the bacteria can develop into observable signs
such as redness and swelling near the catheter insertion site, fever, increased heart
rate, and organ failure. The clinician can document those observable signs. This
example demonstrates there are differences between what occurs in reality versus
what is observed and documented in clinical text. A visual example is provided in
Figure 1.1.

Identifying documented catheter-related signs and events is challenging. Urinary
catheter documentation lacks catheter insertion rationale [12, 16], insertion pro-
cedure [26, 10], days of catheter usage [44], and signs such as urine output, sepsis,
and comfort [26]. For central venous catheters, there can be documentation errors
[42] and missing documentation such as insertion location, number of lumens, and
number of needle passes [8]. In clinical text, such as progress notes [48, 35, 28] and
emergency department records [14], PIVC documentation often lacks the insertion
site, insertion date, and follow-up site assessment care. This inadequate catheter
documentation makes it challenging to identify catheter-related signs and events.

1.2 Objective and Research Questions

The objective of this work is to systematically capture catheter-related signs and
events from clinical text. The objective can be divided into the following four research
questions (RQs):

RQ1: What methods utilize clinical text to reduce sepsis and infections?

RQ2: What characteristics of catheter-related signs and events can be captured
from clinical text?

RQ3: How can an incremental annotation-based method be developed to extract
information about catheter-related signs and events from clinical text?

RQ4: How can clinical knowledge about catheter-related signs and events be
captured?

1.3 Publications and Contributions

Research questions are addressed by four publications and three main areas of
contribution. Additional details with specific contributions for each publication
are in Chapter 3. The four publications are as follows:

Paper A - Systematic Literature Review: Sepsis prediction, early detection, and
identification using clinical text for machine learning: a systematic review

Paper B - Dataset Potential: Preliminary Processing and Analysis of an Adverse
Event Dataset for Detecting Sepsis-Related Events

5



1. Introduction

Paper C - Annotation Method: Method for Designing Semantic Annotation of
Sepsis Signs in Clinical Text

Paper D - Terminology and Ontology: Terminology and ontology development
for semantic annotation: A use case on sepsis and adverse events

Contributions can be grouped into the following 3 main areas:

1. Identify Gaps: Identifying current research gaps in studies using clinical text
for sepsis.

2. Annotated Corpus: Systematically developing an annotated clinical corpus
and sharing the experience.

3. Knowledge Model: Developing an ontology corresponding to an annotated
clinical corpus.

Relationships between the publications, research questions (RQs), and main contri-
bution areas are provided in Table 1.1 and shown in Figure 1.2.

Table 1.1: Relationship between publications, research questions (RQs) and main
contribution areas.
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Paper A - Systematic Literature Review • •
Paper B - Dataset Potential • •
Paper C - Annotation Method • • •
Paper D - Terminology and Ontology • •

RQ
1
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2

RQ
4

RQ
2&3

Paper A
Systematic 
Literature 

Review

Paper B
Dataset

Potential

Paper C
 Annotation 

Method

Paper D
Terminology 

and 
Ontology

Paper Research questions (RQs) Contribution

Identify Gaps Annotated Corpus Knowledge Model

Figure 1.2: Publications, research questions (RQs), and main contribution areas.
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Outline

1.4 Outline

This work is divided into two parts and outlined as follows:

• Part I provides an overview of the research process, results, and future work. In
particular, Chapter 2 describes the research process, Chapter 3 summarizes the
research and identifies specific contributions, Chapter 4 discusses the results
and limitations, and Chapter 5 concludes with final remarks and future work.

• Part II contains the four publications included in this work.
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Chapter 2

Research Process

This chapter provides insight into the clinical motivation, the ethical approval, the
change in research focus, and the timeline for this work.

2.1 Clinical Motivation and Ethical Approval

The catheter use case in this work is based on a PIVCs use case provided by
collaborating clinicians. All publications included within this work encompass
different catheters, even though the focus has been on PIVCs. To identify PIVC-related
infections, clinicians need to determine if there is a PIVC, if there is an infection, and
if the two are related. Clinicians reason about different catheters and catheter-related
signs and events to determine if there is a PIVC. Similarly, reasoning about different
signs and events helps clinicians determine if there is an infection. Thus, clinical
concepts and knowledge of signs and events for different catheters are also included.

The use case provided by clinicians Ms. Lise Husby Høvik (RN) and Dr. Lise Tuset
Gustad (RN) is as follows:

Among all catheters, PIVCs are the most regularly used invasive devices
worldwide [3]. Each year, over one billion PIVCs are used [2], and
approximately 80% of patients admitted to hospitals will receive at least
1 [3]. If improperly cared for, PIVCs can lead to phlebitis, infection,
or sepsis. Regardless of infectious, mechanical, or chemical vein
inflammation, PIVC phlebitis can be observed as pain, redness, and
swelling near the PIVC insertion site [31, 20]. In cases of infectious
phlebitis, bacteria could come from the skin via the insertion site,
the contaminated IV solution, a contaminated catheter part, or from
bacteria circulating the bloodstream attaching to the catheter [54]. That
bacteria can spread through the bloodstream and become a bloodstream
infection (BSI), which could lead to a life-threatening syndrome named
sepsis [21]. Although routinely used, PIVCs are poorly documented in
medical records [3]. This lack of documentation makes identifying and
lowering catheter-related incidents like phlebitis, infection, and sepsis
difficult.

The Regional Committees for Medical and Health Research Ethics (REK) has granted
ethical approval to use medical data (REK approval no. 26814; 2018/1201/REKmidt).
To ensure annotators are protected, the Norwegian Centre for Research Data (NSD)
has granted approval to collect and process personal annotator data (NSD reference
no. 142683). Furthermore, the annotators themselves have provided consent to use
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2. Research Process

their specified personal information (i.e., profession and years of experience) and
their annotations.

2.2 Change in Research Focus

In research, unexpected events can lead to new opportunities. The original objective
of this research was to capture sepsis signs from the medical record. This objective
was divided into two goals. The primary goal was to characterize the progression of
sepsis developing in patients. The secondary goal was to determine which patients
have a higher risk of getting sepsis. Due to delays in obtaining medical records,
adverse event reports were utilized as an alternative data source for clinical text.

An adverse event report contains a free-text adverse event note detailing a specific
event where an incident has or could have harmed a patient. Adverse event notes
differ from nursing or physician progress notes in the EHR. Nursing and physician
progress notes are written daily by either a nurse or physician. They are for
documenting the care provided and patient progress. In contrast, adverse event
notes are documented separately outside the daily routine to report incidents. This
can include procedural errors, hospital-acquired infections, and falls [19]. All hospital
departments can report adverse events. Thus, the scope of adverse event notes is
much greater than medical records.

Compared to progress notes, adverse event notes document PIVC-related adverse
events more frequently. This increases the ability to identify potential signs that
could develop into sepsis. Therefore, the focus was shifted from sepsis progression in
medical records to catheter-related signs and events capable of leading to sepsis in
adverse event notes.

2.3 Timeline

Work can be summarized into three main parts of the project timeline. The three
parts are the preliminary work, the semantic annotation design process, and the
annotation and guideline development. This resulted in four papers for publication,
which are included. An overview of the publication timeline can be seen in Figure 2.1.

In the project timeline, preliminary work focused on ethical approval, obtaining
data, setting up a server for annotations, and recruiting annotators. The semantic
annotation design process includes events leading up to annotation and guideline
development. The majority of 2019 was spent understanding the clinical problem
and context from the perspective of the clinicians. Holding weekly meetings helped
in understanding the topic and importance of the clinical problem. This led to the
start of the semantic annotation design process. In 2020, obtaining adverse event
data and recruiting annotators enabled the semantic annotation design process to
continue. This resulted in the completion of two annotation sessions and the start
of the third session. Each annotation session includes evaluation and guideline

10



Timeline

Timeline

Table 2.1: hi

2019 2020 2021 2022 2023
Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3

Project Timeline

Preliminary Work

REK
NSD
Obtain AE data
Server setup
Recruit annotators

Semantic Annotation

Design Process

Identify clinical problem
Clarify & operationalize

clinical question
Screen & select documents
Develop pre-annotation

guideline & pre-annotate
Generate & divide synthetic

notes
Design & set up annotation

schedule

Annotation & Guideline

Development

Session 1
Session 2
Session 3
Session 4
Terminology & ontology

development
Session 5

Paper A -

Systematic Literature

Review

v c

Search 1
Search 2
Search 3
Search 4

Paper B -

Dataset Potential
v c

Paper C -

Annotation Method
v [ [ c

Paper D -

Terminology and

Ontology

v [ c

13

Figure 2.1: Project and publication timeline. Project-related tasks are in blue. For
papers, v is submitted, [ is revised, and c is accepted. REK: Regional Committees
for Medical and Health Research Ethics; NSD: Norwegian Centre for Research Data;
AE: adverse event
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2. Research Process

revision for the next session. The fourth session occurred in 2021 and overlaps with
the terminology and ontology development. Annotations for this work concluded
with the fifth annotation session in 2022.

Of the four publications, Paper A is a systematic literature review performed alongside
the project timeline to identify research gaps within the field. Paper B focuses on
the adverse event dataset and developing the annotated synthetic corpus, while
Paper C focuses on detailing the semantic annotation design process. Lastly, Paper D
describes the terminology and ontology development process and results.
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Chapter 3

Results

This chapter provides the research questions (RQs) and main contribution areas
for each paper. Additionally, specific results and contributions from each paper are
detailed.

3.1 Paper A - Systematic Literature Review

Sepsis prediction, early detection, and identification using clinical text for machine

learning: a systematic review

Melissa Y. Yan, Lise Tuset Gustad, Øystein Nytrø

Published in: Journal of the American Medical Informatics Association. Vol. 29, Issue.
3 (2022), pp. 559–575. DOI: 10.1093/jamia/ocab236.

Research Question: RQ1

Main Area of Contribution: Identify Gaps

Many studies use machine learning for prediction, early detection, and identification
of sepsis. However, no literature reviews focus on utilizing clinical text for the
same purpose. Paper A is a systematic literature review that identifies the methods
currently utilizing clinical text to reduce sepsis through prediction, early detection,
and identification. Additionally, it provides insight into using clinical data. This
includes different documents in the EHR and an overview of how there is a delay
between a patient’s actual state and the documented data used to create models
(Figure 3.1). Furthermore, it shows data selection using different windows to obtain
longitudinal data (Figure 3.2). By identifying current studies, it becomes possible to
understand the need and importance of utilizing text, while also identifying current
research gaps. Research gaps include: (1) lack of sepsis studies using clinical text, (2)
limited generalizability for hospital departments outside the intensive care units and
emergency departments, (3) focus on fixed time frames within a patient’s medical
history, and (4) the impact of the sepsis definition used. Although the included studies
are heterogeneous, combining clinical text and structured data together improves
early detection and identification of sepsis and infections. Predicting sepsis 48 -
12 hours before onset appears to rely more on clinical text than structured data;
this is promising for studies interested in using a patient’s complete EHR to identify
infection signs leading up to sepsis before a patient is in critical condition.
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3. Results

Patient States
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Figure 3.1: Delays between a patient’s actual state, clinician observations, and
documentation. Figure adapted from [51].
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Figure 3.2: How and where to obtain longitudinal clinical data for models using
different windows. Figure adapted from [51].

3.2 Paper B - Dataset Potential

Preliminary Processing and Analysis of an Adverse Event Dataset for Detecting

Sepsis-Related Events

Melissa Y. Yan, Lise Husby Høvik, André Pedersen, Lise Tuset Gustad, and Øystein
Nytrø.

Published in: IEEE International Conference on Bioinformatics and Biomedicine
(BIBM). (2021), pp. 1605–1610. DOI: 10.1109/BIBM52615.2021.9669410.

Research Question: RQ2

Main Area of Contribution: Annotated Corpus

Understanding the dataset and its potential guides research. This paper gives a
perspective of adverse events and current available databases. It introduces a
Norwegian clinical adverse event dataset and the developed annotated synthetic
version of the adverse event dataset. Additionally, it provides insight into the health
care policies and purpose of Norwegian clinical adverse events. Further, preliminary
results demonstrate the research potential of the dataset.
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3.3 Paper C - Annotation Method

Method for Designing Semantic Annotation of Sepsis Signs in Clinical Text

Melissa Y. Yan, Lise Tuset Gustad, Lise Husby Høvik, and Øystein Nytrø.

Published in: Proceedings of the 5th Clinical Natural Language Processing Workshop
(ClinicalNLP@ACL). (2023), pp. 236–246. DOI: 10.18653/v1/2023.clinicalnlp-1.29.

Research Question: RQ2 and RQ3

Main Area of Contribution: Annotated Corpus

The text must be annotated to capture catheter-related signs and events from
clinical text needed to answer a clinical research question. Paper C describes the
annotation guideline design process in detail, and illustrates the systematic and
iterative annotation process taken. As shown in Figure 3.3, the semantic annotation
design process consists of seven steps: (1) identify the clinical problem, (2) clarify
and operationalize the clinical research question(s), (3) screen and select documents,
(4) annotate, (5) generate and divide synthetic clinical text documents, (6) design
and set up the annotation schedule, and (7) the annotation process and guideline
development. Both design and annotation processes are driven by the clinical
research question, which determines the corpus requirements that aid in designing
the annotation guideline (see Figure 3.4). The annotation guideline is then applied to
clinical text to produce an annotated corpus that is evaluated by the clinical research
question. Further, the experiences and challenges are described to help researchers
interested in annotating a corpus for their own research.
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1
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4 r6, .   r3,  * r5,  * r4,  *
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Figure 3.3: Annotation design process. Figure from [49].
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Figure 3.4: The annotation process and how it is driven by clinical research questions.
(a) The semantic annotation design and annotation processes. (b) Clinical research
questions drive the design and annotation processes. There is a dependency between
the clinical research questions, corpus requirements, annotation guideline, and
annotated corpus. Clinical research questions are evaluated to form the corpus
requirements, which are used to design the annotation guideline. Then, the
annotation guideline is applied to develop an annotated corpus that is evaluated by
the clinical research questions again. Figure (a) is a revised version from [52] (© 2021,
IEEE.) and (b) is adapted from [49].

3.4 Paper D - Terminology and Ontology

Terminology and ontology development for semantic annotation: A use case on

sepsis and adverse events

Melissa Y. Yan, Lise Tuset Gustad, Lise Husby Høvik, and Øystein Nytrø.

Published in: Semantic Web. Vol. 14, No. 5 (2023), pp. 811–871. DOI: 10.3233/SW-
223226.

Research Question: RQ4

Main Area of Contribution: Knowledge Model

Building upon annotations from Paper B and Paper C, Paper D develops a terminology
and ontology. The terminology indexes an annotated corpus, and the corresponding
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Paper D - Terminology and Ontology

ontology captures clinical knowledge about catheter infection indications. Terms in
the terminology and ontology were simple and more general to align with terms
used in clinical documentation instead of clinical guidelines. Additionally, the
development process is compared against other ontology development methods.
To be more accessible and understandable, all queries used in the evaluation are
included as natural language for clinicians and as SPARQL Protocol and RDF Query
Language (SPARQL) queries for computer scientists. Further, the terminology and
ontology are released in English and Norwegian so that others can also identify and
reason about catheter-related infections in a clinical adverse event corpus. Figure 3.5
shows different layers of clinical information and how annotations can be linked to
an ontology for reasoning using indications.

Catheter Indication:
    Any intravenous (IV) usage or infusion indicates some type of catheter is used.

Infusion phlebitis Indication:
    Early stage of infusion phlebitis is indicated by an insertion site or infusion with 2 of the following signs:

(i) pain or tenderness,
(ii) red,
(iii) swollen or edema, or
(iv) warm.

SwollenRed

Observation

Descriptive 
sign or 

symptom
Insertion site

Anatomical
location

Procedure

General IV

Sentence

Contains

Annotation

Ontology

Located nearby/on/at/in

Indications 

Figure 3.5: Layers of clinical information and reasoning. Documented signs and
events captured in annotations are linked to an ontology. The ontology represents
clinical knowledge and can reason about the presence of infusion phlebitis and a
catheter using indications as rules. Figure adapted from [50].
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Chapter 4

Discussion

There are four perspectives when capturing clinical concepts and knowledge within
clinical text for answering clinical research questions. First, an awareness of methods
utilizing clinical text. Second, an understanding of documented characteristics that
can be extracted. Third, the implementation of an annotation method for extracting
information. Finally, the acquisition of knowledge for utilizing annotated content to
answer questions. The process of developing the annotation guideline, annotated
corpus, and corresponding terminology and ontology enables this integration of
clinical knowledge and clinician feedback.

4.1 Research Question Findings

RQ1: What methods utilize clinical text to reduce sepsis and infections?

Methods utilizing clinical text to reduce sepsis and infection focus mainly on
identification or early detection. Those methods most frequently performed word
tokenization, removed tokens to improve representation, used a term frequency-
inverse document frequency representation, and utilized gradient boosted trees [51].
For evaluation, the area under the receiver operating characteristic curve was
reported for most.

Paper A found two studies focused on identifying infection using clinical text.
However, Paper A heavily focuses on sepsis and could miss infection studies. This is
because “infection” and possible sources of sepsis infection were not included in the
sepsis-related search terms (i.e., “sepsis,” “septic shock,” and “systemic inflammatory
response syndrome”) [51]. Possible terms for sepsis infection sources include
healthcare-acquired infection, bloodstream infection, catheter-associated infection,
catheter adverse events, pneumonia, and postoperative surgical complications. A
more comprehensive overview of the methods should include different sources of
infection.

RQ2: What characteristics of catheter-related signs and events can be captured from
clinical text?

Documented catheter-related signs and events within clinical text can either be
explicit or implicit. As mentioned in Paper B and Paper C, certain catheter types
are distinctly documented, whereas other catheters can be distinguished based on
anatomical insertion sites or procedures [53, 49]. To capture characteristics of signs
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and events related to catheters and infections in clinical text, it is essential to identify
signs and symptoms, anatomical locations, medical devices, and procedures. The
terms for these characteristics were kept simple because clinical documentation
contains common clinical knowledge written for other clinicians and is more general
than clinical guidelines (e.g., insert the central venous catheter into the “chest”
versus the “jugular vein until the superior vena cava”). Additionally, relationships
between identified signs must be identified to reason about the presence of catheters
and catheter-related events. Therefore, catheter-related characteristics, events, and
clinical knowledge must also be captured from clinical text.

RQ3: How can an incremental annotation-based method be developed to extract
information about catheter-related signs and events from clinical text?

Annotating clinical text requires clinical knowledge and an understanding of the
context to extract data, information, and knowledge properly. This context includes
the relationships between medical facts and the thought processes involved in
investigating, diagnosing, and treating medical conditions [1]. The context and
undocumented information in the clinical text will affect the interpretation [6]. For
example, intensive care unit progress notes do not document normal heart rates
because only an abnormal heart rate requires additional monitoring. Different types
of clinical text have different purposes. For example, nursing progress notes are
written by nurses usually at the end of their shift to summarize the care provided and
observed signs so that the next nurse taking over can continue patient care [9, 43, 22].
When discharging a patient from the hospital, discharge summaries summarize
the patient’s stay, follow-up treatment plans, prescriptions, and referrals [18]. In
comparison, adverse events are reported by all departments outside normal work
when an incident or potential mishap occurs. When annotating clinical text, it is
important to consider what information can be annotated and in what context to
extract information properly. Understanding how, why, and who has generated the
clinical text can provide insight into what type of information can be annotated.

The development of an incremental annotation-based method is described in
Paper C. Systematically annotating clinical text for catheter-related signs and
events starts at the semantic annotation design process [49]. The design process
involves understanding the clinical problem and determining what is documented so
that categories or entities for annotation can be formulated to capture concepts.
Categories are utilized to develop an annotation guideline that annotators use.
During annotation, annotators use the annotation guideline and leave comments
about issues related to the guideline. Combining annotation results and annotator
comments makes it possible to make revision guidelines to reduce ambiguity and
increase inter-annotator agreement. Additionally, annotations are evaluated to
determine if annotated concepts are relevant for answering the clinical research
question of interest. Then, this process is repeated iteratively and forms the
incremental annotation-based method to extract information, signs, and events
related to catheters.
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This method for designing and annotating clinical text for a specific clinical use
case can be beneficial for researchers needing to annotate a corpus. However,
there are some limitations. First, the experiences are based on a specific clinical
case and focus on the qualitative aspects. Details of certain parts of the design and
annotation process will likely need to be adjusted based on resources available to
other researchers. This can include the data selected for annotation, the number of
annotators available, and the annotators’ level of expertise. For instance, the use case
in the design process is based on using 8 annotators to annotate 100 synthetic AE
notes over 5 sessions. Second, expertise and additional time are required to generate
synthetic notes for annotation. Finally, future work is still needed to replicate the
described design and annotation process on other forms of clinical text and problems.

The developed incremental annotation-based method is for a specific use case
and needs to be replicated on different types of clinical text and problems [49].
Depending on the resources available, the design and annotation processes will
need to be adjusted. When making adjustments, considerations can include the
clinical research question that should be addressed, the type of clinical text available,
the ability to generate synthetic clinical text, the text selected for annotation, the
number of annotators, the annotators’ clinical experience, evaluation metrics for
inter-annotator agreement, and the feasibility of the project timeline.

RQ4: How can clinical knowledge about catheter-related signs and events be
captured?

Capturing signs and events alone is not enough. Clinicians recognize different
combinations of signs or events within specific situations as indicators of unnamed
catheters or infections. As previously mentioned, relationships between identified
signs and events are also necessary to reason about the presence of catheters and
catheter-related events. Thus, an ontology that represents clinical knowledge and
corresponds with annotated clinical text is needed to reason and identify indications
of catheters and infections.

The ontology represents documented clinical knowledge used by clinicians to
reason about the presence of catheters in clinical adverse event reports. The list
of indications in Appendix C.3 of [50] and their usage through competency questions
can be found in Appendix C.4 of [50]. However, in certain situations, infusion
phlebitis is not a catheter-related infection and complication but an expected side
effect. For example, using the Cordarone heart medication containing Amiodarone to
treat irregular heartbeat can result in severe phlebitis [11]. Use of certain antibiotics
can also lead to PIVC-related phlebitis [24]. Expanding the ontology to include more
specific IV medications and their expected side effects can assist in finding more
catheters.

The ontology was developed with clinicians and for clinicians. The competency
questions are written in natural language for the clinicians and have corresponding
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SPARQL queries. Thus, with some training, clinicians should be able to maintain the
ontology themselves.

4.2 Future Work

To reduce infections, hospitals need continuous and precise infection monitoring
at the system level. Continuous infection surveillance strengthens the feedback
loops of hospital management and clinicians. It enables rapid evaluation of clinical
practice and interventions to reduce infections. Thus, it is essential that hospitals
need to learn from both adverse and successful events to target infections, especially
catheter and PIVC-related BSIs. Therefore, the primary focus of future work will be
implementing a pipeline to systematically learn better infection prevention from
adverse and successful events by automating BSI risk detection.

A potential pipeline would include the following seven steps: (1) data management
and collection, (2) annotation, (3) data preprocessing, (4) machine learning model
1, (5) machine learning model 2, (6) a reasoning system, and (7) comparison of
adverse and successful events. Data management and collection of EHR and
adverse event data will be used for annotation and data preprocessing. Machine
learning model 1 will then classify documents into venous catheter-related, infection-
related, both, and none. Afterward, machine learning model 2 will perform named
entity recognition and relation extraction to automatically predict labels for signs,
precursors, causes, preceding events, and relationships between labels in documents.
Finally, labels will be used by the reasoning system to infer PIVC-related BSIs, so it
will be possible to compare adverse PIVC-related BSI events and successful events
without infection. Thus, this pipeline can be divided into three projects.

The first project is annotating medical records from the EHR system. Medical
records can be annotated for catheter-related signs and events by utilizing the
annotation guideline generated from annotating adverse event notes. Additionally,
the annotation guideline, terminology, and ontology can be expanded to include
additional annotation labels or clinical knowledge. Replicating the semantic
annotation process would further reinforce and validate the method described in
Paper C. Further annotations may be required based on downstream analyses. An
annotated medical corpus for catheter-related infections would make it possible to
identify catheter-related infections and study the progression of infection developing
in patients.

Using both the annotated adverse event corpus and medical record corpus, the
second project focuses on classifiers and the reasoning system. The primary objective
is to create classifiers that can identify catheter-related signs and events by using the
annotated adverse event corpus and medical record corpus. Then, the secondary
objective is to combine the classifiers with clinical knowledge in the ontology to
infer catheter presence, signs, and events. In addition to identifying catheter-related
signs and events, another possibility is tracking the progression of catheter-related
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phlebitis, infection, or sepsis in medical records. Depending on the data, it could also
be possible to create early detection or prediction models for the risk of developing
catheter-related phlebitis, infection, or sepsis.

Finally, the third project is developing a tool for the pipeline to compare adverse and
successful events. This tool can be a visual dashboard for monitoring, analyzing, and
visualizing adverse events to assist the hospital in prioritizing tasks for patient safety
improvement of catheters. Thus, future work will mainly focus on and expand upon
those three projects to complete the pipeline to develop an infection surveillance
tool and improve patient safety at the system level.

Identifying PIVC-related BSIs within the EHR gives a perspective of its prevalence.
Additionally, it provides an opportunity to contextually analyze signs, precursors,
common clinical causes, and events leading to a PIVC-related BSI at the bedside.
Inversely, identifying patterns, procedures, and situations with few BSI events
enables learning from successful procedures. Thus, clinicians will be more aware of
PIVC-related BSIs successful and adverse events. Raising awareness of BSI events
among clinicians and hospital management is possible through learning from both
successful events without infection and adverse PIVC-related events. Such awareness
can improve patient care and outcomes, reduce clinician distress, and minimize
organizational problems. Therefore, it is promising to build upon the annotation
method, annotated adverse event corpus, terminology, and ontology developed from
this research for future work.
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Chapter 5

Conclusion

Focused on capturing catheter-related signs and events from clinical text, this work
is comprised of four publications. Those publications describe (1) a systematic liter-
ature review about using clinical text for sepsis identification and early detection, (2)
the annotation design process, (3) the development of an annotated clinical corpus
and its corresponding annotation guideline, and (4) the process of developing a
terminology to represent annotations and an ontology to capture clinical knowledge.
This has resulted in a method to annotate clinical text, an annotated corpus, an
annotation guideline, a terminology, and an ontology for catheter-related signs and
events.

Based on the results of this work, preparation is underway for three projects. The first
project is annotating medical records using the annotation guideline from this work.
Using the annotated adverse event corpus, the second project focuses on classifiers
to identify catheter-related signs and events. The final project’s goal is to develop a
visual dashboard for monitoring, analyzing, and visualizing catheter-related adverse
events from the annotated corpus to assist the hospital in prioritizing tasks for patient
safety improvement. Thus, future work on these projects will work towards improving
patient safety by reducing catheter-related adverse events.
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ABSTRACT

Objective: To determine the effects of using unstructured clinical text in machine learning (ML) for prediction,

early detection, and identification of sepsis.

Materials and methods: PubMed, Scopus, ACM DL, dblp, and IEEE Xplore databases were searched. Articles

utilizing clinical text for ML or natural language processing (NLP) to detect, identify, recognize, diagnose, or pre-

dict the onset, development, progress, or prognosis of systemic inflammatory response syndrome, sepsis, se-

vere sepsis, or septic shock were included. Sepsis definition, dataset, types of data, ML models, NLP techni-

ques, and evaluation metrics were extracted.

Results: The clinical text used in models include narrative notes written by nurses, physicians, and specialists in

varying situations. This is often combined with common structured data such as demographics, vital signs, lab-

oratory data, and medications. Area under the receiver operating characteristic curve (AUC) comparison of ML

methods showed that utilizing both text and structured data predicts sepsis earlier and more accurately than

structured data alone. No meta-analysis was performed because of incomparable measurements among the 9

included studies.

Discussion: Studies focused on sepsis identification or early detection before onset; no studies used patient his-

tories beyond the current episode of care to predict sepsis. Sepsis definition affects reporting methods, out-

comes, and results. Many methods rely on continuous vital sign measurements in intensive care, making them

not easily transferable to general ward units.

Conclusions: Approaches were heterogeneous, but studies showed that utilizing both unstructured text and

structured data in ML can improve identification and early detection of sepsis.

Key words: sepsis, natural language processing, machine learning, electronic health records, systematic review

INTRODUCTION

Sepsis is a life-threatening illness caused by the body’s immune re-

sponse to an infection that leads to multi-organ failure.1 Annually,

there are 31.5 million sepsis cases, 19.4 million severe sepsis cases,

and 5.3 million sepsis deaths estimated in high-income countries.2

Studies have shown that early identification of sepsis following rapid

initiation of antibiotic treatment improves patient outcomes,3 and 6

h of treatment delay is shown to increase the mortality risk by

7.6%.4 Unfortunately, sepsis is commonly misdiagnosed and mis-

treated because deterioration with organ failure is also common in
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other diseases.5–8 The heterogeneity in infection source, immune

responses, and pathophysiological changes make identification and

therefore sepsis treatment difficult. Additionally, the diversity in

age, gender, and comorbidities affect the symptoms and outcome of

septic patients.7

Machine learning (ML) has been employed to improve sepsis

outcomes through early detection. ML can utilize structured and un-

structured data from electronic health records (EHRs).9–14 Struc-

tured clinical data come in a fixed format, such as age, vital signs,

and laboratory data, which make data preprocessing easier. In con-

trast, clinical notes are in unstructured free-text form, such as prog-

ress notes, nursing notes, chief complaints, or discharge summaries.

Clinical notes contain abbreviations, grammatical errors, and mis-

spellings. Using clinical text is a complex, time-consuming process

because it requires using natural language processing (NLP) to ex-

tract features that transform text into a machine-understandable

representation.15–22 This usually requires assistance from clinical

experts to convert text into machine-interpretable representations

that capture clinical knowledge for specific clinical domains. The ef-

fort required to utilize unstructured clinical text can deter research-

ers; however, unstructured clinical text contains valuable

information.16,22–25 Multiple studies and a review25 have shown

that using unstructured clinical text has increased model perfor-

mance to detect or predict colorectal surgical complications,26 post-

operative acute respiratory failure,27 breast cancer,28 pancreatic

cancer,29 fatty liver disease,30 pneumonia,31 inflammatory bowel

disease,32,33 rheumatoid arthritis,34–36 multiple sclerosis,37 and

acute respiratory infection.38,39

Prior reviews related to sepsis detection and prediction include:

sepsis detection using Systemic Inflammatory Response Syndrome

(SIRS) screening tools,40 sepsis detection using SIRS and organ dys-

function criteria with EHR vital signs and laboratory data,41 clinical

perspectives on the use of ML for early detection of sepsis in daily

practice,14 ML for diagnosis and early detection of sepsis patients,9–

13 infectious disease clinical decision support,42 and healthcare-

associated infections mentioning sepsis.43–45 However, to the best of

our knowledge, no reviews focus on the effect of utilizing unstruc-

tured clinical text for sepsis prediction, early detection, or identifica-

tion; this makes it challenging to assess and utilize text in future ML

and NLP sepsis research.

OBJECTIVE

The review aims to gain an overview of studies utilizing clinical text

in ML for sepsis prediction, early detection, or identification.

MATERIALS AND METHODS

This systematic review follows the Preferred Reporting Items for

Systematic review and Meta-Analyses guidelines.46

Search strategy
Relevant articles were identified from 2 clinical databases (PubMed

and Scopus) and 3 computer science databases (ACM DL, dblp, and

IEEE Xplore) using defined search terms. The 3 sets of search terms

included: (1) “sepsis,” “septic shock,” or “systemic inflammatory

response syndrome”; (2) “natural language processing,” “machine

learning,” “artificial intelligence,” “unstructured data,”

“unstructured text,” “clinical note,” “clinical notes,” “clinical

text,” “free-text,” “free text,” “record text,” “narrative,” or

“narratives”; and (3) detect, identify, recognize, diagnosis, predict,

prognosis, progress, develop, or onset. Searches on clinical databases

were performed using all 3 sets of search terms and excluded

animal-related terms. Whereas searches on computer science data-

bases only used the first set of search terms. No additional search

restrictions, such as date, language, and publication status, were in-

cluded. Additional articles were identified from relevant review

articles or backward reference and forward citation searches of eligi-

ble articles. Complete search strategies are in Supplementary Table

S1.

The search was initially conducted using only computer science

databases on December 10, 2019 and was updated to include clinical

databases on December 14, 2020. The first search found that 4 of 454

articles met inclusion criteria,47–50 and the second search uncovered 2

more articles that met inclusion criteria (6 of 1335 articles).51,52 Those

2 searches did not contain the search terms: “systemic inflammatory

response syndrome,” “artificial intelligence,” identify, recognize, diag-

nosis, prognosis, progress, develop, and onset. Hence, a search on

May 15, 2021, including those terms, found 2 additional articles.53,54

To ensure inclusion of other relevant articles, a broader search was

conducted on September 3, 2021 to include the following terms:

“unstructured data,” “unstructured text,” “clinical note,” “clinical

notes,” “clinical text,” “free-text,” “free text,” “record text,”

“narrative,” or “narratives.” This resulted in 1 additional article.55

Study selection
Titles, abstracts, and keywords were screened using Zotero

v5.0.96.3 (Corporation for Digital Scholarship, Vienna, VA) and

Paperpile (Paperpile LLC, Cambridge, MA). Screening removed

duplicates and articles that did not contain the following terms: (1)

text, (2) notes, or (3) unstructured. Full-text articles were evaluated

to determine if the study used unstructured clinical text for the iden-

tification, early detection, or prediction of sepsis onset in ML. Thus,

selected articles had to rely on methods that automatically improve

based on what they learn and not rely solely on human-curated

rules. Additionally, articles solely focusing on predicting sepsis mor-

tality were excluded as these articles are based on already estab-

lished sepsis cases. Reviews, abstract-only articles, and presentations

were removed. Additionally, a backward and forward search was

performed on eligible full-text articles.

Data extraction
One author independently extracted data, which a second author

verified. Any discrepancies were resolved either through discussion

with the third author by assessing and comparing data to evidence

from the studies or by directly communicating with authors from in-

cluded articles. The following information was extracted: (1) general

study information including authors and publication year, (2) data

source, (3) sample size, (4) clinical setting, (5) sepsis infection defini-

tion, (6) task and objective, (7) characteristics of structured and un-

structured data, (8) underlying ML and NLP techniques, and (9)

evaluation metrics.

RESULTS

Selection process
The initial search identified 2268 articles from 5 databases and 5 ad-

ditional articles56–60 from 2 relevant review articles (Figure 1).43,44

From the 1817 unique articles, 1620 articles were excluded based

on eligibility criteria described in the methods. After assessing the
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remaining 197 articles, most studies (189 of 197, ie, 96%) were ex-

cluded because they had not used or attempted to use unstructured

clinical text in their ML models to identify, detect, or predict sepsis

onset. For instance, there were sepsis-related studies that used text

but for other purposes such as mortality prediction,61–65 phenotyp-

ing,66 visualization,67 exploratory data analysis,68 and manual chart

review.69–71 Additionally, 6 articles about infection detection,60 cen-

tral venous catheter adverse events,58 postoperative sepsis adverse

events,72–74 and septic shock identification75 were excluded because

they used manually human-curated rules instead of ML methods

that automatically learn from data. The remaining 8 eligible articles

were used to perform backward and forward searches,47–50,52–55

which led to the inclusion of 1 additional article.51 This resulted in 9

articles for synthesis.

Study characteristics
Of the 9 identified articles, 2 studies aimed at identifying infection,47,48 6

studies focused on early detection of sepsis,51,53,55 severe sepsis,49 or sep-

tic shock,50,54 and 1 study considered both identification and early detec-

tion for a combination of sepsis, severe sepsis, and septic shock.52 Most

studies focused on intensive care unit (ICU)48,50,52–55 or emergency de-

partment (ED)47,51 data; only 1 used inpatient care data.49 Four studies

utilized data from hospitals,47,49,51,52 1 utilized MIMIC-II54 and 4 uti-

lized MIMIC-III.48,50,53,55 MIMIC-II and MIMIC-III are publicly avail-

able ICU datasets created from Boston’s Beth Israel Deaconess Medical

Center; MIMIC-II contains data from 2001–200776 and MIMIC-III con-

tains data from 2001–2012.77 Eight studies used data from the United

States47–51,53–55 and 1 study used data from Singapore.52 Sample sizes

varied greatly in terms of the number of patients or notes used. To select

patient cohorts or notes associated with sepsis, 3 studies used Interna-

tional Statistical Classification of Diseases and Related Health Problems

(ICD) codes,47,49,52 5 applied sepsis definition criteria,49–51,53,55 1 uti-

lized descriptions of antibiotics usage,48 and another54 applied criteria

from Henry et al78 that include ICD codes, sepsis criteria, and notes

mentioning sepsis or septic shock. Table 1 summarizes the study charac-

teristics and additional details are in Supplementary Table S2 (for Culli-

ton et al,49 the 8 structured variables for the Modified Baystate clinical

definition of severe sepsis and 29 structured variables used in models

were provided through personal communications with the correspond-

ing author of Culliton et al,49 Steve Gallant, on June 4, 2021).

Clinical text used in models
The 9 studies utilized narrative notes written by nurses,47–50,53–55

physicians,49–53,55 or specialists49–51,54,55 to document symptoms,

Figure 1. PRISMA (Preferred Reporting Items for Systemic reviews and Meta-Analyses) flowchart for study selection.
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Table 1. Study characteristics

Study (year) Clinical setting and data

source

Sample sizea Cohort criteria infection

definition

Task and objective

Horng et al.47 (2017) • ED
• Beth Israel Deaconess

(Boston, MA, United

States)
• Dec 17, 2008—Feb 17,

2013

230 936 patient visits
• Infection: 32 103 P;

14%
• No infection: 198 833

P; 86%

Train : 147 799 P; 64%

Validation: 46 187 P; 20%

Test: 36 950 P; 16%

Angus Sepsis ICD-9-CM

abstraction criteria79

Identify patients with sus-

pected infection to dem-

onstrate benefits of using

clinical text with struc-

tured data for detecting

ED patients with sus-

pected infection.

Apostolova and Velez48

(2017)

• ICU
• MIMIC-III
• 2001–2012

634 369 nursing notes
• Infection presence:

186 158 N; 29%
• Possible infection: 3262

N; 1%
• No infection: 448 211

N; 70%

Train: 70%

Test: 30%

Notes describing patient

taking or being pre-

scribed antibiotics for

treating infection

Identify notes with sus-

pected or presence of in-

fection to develop a

system for detecting in-

fection signs and symp-

toms in free-text nursing

notes.

Culliton et al.49 (2017) • Inpatient care
• Baystate hospitals

(Springfield, MA,

United States)
• 2012–2016

203 000 adult inpatient ad-

mission encounters
• Used 68 482 E
• Severe sepsis: 1427 E;

2.1%

3-fold cross validation:

only text data

Model construction:

2012–2015 data

Test set: 2016 data:
• Used 13 603 E
• Severe sepsis: 425 P;

3.1%

Modified Baystate clinical

definition of severe sepsis

(8 structured variables)

and severe sepsis ICD

codes

Predict severe sepsis 4, 8,

and 24 h before the earli-

est time structured varia-

bles meet the severe

sepsis definition to com-

pare accuracy of predict-

ing patients that will

meet the clinical defini-

tion of sepsis when using

unstructured data only,

structured data only, or

both types.

Delahanty et al.51 (2019) • ED
• Tenet Healthcare Hos-

pitals (Nashville, TN,

United States)
• January 1, 2016—Octo-

ber 31, 2017

2 759 529 patient encoun-

ters
• Sepsis: 54 661 E; 2%
• No Sepsis: 2 704 868 E;

98%

Train: 1 839 503 E;

66.7%
• Sepsis: 36 458 E; 2%
• No sepsis: 1 803 045 E;

98%

Test: 920 026 E; 33.3%
• Sepsis: 18 203 E; 2%
• No sepsis: 901 823 E;

98%

Rhee’s modified Sepsis-3

definition80

Predict sepsis risk in

patients 1, 3, 6, 12, and

24 h after the first vital

sign or laboratory result

is recorded in the EHR to

develop a new sepsis

screening tool compara-

ble to benchmark screen-

ing tools.

Liu et al.50 (2019) • ICU
• MIMIC-III
• 2001–2012

38 645 adult patients

Train: 70% P

Test: 30% P

Applied model to:

15 930 P with suspected in-

fection and at least 1

physiological EHR data

Sepsis-3 definition1 Predict septic shock in sep-

sis patients before the

earliest time septic shock

criteria are met to dem-

onstrate an approach us-

ing NLP features for

septic shock prediction.

Amrollahi et al.53 (2020) • ICU
• MIMIC-III
• 2001–2012

40 175 adult patients
• Sepsis: 2805 P; !7%

Train 80% P

Test 20% P

Sepsis-3 definition1 Predict sepsis onset hours in

advance using a deep

learning approach to

show a pre-trained neu-

ral language representa-

tion model can improve

early sepsis detection.

(continued)
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signs, diagnoses, treatment plans, care provided, laboratory test

results, or reports. EHRs contain various types of clinical notes. A

note covers an implicit time period or activity and describes events,

hypotheses, interventions, and observations within the health care

provider’s responsibilities. The note’s form depends on its function:

an order, a plan, a prescription, an investigation or analysis report, a

narrative or log of events, information for the next shifts, or a re-

quirement for legal, medical, or administrative purposes. An episode

of care begins when a patient is admitted to the hospital and ends

when the patient is discharged. Throughout a patient’s hospital stay,

documentation can include chief complaints, history-and-physical

notes, progress notes, reports, descriptions of various laboratory

tests, procedures, or treatments, and a discharge summary. Chief

complaints are the symptoms or complaints provided by a patient

for why they are seeking care.82 History-and-physical notes can in-

clude history about the current illness, medical history, social his-

tory, family history, a physical examination, a chief complaint,

probable diagnosis, and a treatment plan.83 Progress notes docu-

ment care provided and a description of the patient’s condition to

convey events to other clinicians.84 Free-text reports can include

interpretations of echocardiograms, electrocardiograms (ECGs), or

imaging results such as X-rays, computerized tomography scans,

magnetic resonance imaging scans, and ultrasounds. At discharge,

the health care personnel write a discharge summary note comprised

of patient details, hospital admittance reason, diagnosis, conditions,

history, progress, interventions, prescribed medications, and follow-

up plans.85–87 The discharge summary letter is a formal document

used to transfer patient care to another provider for further treat-

ment and follow-up care.88–90

Studies have shown that nursing documentation differs from

physician documentation.91,92 Nurses document more about a

patient’s functional abilities than physicians,91 and the information

from notes used and the frequency of viewing and documenting dif-

fers between health care personnel.92 Additionally, documentation

varies between hospitals,93,94 hospitals have different resources and

practices,95–97 and communicative behavior differs among profes-

sions in different wards.98 Hence, the type of notes used, who wrote

the notes, and purpose of the note will play a role in how the docu-

mentation is interpreted.99

Table 2 provides information regarding documentation types,

author of the note, time content of the data, time latency between

documentation and availability in records, and the documentation

frequency. In Figure 2, the relationship between hospital events and

longitudinal data used to train models is shown. As sepsis develops

in a patient over time, it shows there are typically delays between a

patient’s actual state, clinical observations, and recorded documen-

tation, such as ICU vital signs, narrative notes, and ICD codes.

The included studies utilized the following types of notes: 6 stud-

ies used unstructured nursing-related documentation,47,48,50,53–55 4

used physician notes,50,52,53,55 3 used radiology reports,50,54,55 3

used respiratory therapist progress notes,50,54,55 2 used ED chief

complaints,47,51 2 used ECG interpretations,50,54 2 used pharmacy

reports,50,54 2 used consultation notes,50,52 1 used discharge summa-

ries,50 1 included mostly progress notes and history-and-physical

notes,49 and 3 used additional unspecified notes.49,50,54 Not all

notes used are listed. Liu et al50 used all MIMIC-III notes to build a

vocabulary of unique words, and discharge summaries were likely

not used in predictions because they are unlikely to occur before

Table 1. continued

Study (year) Clinical setting and data

source

Sample sizea Cohort criteria infection

definition

Task and objective

Hammoud et al.54 (2020) • ICU
• MIMIC-II
• 2001–2007

17 763 patients
• Sepsis: 6097 P
• Severe sepsis: 3962 P
• Septic shock : 1469 P

5-fold cross validation

Sepsis definition based on

what Henry et al78 used

Predict early septic shock in

ICU patients using a

model that can be opti-

mized based on user pref-

erence or performance

metrics.

Goh et al.52 (2021) • ICU
• Singapore government-

based hospital (Singa-

pore, Singapore)
• Apr 2, 2015—Dec 31,

2017

5317 patients (114 602

notes)

Train and validation: 3722

P (80 162 N)
• Sepsis: 6.45%
• No sepsis: 93.55%

Test: 1595 P (34 440 N)
• Sepsis: 5.45%
• No sepsis: 94.55%

ICU admission with an

ICD-10 code for sepsis,

severe sepsis, or sepsis

shock

Identify if a patient has sep-

sis at consultation time

or predict sepsis 4, 6, 12,

24, and 48 h after con-

sultation to develop an

algorithm that uses struc-

tured and unstructured

data to diagnose and pre-

dict sepsis.

Qin et al.55 (2021) • ICU
• MIMIC-III
• 2001–2012

49 168 patients

Train: 33 434 P
• Sepsis: 1353 P
• No Sepsis: 32 081 P

Validation: 8358 P
• Sepsis: 338 P
• No Sepsis: 8020 P

Test: 7376 P
• Sepsis: 229 P
• No Sepsis: 7077 P

PhysioNet Challenge re-

strictive Sepsis-3 defini-

tion81

Predict if a patient will de-

velop sepsis to explore

how numerical and tex-

tual features can be used

to build a predictive

model for early sepsis

prediction.

ED: emergency department; ICU: intensive care unit; ICD: International Classification of Diseases; ICD-9 CM: ICD Clinical Modification, 9th revision; ICD-

10: ICD 10th revision; MIMIC-II: Multiparameter Intelligent Monitoring in Intensive Care II database; MIMIC-III: Medical Information Mart for Intensive Care

dataset.
aSample size unit abbreviations: P: patients; N: notes; E: encounters.
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observations. Additionally, Hammoud et al54 used all MIMIC-II

notes except discharge summaries.

These 9 studies utilized clinical notes differently. For the unit of

analysis, 6 studies used a single note,47,48,50,52–54 1 used a set of

many notes from a patient encounter,49 1 used a set of many notes

within a specific hour of consideration,55 and 1 used keywords from

notes.51 To identify infection signs, Horng et al47 and Apostolova

and Velez48 processed individual notes. While Goh et al52 used notes

at each patient consultation instance to identify sepsis patients. For

early detection, 5 studies defined onset time as the earliest time

when definition criteria are met49,50,53–55 and 1 defined sepsis onset

time as ICU ward admission time.52 Studies for early detection used

varying windows with different durations. A window decides how

and where to obtain longitudinal data, and duration is the length of

Table 2. Clinical documentation from electronic health records

Documentation types Author Description Temporal perspective Record latencya Frequency

Chief complaints • Physician
• Nurse
• Specialist

Symptoms or com-

plaints provided by

a patient at start of

care for why they

are seeking care.

Current Seconds to days One per episode

History-and-physical

notes

• Physician
• Nurse

Past medical history,

family history, de-

velopmental history

of present illness,

problems about

present illness, past

medications or

immunizations, al-

lergies, or habits.

Retrospective Immediately One per episode

Progress notes • Physician
• Nurse
• Specialist (eg, re-

spiratory thera-

pist)

Observations of pa-

tient status and care

provided to docu-

ment progress and

response to treat-

ment plans.

For physician, it

includes determining

diagnosis, prescrip-

tions, and labora-

tory orders.

• Retrospective
• Prospective

4–8 h One per shift

Reports Specialist Radiologist results

and cardiology

results.

Retrospective Days One to many per episode

Discharge summary

notes

Health care personnel Episode of care sum-

mary and follow-up

plans.

• Retrospective
• Prospective

At discharge or days

after

One per episode

Discharge summary

letter

Physician Formal required letter

containing follow-

up treatment plans.

• Retrospective
• Prospective

Days to months after

episode

One per episode

Laboratory results Laboratory technician Laboratory test analy-

sis results from pro-

vided samples (eg,

blood, urine, skin,

and device) based

on the physician’s

order.

Retrospective Days One to many per episode

ICD codes • Physician
• Professional ICD

coder
• ICD data aggrega-

tor organization

Diagnosis classifica-

tion for billing.

Retrospective Days to months One per episode

Administrative • Administration Patient information

such as name, age,

gender, address,

contact informa-

tion, and occupa-

tion.

• Retrospective
• Current

Immediately One per episode

aRecord latency is defined as time between measurement/observation and the availability of the results in electronic health records.
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time. As shown in Figure 3, studies can use windows differently,

such as a window with the duration of the whole encounter, a win-

dow with a duration of hours before onset, non-overlapping sliding

windows with a fixed duration until onset, or overlapping sliding

windows with a fixed duration until onset. Culliton et al49 used a 4-,

8-, or 24-h duration window before severe sepsis, and concatenated

all text within a window. Goh et al52 used a 4-, 6-, 12-, 24-, or 48-

h duration window of before sepsis, severe sepsis, or septic shock

onset. Liu et al50 used 10 data points within a 1-h duration window

spanning 2 h before septic shock, and used the most recently entered

note for a data point to predict septic shock. Hammoud et al54

binned data in 15-minute duration non-overlapping sliding windows

to update septic shock predictions every 15 minutes, and used the

last note within the window. Amrollahi et al53 binned data into 1-

h duration non-overlapping sliding windows to provide hourly sep-

sis predictions, and used sentences within a note to capture the se-

mantic meanings. Qin et al55 used 6-h duration overlapping sliding

windows with 6 data points to predict sepsis; a data point was gen-

erated from each hour within the window and all clinical notes

within the hour were concatenated in random-order. Delahanty et

al51 used a 1-, 3-, 6-, 12-, or 24-h duration window after the first

vial sign or laboratory result was documented in the EHR to identify

patients at risk for sepsis, and utilized keywords.

First 2 columns in Table 3 show the type of text and unit of

analysis used. Additional details about variables and specific notes

used are listed in Supplementary Table S3 (the types of notes and us-

age for Liu et al50 was confirmed through personal communications

with Ran Liu on June 2, 2021, for Hammoud et al54 by Ibrahim

Hammoud on May 29, 2021, and for Qin et al55 by Fred Qin on

September 9, 2021. Additionally, the structured variables used in

models for Culliton et al49 were provided through personal commu-

nications with Steve Gallant on June 4, 2021). In Figure 4, single

notes or a set of many notes are preprocessed and represented to ex-

tract features, whereas keywords are used as is. Then structured

data can be added, and the data are used to train ML models.

As shown in Figures 3 and 4 and listed in Tables 1 and 3 and

Supplementary Tables S2 and S3, although all studies are related to

sepsis, there are varying sample sizes, data types, inclusion criteria,

and objectives. This heterogeneity makes it challenging to compare

results for a meta-analysis.

Natural language processing and machine learning
study outcomes
To utilize text in ML, it must be transformed into a representation

understandable by computers. In order to do that, Bag-of-words

(BoW),100 n-gram, term frequency-inverse document frequency (tf-

idf), and paragraph vectors (PV)101 representations can be used.

These representations can be improved using additional NLP techni-

ques, such as stop word removal, lemmatization, and stemming. In

addition, other useful features can be extracted from text using part-

of-speech (POS) tagging, named entity recognition, or Latent Dirich-

let Allocation (LDA) topic modeling.102 In recent years, neural net-

works (NNs) have shown high predictive performance. As a result,

many state-of-the-art results have been achieved using NNs to learn

Figure 2. Overview of data from a patient timeline used to create models. The proximity of events toward a patient’s actual state and the actual documentation

recorded in the electronic health records typically has delays. Green represents patient states as sepsis develops in a patient. Yellow are observations made by

clinicians. Documentation includes ICU vital signsa in pink, narrative notes in blue, and ICD codes in orange. ICU vital signa documentation can be instantaneous,

narrative notes can be written after observations are made, and ICD codes are typically registered after a patient is discharged. PIVC: peripheral intravenous cath-

eter. aVital signs include temperature, pulse, blood pressure, respiratory rate, oxygen saturation, and level of consciousness and awareness.

Figure 3. Different types of windows were used to obtain longitudinal data. Each gray box represents a single window, which can vary in duration (length of time)

depending on the study. One window with the whole encounter means the study used a single window containing data with a duration of the whole encounter

from admittance until discharge. One window before onset signifies data from a window with a duration of time before sepsis, severe sepsis, or septic shock on-

set. Sliding windows are consecutive windows until before sepsis, severe sepsis, or septic shock onset; this includes non-overlapping and overlapping sliding

windows. Non-overlapping sliding windows indicate that data within one window of a fixed duration does not contain data in the next window. In contrast, over-

lapping sliding windows indicate windows of a fixed duration overlap, and data within one window will be partially in the next window.

Journal of the American Medical Informatics Association, 2022, Vol. 29, No. 3 565

47



Table 3. Text used in studies

Study (year) Free-text document type Unit of analysis Text processing

Horng et al.47 (2017) • ED chief complaints
• Nursing triage assessments

One note Representation:
• Bi-gram
• BoW (15 240-word vocabulary)
• LDA topic modeling (500

topics)

Techniques:
• Convert to lowercase
• Remove rare tokens and punc-

tuation
• Negation

Apostolova and Velez48

(2017)

Nursing notes One note Representation:
• BoW
• CBOW (200 vector size with

window size of 7 ¼ 441-term

vocabulary of antibiotics usage

and rules for negation and spec-

ulations)
• tf-idf
• PV (600 vector size for docu-

ment-level representation)

Techniques:
• Convert to lowercase
• Remove frequent tokens and

non-alphanumeric characters
• Negation

Culliton et al.49 (2017) Clinical notes (mostly progress

notes and history-and-physical

notes)

One patient encounter

¼ many notes

Representation:
• GloVe (300-dimensional vec-

tor) þ summing word vectors

Techniques:
• Concatenated all notes for an

encounter into a single text

block

Delahanty et al.51 (2019) ED chief complaints Keywords Other:
• Keywords extracted by experts

Liu et al.50 (2019) All MIMIC-III clinical notes, such

as but not limited to:
• Nursing notes
• Physician notes

One note Representation:
• BoW (8907 unique term vocab-

ulary and 832 predictive terms)
• GloVe (300-dimensional vector

for each unique term)

Techniques:
• Convert to lowercase
• Remove rare tokens, frequent

tokens, and non-alphanumeric

characters

Amrollahi et al.53 (2020) • Nursing notes
• Physician notes

One note Representation:
• tf-idf (2227 vector size features

¼ 2187 text features þ 40

structured features)
• ClinicalBERT (808 vector size

features ¼ 768 text features þ
40 structured features)

Techniques:
• Remove rare tokens, frequent

tokens, stop words, dates, and

special characters

Hammoud et al.54 (2020) All MIMIC-II notes except dis-

charge summaries, such as but

not limited to:
• Nursing progress notes
• Respiratory therapist progress

notes

One note Representation:
• BoW
• tf-idf

Techniques:
• Remove rare and frequent

tokens

(continued)
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a suitable representation of texts, often known as embeddings.103

Embedding techniques include Global Vectors for Word Representa-

tion (GloVe),104 Word2Vec as a continuous bag-of-words (CBOW)

model or skip-gram model,105 Bidirectional Encoder Representa-

tions from Transformers (BERT),106 and ClinicalBERT.107 The ad-

vantage of using embeddings is that it retains the sequential

information lost in a BoW representation and does feature extrac-

tion automatically.103

Utilized text processing operations are in Table 3. One study used

keyword extraction instead of text processing operations.51 Six stud-

ies used tokenization of words for word-level representation,47–

50,52,54 1 also tried PV for document-level representation,48 and an-

other used the first 40 tokens in a sentence to get sentence-level repre-

sentation and averaged sentence-level representations to provide

document-level representation.53 The most common technique for

improving representation was token removal, such as removing rare

tokens,47,50,52–54 frequent tokens,48,50,53,54 punctuation or special

characters,47,48,50,52,53 and stop words.52,53 The most frequently used

representation was tf-idf,48,52–55 followed by BoW,47,48,50,54

LDA,47,52 GloVe,49,50 ClinicalBERT,53,55 bi-gram,47 CBOW,48 and

PV.48 Three studies created a vocabulary of unique terms using

BoW,50 CBOW,48 and tf-idf.53 Apostolova and Velez48 found that us-

ing structured data was inadequate for identifying infection in nursing

notes, so they used antibiotic usage and word embeddings to create a

labeled dataset of notes with infection, suspected infection, and no in-

fection. Additionally, Horng et al47 and Liu et al50 listed predictive

terms in their models, and Goh et al52 provided a list of categories

used to classify the top 100 terms. Examples of predictive features

Table 3. continued

Study (year) Free-text document type Unit of analysis Text processing

Goh et al.52 (2021) Physician notes:
• Admission notes
• Progress notes
• ICU consultations
• Pharmacy notes
• Allied health notes

One note Representation:
• tf-idf
• LDA topic modeling (100

topics)

Techniques:
• Remove rare tokens, punctua-

tion, and stop words
• Lemmatization
• POS tagging
• Manual classification of topics

into categories

Qin et al.55(2021) • Nursing notes
• Physician notes
• Radiology notes
• Respiratory notes

Many notes Representation:
• tf-idf (1000 vector size ¼ 1000

most common term vocabu-

lary)
• ClinicalBERT (768 vector size

featuresa ¼ either by

concatenating all text first as in-

put or using individual notes as

input and concatenating output

of individual notes)

Techniques:
• Random-order concatenation

of all clinical notes within the

hour of consideration.a

• Named entity recognition

BoW: Bag-of-words; CBOW: Continuous bag-of-words; ClinicalBERT: Clinical Bidirectional Encoder Representations from Transformers; ED: emergency de-

partment; GloVe: Global Vectors for Word Representation; ICU: intensive care unit; LDA: Latent Dirichlet Allocation; POS tagging: Part-of-speech tagging; PV:

paragraph vectors; tf-idf: term frequency-inverse document frequency.
aRepresentation and technique details for Qin et al55 were provided through personal communications (with Fred Qin on September 7, 2021).

Figure 4. The unit of analysis used to train machine learning models for the included studies was either (1) a single note, (2) a set of many notes, or (3) keywords.

In general, text was preprocessed and represented as features interpretable by a computer, then structured data were added, and the data were used to fit ma-

chine learning models.
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are: (1) For sepsis, severe sepsis, or septic shock, Goh et al52 classified

the top 100-topics into 7 categories: clinical condition or diagnosis,

communication between staff, laboratory test order or results, non-

clinical condition updates, social relationship information, symptoms,

and treatments or medication. (2) Liu et al’s50 most predictive NLP

terms for the pre-shock versus non-shock state include “tube,” “crrt,”

“ards,” “vasopressin,” “portable,” “failure,” “shock,” “sepsis,” and

“dl.” (3) Horng et al’s47 most predictive terms or topics for having

an infection in the ED include “cellulitis,” “sore_throat,” “abscess,”

“uti,” “dysuria,” “pneumonia,” “redness_swelling,” “erythema,”

“swelling,” “redness, celluititis, left, leg, swelling, area, rle, arm, lle,

increased, erythema,” “abcess, buttock, area, drainage, axilla, groin,

painful, thigh, left, hx, abcesses, red, boil,” and “cellulitis, abx, pt, iv,

infection, po, keflex, antibiotics, leg, treated, started, yesterday.”

Whereas the least predictive terms or topics for not having an infec-

tion include “motor vehicle crash,” “laceration,” “epistaxis,”

“pancreatitis”, “etoh”(ethanol for drunkenness), “etoh, found, vom-

iting, apparently, drunk, drinking, denies, friends, trauma_neg, tri-

age,” and “watching, tv, sitting, sudden_onset, movie, television,

smoked, couch, pt, pot, 5pm, theater.”

ML methods for detecting sepsis using clinical text included:

ridge regression,49 lasso regression,54 logistic regression,47,48,52 Na-

ı̈ve Bayes (NB),47 support vector machines (SVMs),47,48 K-nearest

neighbors (KNNs),48 random forest (RF),47,52 gradient boosted trees

(GBTs),50–52,55 gated recurrent unit (GRU),50 and long short-term

memory (LSTM).53 Although the methods are listed separately, 2

studies combined different ML methods48,52 (see Supplementary Ta-

ble S4 for details). Ridge and lasso regression are linear regression

methods that constrain the model parameters. A linear regression

model is represented as by ¼ b1xþ b0, where by is the predicted value,

x is the input variable and b1 and b0 are model parameters. Model

parameters are estimated by minimizing
PN

i¼1 yi $ byið Þ2, where yi

is the label and N is the number of training samples. In ridge

and lasso regression,
PN

i¼1 yi $ byið Þ2 þ k
P2

j¼1 f ðbjÞ is minimized in-

stead, where k is a hyperparameter that trades-off between fitting

the data and model complexity, and f ðzÞ ¼ z2 for ridge regression or

f ðzÞ ¼ jzj for lasso regression. Logistic regression is a classification

method that models P yjxð Þ, which is the probability of a class y

given the feature x. The logistic regression model is defined as

f xð Þ ¼ 1

1þe$ b1xþb0ð Þ. NB is a Bayesian network that eases computation

by assuming all input variables are independent given the out-

come.108 SVM is an extension of a support vector classifier that sep-

arates training data points into 2 class regions using a linear decision

boundary and classifies new data points based on which region they

belong to. To accommodate for non-linearity in the data, SVM

enlarges the feature space by applying kernels.109 KNNs assume

similar data points are close together and use similarity measures to

classify new data based on “proximity” to points in the training

data.110 RF and GBT are ensemble models that use a collection of

decision trees to improve the predictive performance of the models.

RF classification takes the majority vote of a collection of trees to re-

duce the decision tree variance.111 GBT trains decision trees sequen-

tially so that each tree trains based on information from previously

trained trees.112,113 To avoid overfitting, each tree is scaled by a

hyperparameter k, often known as the shrinkage parameter or learn-

ing rate that controls the rate the model learns. Recurrent neural

networks (RNNs) are a type of NN with recurrent connections and

assume that the input data have an ordering, for example, words in

a sentence.114–116 RNN can be seen as a feed-forward NN with a

connection from output to input.115 GRU117 and LSTM118 are im-

proved variations of RNN with gating mechanisms to combat the

vanishing gradient problem. The improvements help the models to

better model long-term temporal dependencies. To tune hyperpara-

meters, grid-search and Bayesian optimization were used in the stud-

ies.47,48,50,53,54 The grid-search method iterates exhaustively

through all hyperparameter values within a pre-defined set of values

to find the optimal hyperparameter with respect to a validation set.

In contrast, the Bayesian optimization method makes informed

choices on which values to evaluate using the Bayes formula. The

goal of using Bayesian optimization for hyperparameter tuning is to

minimize the number of values to evaluate.

All studies reported evaluation results for different algorithms

or data types and almost all reported area under the receiver oper-

ating characteristic curve (AUC) values except 1.48 Figure 5 shows

differences in AUC values for infection (Figure 5A), sepsis

(Figure 5B), septic shock (Figure 5C), and severe sepsis

(Figure 5E) when using structured data only, text data only, or a

combination of structured and text data. Studies that compared

their methods for different hours prior to onset are also included

(Figure 5D and F), the lines connecting the points are to visually

separate the methods and do not indicate changing AUC values

over time. This figure compares data type usage and model perfor-

mance within an individual study; it should not be used to compare

AUC values between subfigures and studies because the studies

used different cohorts, sepsis definitions, and hours before onset.

Additionally, sepsis, severe sepsis, and septic shock have different

manifestations.119,120 Table 4 summarizes the best and worst AUC

values for each study; a full table with additional evaluation met-

rics is available in Supplementary Table S4 (number of hours be-

fore onset for Amrollahi et al53 was confirmed through personal

communications with Shamim Nemati on May 27, 2021 and Fate-

meh Amrollahi on June 13, 2021). GBT was the most widely used

ML method,50–52,55 followed by logistic regression,47,48,52

SVMs,47,48 RF,47,52 ridge regression,49 lasso regression,54 NB,47

KNNs,48 GRU,50 and LSTM.53 For hyperparameter tuning, 3 stud-

ies used the grid-search method47,48,54 and 2 used the Bayesian op-

timization method50,53 (hyperparameter tuning was provided by

personal communication with Ran Liu on September 7, 2021 and

Fatemeh Amrollahi on September 7, 2021). Delahanty et al,51

Hammoud et al,54 Goh et al,52 and Qin et al55 compared their al-

gorithm to scoring systems used in clinical practice, such as

SIRS,121 sequential organ failure assessment (SOFA),122 quick

SOFA (qSOFA),123 modified early warning system (MEWS),124 or

a targeted real-time early warning score (TREWScore).78 In addi-

tion, Apostolova and Velez48 evaluated their model on a ground

truth set with 200 nursing notes that were manually reviewed by a

qualified professional, and Goh et al52 compared their model with

the Rhodes et al125 sepsis guidelines used by physicians. Further-

more, Horng et al47 performed additional tests on different patient

cohorts for error analysis. Although results are difficult to compare

directly because of study heterogeneity, most results suggest that

utilizing both structured data and text generally results in better

performance for sepsis identification and early detection.

DISCUSSION

Identification, early detection, prediction, and method
transferability
Nine studies utilized clinical text for sepsis identification, early de-

tection, or prediction. As all identified studies focus on the identifica-

tion or early detection of sepsis within a fixed time frame, this
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Figure 5. Overview of area under the curve (AUC) values for identification or early detection of infection, sepsis, septic shock, and severe sepsis using different

data types (structured data and text, structured data only, and text only).* Each figure contains the study and year, machine learning model,a and natural lan-

guage processing techniqueb. (A) AUC values for infection identification. Horng et al47 2017: SVM (BoW) has 2 AUC values; 0.86 when using chief complaints and

nursing notes and 0.83 when using only chief complaints. (B) AUC values for early sepsis detection. Amrollahi et al53 AUC values are from detecting 4 h before

sepsis onset, and Qin et al55 AUC values are the average from detecting 0 to 6 h before sepsis onset. (C) AUC values for early septic shock detection. Hammoud

et al54 AUC values are from detecting 30.64 h before septic shock onset, and Liu et al50 AUC values are from detecting 6.0 to 7.3 h before septic shock onset. (D)

AUC values for early sepsis, severe sepsis, or septic shock detection and sepsis identification in Goh et al.52 Different symbols separate data types. (E) AUC values

for early septic shock detection for Culliton et al49 using results from the test set. (F) AUC values for early septic shock detection for Culliton et al49 using results

from 3-fold validation. *Disclaimer: AUC values should not be directly compared between studies and different figures for infection, sepsis, severe sepsis, and

septic shock. Additionally, the lines connecting points do not indicate AUC values changing over time (Figure 5D and 5F); lines only separate the different meth-

ods visually. aMachine learning models: dag: dagging (partition data into disjoint subgroups); GBT: gradient boosted trees; GRU: gated recurrent unit; LSTM:

long short-term memory; NB: Naı̈ve Bayes; RF: random forest; SVM: support vector machines. bNatural language processing techniques: BoW: Bag-of-words;

ClinicalBERT: Clinical Bidirectional Encoder Representations from Transformers; ClinicalBERT-m: ClinicalBERT from merging all textual features to get embed-

dings; ClinicalBERT-sf; finetuned ClinicalBERT from concatenating individual embeddings of each textual feature; CM: Amazon Comprehend Medical service for

named entity recognition; GloVe: Global Vectors for Word Representation; LDA: Latent Dirichlet Allocation; tf-idf: term frequency-inverse document frequency.
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indicates much work is still needed before sepsis prediction can use

text from complete patient histories. Studies from this review focus

mainly on the ICU and ED, and the addition of continuous measure-

ments of vital signs for sepsis makes generalizability to the ward

units limited. However, Culliton et al49 was successful in detecting

sepsis early utilizing only the text from EHR clinical notes, which is

a promising approach for all inpatients. Additionally, Horng et al47

showed that their ML model performed on subsets of specific patient

cohorts like pneumonia or urinary tract infection. The different ML

methods and NLP techniques from each study may be applicable for

different retrospective cohort or case–control studies. Though the

studies have varying sepsis definitions, cohorts, ML methods, and

NLP techniques, overall, they show that using clinical text and struc-

tured data can improve sepsis identification and early detection. Un-

structured clinical text predicts sepsis 48–12 h before onset, while

structured data predicts sepsis closer to onset (<12 h before).

Sepsis definition impact
In ML, many studies rely heavily on sepsis definitions and ICD-

codes to identify patient cohort datasets for sepsis studies.9,11,13

Table 4. Study outcome overview of best and worst area under the curve values

Study (year) Hoursa Data typesb Modelsd (NLP)e AUCf

DVLMC Tc

Horng et al.47 (2017) Identify DV- - - CC þ NN RF (BoW) 0.87

DV- - - – NB 0.65

Apostolova and Velez48 (2017) Identify - - - - - NN SVM (BoW þ tf-idf) –

- - - - - NN Logistic regression þ KNN þ SVM (PV) –

Culliton et al.49 (2017) $4 - - - - - CN Ridge regression (GloVe) 0.64

$8 - - - - - CN Ridge regression (GloVe) 0.66

$24 - - - - - CN Ridge regression (GloVe) 0.73

$24g -V- -C CN Ridge regression (GloVe) 0.85

-V- -C – Ridge regression (GloVe) 0.80

Delahanty et al.51 (2019) þ1 -VL- - – GBT 0.93

þ3 -VL- - – GBT 0.95

þ6 -VL- - – GBT 0.96

þ12 -VL- - – GBT 0.97

þ24 -VL- - – GBT 0.97

Liu et al.50 (2019) $7 -VLM- CN GRU (GloVe) 0.92

$7.3 -VLM- CN GBT (BoW) 0.91

$6 -VLM- – GBT 0.85

Amrollahi et al.53 (2020) $4h -VL- - PN þ NN LSTM (ClinicalBERT) 0.84

- - - - - PN þ NN LSTM (ClinicalBERT) 0.74

Hammoud et al.54 (2020) $30.6 DVL- - CN Lasso regression (BoW þ tf-idf) 0.89

Goh et al.52 (2021) Identify DVLM- PN Logistic regression þ RF (LDA) 0.94

DVLM- PN dag þ Logistic regression (LDA) 0.92

$4 DVLM- – Logistic regression þ RF 0.93

DVLM- PN dag þ Logistic regression (LDA) 0.85

$6 DVLM- PN Logistic regression þ RF (LDA) 0.92

DVLM- PN dag þ Logistic regression (LDA) 0.89

$12 DVLM- PN Logistic regression þ RF (LDA) 0.94

DVLM- – Logistic regression þ RF 0.79

$24 DVLM- PN Logistic regression þ RF (LDA) 0.90

DVLM- – Logistic regression þ RF 0.78

$48 DVLM- PN Logistic regression þ RF (LDA) 0.87

DVLM- – Logistic regression þ RF 0.77

Qin et al.55 (2021) $6 to 0i -VL- - CN GBT (ClinicalBERT-sf) 0.89i

-VL- - – GBT (ClinicalBERT-m) 0.86i

aHours: Identify: not detecting hours before or after; –: hours before; þ: hours after an event.
bData types: D: demographics; V: vitals; L: laboratory; M: medications; C: codes; T: text; -‘s position in DVLMC indicates which is not used.
cText data types: CC: chief complaints; CN: various types of clinical notes; NN: nursing notes; PN: physician notes; –: no notes.
dMachine learning models: dag: dagging (partition data into disjoint subgroups); GBT: gradient boosted trees; GRU: gated recurrent unit; KNN: K-nearest

neighbors; LSTM: long short-term memory; NB: Naı̈ve Bayes; RF: random forest; SVM: support vector machines.
eNatural language processing (NLP) techniques: BoW: Bag-of-words; ClinicalBERT: Clinical Bidirectional Encoder Representations from Transformers; Clini-

calBERT-m: ClinicalBERT from merging all textual features to get embeddings; ClinicalBERT-sf: finetuned ClinicalBERT from concatenating individual embed-

dings of each textual feature; GloVe: Global Vectors for Word Representation; LDA: Latent Dirichlet Allocation; PV: paragraph vectors; tf-idf: term frequency-

inverse document frequency.
fArea under the curve (AUC). Apostolova and Velez48 did not provide metrics for AUC.
gCulliton et al49 performed 2 experiments, these results are from using a test set instead of 3-fold validation.
hNumber of hours before onset for Amrollahi et al53 was confirmed through personal communications (with Shamim Nemati on May 27, 2021 and Fatemeh

Amrollahi on June 13, 2021).
iQin et al55 AUC values are an average from 0 to 6 h before sepsis, not the specified hours.
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Among changing sepsis definitions over time are the 2001 Angus

Sepsis ICD-9 abstraction criteria,79 2012 Surviving Sepsis Campaign

Guidelines,126 2016 Sepsis-3 consensus definition,1 and 2017 Rhee’s

modified Sepsis-3 definition.80 Although a consensus sepsis defini-

tion exists,1 not all definition elements will be present in a sepsis pa-

tient because sepsis is a very heterogeneous syndrome127 and the

infection site is difficult to identify correctly.128 Many patients with

sepsis are often misdiagnosed with other diseases such as respiratory

failure129 and pneumonia.129,130 In practice, hospitals also have

varying sepsis coding methods.131–135 As the sepsis definitions

change, studies also tend to use the most current definition in their

study. A recent study that used different sepsis definitions to gener-

ate patient cohorts found significant heterogeneous characteristics

and clinical outcomes between cohorts.136 Similarly, previous work

by Liu et al137 demonstrated that using different infection criteria

resulted in a different number of patients and slightly different out-

comes. Similar to how changes in the definition and varying coding

methods can affect sepsis mortality outcomes,138 the sepsis defini-

tion and codes used in ML studies will likely change the outcome,

results, and reporting methods. Thus, future studies should ac-

knowledge that sepsis is a syndrome and clearly characterize each

sign of sepsis to reflect the heterogeneity in the definition.

Suggestions for future studies
Predicting sepsis earlier than 12 h prior to sepsis onset can reduce

treatment delays and improve patient outcomes.3,4 Because predic-

tions 48–12 h before sepsis onset appear to rely more on clinical text

than structured data, additional NLP techniques should be consid-

ered for future ML studies. Additionally, since the sepsis definition

used will change the cohort, this indicates opportunities to expand

the cohort. Like Apostolova and Velez,48 who determined their co-

hort by finding notes describing the use of antibiotics. It should be

possible to determine cohorts by using notes describing infection

signs (eg, fever, hypotension, or deterioration in mental status), indi-

cators of diseases that sepsis is misdiagnosed with (eg, pulmonary

embolism, adrenal insufficiency, diabetic ketoacidosis, pancreatitis,

anaphylaxis, bowel obstruction, hypovolemia, colitis, or vasculitis),

or medication effect and toxin ingestion, overdose, or with-

drawal.139 NLP methods from infectious diseases known to trigger

sepsis can be incorporated to extract infection signs and symptoms

from the text for determining potential sepsis signs, patient groups,

and risk factors. For instance, many sepsis patients are often admit-

ted with pneumonia, and there are several studies about identifying

pneumonia from radiology reports using NLP.23,140,141 Addition-

ally, heterogeneous sepsis signs or symptoms might be identified by

utilizing NLP features for detecting healthcare-associated infections

risk patterns59 or infectious symptoms.142 Information from other

NLP related reviews about using clinical notes can also be applied,

such as: challenges to consider,16 clinical information extraction

tools and methods,18 methods to overcome the need for annotated

data,22 different embedding techniques,143,144 sources of labeled

corpora,143 transferability of methods,145 and processing and ana-

lyzing symptoms.146 Moreover, heterogeneous or infectious dis-

eases, with overlapping signs and symptoms of other diseases, can

utilize similar sepsis ML and NLP methods to improve detection.

The identified studies did not utilize complete patient history data.

Thus, future research utilizing complete patient history data can

study if sepsis risk can be predicted earlier than 48 h by incorporat-

ing sepsis risk factors, such as comorbidities,7 chronic diseases,147

patient trajectories,148 or prior infection incidents.149

Limitations
This review has several limitations. The narrow scope of including

only studies about utilizing clinical text for sepsis detection or pre-

diction could have missed studies that use other types of text for sep-

sis detection or prediction. For example, search terms did not

include “early warning system,” “feature extraction,” and “topic

modeling.” Additionally, search terms did not include possible sour-

ces of infection for sepsis, such as bloodstream infection, catheter-

associated infection, pneumonia, and postoperative surgical compli-

cations. Further, the sensitivity to detect sepsis in text, structured

data, or the combined data from these will depend on the time-

stamps these data recordings have in the EHR. These timestamps

may vary depending on the data used to inform the study or the dif-

ferent systems implemented at different hospitals. The articles iden-

tified in this review had a homogenous choice of structured data (ie,

demographics, vital signs, and laboratory measurements). Of those,

laboratory test results have the largest time lag, around 1–2 h to ob-

tain the blood test results.150 Thus, the good performance of text to

detect sepsis in these articles are unlikely explained fully by the time

lag between measurement and recording of the structured data. This

review thus shows that it is possible to detect sepsis early using text,

with or without the addition of structured data.

CONCLUSION

Many studies about sepsis detection exist, but very few studies uti-

lize clinical text. Heterogeneous study characteristics made it diffi-

cult to compare results; however, the consensus from most studies

was that combining structured data with clinical text improves iden-

tification and early detection of sepsis. There is a need to utilize the

unstructured text in EHR data to create early detection models for

sepsis. The lack of utilizing the complete patient history in early pre-

diction models for sepsis is an opportunity for future ML and NLP

studies.
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Abstract—Adverse event (AE) reports contain notes detailing

procedural and guideline deviations, and unwanted incidents that

can bring harm to patients. Available datasets mainly focus on

vigilance or post-market surveillance of adverse drug reactions or

medical device failures. The lack of clinical-related AE datasets

makes it challenging to study healthcare-related AEs. AEs affect

10% of hospitalized patients, and almost half are preventable.

Having an AE dataset can assist in identifying possible patient

safety interventions and performing quality surveillance to lower

AE rates. The free-text notes can provide insight into the cause

of incidents and lead to better patient care. The objective of

this study is to introduce a Norwegian AE dataset and present

preliminary processing and analysis for sepsis-related events,

specifically peripheral intravenous catheter-related bloodstream

infections. Therefore, the methods focus on performing a domain

analysis to prepare and better understand the data through

screening, generating synthetic free-text notes, and annotating

notes.

Index Terms—Adverse events, Healthcare knowledge represen-

tation, Natural language processing, Quality improvement, Sepsis

I. INTRODUCTION

Sepsis is the most common cause of death among hospital-
ized patients [1] and contributes to 30% to 50% of hospitalized
deaths [2]. Caused by a dysregulated host response to an
infection, sepsis can lead to multi-organ failure and death [3].
Bloodstream infections (BSIs) occur when bacteria enter the
bloodstream [4]. A particularly lethal bacterium that com-
monly causes BSIs is Staphylococcus aureus (S. aureus) [5], a
gram-positive bacteria frequently found on the skin. A range
from 7.6% to 35% of S. aureus BSIs are due to peripheral
intravenous catheters (PIVCs) [6]. PIVCs are inserted in a
peripheral vein to administer IV fluids, medications, and blood
transfusions. They are the most frequently used device in
hospitals [7]; over one billion PIVCs are estimated to be

⇤ Authors contributed equally to this work.

inserted annually worldwide [8] and up to 80% of patients
admitted to a hospital will receive at least one PIVC [9].

Improper management of PIVCs can lead to increased
patient mortality risk via BSIs [6]. Four gateways to BSIs
are described with PIVCs; migration of microbes down the
catheter tract, via the catheter hub, by contaminated infusate,
or by an existing infection where bacteria circulating the
bloodstream can attach to the catheter [10]. Although fre-
quently used, PIVCs are often not documented in clinical
records [7]. Additionally, sepsis is poorly documented in
departments outside the intensive care unit [11]. This makes
retrospective and real-time systematic quality surveillance for
PIVC difficult. However, failure related to PIVCs are more
frequently reported in AE reports. Hence, the main motivation
of this project was to use an AE dataset to facilitate systematic
monitoring and quality of care improvements related to PIVCs
for reducing sepsis and BSI cases.

II. BACKGROUND

A. About Adverse Events
An estimated 1 in 10 hospitalized patients worldwide are

affected by an adverse event (AE), and nearly 50% are
preventable [12]. Commonly reported AEs include surgical
or medication procedural errors, hospital-acquired infections,
pressure ulcers, and falls [13]. AE incidents can be recorded
in electronic health records (EHRs) or separate reporting
systems. Current methods for detecting AEs include man-
ual chart review and screening using ICD codes, keyword
search, and natural language processing (NLP) [14]. Using
the Global Trigger tool [15], various studies track health care
quality indicators to identify triggers and measure AE rates by
manually reviewing medical records [13]. In addition to the
manual approach, other studies focus on developing automated
trigger tools, such as extracting EHR data using NLP [16] and
monitoring nursing notes for infection signs [17].
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TABLE I. ADVERSE EVENT DATABASES (DB) WORLDWIDE

Type Purpose Database

Drug Vigilance Canada Vigilance Adverse Reaction On-
line DB; EU Drug Regulating Authorities
Pharmacovigilance (EudraVigilance); Ger-
man ABDAa DB; Japanese Adverse Drug
Event Report (JADER) DB; Korean Ad-
verse Event Reporting System (KAERS); UK
MHRAb Interactive Drug Analysis Profiles
(iDAPs); World Health Organization (WHO)
VigiBase via VigiAccess

Drug Post-market
surveillance

US FDAc Adverse Event Reporting System
(FAERS) DB; US Vaccine Adverse Event
Reporting System (VAERS)

Device Post-market
surveillance

German Medical Devices Information and
DB System (DMIDS); US Manufacturer and
User Facility Device Experience (MAUDE)

Drug &
Device

Post-market
surveillance

Australian DB of Adverse Event Notifica-
tions (DAEN)

All Near-miss
or AE

Japan Council for Quality Health Care (JQ)
project

a ABDA: Federal Union of German Associations of Pharmacists (Bun-
desvereinigung Deutscher Apothekerverbände)

b MHRA: Medicines and Healthcare products Regulatory Agency
c FDA: Food and Drug Administration

B. Purpose of Adverse Events

The primary purpose of documenting AEs is to promote
patient safety. Along with collaborators worldwide, the World
Health Organization has been promoting methods which
contribute to effectively learning from AEs [18]. As AE
documentation shifts from legal consequences with personal
responsibility towards a learning perspective, it is becoming
possible to better understand the causes resulting in AEs, and
thus identify possible interventions to improve patient safety
within hospitals [12].

C. Available Datasets and Databases

Available AE datasets and databases worldwide mainly
focus on vigilance or post-market surveillance of drugs or
devices (see Table I). As the focus is on either adverse drug
events and side effects or device failures, it is unlikely that
many of the databases will capture clinical healthcare-related
AEs. To the best of our knowledge, the only publicly available
AE database containing clinical healthcare-related AEs is the
Japan Council for Quality Health Care’s Project to Collect
Medical Near-Miss/Adverse Event Information [19].

However, the Japanese healthcare system varies from Nor-
wegian healthcare in terms of treatment, health system orga-
nization, and strategies to ensure the quality of care [20]. For
instance, Norway has general practitioners who act as gate-
keepers to specialist treatment; this is relatively new in Japan.
In addition, most Norwegian hospitals are government-owned,
whereas only 15% of Japanese hospitals are government-
owned. Furthermore, Norwegian hospitals are obligated to
participate and measure quality and safety improvement, and
there is a national program for tracking health care indicators

of survival and infection rates. In contrast, the Japanese
government promotes hospitals to report quality indicators on
their websites, and only advanced treatment Japanese hospitals
are required to report AEs.

D. Objective
This paper aims to present a Norwegian AE dataset and

preliminary results for characterizing a dataset on detecting
sepsis-related events, to demonstrate further research potential
using a dataset currently undergoing preparation for release.
Various clinical events were found by inspecting the AE
dataset with the initial motivation of identifying PIVC-related
BSIs. This included events related to sepsis and phlebitis,
which is inflammation of a vein near the skin’s surface and
can be an indicator of infection. Furthermore, falls and device
failures were deemed relevant to interpret the AE dataset.

III. NORWEGIAN ADVERSE EVENTS

In Norway, a retrospective review of EHRs estimated that
one-third of all hospital deaths were due to AEs [21]. Fur-
ther exploration into two Norwegian hospitals identified that
11.2% of AEs were life-shortening. From these, 82.4% of the
incidences were related to healthcare-associated infection. In
general, comparing statistics based on AE-events from reg-
istries, EHR reviews, and automated methods is challenging.

A. Health Care Policy
Many countries have their own AE-related legislation to

monitor the safety of drugs and medical devices. In Norway,
the Regulations on Medicinal Products maintain drug safety
and marketing1, whereas the Medical Equipment Act regulates
medical equipment safety and post-market surveillance2. Addi-
tionally, under the Norwegian Specialized Health Services Act
of 1999, all health and care services are obligated to notify
the Norwegian Board of Health Supervision of unexpected
incidents related to patient injury and death3. Furthermore,
according to the Regulations on Management and Quality
Improvement in the Health and Care Service, those services
are required to manage quality improvement and patient safety
systematically by reviewing deviations (i.e., AE), evaluating
implemented preventative measures, and rectifying activities4.

B. Norwegian Adverse Event Dataset Description
There are 18 555 AE reports from the electronic incident

reporting registry system at St. Olavs hospital, Trondheim Uni-
versity Hospital in Trondheim, Norway between September
30, 2015 and December 31, 2019. Intentionally written for a
specific purpose and directed at someone specific, these reports
are not written routinely by a clinician and differ in quality,
purpose, and structure from EHR clinical notes. These reports
describe various events in addition to AEs, such as procedural
and guideline deviations, near-miss events that could have

1https://lovdata.no/dokument/LTI/forskrift/2009-12-18-1839
2https://lovdata.no/dokument/NL/lov/2020-05-07-37
3https://lovdata.no/dokument/NL/lov/1999-07-02-61
4https://lovdata.no/dokument/SF/forskrift/2016-10-28-1250
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Fig. 1. Steps for preprocessing adverse event (AE) data. 1) The preliminary guideline was developed from clinical questions of interest, which are used to
create categories. 2) The categories are used to screen the original 18 555 Norwegian AE reports. 3) A total of 100 unique synthetic AE notes were generated
based on notes from the original reports, and each note was given a SynthLabel label indicating if it contained infection, faulty device malfunctioning, or
fall information. 4) Eight annotators each annotated 70 notes over four sessions using a guideline that was revised after each session. 5) This resulted in 560
annotated synthetic AE notes labeled with seven categories (i.e., Sign, Location, Device, Procedure, Sensitivity, Person, and Whole) used to capture and
represent documented healthcare knowledge.

harmed patients, misunderstandings, resource needs, and pa-
tients with poor behavior who pose a risk to others. Each report
has: an identifier, title, registration date, changed date, report
to and from units, booleans for security-related or patient-
related event, event type and severity, clinical division, and
an unstructured free-text note. Lastly, it also contains a status
indicating if the incident is open or closed; a closed status
indicates specific solutions for patient safety problems have
been developed and implemented. Use of AE notes for the
purpose of this study was approved by the Norwegian Regional
Committees for Medical and Health Research Ethics (REK),
approval no 26814.

IV. MATERIALS AND METHODS

The original 18 555 Norwegian AE reports dataset was
used to create a synthetic dataset annotated for PIVC-related
BSI events (see Fig. 1). The synthetic notes were annotated
to capture data, information, and knowledge in the text at
different levels; word- or phrase-level indicates an annotation
that spans a word or phrase, whereas note-level indicates
an annotation representing the span of the whole text. This
resulted in 100 synthetic notes with SynthLabel note-level
labels (i.e., infection-related, faulty device malfunction-related,
and fall-related incidents) and 560 annotated synthetic notes.

A. Preliminary Annotation Guideline Development

The preliminary annotation guideline was developed based
on the proposed clinical question: “Is there a connection be-
tween BSIs and PIVCs at the hospital?” The clinical question
was simplified to:

• How can sepsis or BSIs be identified when the symptoms
are similar to other diseases?

• How can poorly documented PIVCs be identified?
Those questions were then modified based on the clinical
perspectives of the nurses; for example, some catheters are
documented distinctly (for data extraction), whereas others can
be distinguished based on anatomical insertion site (for infor-
mation extraction) or procedures (for knowledge extraction).

This resulted in the following domain-specific questions of
interest:

• What are the different signs of infections, specifically for
BSIs, sepsis, or infected PIVCs?

• What are the signs for different types of catheters?
• Where are the anatomical insertion sites of catheters?
• What events can be related to catheter use?
Domain-specific questions were answered by nurses who

provided a list of keywords, phrases, sentences, and examples
from the clinic. As shown in Fig. 2(a), these answers were
sorted into four categories (technically known as entities in
annotation or classes in ontologies) for word- or phrase-level
labels: Sign, Location, Device, and Procedure. Next, a total
of 700 randomly selected notes, from the original AE dataset,
were manually screened to ensure that the four categories
related to catheters and BSIs could be found and occurred
frequently enough for downstream analysis (see Fig. 2(c)).
After screening, three additional categories (i.e., Sensitivity,
Person, and Whole) were included to ensure that sensitive
data was correctly anonymized, actions related to an individual
could be determined, and a note-level label was available. This
resulted in seven categories:

1) Sign: infection signs
2) Location: anatomical insertion sites
3) Device: signs of catheter types
4) Procedure: procedures, interventions, or activities re-

lated to catheters
5) Sensitivity: protected health information
6) Person: individuals (i.e., patient, clinician, or relative)
7) Whole: note-level label indicating whether the note

contains infection, BSI, sepsis, faulty device malfunc-
tioning, catheter, PIVC, or sensitive information.

Each category can form a hierarchy with more specific subcat-
egories (e.g., the Device category contains a general subcate-
gory “catheter” that has a more specific “PIVC” subcategory).
In addition, six relationships (see Fig. 2(b)) were added to
link categories 1-4 together to ensure that information was not
lost for downstream analysis (e.g., infection sign at a specific
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Red and swollen near PVC on right hand after infusion of patient with fever 38 degrees and tachycardia (125).
Sign Sign DeYice Location Procedure Person Sign Sign

1

bratbrat/.ae_Y01_20200821/04_annoWaWionV4/pUeVenWaWion/bibm_papeU_1
10/26/21, 10:15 AM EUDW

KWWSV://DQQRWDWH.LGL.QWQX.QR/#/.DH_Y01_20200821/04_DQQRWDWLRQV4/SUHVHQWDWLRQ/ELEP_SDSHU_2 1/1
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Fig. 2. Annotation guideline development and annotation. (a) The clinical question of interest was simplified into domain-specific questions of interest which
were answered by clinicians and sorted into four different main categories (i.e., Sign, Location, Device, and Procedure). (b) To capture knowledge about
peripheral intravenous catheters (PIVCs) and bloodstream infections for downstream analysis, relationships linking categories to each other were included in
the guideline. There are six relationships: sign-location, sign-device, sign-procedure, location-device, location-procedure, and device-procedure (i.e., SL, SD,
SP, LD, LP, and DP). (c) Randomly selected adverse event notes were manually screened to ensure that the four main categories were detectable. (d) During
annotation, annotators used the Brat rapid annotation tool to label notes in more detail using subcategories and attributes. For instance, “right hand” which
was previously labeled as Location in (c) in now labeled using Location’s subcategory “Hand” and given the attribute [Right]. Relationships are also used
to link one label to another (e.g., “Red” is linked to “PIVC” using the sign-device relationship “Caused by”). (e) Categories and relationships were sorted to
create an annotation plan with four sessions and four groups of two annotators each.

location). Fig. 2(d) provides an example of how relationships
link categories together and how detailed information can
be provided by using subcategories and attributes. Using
categories, relationships, and screening results as examples
and counterexamples, a preliminary annotation guideline was
created. The preliminary annotation guideline describes how
to annotate each category and relationship to remove annotator
confusion and disagreements.

B. Synthetic Adverse Event Dataset Generation

The 100 synthetic notes were generated and validated by a
nurse, and thereafter divided into 10 sets with 10 notes each
for the four main categories and six possible relationships.
The 10 sets were sorted into four groups such that the sets for
the four main categories were annotated by each group once
and the sets for the six relationships were annotated at least
twice by a different group. This was done to assess guideline
revision improvements among different annotators using the
same set of notes. The combination of these sets resulted in an
annotation plan with four annotation sessions and four groups
each with two annotators (see Fig. 2(e)). Thus, each annotator
would annotate 10 notes in the first session and 20 notes in
the remaining three sessions for a total of 70 notes.

C. Annotation Guideline Development and Annotation

Synthetic notes were annotated in four annotation sessions.
In each session, two annotators annotated notes using the an-
notation guideline and Brat rapid annotation tool (BRAT) [22].
Annotations were evaluated by group using the inter-annotator
agreement (IAA) F1-score and assessed for whether clinical
question information was captured. Then, ambiguities and
annotator comments were discussed with nurses and incorpo-

rated into annotation guidelines revisions, and the process was
repeated (guidelines for each session are available online5).

D. Annotated Dataset
Annotation by eight annotators produced a dataset of 560

notes stored in the BRAT standoff format. Each note has
a note-level label (i.e., Whole). All AE notes can have
overlapping note-level topics. Additionally, each note can have
word- or phrase-level labels for the remaining six categories
(i.e., Sign, Location, Device, Procedure, Sensitivity, and
Person). Each word- or phrase-level label can have additional
attribute information and can be linked to other labels to form
relationships.

E. Preprocessing
For purposes of this study, only note-level labels were

used. The 560 notes were converted into a comma-separated
value file. The file contains basic information for each note,
such as annotation session number, annotator identifier, file-
name, and text. Annotations included all word- or phrase-
level labels from the seven categories and any annotator
provided attributes. Whole category labels were separated
into individual columns to identify note-level labels indicating
whether a note contains infection, BSI, sepsis, faulty device
malfunction, catheter, PIVC, or sensitive information. In ad-
dition, SynthLabel note-level labels were also separated into
individual columns for infection, faulty device malfunction,
or fall. Two additional merged labels, “Merged Infections”
and “Merged Device Fails”, were formed by combining parts
of note-level labels Whole and SynthLabel. “Merged Infec-
tions” was comprised of SynthLabel label infection-related

5https://folk.ntnu.no/melissay/ae-guidelines/
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and Whole category labels infection-related, BSI-related, and
sepsis. “Merged Device Fails” was comprised of SynthLabel

label device malfunction-related and Whole category labels
device malfunction.

As multiple annotators labeled the same note, a max-voting
strategy was conducted to produce a ground truth. No ties
occurred between annotators (e.g., four annotators assigned 1
and four other annotators assigned 0).

F. Experiment
To assess the usefulness of the annotated dataset, experi-

ments were conducted on a selection of tasks using a machine
learning pipeline. Firstly, two datasets were defined: the train-
ing set of 18 555 original Norwegian notes and the test set of
560 annotated synthetic notes.

Each note was preprocessed using the following pipeline:
1) The common, redundant phrase “Hele Notater” and other
stop words were removed. 2) Capitalization was converted
to lowercase. 3) Redundant characters such as newlines and
quotation marks were removed. 4) Rare words with less than
three occurrences were discarded. 5) Only notes with more
than nmin and less than nmax words were kept. 6) Notes having
less than lmin characters were discarded.

The following topic analysis pipeline was used to perform
classification: 1) A word count vectorization was applied,
keeping the top N words. Only unigrams and bigrams were
generated. 2) Latent Dirichlet Allocation (LDA) [23] was
then applied using K number of topics, trained concurrently
using 16 workers for M iterations. 3) The word vectorizer
and the LDA model were then trained using the training set
only. 4) As LDA is an unsupervised method, it does not
produce classification labels directly. Hence, the topic with
the highest overlap with the task’s labels in the test set was
assigned for each respective task. This enabled evaluation of
the unsupervised pipeline without manually choosing which
topic(s) corresponded to each respective task(s), which is
infeasible for a large number of topics.

Manually tuning relevant hyperparameters such as the num-
ber of topics K and the number of iterations M for the
LDA model is challenging. Thus, an automatic hyperparameter
search utilizing Bayesian optimization was conducted for
1000 iterations. To initialize the Bayesian search, the first 20
iterations were a random search. The test set’s macro-averaged
F1-score was used as the objective function.

Models were trained using an Intel Core Processor with
32 cores and 128 GB of RAM. Implementation was done
in Python 3.6. The topic model and feature extractor were
implemented using scikit-learn (v0.16.1) [24]. Bayesian hyper-
parameter optimization was conducted using scikit-optimize
(v0.8.1) [25]. The source code used in this study is made
openly available on GitHub6.

V. PRELIMINARY RESULTS

The resultant F1-scores varied considerably between tasks
(see Table II). Overall, the modeling technique performed well

6https://github.com/andreped/adverse-events

on all tasks, but performed best on the Fall and the Catheters
tasks. It performed poorer on the infection and the merged
tasks.

TABLE II. TEST SET PERFORMANCE OF A SELECTION OF TASKS USING
THE HYPERPARAMETERS CHOSEN BY THE BAYESIAN OPTIMIZATION.

Task F1-score
Hyperparameters

N a Kb nmin
c nmax

d lmin
e

Infection 0.791 9268 35 1 48 34
Fall 0.997 5405 13 1 29 48
Device failure 0.895 1000 100 10 45 15
PIVC 0.877 10000 87 8 39 50
Catheters 1.000 1000 37 1 31 50
Merged Infections 0.843 4072 40 5 23 22
Merged Device Fails 0.743 1050 26 9 43 27

a N most frequent occurring words. b K number of topics. c nmin lower bound
for number of words in a note. d nmax upper bound for number of words in a
note. d lmin lower bound for number of characters in a note.

Hyperparameters chosen by the Bayesian search also dif-
fered between tasks, but the results had some patterns. Optimal
performance on individual tasks was achieved using different
sets of hyperparameters. Hence, using a single model for
all tasks would result in overall degraded performance on
individual tasks. Having a large number of topics K and a
large number of words N were beneficial for detecting rarer
and likely more challenging tasks.

VI. DISCUSSION

This study presents a new AE dataset, a corresponding
annotated dataset for PIVC-related BSIs, and preliminary data
characterization results. The dataset is currently in develop-
ment, but the plan is to make it openly available in the future.
Initial experiments using a machine learning technique on a
selection of tasks showed promising results.

The original 18 555 Norwegian AE reports dataset from
a large representative university hospital are intended to be
processed by hospital administration for quality improvement
instead of responsibility, legal, or commercial reasons. The
partially structured reports are written by health care personnel
in complete sentences; this differs greatly from EHR clinical
text, which are grammatically incomplete and brief [26]. The
AE data may thus highlight patient safety issues that require
addressing at an organizational or local level as well as drive
national policy. Hence, this clinical dataset differs in quality,
purpose, and structure from EHR clinical text.

To prepare for PIVC-related BSI studies using reasoning
tasks and supervised machine learning, this study developed
an annotation guideline and a corresponding annotated corpus
which represents and captures PIVCs and BSIs documented
in AE notes. Further work is required to develop an ontology
based on the guideline as a framework to test the representa-
tion and reasoning about PIVC-related BSI. There are plans to
develop PIVC-related BSI classifiers using word- and phrase-
level annotations. Additionally, a previous study predicted cen-
tral venous catheter events using sentences from clinical text
with limited training data [26]. Thus, the annotated synthetic
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data will be preprocessed further to easily use sentence-level
annotations for detecting sepsis-related events.

Due to the limited dataset size, unsupervised methods like
LDA were preferred, as they tend to be more robust on smaller
datasets. However, hyperparameter selection in the classifica-
tion pipeline was tuned on the test set. It was not possible to
use the training set for tuning, as the note-level annotations
were only present in the test set. Using only unsupervised
objectives for tuning is challenging, as topics might be dis-
tributed in numerous ways. Therefore, to obtain appropriate
classification performance, guiding hyperparameter selection
in a supervised manner was necessary. However, as the model
was tuned on the same data used for evaluation, the model
might have overfitted. In future work, trained models should
be evaluated on independent test data.

To increase data accessibility, the AE dataset can be
translated into other languages. Additional prospective work
includes cross-lingual annotations, such that word- or phrase-
level annotations and insights can be used in other languages.

VII. CONCLUSION

The Norwegian AE dataset is a resource for quality control
improvement in hospitals. In addition to AEs, the dataset con-
tains honest and open reporting about clinically relevant events
and improvement suggestions which offers insight for quality
assurance and patient safety in healthcare. This differs vastly
from other available datasets focusing on adverse drug events
and faulty devices malfunctioning. We want to collaborate with
other research groups in order to use this dataset to improve
patient safety and care quality.
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Abstract

Annotated clinical text corpora are essential
for machine learning studies that model and
predict care processes and disease progression.
However, few studies describe the necessary
experimental design of the annotation guideline
and annotation phases. This makes replication,
reuse, and adoption challenging.

Using clinical questions about sepsis, we de-
signed a semantic annotation guideline to cap-
ture sepsis signs from clinical text. The clin-
ical questions aid guideline design, applica-
tion, and evaluation. Our method incremen-
tally evaluates each change in the guideline
by testing the resulting annotated corpus using
clinical questions. Additionally, our method
uses inter-annotator agreement to judge the an-
notator compliance and quality of the guideline.
We show that the method, combined with con-
trolled design increments, is simple and allows
the development and measurable improvement
of a purpose-built semantic annotation guide-
line. We believe that our approach is useful
for incremental design of semantic annotation
guidelines in general.

1 Introduction

Annotated clinical text corpora provide natural
language processing (NLP) and machine learning
(ML) studies the data necessary to find patterns,
classify, and predict patient risk and disease pro-
gression. Compared to models that only utilize
structured data from the electronic health record
(EHR), many studies and reviews have shown that
model performance can increase by incorporat-
ing unstructured clinical text (Soguero-Ruíz et al.,
2016; Huddar et al., 2016; Culliton et al., 2017; As-
sale et al., 2019; Sheikhalishahi et al., 2019; Spasic
and Nenadic, 2020).

Pre-existing annotated clinical corpora include
the Medical Information Mart for Intensive Care
(MIMIC-III) (Johnson et al., 2016), the Clinical E-
Science Framework (CLEF) (Roberts et al., 2007),

and the Informatics for Integrating Biology and the
Bedside (i2b2) challenges and National NLP Clini-
cal Challenges (n2c2) (Uzuner and Stubbs, 2015;
Luo et al., 2020). However, studies utilizing pre-
existing annotated corpora must limit their research
questions to the specific purpose(s) for which the
corpus was annotated. Otherwise, the annotations
required to answer a research question might be
missing or too general. Thus, many studies opt to
develop their own annotated clinical corpus tailored
to capture and extract the necessary information for
their research (Yim et al., 2015; Rama et al., 2018;
South et al., 2009; Oliveira et al., 2022).

Methods with lower requirements for supervi-
sion, such as information extraction, commonly
use keyword search, rule-based algorithms, and
ML to detect clinical cases. However, those meth-
ods might not consider the context of the clinical
case (Ford et al., 2016). For example, different
documented signs within a specific situation can
describe a medical condition that is not named.
Hence, medical expertise is necessary for mak-
ing annotation judgments and capturing clinical
knowledge within the text (Xia and Yetisgen-Yildiz,
2012). Retrieving domain-specific patient knowl-
edge to ascertain or answer clinical questions in-
cludes extracting data, information, and knowledge.
Data are attributes (e.g., names or dates), informa-
tion gives meaning to data (e.g., location, cause,
and time), and knowledge interprets information
based on one’s role and responsibility (e.g., clinical
document’s purpose and effect) (Gudea, 2005).

Making a quality annotated corpus is an iter-
ative process that includes designing an annota-
tion guideline, annotating text with the guideline,
and refining the guideline based on inter-annotator
agreement (IAA) (Roberts et al., 2009; Xia and
Yetisgen-Yildiz, 2012; Deleger et al., 2012; Savkov
et al., 2016; Oliveira et al., 2022). Although studies
describe how annotated clinical corpora were made,
few studies are explicit about the design process.
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We believe that the acquisition and transformation
of clinical questions about the patient cohort into
corresponding corpus requirements for retrieving
information from the actual text of the annotated
corpus should drive the annotation process.

2 Related Work

This section provides an overview of studies that
describe the design process leading to an annota-
tion guideline and annotated clinical corpus. Stud-
ies that share their annotation challenges or offer
improvements are also included.

The CLEF Corpus was semantically annotated
to help develop and evaluate the CLEF informa-
tion extraction system (Roberts et al., 2007, 2009).
Free-text documents in the corpus are histopathol-
ogy reports, imaging reports, and clinical narratives
(i.e., discharge summaries, reports, case notes, au-
dits, letters, or narratives to the general practitioner,
consultant, referrer, or patient). Initially, templates
for the documents using ontology-based entities
and relationships were manually filled-in. How-
ever, the templates did not directly align with text,
and ontology complexity made it time-consuming
to fill templates. Thus, Roberts et al. (2009) itera-
tively developed an annotation guideline based on
a simplified version of the original ontology and
template definitions. Following established stan-
dard NLP annotation methodology (Boisen et al.,
2000), 2 clinicians annotated 31 documents over 5
sessions, and a third annotator resolved disagree-
ments (Roberts et al., 2009). However, due to
workload and time constraints, resigning annotators
could have impacted the corpus quality and size.
Thus, Roberts et al. (2009) proposed solutions
such as pre-annotated documents and a reduced
annotation scope.

The i2b2 challenges have annotated corpora for
various purposes. For example, in the i2b2 NLP
challenge of extracting patient medication from
discharge summaries, 79 annotators from 20 teams
annotated 251 discharge summaries in a commu-
nity annotation experiment (Uzuner et al., 2010).
The annotation guideline was developed iteratively
in 2 phases before the community annotation. For
several iterations in phase 1, university students an-
notated discharge summaries that were measured
for IAA and asked questions to aid revisions. This
produced a guideline and 17 annotated discharge
summaries for phase 2. Finally, during phase 2,
teams annotated discharge summaries using the

guideline and addressed inconsistencies within the
17 annotated discharge summaries to produce a
refined guideline.

The i2b2 temporal relations corpus contains
310 discharge summaries annotated by 8 annota-
tors (Sun et al., 2013). The annotation guideline
was based on the TimeML event and temporal ex-
pression specification language (Pustejovsky et al.,
2003) and the Temporal Histories of Your Medi-
cal Event (THYME) project annotation guidelines.
The corpus development process included: a guide-
line development pilot study, data selection, pre-
annotation, annotator training session, 2 annotators
annotating pre-annotated documents, an adjudica-
tor who resolved disagreements, and evaluation.

The 2014 i2b2/UTHealth de-identification cor-
pus annotation guideline focuses on removing Pro-
tected Health Information (PHI) in longitudinal
medical records for automatic de-identification sys-
tem development (Stubbs and Uzuner, 2015). In-
troduced PHI subcategories enable downstream
analyses to adjust the scope or focus on specific
categories. Additionally, they compared parallel
and serial annotation processes on pre-annotated
and unannotated corpora and found that the pro-
cess does not affect annotation quality (Stubbs and
Uzuner, 2017).

Xia and Yetisgen-Yildiz (2012) utilized a varia-
tion of the typical annotation process for 3 different
studies. Each study’s corpus focused on a specific
clinical report, such as radiology, chest x-ray, or
intensive care unit reports. The process included:
defining a study based on clinical needs, selecting
data, gaining ethical approval, writing annotation
guidelines, creating annotation tools, annotating,
building a system with the corpus, and testing if
the system meets clinical needs. Physicians were
guideline designers and annotators, whereas NLP
researchers provided technical support and built
NLP systems with the corpora. Suggestions for
improvement included more NLP researcher in-
volvement, consideration for guideline granularity
versus annotation time, marking rationale or evi-
dence for a label, and estimating time commitment.

Deleger et al. (2012) developed their annotation
guideline by building off a previous guideline. The
rest of the methods were similar: defining anno-
tation tasks, selecting data from stratified random
sampling, and annotating with 2 annotators. Dur-
ing the annotation process, 2 annotators annotated
the same documents, IAA was measured, and con-
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sensus sessions were held to resolve disagreements
and update the guideline. Using the same annota-
tion process, they built gold standard corpora from
clinical trial announcements, US Food and Drug
Administration (FDA) drug labels, and EHR clin-
ical notes. This included clinical notes such as
discharge summaries, referrals, reports, and notes
for consultations, procedures, plans, or progress.

Interested in capturing infections caused by
central venous catheters, a nurse specializing in
infection annotated 2 745 of 22 174 inspected
notes (Røst et al., 2018). Before inspection, du-
plicate notes were removed. The guideline was a
table containing events for annotation. Defined by
computer scientists, nurses, and an NLP domain
expert, the annotation labels formed a hierarchy
starting with generalized events at the top level and
more specific events below. They also provided in-
formation about data access restrictions to promote
patient confidentiality and clinical record extrac-
tion. Record extraction included physician and
nurse notes for admissions, care, plans, evaluations,
transfers, and discharge summaries.

In this study, we focus on a method of incre-
mental annotation guideline design by intertwining
acquisition with testing of corpus requirements and
corresponding annotation phases. This ensures that
the guideline produces an annotated corpus that
fulfills corpus requirements derived from clinical
questions, even if the clinical questions are not an-
swerable by the actual data. To the best of our
knowledge, there lacks a study that describes this
approach in detail.

3 Objective

This study aims to describe our method for de-
signing a semantically annotated corpus for signs
of sepsis by starting from clinical questions that
formulate the corpus requirements. Hence, the
main contributions are: (1) providing a detailed
description of the guideline design process before
annotation, (2) illustrating the systematic and iter-
ative annotation process taken, and (3) discussing
insights from the design and annotation process.

3.1 Clinical Problem

Sepsis leads to life-threatening multi-organ failure
and is caused by a dysregulated host immune re-
sponse to an infection (Singer et al., 2016). One
infectious agent is the Staphylococcus aureus (S.
aureus) bacteria found on skin that is known to

cause serious bloodstream infections (BSIs). There
is a known overlap between sepsis and BSI, as BSI
is found in 30–58% of sepsis patients depending on
which sepsis definition is used (Phua et al., 2013;
Mellhammar et al., 2021). An estimated 7.6%–
35% of S. aureus BSIs are related to peripheral
intravenous catheters (PIVCs), and the presence of
phlebitis can indicate infection via PIVC (Mermel,
2017). A PIVC is a medical device inserted into
a vein for administering intravenous (IV) fluids,
medication, and blood transfusions. Unfortunately,
improperly managed PIVCs can become gateways
that lead to phlebitis, BSI, or sepsis (Zhang et al.,
2016).

Despite the high sepsis mortality rates and rou-
tine usage of PIVCs, both sepsis and PIVCs are
poorly documented in clinical text and rarely avail-
able as structured data in the EHR (Rohde et al.,
2013; Alexandrou et al., 2018). This makes it chal-
lenging for hospitals to perform retrospective sys-
tematic quality surveillance of PIVC-related BSIs
to lower sepsis incidents. Additionally, the lack of
explicit documentation inhibits the opportunities
for clinicians to learn from and improve PIVC care
practices to lower BSI and sepsis rates.

4 Original Adverse Event Dataset

We had access to 18 555 Norwegian adverse event
(AE) reports extracted from a hospital’s electronic
incident reporting system (Yan et al., 2021). Ex-
tracted AE reports described procedural deviations,
misunderstandings, resource needs, and risky pa-
tient behavior. Each report has structured data (i.e.,
identifier, registration date, reporting hospital unit,
if the event is patient-related or security-related,
event type, and event severity) and an unstructured
free-text note.

5 Semantic Annotation Design Process

This section presents the semantic annotation de-
sign process leading up to the annotation process
and guideline development. A summary can be
found in Figure 1.

5.1 Clarify and Operationalize Clinical
Questions to Form Corpus Requirements

Curious about PIVC-related BSI or phlebitis that
can lead to sepsis and opportunities to improve pa-
tient care, nurses proposed the clinical question:
“Is there a connection between PIVCs and BSIs or
PIVCs and phlebitis at the hospital?” Thus, the
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1

2 r4,  * r2,  * r3,  * r1,  *
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4 r6,  * r3,  * r5,  * r4,  *

5 r1, r2, r3 r1, r4, r5 r2, r4, r6 r3, r5, r6

Given, 10 sets of synthetic notes:
,      ,     ,     , r1, r2, r3, r4, r5, and r6.

Annotation Sessions, Data, and Annotator Groups

Figure 1: Semantic annotation design process. (a) Overview of the process until annotation and guideline develop-
ment. (b) Clarify and operationalize clinical questions into corpus requirements to form annotation categories or
entities. i. Clarify and operationalize clinical questions by expanding them to derive corpus requirements. ii. List
examples to answer each question. iii. Sort examples into different categories to form the annotation categories. (c)
Develop the pre-annotation guideline and pre-annotate. i. Find relationships using unique category combinations. ii.
Create the pre-annotation guideline using concrete examples and counterexamples for categories and relationships.
(d) Determine the annotation sessions and annotator groups to create a schedule. Divide synthetic notes into sets
based on the number of categories and relationships. Each group annotates each category at least once in a different
session. Additionally, each relationship is annotated at least twice by a different group throughout the sessions.
Thus, the sets can be reused in different sessions by different groups, and guideline revisions can be tested on a
different group using the same data.

clinical need is to identify PIVC-related BSI and
phlebitis or sepsis signs, preferably by automat-
ically classifying patients with PIVCs requiring
follow-up care. Through iterative discussions with
nurses and computer scientists, the clinical ques-
tion was clarified to ensure data, information, and
knowledge could be extracted to answer the clinical
question (Figure 1 (b)i). Thus, the clinical question
was clarified by expanding it into:

1. How can sepsis or BSIs be identified when the
symptoms are similar to other diseases?

2. What signs or symptoms does PIVC-related
phlebitis have?

3. How can poorly documented PIVCs be identi-
fied?

Those clinical questions were further modified
based on the nurses’ perspectives. For example,
certain types of catheters are distinctly documented
(for data extraction). Other catheters can be dis-
tinguished based on anatomical insertion sites (for
information extraction) or procedures (for knowl-
edge extraction). This resulted in the following
questions that also operationalize and form the cor-
pus requirements:

1. What are the different documented signs of in-
fections or phlebitis, specifically those related
to PIVCs, BSIs, or sepsis?

2. What can distinguish catheter types in the
notes?

3. Where are the documented anatomical inser-
tion sites of catheters?

4. What procedures, interventions, and activities
can be related to catheter use from text content
or report structured data (e.g., ward type or
care situation)?

Figure 2 shows how clinical questions guide the
design, application, and evaluation of the annotated
corpus, annotation guideline, and corpus require-
ments.

Creating an annotated clinical corpus is time-
consuming and labor-intensive (Wei et al., 2018).
However, discussions revealed that we could not
reuse a corpus and needed a new annotation guide-
line. Corpus requirements provided the annota-
tion purpose and can be viewed as “information
requests” to develop procedures for extracting data,
information, and knowledge through annotation.
Extracted data can be facts and observations, such
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Annotated Corpus Corpus Requirements

Annotation Guideline

Clinical Questions

Figure 2: Design driven by clinical questions. Eval-
uating clinical questions forms the annotated corpus
requirements used to design the annotation guideline.
Annotators apply the annotation guideline to make
a new (sub)corpus. The corpus is evaluated using
inter-annotator agreement for annotator compliance and
guideline comprehension. Clinical questions are used
separately afterward to evaluate the corpus and require-
ments.

as dates, signs, or symptoms (e.g., purple skin).
Information extracted can be phrases for specific
signs and symptoms of a case (e.g., purple skin
is a sign of a bruise). Furthermore, knowledge ex-
tracted can be other signs or symptoms that indicate
something not necessarily mentioned (e.g., bruise
color can indicate the stage).

Clarifying and operationalizing clinical ques-
tions helped determine corpus requirements about
documented patient features, patient states, and
care features. Including clinicians and computer
scientists when clarifying questions was essential
because it helped identify requirements for repre-
senting knowledge populated by text processing.
Furthermore, these questions can be used to evalu-
ate if the annotated corpus can answer the clinical
questions.

5.2 Form Annotation Categories or Entities

Clinicians provided examples for the corpus re-
quirements by listing keywords, phrases, and sen-
tences (Figure 1 (b)ii). Computer scientists asked
clarifying questions to resolve confusion and am-
biguity. They also inquired about clinical actions
versus actual documented actions to understand
what is documented in the text. After generating a
list of answers, answers were sorted into different
categories (technically known as entities) through
discussions (Figure 1 (b)iii). Each category is a
label for a single word or phrase.

Answers were sorted into the 4 categories: Sign,
Location, Device, and Procedure. Two additional
categories, Sensitivity and Person, were included

to ensure that data is de-identified and that the 4
categories can be linked to an individual. Thus, the
7 main categories are as follows:

1. Sign: infection signs

2. Location: anatomical insertion sites

3. Device: signs of catheter types

4. Procedure: catheter acts or interventions

5. Sensitivity: potential patient identifiers

6. Person: role (e.g., patient or clinician)

7. Whole: AE note topic label for validation (i.e.,
has patient identifier or is about infection, BSI,
sepsis, faulty device, catheter, and/or PIVC).

Excluding the Whole category, the remaining 6
categories each form a hierarchy with more spe-
cific subcategories underneath. Subcategories are
used to capture more detailed granularity from the
text (e.g., the Device category contains a “Catheter”
subcategory with different specific catheter types
as subcategories).

Concrete categories made understanding the clin-
ical annotation task easier and less ambiguous for
the multidisciplinary research group. Having dis-
cussions and generating a list with clinicians helped
determine the categories and subcategories needed
to extract necessary data, information, and knowl-
edge.

5.3 Screen and Select Notes
To ensure that categories specified above are
present in notes, 700 randomly selected AE notes
were manually screened and categorized by a com-
puter scientist and nurse. Categorizing notes in-
cluded providing a comment about the categoriza-
tion rationale and marking potentially ambiguous
notes. In addition, the potentially ambiguous notes
were clarified in discussions and used as exam-
ples for properly annotating notes. Screening notes
identified documented information that could sat-
isfy corpus requirements and help answer clinical
questions in downstream analyses. Additionally, it
provided examples that drove preliminary guide-
line development in the next section.

5.4 Develop Pre-Annotation Guideline and
Pre-Annotate

Initially, 6 possible relationships were found using
a table with unique category combinations (Fig-
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ure 1 (c)i). Then, those 6 relationships were dis-
cussed within the research group to evaluate which
were required and merged. This resulted in the
following 4 relationships for linking categories:

1. Person Person has�����! Sign, Location, Device, or
Procedure

2. Procedure Procedure uses��������! Device

3. Sign Caused by�����! Device or Procedure

4. Sign, Device, or Procedure Located nearby/on/in�����������!
Location

Before actual annotation, the preliminary anno-
tation guideline underwent a pre-annotation phase.
Two pre-annotation guidelines were created to as-
sess the utility and decide how detailed an annota-
tion guideline should be for consistent annotation.
The low granularity guideline was a Word docu-
ment that provided brief instructions, a hierarchical
list of categories, and only annotation examples
for 2 categories (i.e., Sensitivity and Person). In
contrast, the high granularity guideline was a static
HTML webpage with interactive instructions for
using the annotation tool and had links to corre-
sponding sections for each category or relationship.
Each category and the relationships in the high
granularity guideline contained 1 concrete annota-
tion example and counterexamples as needed (Fig-
ure 1 (c)ii). A nurse and a computer scientist used
both pre-annotation guidelines to annotate 15-27
notes. Afterward, the research group determined
a high granularity annotation guideline was more
informative and easier to use with the annotation
tool.

Capturing relationships between categories en-
sures that data is not lost in downstream analy-
sis (e.g., infection signs at a specific location). It
can also provide additional support to answer the
clinical questions. By merging relationships, the
complexity of annotation options was simplified
and reduced. It is ideal to reduce the complex-
ity of annotation because making the annotation
task too difficult and time-consuming can result in
annotators resigning (Roberts et al., 2009). The
pre-annotation phase allowed the research group
to manually evaluate, discuss, revise, and improve
the guideline before use. This included the suitable
granularity level and ease of use for the annotators.

5.5 Generate and Divide Synthetic Notes

Synthetic notes appear real and could be real. 100
unique synthetic clinical text notes were manually
generated through 2 methods. The first method
combines parts of the original notes to create a sim-
ilar synthetic AE note with manually anonymized
patient identifiers, and the content was verified by
a nurse. Whereas in the second method, a nurse
manually created a note based on possible clinical
scenarios with synthetic patients to ensure some
notes contained information about catheters and/or
infections. The mean, minimum, maximum and
median tokens per AE note in the corpus were 45,
4, 316, and 36, respectively. Generating synthetic
notes took a couple of workdays for the nurse.

Afterward, the 100 unique synthetic notes were
divided into 10 distinct sets with 10 notes each.
Each set corresponds to either a category or rela-
tionship. The categories utilized in dividing the
sets are those related to catheters or infections (i.e.,
Sign, Location, Device, and Procedure). The
relationships utilized are the 6 initial possible rela-
tionship combinations.

AE notes often contain excessive and potentially
identifying information irrelevant for annotating
catheter-related events. Thus, relevant and closely
related AE notes were selected and combined to
use annotator time efficiently. Generating synthetic
notes ensures the data is anonymized and usage
is optimized, as clinical data is scarce. Addition-
ally, it provides more data for ML analyses and
makes the data more easily accessible to other re-
searchers. Separating synthetic data into different
categories or relationships ensures that specific la-
bels will be annotated within the dataset. Different
sets could be given to different annotators to reuse
data and test if annotation guideline revisions im-
proved IAA.

5.6 Design and Set Up Annotation Schedule

The same 4 categories and 6 initial relationships
used to divide synthetic notes into 10 sets were
used to design the annotation schedule (Figure 1
(d)). Categories were separated into groups, and re-
lationships were added such that each group would
annotate a relationship that excluded the group’s
category. Additionally, relationships within the
groups were organized such that each relationship
was annotated at least twice by 2 different annotator
groups to evaluate revisions. This resulted in 4 an-
notator groups, each with 5 annotation sessions that
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used a different set of notes and could annotate in
parallel. Each group had 2 annotators so that IAA
could be measured. This design defined the anno-
tation schedule, the number of annotation groups
needed, and how to reuse synthetic notes for guide-
line development. Furthermore, parallelization for
each session helped reduce the project timeline.

6 Annotation Process and Annotation
Guideline Development

Following the schedule, synthetic notes were an-
notated by 4 annotator groups over 5 sessions us-
ing a systematic, iterative annotation process for
guideline refinement. In each session, 2 annota-
tors from each group annotated notes based on
an annotation guideline using the Brat rapid anno-
tation tool (BRAT) (Stenetorp et al., 2012). Af-
terward, annotations were evaluated for IAA and
manually inspected to assess if annotations could
fulfill corpus requirements and answer the clini-
cal questions. Text was tokenized and annotation
labels were assigned to tokens before measuring
the IAA F1-score. Disagreements and ambiguities
were discussed within the research group, and com-
ments from annotators were incorporated. Next,
a computer scientist revised the guideline based
on discussions. Finally, the process was repeated
with a new set of notes and the revised guideline.
Figure 3 shows an example sentence annotated by
2 different annotators.

7 General Results from Sessions 1–5

Over 5 sessions, 8 annotators annotated 100 unique
synthetic AE notes to produce 770 annotated syn-
thetic AE notes. From session 1, it was clear
that subcategory and attribute names should not
be used in more than one category, and synonyms
should be avoided. For example, simultaneously
having “Name” as both a Sensitivity subcategory
and an attribute for the Person category raised ques-
tions. Furthermore, annotators left relationships,
attributes, and notes unannotated because they felt
those notes were irrelevant to answering the clinical
questions.

The need for annotating relationships, attributes,
and all notes for ML was addressed in session 2.
Red font emphasized guideline revisions, and the
guideline began with an “Overview of Updated
Instructions” section to aid annotators in identi-
fying revisions. In sessions 2 and 3, the main
revisions were correcting and including missing

subcategories to address annotator concerns.
Session 4 provided a structured terminology for

the guideline. A terminology was developed from
the guideline to give structure and provide users
quick insight into the annotated corpus for down-
stream analysis (Yan et al., 2023). This restructured
the annotation guideline for session 5 by remov-
ing ambiguities and allowed AE note querying to
answer the clinical questions. For example, the
new Observation category encompasses the Sign
category’s signs and symptoms and the Procedure
subcategory “Device malfunction signs.” The com-
puter scientist who revised the guidelines misin-
terpreted clinical knowledge and made incorrect
assumptions in the previous sessions, so the termi-
nology and restructured guideline were validated
by nurses to ensure medical concepts were used
correctly before session 5. The session 1–4 an-
notation guidelines were made available online1

for Yan et al. (2021), and the session 5 annotation
guideline was added online for this study. IAA for
different sessions are in Figure 4.

8 Discussion

8.1 Design and Annotation Process

The annotation guideline development design pro-
cess focuses on identifying the effect of the guide-
line on different categories, corpus content, and
clinical questions. Categories were developed to
answer different clinical questions and focus on
localized guideline changes. Revising parts of spe-
cific category hierarchies made it possible to make
controlled changes to specific subcategories in the
annotation guideline and observe the impact on the
annotated corpus, IAA, and clinical questions.

The annotation process greatly influences and
drives guideline development. Clinical questions
led to corpus requirements that developed the anno-
tation guideline, which is applied on the annotated
corpus and evaluated by the clinical questions. In
turn, evaluating the annotated corpus also either
indicates if it is possible to fulfill corpus require-
ments to answer clinical questions or detects a lack
of corpus content needed for the clinical questions.
Using the iterative process, we uncovered corpus re-
quirements that the corpus content could not fulfill
and could revise the requirements to drive guideline
development and annotation.

1https://folk.ntnu.no/melissay/ae-guidelines/
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12/12/22, 12:24 PM brat

https://annotate.idi.ntnu.no/?#/.ae_v01_20200821/000_arr/sample_DO_0003_session2_po14a_po24a_mod_2 1/1

Pus came out from the insertion site and the patient's arm became very painful and lost some movement.

Pus came out from the insertion site and the patient's arm became very painful and lost some movement.

Sign Location Person Location Sign Sign

Pus Subcutaneous Patient Arm Pain Whole
Person hasPerson hasLocated nearby/on/in

Person has

1

2

bratbrat/.ae_v01_20200821/000_arr/sample_DO_0003_session2_po14a_po24a_mod_2

ID:T12Whole
"lost some movement"
Note: mobility impairment

Figure 3: Annotation example for 2 different annotators. Annotator1 on top annotated using only the main categories,
whereas Annotator2 on the bottom used subcategories to capture more detail and relationships to link categories.
Although the Whole category is for indicating if an AE note contains information related to the clinical questions,
Annotator2 has misused this label to leave a comment and indicate the phrase is about “mobility impairment”.
Actual AE notes only contain annotations from 1 annotator, and annotators cannot see the annotations from others.

Figure 4: F1-score for 4 annotator groups over the 5 sessions. The “as-is” F1-score was calculated using annotator
provided labels. Whereas, the “main category” F1-score converted the labels to the main categories of Sign,
Location, Device, Procedure, Sensitivity, Person, or Whole. Group4 session 5 has no F1-score because an
annotator withdrew.

8.2 Inter-annotator Agreement

There are several possible reasons for changes in
Figure 4’s F1-score. An annotator often misused
the Whole category to leave comments about clini-
cal knowledge, while this is clinically insightful, it
decreases the IAA (e.g., Figure 3 Annotator2 misus-
ing the Whole category). The guideline complexity
increased and reduced annotator compliance (i.e.,
sessions 1-5 had 89, 88, 105, 110, and 137 sub-
categories, respectively). As shown by the “as-is”
F1-score decrease in session 5, the guideline likely
became too complex after session 4 revisions. The
annotator from Group4 probably withdrew because
of the increasing clinical complexity. Another an-
notator gave feedback that they were uncertain if
they annotated some notes correctly. So, increasing
the guideline and notes can overwhelm annotators
(i.e., sessions 1-5 had 10, 20, 20, 20, and 30 notes,
respectively). Group1 was a medical and nursing
student, Group2 was a nurse and medical student,
Group3 were nurses, and Group4 was a nurse and
computer scientist. In general, students followed
guidelines well, even if it contained incorrect med-
ical concepts. Thus, paired annotators could have
different clinical expertise that impacted results.

Granularity can have an effect on IAA, but gran-
ularity can be adjusted to identify problematic sub-
categories and utilized by those performing down-

stream analyses. Lower granularity in the annota-
tion guideline leads to higher agreement because
it reduces the complexity and level of detail. An-
notators usually agree on which main category to
annotate a word or phrase, but they had difficul-
ties choosing certain subcategories. For example,
in Figure 3 Annotator1 annotated with the main
categories whereas Annotator2 was more detailed
and annotated almost the same words with subcate-
gories from the same main categories (e.g., “Pus”
was annotated by Annotator1 with the Sign cate-
gory and by Annotator2 with Sign’s subcategory
“Pus”). This is also shown in Figure 4 for Group4
in session 1, where the “as-is” F1-score is 0, but the
“main category” F1-score is 0.55. It is also possible
to perform IAA on different subcategories within a
subcategory to identify the most problematic areas
after guideline revisions. The granularity in the
annotated corpus can also be utilized and adjusted
in downstream analyses based on the level of detail
required by researchers.

9 Conclusion

Our method captures knowledge about sepsis signs
in clinical text. We control changes in the annota-
tion guideline by using hierarchical categories and
continuous evaluation. Through applying a system-
atic, iterative annotation process, we evaluated the
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changes using the clinical questions and IAA. The
clinical questions evaluate corpus quality, and IAA
evaluates annotator compliance and guideline com-
plexity. As the guideline is designed to answer dif-
ferent clinical questions, it is possible to adjust the
granularity level as needed to answer different clin-
ical questions. By detailing our design process and
annotation process, we hope our method can aid
other researchers who cannot utilize pre-annotated
corpora in developing an annotated corpus for their
research.

Limitations

This method for designing and annotating clinical
text for a specific clinical use case can be benefi-
cial for researchers needing to annotate a corpus.
However, there are some limitations. First, the
experiences are based on a specific clinical case
and focus on the qualitative aspects. Details of
certain parts of the design and annotation process
will likely need to be adjusted based on resources
available to other researchers. This can include the
data selected for annotation, the number of annota-
tors available, and the annotators’ level of expertise.
For instance, the use case in the design process is
based on using 8 annotators to annotate 100 syn-
thetic AE notes over 5 sessions. Second, expertise
and additional time are required to generate syn-
thetic notes for annotation. Finally, future work is
still needed to replicate the described design and
annotation process on other forms of clinical text
and problems.

Ethical Considerations

To protect patient privacy when designing and an-
notating clinical text, synthetic AE notes were man-
ually generated and verified by a nurse to ensure
the data is anonymized. Additionally, the anno-
tation guideline includes the Sensitivity category
to allow annotators to label potential information
in the synthetic notes that could identify a patient.
This process was described to provide an example
for researchers who need to annotate sensitive data.

The Norwegian Regional Committees for Med-
ical and Health Research Ethics (REK) has ap-
proved the use of medical data in this study (REK
approval no. 26814; 2018/1201/REKmidt). To
ensure annotators are protected, collecting and pro-
cessing personal annotator data has also been ap-
proved by the Norwegian Centre for Research Data
(NSD reference no. 142683). Furthermore, the an-

notators have consented to the use of their specified
personal information (i.e., profession and years of
experience) and their annotations.
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Abstract. Annotations enrich text corpora and provide necessary labels for natural language processing studies. To reason and
infer underlying implicit knowledge captured by labels, an ontology is needed to provide a semantically annotated corpus with
structured domain knowledge. Utilizing a corpus of adverse event documents annotated for sepsis-related signs and symptoms
as a use case, this paper details how a terminology and corresponding ontology were developed. The Annotated Adverse Event
NOte TErminology (AAENOTE) represents annotated documents and assists annotators in annotating text. In contrast, the
complementary Catheter Infection Indications Ontology (CIIO) is intended for clinician use and captures domain knowledge
needed to reason and infer implicit information from data. The approach taken makes ontology development understandable and
accessible to domain experts without formal ontology training.

Keywords: Ontology development, clinical knowledge representation and reasoning, semantic annotation, sepsis, adverse events

1. Introduction

Many natural language processing (NLP) studies rely on annotated corpora to create models for text classifi-
cation, information extraction, named entity recognition, question answering, summarization, and text generation.
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Often, semantic annotation is done to capture domain knowledge within the text. Annotated corpora are frequently
generated by annotators based on an annotation guideline, which provides the standard and rules for how to label
text using specified terms. This annotation guideline is usually similar to a terminology, unless the corpus was anno-
tated using an ontology. To further enrich an annotated corpus by capturing, reasoning, and inferring the underlying
associated domain knowledge, an ontology is needed.

To demonstrate semantic annotation terminology and ontology development, the use case is based on clinician-
presented needs for identifying sepsis from adverse events (AEs). Improperly cared for peripheral intravenous
catheter (PIVC) medical devices can lead to unwanted and unintentional events that harm patients, such as AEs
like phlebitis, bloodstream infections (BSIs), and sepsis. However, PIVCs are poorly documented in clinical records
because of routine use among inpatients, and sepsis is also poorly documented outside the intensive care units
(ICUs). The lack of explicitly documented concepts makes it challenging to directly detect and annotate PIVC-
related phlebitis, BSI, and sepsis for quality surveillance to improve care. Thus, indications for the presence of
PIVCs, phlebitis, infections, and sepsis are annotated instead. Those annotations are structurally preserved as a
terminology, and the clinical knowledge required to reason about the indications is represented in an ontology.
Additional details for the use case are provided in Section 2.

This paper provides a detailed and concrete description of the methodology utilized for ontology development of
an annotated corpus based on a use case from the clinical domain. The main contributions presented are:

1. Describing the development process for constructing a terminology that can represent an annotated corpus.
Specifically, a terminology for indexing annotated AE documents.

2. Presenting the development process for the terminology’s corresponding ontology, which represents domain
knowledge and allows inference of implicit knowledge in a specific domain. The corresponding ontology in the
use case represents clinical domain knowledge specifically for annotated catheter-related and infection-related
signs in AE documents.

3. Releasing a terminology and ontology that can be applicable to identifying and reasoning about sepsis in an
AE corpus.

This paper significantly extends the papers [66] and [67], by adding an ontology with instances and including
evaluation of the correctness and ability to answer competency questions. In addition, instances from the annotated
corpus in [67] were added into the terminology, the terminology was evaluated using competency questions, and an
ontology was developed to answer competency questions with clinical knowledge.

Based on the presented use case in Section 2 and objective in Section 2.2, an Annotated Adverse Event NOte
TErminology (AAENOTE) and corresponding Catheter Infection Indications Ontology (CIIO) were developed.
Section 5 details the terminology construction and development process to represent annotated documents, and
Section 6 presents the results and evaluations for the AAENOTE. To address shortcomings in the terminology for
annotated documents, Section 7 describes the ontology development process for domain knowledge representation
of documented content. Additionally, Section 8 presents the results and evaluations for the CIIO. Finally, Section 9
discusses the findings, limitations, representations, accessibility, and utility.

2. Use case background and motivation

2.1. Sepsis from peripheral intravenous catheter-related phlebitis and infection adverse events

As the most commonly used medical device in hospitals, PIVCs are inserted into the peripheral vein to administer
intravenous (IV) fluids, IV medications, and blood transfusions [1]. Improper management of PIVCs or the infusions
connected to the PIVC can lead to phlebitis, which is either infectious, mechanical, or chemical inflammation of the
vein [12,23,47]. Independent of cause, all PIVC phlebitis share many symptoms like redness and swelling near a
patient’s infusion insertion site for infectious, mechanical, or chemical phlebitis, making it difficult to distinguish.
Furthermore, all PIVC-related phlebitis causes AEs like significant pain, PIVC failure that delays treatment, and
compromises future venous access. Infectious phlebitis may lead to BSI due to: 1. migration of bacteria at the
insertion site, 2. bacteria migrating through the catheter tract or catheter hub, 3. contaminated infusate, or 4. bacteria
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from an existing infection in the bloodstream attaching to the catheter [69]. BSIs can potentially cause sepsis and
occur when bacteria enter the bloodstream [26]. Staphylococcus aureus (S. aureus) is a lethal bacteria frequently
found on skin that commonly causes BSIs [41], defined as a dysregulated host immune response to infection that
results in organ failure and a mortality rate of 20% [53]. Approximately 7.6% to 35% of S. aureus BSIs are caused
by PIVCs [32].

Even though PIVCs are frequently used, they are routinely not documented in clinical records [1]. Moreover, sep-
sis is also poorly documented outside the ICUs [49]. This lack of documentation makes it challenging to perform
retrospective and real-time systematic quality surveillance of PIVC-related phlebitis or BSIs to identify learning op-
portunities for improving PIVC care to lower phlebitis-related, BSI-related, and PIVC-related AE incidents. Hence,
AE reports or documents, which are customarily used to report PIVC failures, were selected as the clinical text
for this project. To capture documented observable patient states and infer underlying knowledge of PIVC-related
phlebitis or BSI from clinical text, an ontology that models clinical knowledge representation and reasoning is
necessary.

2.2. Use case objective

The use case objective was to develop a model for representing and reasoning about PIVC-related BSIs in the
unstructured free-text of AE reports, describe the development process, and discuss the discoveries and limitations.
From the research question “is there a connection between BSIs and PIVCs at the hospital?”, competency question
requirements for an ontology representing and reasoning about PIVC-related BSIs were identified by clinicians as
follows:

1. Does patientA have phlebitis, and was it infectious, chemical, or mechanical phlebitis?
2. Does patientA have an infection?
3. Does patientA have a BSI?
4. How many patients have an infection or BSI?
5. Which patients have sepsis?
6. Does patientB have a catheter?
7. Does patientB have a PIVC?
8. How many catheters does patientB have, where are they, and why does patientB need them?
9. Does patientC have an infection and catheter? If so, was patientC’s infection associated with a catheter?

3. Related work

3.1. Annotation, tagging, and ontologies for natural language processing

Many studies focus on the relationship between annotation, tagging, and ontologies for NLP development. These
studies include annotating corpora, NLP extraction, and classification tasks. Below are some studies that have shared
their findings, issues, and possible solutions.

Annotated using the Uberon multi-species anatomical ontology [34], the Colorado Richly Annotated Full-Text
(CRAFT) Corpus is a resource for NLP development which is also semantically annotated with concepts from
eight Open Biomedical Ontologies (OBO) and terminologies [4,6]. However, while annotating with the OBOs,
they discovered that the OBOs are not developed for annotation because there are overlapping terms within the
different OBOs, context-specific definitions, and semantic ambiguities. Additionally, some OBOs do not follow
the OBO Foundry principle of using relations from the OBO Relation Ontology (RO) [57] to link concepts [5].
Therefore, to improve OBOs for semantic annotation of biomedical documents, the researchers proposed desirable
ontology implementations such as, but not limited to, integrating overlapping OBOs terms, resolving ontology-
specific ambiguities, and expanding relations [5].

A study comparing how anatomy ontologies are used for annotations discovered annotation and ontology is-
sues [61]. Annotations from three public datasets were compared to anatomical terms in the Foundational Model
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of Anatomy (FMA) [50,51] and Uberon [34] ontologies using the Zooma and Ontology Mapper software tools.
Manual and semi-automated preprocessing were done to normalize terms, but there were few matches between the
ontologies and annotations, mainly because of strict matching. Additionally, the user-provided annotation labels
resulted in mismatches, such as annotating a phrase with multiple ontology terms or using an abbreviation or ad-
jective for an anatomical part instead of the anatomical ontology term. Ontology issues include missing anatomical
synonyms used by the annotators and differing anatomical terms in the ontologies because the ontologies are de-
signed for different purposes and made by different design decisions. The study concluded that mapping terms to an
ontology requires a large amount of time, effort, and manual curation. Furthermore, an ontology’s design decisions
and scope will affect users trying to match annotations to an ontology, and ontologies must be used to understand
their potential.

The Unified Medical Language System (UMLS) is a collection of standard biomedical terminology [8], and it has
been used to process text by extracting concepts, relations, and knowledge (i.e., link or annotate text with standard
terminology) [2]. A software capable of finding and linking biomedical text to terminology concepts in the UMLS
Metathesaurus is MetaMap [3]. However, the developers of MetaMap mention that improvement is required for
detecting similar names, acronyms, and abbreviations and resolving ambiguities by possibly distinguishing concepts
using word sense disambiguation.

In [37], an overview of studies using knowledge bases for entity coreference resolution were discussed. Among
those studies was the OntoNotes project, which annotated a multilingual corpus for different levels of semantic
structure in the text [25,44,45]. One of the annotation levels includes linking OntoNotes word senses to the Omega
ontology [25,46,68]. Near-synonymous word sense pools were created by specialists who grouped sense distinctions
from WordNet and dictionaries based on similar definitions. This enables machines to automatically tag senses more
accurately and improves inter-annotator agreement due to difficulties determining WordNet distinctions directly in
the text [68]. Before each sense pool was linked to a concept in the Omega ontology [42], each sense pool was
verified by machine and humans [68].

3.2. Ontology development methods and evaluation

There are many ontology development methods, such as: the Enterprise ontology’s Uschold and King [62],
the TOronto Virtual Enterprise (TOVE) ontology’s Grüninger and Fox [20], METHONTOLOGY [14], the On-
To-Knowledge Methodology (OTKM) [60], and NeOn [59]. Of those methods, Uschold and King [62] and
Grüninger and Fox [20] follow a sequential sequence of phases, whereas METHONTOLOGY [14], OTKM [60], and
NeOn [59] are iterative. Whether sequential or iterative, the previously mentioned methods and 2 reviews [10,43]
have shown that ontology development typically includes the phases: specification, conceptualization, formalization,
implementation, and maintenance. During those phases, the knowledge acquisition, evaluation, and documentation
phases also commonly occur either as a separate phase or concurrently with other phases. Appendix A provides a
summary of the methods for each phase.

During and between phases, ontology evaluation judges an ontology’s content to a reference, such as require-
ment specifications, competency questions [20], or the real-world [18,19]. Evaluation includes: (1) verification that
the ontology has the correct informal natural language definition and formal ontology language definition, and (2)
validation that the ontology represents the world it was created for [18,19]. In theory, there are many criteria for
evaluation, but in practice, most studies only use the expressiveness and practical usefulness criteria [11]. Expres-
siveness is the number of competency questions answerable by the ontology [11,20,38], and practical usefulness is
the number of problems an ontology can be applied to [11,38].

3.3. Relevant ontology resources

There lacks an ontology specifically for sepsis-related BSI, infection signs, anatomical locations, medical de-
vices, and procedures. However, pre-existing ontologies can contain relevant concepts. For example, the Infectious
Disease Ontology (IDO) [27] has sepsis and hospital-acquired infection entities. Sign and symptom entities are
present in the Ontology for General Medical Science (OGMS) [39], and vital sign entities exist in the Vital Sign
Ontology (VSO) [17,64]. Anatomical locations can be described using anatomical entities of the Foundational

88



M.Y. Yan et al. / Terminology and ontology development for semantic annotation: A use case on sepsis and adverse events 815

Table 1

Overview of relevant resources for this study

Type Resource Relevant Concepts or Terms

Ontology Infectious Disease Ontology (IDO) Sepsis and hospital-acquired infection entities

Ontology for General Medical Science (OGMS) Sign and symptom entities

Vital Sign Ontology (VSO) Vital sign entities

Foundational Model of Anatomy Ontology (FMA) Anatomical entities

Biological Spatial Ontology (BSPO) Anatomical spatial location descriptor entities

Ontology of Adverse Events (OAE) Adverse event entities

Open Biological and Biomedical Ontology (OBO) Relation Ontology Relationship object properties

Terminology National Cancer Institute Thesaurus (NCIT) terminology Procedure and medical device terms

International Classification for Nursing Practice (ICNP) terminology Terms

Taxonomy Nursing Interventions Classification (NIC) taxonomy Terms

NANDA International Nursing Diagnoses Classification taxonomy Terms

Clinical Guideline 1998 Visual Infusion Phlebitis Scale Visual infusion phlebitis grading scale

2021 Infusion Therapy Standards of Practice Updates Updated infusion therapy practice standards

Model of Anatomy Ontology (FMA) [15,51] and anatomical spatial location descriptor entities from the Biological
Spatial Ontology (BSPO) [7]. Because AE reports are used, the adverse event entities in the Ontology of Adverse
Events (OAE) [21,40] might also be relevant. Furthermore, relationship object properties in the Open Biological and
Biomedical Ontology (OBO) Relation Ontology [48,57] could be used to link different entities together to capture
more information.

In addition to ontologies, there are also potential relevant terminologies and taxonomies. For example, there are
different procedure, medical device, and catheter terms in the National Cancer Institute Thesaurus (NCIT) [35,36].
Potential relevant standardized nursing practice language is found in the International Classification for Nursing
Practice (ICNP) terminology [13], Nursing Interventions Classification (NIC) taxonomy [9], and NANDA Interna-
tional Nursing Diagnoses Classification taxonomy [22]. Furthermore, infusion phlebitis-related information can be
obtained from the 1998 Visual Infusion Phlebitis Scale [30] and the 2021 Infusion Therapy Standards of Practice
Updates [28]. Concepts or terms from these resources can be used to expand the ontology if deemed necessary by
ontology users. The relevant ontologies, terminologies, taxonomies, and clinical guidelines can be found in Table 1.

4. Materials

4.1. Synthetic dataset

Documents for annotation are from an AE synthetic dataset. The documents are based on unstructured free-text
AE notes within the extracted AE reports from the electronic incident reporting system at St. Olavs hospital, Trond-
heim University Hospital in Trondheim, Norway, between September 2015 to December 2019 [67]. The synthetic
dataset contains 100 AE notes or documents manually created and verified by a nurse to ensure clinical data is
anonymized. The Norwegian Regional Committees for Medical and Health Research Ethics (REK) has granted
ethical approval to use AEs in this paper (approval no 2018/1201/REKmidt, 26814).

4.2. Annotated synthetic dataset

The synthetic documents were annotated by 8 annotators with clinical backgrounds over 4 annotation ses-
sions [67]. Each annotator annotated 10 documents in session 1 and 20 documents in the remaining 3 sessions
(i.e., 70 documents annotated over 4 annotation session). This resulted in 560 annotated synthetic AE documents,
as shown in Fig. 1 (i.e., 8 annotators * 70 annotated documents over 4 sessions = 560 total annotated synthetic
AE documents). In each annotation session, annotators followed the annotation guideline and used the Brat rapid
annotation tool (BRAT) [58] to annotate the documents. Then, documents were evaluated and manually screened to
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Fig. 1. From unannotated documents to an annotated corpus for populating instances in a terminology. 100 synthetic adverse event (AE) un-
structured free-text documents were manually generated. Those synthetic documents were annotated by 8 annotators over 4 annotation sessions
using revised annotation guidelines. Each annotator annotated 70 documents (i.e, 10 documents in session 1 and 20 documents in the remaining
3 sessions) to produce a total of 560 annotated synthetic AE documents.

identify ambiguities for revising the annotation guideline. This process was repeated 3 additional times with a new
set of documents and a revised annotation guideline.

4.3. Annotation guideline

An annotation guideline was developed based on the clinical research question: Is there a connection between
BSIs and PIVCs at the hospital? Discussions with nurses provided insight into how catheters can be distinguished
explicitly by the name or implicitly based on the anatomical insertion site or procedure mentioned. This formed into
four domain-specific questions of interest:

1. What are the different signs of infections, specifically for BSIs, sepsis, or infected PIVCs?
2. What are the signs for different types of catheters?
3. Where are the anatomical insertion sites of catheters?
4. What procedures, interventions, and activities can be related to catheter use?

Answers to domain-specific questions were then sorted into the following 7 main categories:

1. Sign: infection signs.
2. Location: anatomical insertion sites.
3. Device: signs of catheter types.
4. Procedure: procedures, interventions, or activities related to catheters.
5. Sensitivity: protected health information.
6. Person: individuals mentioned, such as patient, clinician, or relative.
7. Whole: label representing the span of the whole document and given to indicate if the document contains in-

formation about infection, BSI, sepsis, faulty device malfunctioning, catheter, PIVC, or has sensitive protected
health information.

All categories except Whole have a hierarchy with more specific subcategories to capture detailed granularity
from text (e.g., the Person category has a Patient subcategory). Furthermore, to capture relationships between
categories for downstream analysis (e.g., infection sign at a specific location), the following four relationships to
link categories were included:

1. Person
Person has−−−−−→ Sign, Location, Device, or Procedure.

2. Procedure
Procedure uses−−−−−−−−→ Device.

3. Sign
Caused by−−−−−→ Device or Procedure.

4. Sign, Device, or Procedure
Located nearby/on/in−−−−−−−−−−−→ Location.

A preliminary annotation guideline was created using the seven categories and four relationships. Annotation guide-
lines from each of the 4 annotation sessions are available online1 [67].

1https://folk.ntnu.no/melissay/ae-guidelines/
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5. Terminology development for annotations

In annotations, categories are known as entities for labeling a span of words or phrases. Whereas in ontologies
and terminologies, categories are known as classes. To separate the annotation guideline from the terminology and
ontology, the annotation categories and entities are in bold font, and the terminology and ontology classes are in
typewriter font.

5.1. Design decision for annotations

The terminology was developed using the bottom-up approach based on the annotation guideline refinement
process from 4 iterations. Competency questions were not used to create this terminology. This terminology is
meant to assist annotators who want to label text and allow users interested in performing downstream analyses to
adjust the granularity of labels. The objective is solely to represent the annotated corpus and provide structure to
the terminology used by annotators. Thus, included individuals are based on concrete examples from the annotated
corpus. A simplified example of how annotation labels in annotated documents are added to the terminology as
individuals is provided in Fig. 2.

Instead of reusing and re-defining existing ontologies, it was easier and simpler to develop a terminology based on
what is documented in the data. For instance, although the FMA contains relevant anatomical parts, the ontology was
too complex and detailed to be incorporated easily into the terminology to fit the use case’s purpose. Additionally,
the purpose was to include only concrete items documented in the terminology and not provide terminology for all
existing items. By opting to simplify the terminology, it was easier to build the terminology directly based on the
annotation guideline and then modify the terminology to incorporate feedback from discussions with clinicians.

5.2. Convert annotation guideline to terminology

The categories, attributes, and relationships in annotation guidelines described in Section 4.3 correspond to
classes, data properties, and object properties in terminologies (Table 2 and Fig. 3).

The terminology was developed from the annotation guideline by translating each hierarchy of entities into a
class hierarchy, using attribute information to add data properties, and converting relationships into object proper-
ties. During development, the terminology was modified to remove ambiguities by adding new class hierarchies and

Fig. 2. Using an annotated corpus to populate individuals in a terminology. Each of the 560 documents were translated into an individual, and
each label within a document was also translated into an individual. In the simplified example, an annotated document has 2 patient labels,

2 PIVC labels, and 2
Person has−−−−−−→ relationships linking the labels. Each label is converted into an individual (i.e., a purple diamond) of the

corresponding class (i.e., Patient or PIVC yellow circle). Then the labels are linked using the
Person has−−−−−−→ object property, similarly to how

the
Person has−−−−−−→ relationship links labels in the annotated text.

Table 2

Convert annotation guideline to terminology

Annotation Guideline Terminology

Entity (category) hierarchies Class hierarchies

Attributes which provide detailed entity information Data properties

Relationships between entities Object properties
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Fig. 3. Terminology development. The annotation guideline from the fourth annotation session was converted into a terminology. Annotation
categories were converted into ontology classes, relationships into object properties, and attributes into data properties. Then the individuals of
documents and labels were added. Additional modifications were incorporated as needed, such as removing ambiguities, re-organizing hierar-
chies, and adding missing concepts. This resulted in the AAENOTE which models and provides an index of annotated documents.

Table 3

Annotation Guideline vs Annotated Adverse Event NOte TErminology (AAENOTE). Annotation categories and entities are in bold font and the
terminology and ontology classes are in typewriter font

Annotation
Categories

Category Description Sub-categories Terminology Classes Class Description Subclasses

Sign Infection signs 29 Observation Documented clinical
observation including
symptoms, infection signs, and
device malfunctions

41

Location Anatomical insertion sites 17 Anatomical location Anatomical location 25

Device Signs of catheter types 16 Medical device Treatment equipment or part 19

Procedure Procedures, interventions, or
activities related to catheters

31 Procedure Procedure, intervention, or
activity for catheter-related
versus non-catheter related

36

Sensitivity Protected health information 14 Identifier Protected health information 14

Person Individuals 3 Person Individual 3

Whole Label representing whole text
indicating the note contains
infection, BSI, sepsis, faulty
device malfunctioning, catheter,
PIVC, or sensitive information

0 Annotated document Representation of an AE note’s
filename, annotation session,
annotator, and annotated labels

4

modifying class names, object properties, and data properties. Specifically, to remove ambiguity between symptoms,
infection signs, and device malfunction signs, the Observation class was introduced to encompass them. Addi-

tionally, the Sensitive category was revised to the Identifier class and the
Caused by−−−−−→ relationship was revised

to the
Is observed with−−−−−−−−−→ relationship. A summary of the converted 7 main classes can be found in Table 3.

The results from all 4 annotation sessions were included as individuals in the terminology, but the terminology
only reflects results based on the last annotation guideline. To accommodate revisions in the annotation guideline,
annotation categories that were revised in the guideline are updated in the terminology correspondingly. For in-
stance, removed annotation categories are reflected by changing the granularity of the removed category to a higher
level. Annotation categories can also be re-organized to become subclasses of a different class. Moreover, newly
added annotation categories are directly added as new classes in the terminology. An example is depicted in Fig. 4.

Although the terminology was not developed to answer competency questions, the competency questions were
still used to determine what could be found in annotated documents. To answer competency questions, the annotated
documents were imported into the terminology as individuals.

92



M.Y. Yan et al. / Terminology and ontology development for semantic annotation: A use case on sepsis and adverse events 819

Fig. 4. Handling annotation guideline revisions in the terminology. If the Delete device annotation category in red is removed from the annotation
guideline, then the Delete device class is removed from the terminology and all individuals of the Delete device terminology class
are now part of the superclass Medical device. If the PIVC (peripheral intravenous catheter) annotation category in orange is re-organized
to become the sub-category of Venous catheter, then the PIVC class is now a subclass of Venous catheter and the individuals remain as
part of the PIVC class. If the Arterial catheter annotation category in gray is added, then the Arterial catheter class is added to the
terminology and the corresponding individuals will be added as well.

6. Terminology results for annotations

6.1. Annotated Adverse Event NOte TErminology (AAENOTE)

Annotated AE documents and their annotations are modeled by the Annotated Adverse Event NOte TErminology
(AAENOTE). To increase accessibility, the terminology is in both English and Norwegian. There are 149 classes, 5
object properties, 27 data properties, and 4470 individuals. The 7 classes which form the main hierarchies are:

1. Observation: Any sign or symptom that can be monitored.
2. Anatomical location: Any anatomical body part, organ, or relative position of the body.
3. Medical device: Any instrument, device, or equipment used for a medical purpose.
4. Procedure: Any procedure, intervention, or activity related to catheters.
5. Identifier: Protected health information that can be used to identify an individual.
6. Person: An individual, such as a patient, clinician, or relative.
7. Annotated document: Annotated adverse event document metadata and labels.

Relationships between the 7 class hierarchies can be formed using the following 5 object properties:

1. Person
Person has−−−−−→ Observation, Anatomical location, Medical device, or Procedure.

2. Procedure
Procedure uses−−−−−−−−→ Medical device.

3. Observation
Is observed with−−−−−−−−−→ Medical device or Procedure.

4. Observation, Medical device, or Procedure
Located nearby/on/at/in−−−−−−−−−−−−−→ Anatomical location.

5. Annotated document
Has label−−−−−→ Anatomical location, Identifier, Medical device, Ob-

servation, Person, or Procedure.

An example showing AAENOTE representing an annotated document using parts of the class hierarchies and class
properties is shown in Fig. 5. The complete class hierarchies of AAENOTE are in Appendix B.1.

Each annotated AE note or document is an individual of the Annotated document class and can have object
properties linking the AE document to individual labels from the other 6 class hierarchies. Additionally, each AE
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Fig. 5. Annotated Adverse Event NOte TErminology (AAENOTE) representing an annotated document. (a) Example of an annotated document
with annotation categories and relationships that link the categories together. (b) Part of the terminology class hierarchies used within the

annotation example are shown in the white boxes. The 3 annotated relationships (i.e.,
Person has−−−−−−→,

Located nearby/on/at/in−−−−−−−−−−−−−−→, and
Procedure uses−−−−−−−−−→) are

represented by the 3 object properties that link the classes together. Object properties are shown using the thicker colored lines with arrows.

document has data properties for the filename, annotation session, and annotator. The individuals of the other 6
hierarchies can also have object properties and data properties if an annotator provides that information.

6.2. AAENOTE evaluation

The purpose of AAENOTE is to model and provide semantic meaning to annotated AE notes or documents. The
terminology was not developed based on competency questions, but it would be interesting to see what competency
questions could be answered. Hence, AAENOTE was evaluated using the competency questions as requirements.
Competency questions using AAENOTE can only be answered based on explicitly annotated classes or subclasses.
Words or phrases that lack annotation are excluded from this terminology. Thus, only the annotation category labels
provided by annotators are included as individuals of the corresponding classes.

Knowledge represented by the terminology can either be found explicitly, based on the direct classes and rela-
tionships, or be inferred implicitly, based on underlying concrete knowledge and indirect classes and relationships.
For example, the competency question “Does patientA have an infection?” can be answered explicitly by finding an

individual of the patient class who has an infection (i.e., Patient
Person has−−−−−→ Infection). It can also be answered

implicitly by finding an anatomical location that has an infection (i.e., Infection
Located nearby/on/at/in−−−−−−−−−−−−−→ Anatom-

ical location) because an anatomical location, in this terminology, must be part of a person. However, if the
infection is not explicitly mentioned, this terminology cannot implicitly determine what other observations com-
bined indicate an infection.

SPARQL query results vary depending on the clinician’s interest in knowing how many instances a patient has
for one class or a combination of that one class with other classes. For example, to find how many patients ex-
plicitly have an infection, the query can be written to find all instances where either: 1. individuals of the patient

class have the object property “person has” to an individual of the infection class (i.e., Patient
Person has−−−−−→ In-

fection), or 2. the individuals of the patient class have the object property “person has” to an individual of the

infection class and/or an individual of the observation class or it’s subclass (i.e., Patient
Person has−−−−−→ Infection

and other Observation(s)). The different number of instances is shown in Table 4. The first query has 14
instances where a patient has an infection regardless of other observations. In contrast, the second query divides
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Table 4

AAENOTE SPARQL query result: patient has infection
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1 14 1 ✓ ✓

2 1 1 ✓ ✓

3 1 2 ✓ ✓ ✓

4 1 2 ✓ ✓ ✓

5 1 2 ✓ ✓ ✓

6 1 3 ✓ ✓ ✓ ✓

7 1 3 ✓ ✓ ✓ ✓

8 1 3 ✓ ✓ ✓ ✓

9 1 3 ✓ ✓ ✓ ✓

10 2 3 ✓ ✓ ✓ ✓

11 1 4 ✓ ✓ ✓ ✓ ✓

12 1 5 ✓ ✓ ✓ ✓ ✓ ✓

13 1 6 ✓ ✓ ✓ ✓ ✓ ✓ ✓

14 1 8 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Query result 1: Patient
Person has−−−−−−→ Infection.

Query result 2–14: Patient
Person has−−−−−−→ Infection and other Observation(s).

the 14 instances into Query Result 2–14 to show the number of instances where a patient has an infection with
different combinations of other observations. To implicitly find patients who have an infection, the infection must
be located at an anatomical location of a person. Queries about infections at an anatomical location can be written

using Infection
Located nearby/on/at/in−−−−−−−−−−−−−→ Anatomical location or using Infection and other Observa-

tion(s)
Located nearby/on/at/in−−−−−−−−−−−−−→ Anatomical location if the clinician is curious about additional observations

that were documented with the infection. In AAENOTE, there is only 1 instance where an anatomical location (i.e.,
skin) has an infection, as shown in Query Result 1 of Table 5. However, it is more informative for clinicians to
look at additional potential observations that can indicate infection around a certain location; Table 5 Query Results
2–10 provide other observations located on skin. In AAENOTE, there lacks clinical knowledge required to find
indications of infections and catheters.

Overall, explicit queries and basic implicit queries in AAENOTE can answer 7 of the 9 competency questions.
However, these queries still lack the clinical knowledge needed to include more implicit queries by combining
additional observations, anatomical locations, and/or procedures to identify indications. In Appendix B, Table 7
provides the terminology classes and relationships used to form explicit and implicit queries to explicitly and im-
plicitly answer each competency question. Additionally, concrete underlying knowledge used to make inferences is
also provided. Results can be found in Appendix B.

7. Ontology development for domain knowledge

7.1. Design decision for domain knowledge

In this use case, the clinicians’ need is to focus on identifying and inferring a patient’s state based on documented
observations in AE documents related to PIVCs and BSIs. A patient’s underlying state can be measured by moni-
toring devices that measure vital signs (e.g., blood pressure, pulse, and respiratory rate) or exhibited by observable

95



822 M.Y. Yan et al. / Terminology and ontology development for semantic annotation: A use case on sepsis and adverse events

Table 5

AAENOTE SPARQL results for observations located at the skin

Observations
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1 1 ✓

2 3 ✓

3 3 ✓

4 2 ✓ ✓

5 2 ✓ ✓ ✓

6 2 ✓

7 2 ✓ ✓

8 1 ✓

9 1 ✓ ✓

10 1 ✓ ✓ ✓

Query result 1: Infection
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.

Query result 2–10: Observation
Located nearby/on/at/in−−−−−−−−−−−−−−→ Skin.

signs and symptoms (e.g., pain, fever, chills, and mobility impairment). Those measurable and observable signs and
symptoms are then documented by clinicians in the electronic health record (EHR) to record patient conditions and
communicate with other clinicians. When an AE incident could have or has happened, clinicians will go through
the documentation to recall what occurred and report it in a separate AE document.

To limit the scope of modeling the clinical knowledge ontology, 15 documents were used as examples to form
the classes and individuals. Each document was split into sentences to identify catheter and infection indications at
the sentence-level and document-level. At the sentence-level, individual sentences were presented to clinicians who
determined what observations, anatomical locations, or procedures within the text are needed to determine catheter
and infection indication. Only clinician-identified sentences with indications were included as individuals in the
ontology. At the document-level, individual sentences from a document were presented together, allowing clini-
cians to identify indications based on additional information from a more complete documented story. Presenting
the document as separate sentences allowed clinicians to identify concepts within a limited example to determine
what can and cannot be determined based on limited information. Whereas, allowing a clinician to see the whole
document presented more possibilities and helped identify necessary data combinations for indications of catheters
and infections.

The focus of the ontology includes catheter indications and the clinicians have identified that it is important
to identify infusion phlebitis. Thus, infusion phlebitis was included in the ontology as rules based on the 1998
Visual Infusion Phlebitis Scale [30] mentioned in the 2021 Infusion Therapy Standards of Practice Updates [28].
Furthermore, causality is not within the scope because the exact reason for chemical and mechanical reactions
resulting in infection-like signs are more likely found at the body’s cellular or genetic-level in pathophysiology
studies [29,55] and unlikely to be documented in AE documents.

Anatomical locations in this ontology were kept simple and similar to the AAENOTE. Clinical guidelines for
catheter insertion into anatomical locations are very specific (e.g., a central venous catheter is inserted in the jugular
vein until it reaches the superior vena cava [31]) because clinical guidelines provide instructions on how to perform
a task properly. However, clinical documentation is more general (e.g., central venous catheter in the chest) because
this is common clinical knowledge, and the documentation is written for other clinicians to understand. To match
the ontology with available documented data, this ontology relies on general anatomical location terminology. If
clinicians deem it necessary, clinical guidelines can be included in a separate ontology focused on identifying
catheter locations based on clinical guidelines and the FMA. Inclusion of clinical guidelines to identify specific
catheter insertion sites and placement requires anatomical knowledge. For instance, to identify a central venous
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catheter’s general anatomical location using a clinical guideline and the FMA anatomy ontology, the ontology
would need to:

1. Identify the jugular vein insertion site and the superior vena cava placement.
2. Infer that the jugular vein is in the neck and the superior vena cava is present within the superior and middle

mediastinum [65], annotated as anatomical location chest.
3. Convert the terms into more general terms that match the available data (i.e., vena cava is in the chest).

7.2. Representing domain knowledge

Discussions with clinicians about example documents and indications formulated the classes, object properties,
data properties, and rules within the ontology. Then, the provided indications were sorted and summarized to match
the ontology closely. Afterward, indications were verified by clinicians and included in the ontology using SPARQL
queries. A list of indications can be found in Appendix C.3.1 to Appendix C.3.7.

8. Ontology results for domain knowledge

8.1. Catheter Infection Indications Ontology (CIIO)

The Catheter Infection Indications Ontology (CIIO) represents clinical knowledge for signs of infections and
catheters to identify PIVC-related BSIs and was developed to accompany the AAENOTE. Similar to AAENOTE,
this ontology is also in both English and Norwegian. There are 57 classes, 10 object properties, 16 data properties,
and 187 individuals. The 7 classes which form the main hierarchies are:

1. Observation: Any sign or symptom that can be monitored.
2. Anatomical location: Any anatomical body part, organ, or relative position of the body.
3. Medical device: Any instrument, device, or equipment used for a medical purpose.
4. Procedure: Any procedure, intervention, or activity related to catheters.
5. Person: An individual.
6. Document: Unstructured free-text report consisting of sentences documented to represent observable patient

states.
7. Sentence: A set of words documented to represent observable patient states.

Relationships between the 7 class hierarchies can be formed using the following 10 object properties:

1. Person’s subclass Patient
Patient has−−−−−−→ Observation, Anatomical location, Medical de-

vice, or Procedure.

2. Procedure
Procedure uses−−−−−−−−→ Medical device.

3. Observation
Is observed with−−−−−−−−−→ Medical device or Procedure.

4. Observation, Medical device, or Procedure
Located nearby/on/at/in−−−−−−−−−−−−−→ Anatomical location.

5. Document or Sentence
Contains−−−−→ Observation, Anatomical location, Medical device,

Procedure, or Person. Additionally, only Document
Contains−−−−→ Sentence.

6. Procedure’s subclass General IV
Is combined with−−−−−−−−−→ a different General IV.

7. Procedure’s subclass General IV
Is IV for−−−−→ Procedure’s subclass Infusion.

8. Procedure’s subclass General IV
Medication should have been−−−−−−−−−−−−−−−−→ a different General IV.

9. Observation, Anatomical location, Medical device, Procedure, or Person
Is documented in−−−−−−−−−→

Document or Sentence. Additionally, only Sentence
Is documented in−−−−−−−−−→ Document.

10. Anatomical location
Location has−−−−−−−→ Observation, Medical device, or Procedure.
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Fig. 6. Catheter Infection Indications Ontology (CIIO) clinical knowledge representation. (a) A sentence from a document used to identify
documented clinical knowledge. Annotations are based on terms from the Annotated Adverse Event NOte TErminology (AAENOTE). (b) CIIO

has a Sentence class and
Contains−−−−−→ relationship to link a sentence to documented observable patient states (i.e., AAENOTE terms). AAENOTE

terms were used in CIIO to conceptualize the classes and object properties that represent documented knowledge and can be used in reasoning
to identify catheters and infections. Part of the ontology class hierarchies and object properties used in knowledge representation are shown.
Classes are in white boxes and object properties are shown using thicker colored lines with arrows.

An example showing how a sentence is represented using the class hierarchies and class properties of CIIO to model
documented clinical knowledge is shown in Fig. 6. The complete class hierarchies of CIIO are in Appendix C.1.

Each sentence documented in the report is an individual of the Sentence class. Sentence class individuals
contain Observation, Anatomical location, Medical device, Procedure, or Person individu-
als present within the text. An individual of the Document class contains the Sentence individuals that form
it and the content from those sentences. Similar to AAENOTE, individuals of Observation, Anatomical
location, Medical device, Procedure, and Person can also have object properties and data properties.

8.2. CIIO evaluation

Designed to capture and reason about clinical catheter-related and infection-related signs and symptoms docu-
mented in an AE report, the CIIO provides the missing clinical domain knowledge for the AAENOTE. CIIO can
answer 8 of the 9 competency questions based on assumptions and indications. The assumptions are that 1 AE doc-
ument represents 1 patient and all sentences within a document are likely to describe concepts within the same event
(Appendix C.2). Indications for catheters and infections are provided in (Appendix C.3). Additionally, the ontology
classes and relationships used to answer each competency question is detailed in Appendix C.4.

9. Discussion

9.1. Ontology development method comparison

The clinical problem drove this study, and the objective was not to apply an ontology development method.
Hence, a specific ontology development method was not applied. However, certain steps taken are similar to the pre-
existing methods and this study does include the typical phases of specification, conceptualization, formalization,
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Fig. 7. Development phases for Annotated Adverse Event NOte TErminology (AAENOTE) and Catheter Infection Indications Ontology (CIIO).

implementation, maintenance, knowledge acquisition, evaluation, and documentation. An overview of the process
is shown in Fig. 7, and similarities to other methods can be found in Appendix A.

During the pre-development and specification phases of the terminology, clinicians provided the research question
and use case. Those were utilized to define the competency questions. Additionally, the AE dataset was retrieved,
and an AE synthetic dataset was created. The conceptualization phase was performed by iteratively developing the
annotation guideline and annotation sessions. Afterward, the formalization and implementation phases of the termi-
nology were developed iteratively based on the annotation guideline and using instances from the annotated corpus
to answer competency questions for evaluation. Knowledge acquisition occurred during all phases with insight,
guidance, and feedback from clinicians. Documentation is provided in the annotation guidelines, the annotated cor-
pus, and the evaluation of competency questions. The annotation guidelines document changes in terms over time,
and the annotated corpus documents knowledge acquisition from the text. Answers to each competency question
are documented using natural language for clinicians and SPARQL queries for computer scientists.

Ontology development is similar to the terminology’s pre-development, specification, and conceptualization
phases. However, the formalization and implementation phases differ. The ontology iteratively incorporated clini-
cal knowledge that can be annotated in AE documents using terminology terms to answer competency questions
for evaluation. Knowledge acquisition was provided through the annotated corpus, clinician-provided catheter in-
dication rules, and clinician-provided publications containing phlebitis rules. Additionally, clinicians iteratively
reviewed and verified documented sentences to match the rules and competency questions. Ontology documenta-
tion includes the assumptions (Appendix C.2), rules for catheter and infection indications (Appendix C.3), and how
competency questions were answered (Appendix C.4).

Although UMLS includes clinical terminology (i.e., SNOMED CT and ICD-10), the terms are often a combina-
tion of different concepts. For example, phlebitis has many options and is combined with different locations, such
as “phlebitis of the lower limb vein,” “phlebitis of the portal vein,” and “retainal phlebitis.” Additionally, swollen
has many options, such as “foot swelling,” “swollen nose,” and “tongue swelling.” The June 10, 2022 version of
SNOMED CT has 361,907 classes.2 It would require extensive time and effort to determine which classes are
suitable for our purpose and to maintain a pre-determined class hierarchy. Introducing UMLS terminology would
make it difficult for annotators to determine which term to use, introduce ambiguities for the use case, and decrease
the precision needed. Furthermore, the UMLS MetaMap is software that finds and links biomedical text to termi-
nology concepts [3]. Unfortunately, that software is for biomedical text and not clinical text. Clinical text differs
from biomedical text because it is often ungrammatical and ambiguous, with many shorthand abbreviations and

2https://bioportal.bioontology.org/ontologies/SNOMEDCT/?p=summary
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acronyms [33]. Additionally, the MetaMap developers have mentioned that detecting abbreviations and acronyms
needs improvements [3].

9.2. AAENOTE scope and limitations

The clinician asks questions about the condition of a physical patient and the patient’s PIVCs, but AAENOTE
is about words in the AE document regarding a patient event. The correspondence between clinical condition and
document content is represented by CIIO. So, the answer to a question about a patient’s condition will be answered
using the document’s annotated text. Understanding a query means translating it from clinical concepts to concepts
within the document’s content. Here, the terminology is used to fit and answer questions. SPARQL queries can
answer most competency questions, and the results can be used as consistency checks. For example, SPARQL can be
used to count and make quantitative queries about the number of catheters and devices. Likewise, qualitative results
enabled clinicians to verify if results matched their expectations of clinical events (i.e., the anatomical location of
specific catheters) or why the AE was reported (i.e., incorrect medical devices used in a particular procedure).

There are several limitations to the AAENOTE. Although this terminology does not cover sepsis, it does cover
events that could lead to sepsis. This terminology lacks the clinical knowledge required to answer several compe-
tency questions more in-depth. Moreover, it is not always possible to determine what a patient has because of the
document’s content or provided annotations. Most documents do not explicitly mention a patient because these are
AE documents, and it is often implied that the adverse event has happened to a patient. Annotators will often not
link the patient to all possible observations, anatomical locations, medical devices, or procedures because typically,
one AE document refers to one event or patient. Furthermore, referent tracking and resolution are not handled by
AAENOTE. Thus, multiple mentions of a label or individual do not indicate whether it is the same item or a differ-
ent item. For example, given the annotated document in Fig. 2, the terminology cannot determine if the 2 Patient
individuals refer to the same patient or not because each label is an individual. Similarly, the same also applies to
the 2 PIVC individuals. In this example, a query counting how many patients have a PIVC will answer 2. However,
based on the context, both sentences in the document likely refer to the same patient and PIVC and the answer
should be 1.

9.3. CIIO scope and limitations

The CIIO is an abstract ontology with instances populated using the terminology. Only parts of the AAENOTE
necessary for creating queries with clinician-provided indications were included or extended. This provides flexibil-
ity, allows for easier ontology maintenance, and separates the needs of clinicians who use CIIO and annotators who
use AAENOTE.

Based on assumptions and indications, competency questions can be answered using SPARQL queries. The
queries retrieve documents and translate the content for the user by identifying concepts necessary to answer the
competency questions. Thus, the retrieved documents and concepts can provide sufficient information for clinicians
to further decipher retrieved answers. For example, the exact reason why a patient needs a catheter cannot be deter-

mined by the query unless there is a direct relationship (i.e., Procedure
Procedure uses−−−−−−−−→ Medical device) be-

cause the list of indications does not provide reasons for catheter usage. However, the clinician can view the retrieved
list of medical devices and procedures within a document to determine why the medical devices were required.

The lack of detailed documentation inhibits the query’s ability to answer certain questions. This includes why a
patient needs a catheter as previously stated, counting catheters within a patient, and where the catheters are located
in a patient. Counting the exact number of catheters per document is not possible because multiple sentences within
a document could be describing the same catheter or multiple procedures could use the same catheter. The exact
anatomical location of catheters per document cannot be determined for several reasons. First, multiple sentences
within a document could be describing the same catheter at the same location but with more general terms (i.e., arm
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instead of hand). Second, the location’s position not being documented makes it difficult to distinguish if a body
part is on the same side. Finally, various procedures can be performed at the same location. For example, given
an example document, “The patient received IV fluids in elbowA and IV antibiotics in right handB. Right armC
showed signs of phlebitis.” Here, handB is part of armC because both are on the right side, but elbowA might or
might not be part of armC. Additionally, armC is likely a more general term for handB. Furthermore, an additional
anatomical ontology is needed to infer the possible locations based on catheter type.

9.4. Purpose of separate terminology and ontology

Even though the ontology uses terms from the terminology, the terminology and ontology are separate. They
are separate because of their different purposes and functionalities. Additionally, separation provides downstream
analysis flexibility for researchers. It also simplifies evaluation and allows for easier maintenance. Furthermore,
separation enables a better understanding of the terminology’s and ontology’s limitations.

The terminology and ontology were developed for different purposes using different methods. AAENOTE is
intended to be useful for annotators who are annotating documentation and a way to provide them a structured
terminology with varying granularity. In comparison, CIIO is intended to be used by clinicians to clinically reason
about a patient state. The design process of AAENOTE is heavily based on the explicit terms used in annotations and
not on competency questions. It uses the bottom-up method and the annotation guideline development process to
capture semantic annotations. In contrast, the design process of CIIO is based on the competency questions, which
focus on patient states. Designed with a top-down method, it is based on concepts naturally used by clinicians to
describe patients. Thus, the terminology and ontology have different purposes and functionalities.

Separating the terminology from the ontology enables annotators to annotate concepts with standard terms and
clinicians to reason about the annotated concepts. Here, the ontology does not impact the terminology annotators
can use. Instead, the ontology provides knowledge for the terminology. Thus, our methods avoid the significant
amount of time, effort, and manual curation previously required to map terms to an ontology [61]. Instead, our on-
tology utilizes concepts in the terminology and is limited by the competency questions, clinical guidelines used, and
clinician-provided rules. In downstream analyses, researchers can freely choose to use the terminology to quickly
retrieve documents with specific annotations, the ontology to reason and infer clinical knowledge, or both.

The terminology indicates concepts annotated in documents. Using terms from the terminology ensures that the
included clinical knowledge within the ontology represents the knowledge documented in the text that can be an-
notated. As the ontology develops further, it is possible to conceptualize additional terms required to answer the
competency questions. Those terms can then be added to the terminology and annotation guideline for additional
data curation.

In this paper, separating the terminology made it easier and quicker to evaluate syntax and semantics because
the ontology only has 187 instances compared to the terminology’s 4470 instances. Mixing the indexed annotation
terminology with a clinical knowledge ontology would be outside the ontology’s scope, decrease ontology reusabil-
ity, and increase the complexity of ontology maintenance. Additionally, the terminology can cover a broader scope
of documents not in the ontology. Finally, using competency questions to evaluate the terminology and ontology
separately reveals the distinct limitations of both. The inability to answer competency questions can be due to either
the lack of knowledge or lack of necessary content within the data.

9.5. Representing annotated data and revisions

Annotating data provides data meaning, and the corresponding annotation guideline and terminology provide
additional structured semantic meaning. Additionally, the terminology can represent knowledge and disambiguate
annotation entities and relationships. Each annotation session uses a slightly different annotation guideline that has
been revised based on the previous annotation session. Hence, revisions in the annotation guidelines include added,
re-organized, and removed categories. Since results from 4 different annotation sessions are included as individuals
in the AAENOTE, this indicates the terminology can handle different versions of annotated data while preserving
semantic meaning. It is also possible to easily customize the granularity (i.e., superclasses, classes, or subclasses)
and extend or retract the terminology based on clinician needs without breaking the terminology.

101



828 M.Y. Yan et al. / Terminology and ontology development for semantic annotation: A use case on sepsis and adverse events

To alleviate the problem with overlapping terms and ambiguities experienced by [5] and remove mismatches
between the annotations and the terminology experienced by [61], all annotators in our study could only use provided
annotation labels from the terminology. Using concrete concepts from the annotation guideline based on what can
be found in the documentation instead of other pre-existing ontologies lowers the complexity and simplifies the
terminology.

9.6. Representing annotated documents the way clinicians view patients

The AAENOTE is a terminology that provides an index of what is annotated in a clinical document. It is not used
to design a language’s syntax, grammar, or terms because AAENOTE is a terminology for understanding the lan-
guage and underlying meanings. Instead, it is the interpreted formalized language that has been translated into basic
statements for reasoning. To capture relevant information, the underlying document was represented by annotated
labels and relationships for the task of question answering and text understanding instead of solely retrieving infor-
mation. Hence, the terminology focuses only on items of interest and is blind to items not within the terminology.

The corresponding CIIO is an ontology that models clinical knowledge missing from AAENOTE. It provides the
missing clinical knowledge required to reason about the presence of catheters and infections documented in clinical
text. Although the data modeled is documented text, it enables clinicians to think about the data as an individual
patient because they already do this routinely when documenting patient states.

9.7. Understandability and accessibility for domain experts

The approach in this study made ontology development understandable and accessible for the domain experts
without formal ontology training. Furthermore, the employed approach made it possible for clinicians to understand
and be part of the design process. In practice, the approach was a necessity to progress in developing the ontology
to incorporate clinical knowledge.

9.8. Clinical utility

The collected competency questions and requirements are largely met. Thus, the main objective of developing a
terminology and ontology that clinicians and hospital systems can use to get a systematic overview of identifying
and reasoning about PIVC-related phlebitis, infection, and sepsis in an AE corpus has been met. Furthermore, our
ontology is a step toward automated and continuous quality control that move beyond today’s focus on repeated
point prevalence quality controls, like the Peripheral Intravenous Catheter mini Questionnaire (PIVC-miniQ) [24].

The developed ontology is of value for sepsis because of its purpose, clinician involvement during development,
and intended use. The ontology focuses on identifying indicators of catheter-related phlebitis or infections that
can lead to sepsis by utilizing the clinicians’ documentation and perspectives. Throughout the whole development,
clinicians were involved as the users, domain experts, and data annotators. Furthermore, clinical knowledge within
the ontology was captured similarly to how clinicians ask questions, document observations, and view documents
as patients. The intent is to eventually implement the ontology into a quality surveillance system to automatically
detect the presence of PIVC-related phlebitis and BSIs to improve PIVC care and lower sepsis incidents. Thus, only
documented content can be included as data, and the ontology must directly correspond to and represent concepts
documented within the AE documents from the clinician’s perspective.

10. Future work

For the sepsis-related use case, the synthetic AE dataset used for annotations is a placeholder for the real Nor-
wegian AE dataset and clinical records from the EHR. Future work includes utilizing the current AAENOTE to
annotate the real Norwegian AE dataset and clinical records. And to evaluate if clinical knowledge from the CIIO
can still be applied and expanded on new data. Additionally, the ontologies could be applied to AE documents at
other Norwegian hospitals to assess how similar documentation and knowledge are between different hospitals. The
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ontologies can be directly translated to other Scandinavian languages (e.g., Swedish and Danish) and applied simi-
larly at other Scandinavian hospitals. The design and representations are largely language-independent and should
be easy to transform for English clinical text about adverse events. After all, international literature suggests that
the phenomena related to PIVC and devices are language-independent [1]. It would also be possible to provide
multi-language querying over multi-language AE documents to enable cross-language repositories [63]. Further-
more, supervised machine learning methods can be employed to identify PIVC-related BSIs and classify patients
requiring additional monitoring.

11. Conclusion

The development process resulted in a terminology and an ontology, specifically, the Annotated Adverse Event
NOte TErminology (AAENOTE) which models annotated classes in annotated documents and the Catheter Infec-
tion Indications Ontology (CIIO) which models clinical knowledge for catheter and infection indications. Although
there is a clinical focus here, the methodology for creating a terminology from an annotation guideline for semanti-
cally annotated data and a domain knowledge ontology to represent knowledge can be utilized in other domains to
provide additional semantic meaning to annotated datasets in other domains.

12. Data availability

The AAENOTE, CIIO, and SPARQL queries for this paper are in the GitHub repository branch “swj” of https://
github.com/melissayan/aaenote_and_ciio. Detailed specifications for AAENOTE and CIIO were generated using
WIzard for DOCumenting Ontologies (WIDOCO) [16] and are available in English and Norwegian at https://folk.
ntnu.no/melissay/ontology/index.html.
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Appendix A. Ontology development methods and evaluation similarities

There are various ontology development methods and the steps in this study have some similarities to other
methods Table 6.

Appendix B. Annotated adverse event NOte TErminology (AAENOTE) hierarchy competency questions
(CQs), SPARQL queries, and results

B.1. AAENOTE hierarchy

The AAENOTE classes and their subclasses can be found in the following figures:

1. Fig. 8 Observation
2. Fig. 9 Anatomical location
3. Fig. 10 Medical device
4. Fig. 11 Procedure
5. Fig. 12 Identifier
6. Fig. 13 Person
7. Fig. 14 Annotated document
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Table 6

Ontology development methods versus this paper

Uschold and
King [62]

Grüninger and
Fox [20]

METHONTOLOGY [14] On-To-Knowledge [60] NeOn [59] This Paper

P
re-developm

ent

Feasibility study phase to
identify problems.

Initiation phase to specify
ontology requirements,
intended use, users, and
formal language in the
form of competency
questions and glossary of
terms.

Use clinician identified
research question to form
competency questions.
Form terms for
annotation, perform data
screening and
pre-annotation, develop
annotation guideline,
schedule annotation,
implement annotation
sessions, and evaluate
annotations.

Specification

Identify
ontology
purpose,
intended use,
and users.

Define
ontology
requirements
as competency
questions
based on a
scenario or
user provided
problem.

Specification phase to
produce ontology
specifications.

Kickoff phase to
document ontology
requirements and
semi-formal ontology.

Part of pre-development. Part of pre-development.

C
onceptualization

Identify terms
and
relationships of
interest.

Define
terminology of
ontology.

Conceptualization phase
to build glossary of terms.

Refinement phase to
refine semi-formal
ontology and formalize
ontology iteratively based
on domain expert
interviews.

Design phase to produce
an informal and formal
model to meet
requirements.

Annotation and annotation
guideline revision phases
determine the terms and
concepts that are
documented in data.

Form
alization

Codify
ontology into
formal
language.

Specify
terminology
definitions
using first
order logic.

Part of conceptualization. Part of conceptualization. Implementation phase to
implement the formal
model into an ontology
language.

Codify terminology and
ontology in Protégé using
OWL.

Im
plem

entation

Part of
formalization.

Represent
terminology in
a formal
language.

Implementation phase to
codify ontology into
formal ontology.

Part of formalization.

M
anagem

ent

Apply the ontology and
manage it’s evolution and
maintenance.

Use the ontology to detect
errors or missing
knowledge for design
phase of the next ontology
version.

Terminology can be
updated to a new
annotation guideline
version and its
corresponding annotated
corpus. Ontology can
include new clinical
knowledge.
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Table 6

(Continued)

Uschold and
King [62]

Grüninger and
Fox [20]

METHONTOLOGY [14] On-To-Knowledge [60] NeOn [59] This Paper

K
now

ledge
A

cquisition

Interview experts and/or
analyze text.

Knowledge creation,
capture, retrieval and
access, and use.

Knowledge is introduced
by domain experts and
ontology practitioners at
different development
phases.

Knowledge was acquired
iteratively with users and
domain experts.
Discussions with users
and domain experts
resulted in annotation
guideline revisions and
discovering the
knowledge needed for
ontology reasoning and
inferences. Annotations
by domain expert
annotators to capture
knowledge from text.

E
valuation

Adapt what has
been done in
the knowledge
based systems
field for
ontologies.

Evaluate the
ontology by
proving
completeness
theorems to
answer
competency
questions.

Evaluate the ontologies,
software environment, and
documenation with the
requirement specification
document during and
between each phase.
Document how the
ontology was evaluated,
errors detected, and
knowledge sources for
evaluation.

Proposed
technology-focused (i.e.,
the development tool’s
evaluation of syntax and
semantics of the ontology
and the evaluation of tools
and applications for
interoperability and
scalability), user-focused
(i.e., user satisfaction with
the application and
comparing the ontology
based application to
pre-existing ones), and
formal evaluation.

Evaluate the ontology
using 5 different
tasks [54] which includes
selecting individual
ontology network
components for
evaluation, selecting the
evaluation goal and
approach, identifying the
reference and evaluation
metric, applying the
selected evaluation, and
presenting the combined
results of the individual
components.

Ability to answer
competency questions and
if the ontology is useful
from the perspective of
the user.

D
ocum

entation

Document
ontology type
and purpose

Document ideally all
phases, knowledge
acquisition, and
evaluation.

Document kickoff phase
ontology requirements.

Document ontology
requirement
specifications, ontology
description, and
evaluation.

Annotation guidelines
record changes,
annotations document
knowledge acquisition,
and evaluation
documentation answers
competency questions in a
format understandable to
the users and developers.
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Fig. 8. AAENOTE observation class hierarchy.
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Fig. 9. AAENOTE anatomical location class hierarchy.

Fig. 10. AAENOTE medical device class hierarchy.
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Fig. 11. AAENOTE procedure class hierarchy.
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Fig. 12. AAENOTE identifier class hierarchy.

Fig. 13. AAENOTE person class hierarchy.

Fig. 14. AAENOTE annotated document class hierarchy.
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B.2. Details about converting annotation guideline to terminology

To further differentiate observations, Descriptive sign or symptom, Vital sign, Neurological
and physiological, Wound, Lab result, and Device observation subclasses were introduced. In
addition, Insertion sitewas introduced because some documents document a catheter’s insertion site without
mentioning a specific body part. Similarly, Organ parts, such as Skin and Circulatory system, were
also introduced because they are documented instead of body part. For Medical device, additional catheters
were included (i.e., Intraosseous cannula and Subcutaneous catheter) for specificity. The category
for device parts was removed because the terminology only covers catheter and catheter parts; thus, it is a part of a
medical device if it is not under a catheter. For Procedure, Administration way was introduced to describe
how a substance was administered into the patient, Catheter procedure subclasses all include “catheter”
to indicate the action is for catheters only, and different Infusion types were included to differentiate from
Injection types.

A hierarchy for certain data properties was introduced to organize the anatomical location descriptors, contents
within a document, and document identity. For instance, document identity-related data properties were included for
identification, such as annotator ID, filename, and annotation session. Unlike the data property values for body tem-
perature (i.e., hyperthermia, normal, and hypothermia) and severity level (i.e., high, normal, and low), Concious-
ness level required a separate data property with values of alert, confusion, painfully responsive, unresponsive,
and verbally responsive). The “observation is diagnosed by” and “observation said by” data properties were added to
distinguish signs from symptoms because signs are what a clinician observes and symptoms are what a patient says.

B.3. AAENOTE competency questions and terminology usage

Table 7

AAENOTE competency questions and terminology usage

Competency Question Terminology Classes and Relationships to Find Instances∗

1. Does patientA have phlebitis, and was it infec-
tious phlebitis, chemical phlebitis, or mechanical
phlebitis?

Explicit:

Patient
Person has−−−−−−→ Phlebitis.

Implicit:

Phlebitis
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.

†Anatomical location is part of a person, and typically a pa-
tient given the context is an AE note.
‡Need clinical knowledge to determine if the Phlebitis is infec-
tious phlebitis, chemical phlebitis, or mechanical phlebitis.

2. Does patientA have an infection? Explicit:

Patient
Person has−−−−−−→ Infection.

Patient
Person has−−−−−−→ Infection and other Observation(s).

Implicit:

Infection
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.

Infection and other Observation(s)
Located nearby/on/at/in−−−−−−−−−−−−−−→

Anatomical location.
†Anatomical location is part of a person, and typically a pa-
tient given the context is an AE note.
‡Need clinical knowledge to determine if the Observations com-
bined indicate infection without Infection explicitly included.
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Table 7

(Continued)

Competency Question Terminology Classes and Relationships to Find Instances∗

3. Does patientA have a BSI? § Cannot determine if there is a BSI without a microbiology laboratory
result of a positive blood culture and the cultured bacteria name.

4. How many patients have an infection or BSI? Same as Competency Question 1 and 2.

5. Which patients have sepsis? Explicit:

Patient
Person has−−−−−−→ Sepsis.

Patient
Person has−−−−−−→ Sepsis and other Observation(s).

Implicit:

‡Need clinical knowledge to determine if the Observations com-
bined indicate Sepsis.

6. Does patientB have a catheter? Explicit:

Patient
Person has−−−−−−→ Catheter.

Implicit:

Catheter
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.

†Anatomical location is part of a person, and typically a pa-
tient given the context is an AE note.
‡Need clinical knowledge to determine if the Observations,
Anatomical locations, and/or Procedures combined in-
dicate a Catheter is present.

7. Does patientB have a PIVC? Explicit:

Patient
Person has−−−−−−→ PIVC.

Implicit:

PIVC
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.

†Anatomical location is part of a person, and typically a pa-
tient given the context is an AE note.
‡Need clinical knowledge to determine if the Observations,
Anatomical locations, and/or Procedures combined in-
dicate a PIVC is present.

8a. How many catheters does patientB have? Same as Competency Question 6.

8b. Where are the catheters in patientB? Explicit:

Patient
Person has−−−−−−→ Anatomical location X .

Patient
Person has−−−−−−→ Catheter Y .

Catheter Y
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location

X .

Implicit:

Catheter
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.

†Anatomical location is part of a person, and typically a pa-
tient given the context is an AE note.
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Table 7

(Continued)

Competency Question Terminology Classes and Relationships to Find Instances∗

8c. Why does patientB need the catheter(s)? Explicit:

(a) Patient has a catheter and the catheter is used in the procedure.

Patient X
Person has−−−−−−→ Catheter Y .

Procedure
Procedure uses−−−−−−−−−→ Catheter Y .

(b) Patient has a catheter, patient has a procedure, and that procedure
uses that catheter.

Patient X
Person has−−−−−−→ Catheter Y .

Patient X
Person has−−−−−−→ Procedure Z .

Procedure Z
Procedure uses−−−−−−−−−→ Catheter Y .

Implicit:

(a) Patient has a catheter and patient has a procedure.

Patient X
Person has−−−−−−→ Catheter.

Patient X
Person has−−−−−−→ Procedure.

‡Need clinical knowledge to determine which Procedure is
likely to use or involve a specific type of Catheter.

9a. Does patientC have an infection and catheter? Explicit:

Patient X
Person has−−−−−−→ Infection.

Patient X
Person has−−−−−−→ Catheter.

Implicit:

‡Need clinical knowledge to determine if the Observations com-
bined indicate Infection.
‡Need clinical knowledge to determine if the Observations,
Anatomical locations, and/or Procedures combined in-
dicate a Catheter is present.

9b. Was patientC’s infection associated with a
catheter?

§ Cannot determine if an infection is associated with a catheter unless that
catheter is tested in the microbiology lab.

B.4. AAENOTE CQ 1: Does patientA have phlebitis, and was it infectious phlebitis, chemical phlebitis, or
mechanical phlebitis?

The patients who have phlebitis are listed in Table 8 using Listing 1. And anatomical locations with phlebitis in
Table 9 were queried using Listing 2.

B.5. AAENOTE CQ 2: Does patientA have an infection?

B.5.1. AAENOTE CQ 2 explicit
The patients who have infection are listed in Table 10 using Listing 3. Whereas, patients who have infection

and/or other observations are listed in Table 11 using Listing 4.

B.5.2. AAENOTE CQ 2 implicit
By using anatomical locations it is possible to implicitly identify infection within a patient because the anatomical

locations refer to a place on a human and in the context of AE notes anatomical locations commonly refer to a place
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Listing 1: Patient has phlebitis

Table 8

AAENOTE SPARQL query result: list patients that have
phlebitis

Query Result Patient Phlebitis

1 patient.T1.2.lo22a.SD_0003 ✓

2 patient.T1.3.do13a.PO_0005 ✓

3 patient.T2.2.do13a.SP_0008 ✓

4 patient.T2.2.lo12a.SD_0003 ✓

5 patient.T2.2.lo22a.PO_0005 ✓

6 patient.T2.3.do23a.PO_0005 ✓

7 patient.T2.3.po24a.SD_0003 ✓

8 patient.T2.4.lo22a.SP_0008 ✓

9 patient.T3.3.po14a.SD_0003 ✓

10 patient.T4.1.po14a.PO_0005 ✓

Query result 1–10: Patient
Person has−−−−−−→ Phlebitis.

Listing 2: List phlebitis located nearby/on/at/in an anatomical location

on a patient. As shown in Table 12, only 1 instance where infection is located at an anatomical location was found
using either Listing 5 or Listing 6.

B.6. AAENOTE CQ 3: Does patientA have a BSI?

Cannot determine if there is a BSI without a microbiology laboratory result of a positive blood culture and the
cultured bacteria name.
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Table 9

AAENOTE SPARQL query result: list phlebitis at an anatom-
ical location

Query Result Anatomical Location Phlebitis

1 elbow.T1.4.lo22a.DO_0010 ✓

2 elbow.T2.1.do13a.DO_0010 ✓

3 elbow.T2.4.lo12a.DO_0010 ✓

4 elbow.T3.3.so11a.DO_0010 ✓

5 elbow.T3.3.so21a.DO_0010 ✓

6 hand.T3.4.lo12a.SP_0008 ✓

7 hand.T4.3.do13a.PO_0005 ✓

8 hand.T7.2.lo22a.PO_0005 ✓

9 wrist.T4.2.do13a.SP_0008 ✓

10 patient.T4.1.po14a.PO_0005 ✓

Query result 1–10: Listing 2 SPARQL query: Phlebitis
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.

Listing 3: List patients who have infection

B.7. AAENOTE CQ 4: How many patients have an infection or BSI?

Explicitly, Table 4 shows the number of patients with infection and the number of patients with infection and/or
other observations (Listing 7). Implicitly, there was only 1 anatomical location that had infection (Appendix B.5.2),
so the results are not shown for the query in Listing 8. If there was clinical knowledge, it could provide the insight
required to determine if combinations of observations at certain anatomical locations are indications of an infection
(Listing 9 and Table 13). As previously stated in Appendix B.6, BSI cannot be determined because this requires
microbiology laboratory blood test results.

B.8. AAENOTE CQ 5: Which patients have sepsis?

Explicitly, 5 patients have sepsis (Table 14, Listing 10) and 3 of the 5 patients with sepsis have sepsis and another
observation (Table 15, Listing 11). Additional clinical knowledge is needed to determine if other observations
combined without the sepsis class are indications of sepsis.

B.9. AAENOTE CQ 6: Does patientB have a catheter?

The patient and the type of catheter a patient has can be found explicitly using Listing 12. A subset of the results
are in Table 16, where each patient individual is listed with a type of catheter and how many catheters of that specific
type are present. Thus, the same patient can be listed multiple times as seen in Table 16’s Query Result 28–30 where
the same patient is listed 3 times because the patient has 3 catheters of different types. Implicitly, an anatomical
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Table 10

AAENOTE SPARQL query result: list patients that have infec-
tion

Query Result Patient Infection

1 patient.T1.2.lo22a.SD_0006 ✓

2 patient.T1.4.lo22a.SP_0002 ✓

3 patient.T10.2.do23a.SP_0007 ✓

4 patient.T12.4.lo12a.SP_0007 ✓

5 patient.T2.2.do23a.SP_0006 ✓

6 patient.T2.2.lo12a.SD_0006 ✓

7 patient.T2.3.do23a.PO_0010 ✓

8 patient.T2.3.po14a.SD_0006 ✓

9 patient.T3.2.do13a.SP_0007 ✓

10 patient.T4.4.lo22a.DO_0008 ✓

11 patient.T4.4.so11a.DP_0010 ✓

12 patient.T5.2.po24a.DO_0008 ✓

13 patient.T5.4.lo22a.SP_0007 ✓

14 patient.T7.3.po24a.SD_0006 ✓

Query result 1–14: Patient
Person has−−−−−−→ Infection.

Listing 4: List patients who have infection and/or other observations

location with a catheter indicates a person has a catheter (Listing 13, Table 17). Additional clinical knowledge is
needed to determine if other observations combined indicate a catheter is present.

B.10. AAENOTE CQ 7: Does patientB have a PIVC?

This competency question (CQ) can be answered similarily to Appendix B.9. Explicitly using Listing 14 (Ta-
ble 18) and implicitly using Listing 15 (Table 19). Likewise, additional clinical knowledge is needed to determine
if other observations combined indicate a PIVC is present.
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Table 11

AAENOTE SPARQL query result: list patients that have infection and/or another observation

Person Observation
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1 patient.T1.2.lo22a.SD_0006 ✓ ✓ ✓ ✓ ✓

2 patient.T1.4.lo22a.SP_0002 ✓ ✓ ✓

3 patient.T10.2.do23a.SP_0007 ✓ ✓

4 patient.T12.4.lo12a.SP_0007 ✓ ✓ ✓

5 patient.T2.2.do23a.SP_0006 ✓

6 patient.T2.2.lo12a.SD_0006 ✓ ✓ ✓

7 patient.T2.3.do23a.PO_0010 ✓ ✓

8 patient.T2.3.po14a.SD_0006 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

9 patient.T3.2.do13a.SP_0007 ✓ ✓ ✓ ✓

10 patient.T4.4.lo22a.DO_0008 ✓ ✓ ✓

11 patient.T4.4.so11a.DP_0010 ✓ ✓

12 patient.T5.2.po24a.DO_0008 ✓ ✓ ✓

13 patient.T5.4.lo22a.SP_0007 ✓ ✓ ✓

14 patient.T7.3.po24a.SD_0006 ✓ ✓ ✓ ✓ ✓ ✓

Query result 1–14: Patient
Person has−−−−−−→ Infection and other Observation(s).

Listing 5: List infection located nearby/on/at/in an anatomical location

B.11. AAENOTE CQ 8a: How many catheters does patientB have?

Listing 16 is used to explicitly query the number and types of catheters a patient has as shown in Table 20. Some-
times there is a direct relationship between a person and multiple catheters such as in Query Result 28, 30, 45, and
52 of Table 20. Whereas, typically there is only one direct relationship between one catheter and an anatomical loca-
tion when using the implicit query Listing 17 (Table 21). Similarly to Appendix B.7 where with clinical knowledge
it could be possible to identify infection indications based on a combination of observations at a certain anatomical
location, it could also be possible to determine if combinations of observations at certain anatomical locations are
indications of a catheter.

B.12. AAENOTE CQ 8b: Where are the catheters in patientB?

Explicitly Listing 18 and Table 22. Implicitly, it is the same as Appendix B.9’s Listing 13 and Table 17 where
catheter located at an anatomical location indicates a person has the catheter. Here also, additional clinical knowl-
edge is needed to determine if other observations combined indicate a catheter is present.
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Listing 6: List infection and other observations located nearby/on/at/in an anatomical location

Table 12

AAENOTE SPARQL query result: list infections and/or obser-
vations at an anatomical location

Query Result Anatomical Location Infection

1 skin.T4.2.po14a.SL_0006 ✓

Same results for Listing 5 and Listing 6 SPARQL query.
Query result 1 from Listing 5 SPARQL query: Infection
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.

Query result 1 from Listing 6 SPARQL query: Infec-

tion and other observation(s)
Located nearby/on/at/in−−−−−−−−−−−−−−→

Anatomical location.
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Listing 7: Count the number of patients with infection and number patients with infection and other observations
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Listing 8: Count the number of anatomical locations where infection and other observations are located
nearby/on/at/in that anatomical location

Listing 9: Count the number of anatomical locations with the same observations located nearby/on/at/in that anatom-
ical location
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Table 13

AAENOTE SPARQL results for anatomical location with combinations of observations

Anatomical Location Observation
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1 12 ✓ ✓

2 7 ✓ ✓

3 6 ✓ ✓ ✓

4 4 ✓ ✓ ✓

5 3 ✓ ✓ ✓ ✓

6 2 ✓ ✓ ✓

7 2 ✓ ✓

8 1 ✓ ✓ ✓

9 1 ✓ ✓ ✓ ✓

10 1 ✓ ✓ ✓ ✓ ✓

11 1 ✓ ✓

12 1 ✓ ✓ ✓

13 1 ✓ ✓ ✓

14 1 ✓ ✓ ✓ ✓

15 7 ✓ ✓

16 7 ✓ ✓

17 7 ✓ ✓ ✓ ✓

18 6 ✓ ✓ ✓ ✓

19 5 ✓ ✓ ✓

20 4 ✓ ✓

21 3 ✓ ✓

22 2 ✓ ✓ ✓

23 1 ✓ ✓

24 1 ✓ ✓

25 4 ✓ ✓

26 3 ✓ ✓

27 2 ✓ ✓ ✓ ✓

28 1 ✓ ✓

29 1 ✓ ✓ ✓

30 1 ✓ ✓ ✓

31 3 ✓ ✓

32 3 ✓ ✓

33 2 ✓ ✓ ✓

34 2 ✓ ✓ ✓ ✓

35 2 ✓ ✓

36 2 ✓ ✓ ✓

37 1 ✓ ✓

38 1 ✓ ✓

39 1 ✓ ✓ ✓

40 1 ✓ ✓ ✓ ✓

Query result 1–40: Observation(s)
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location.
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Listing 10: List patients who have sepsis

Table 14

AAENOTE SPARQL query result: list patients that have sepsis

Query Result Patient Sepsis

1 patient.T1.2.do13a.SP_0006 ✓

2 patient.T1.4.lo12a.SP_0006 ✓

3 patient.T6.3.lo22a.DP_0010 ✓

4 patient.T7.2.po24a.SL_0004 ✓

5 patient.T7.3.po24a.SD_0006 ✓

Query result 1–5: Patient
Person has−−−−−−→ Sepsis.

Listing 11: List patients that have sepsis and/or other observations
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Table 15

AAENOTE SPARQL query result: list patients that have sepsis and/or another observation

Person Observation
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1 patient.T1.2.do13a.SP_0006 ✓

2 patient.T1.4.lo12a.SP_0006 ✓

3 patient.T6.3.lo22a.DP_0010 ✓ ✓

4 patient.T7.2.po24a.SL_0004 ✓ ✓ ✓ ✓

5 patient.T7.3.po24a.SD_0006 ✓ ✓ ✓ ✓ ✓ ✓

Query result 1–5: Patient
Person has−−−−−−→ Sepsis and other Observation(s).

Listing 12: List patients that have a catheter, the catheter’s type, and the number of that catheter type

Listing 13: List the anatomical location and the type of catheter located nearby/on/at/in there
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Table 16

AAENOTE SPARQL query result: list of patients with a catheter

Person Catheter
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1 1 patient.T1.1.lo12a.LO_0007 ✓

2 1 patient.T1.1.lo22a.LO_0007 ✓

3 1 patient.T1.1.lo22a.LO_0009 ✓

4 1 patient.T1.2.do13a.LO_0001 ✓

5 1 patient.T1.2.do13a.SP_0001 ✓

6 1 patient.T1.2.do13a.SP_0005 ✓

7 1 patient.T1.2.do13a.SP_0006 ✓

8 1 patient.T1.2.do13a.SP_0010 ✓

9 1 patient.T1.2.lo12a.PO_0005 ✓

10 1 patient.T1.2.lo12a.SD_0007 ✓

11 1 patient.T1.2.lo22a.SD_0002 ✓

12 1 patient.T1.2.lo22a.SD_0007 ✓

13 1 patient.T1.2.po24a.DO_0001 ✓

...

22 1 patient.T1.4.lo12a.SP_0003 ✓

23 1 patient.T1.4.lo22a.DO_0003 ✓

24 1 patient.T1.4.lo22a.SP_0005 ✓

25 1 patient.T1.4.lo22a.SP_0006 ✓

26 1 patient.T1.4.lo22a.SP_0010 ✓

27 1 patient.T1.4.po24a.LD_0004 ✓

28 1 patient.T1.4.po24a.LD_0009 ✓

29 1 patient.T1.4.po24a.LD_0009 ✓

30 1 patient.T1.4.po24a.LD_0009 ✓

...

93 1 patient.T3.4.so11a.LO_0003 ✓

94 1 patient.T3.4.so21a.LO_0004 ✓

95 2 patient.T4.1.lo22a.LO_0003 ✓

...

138 1 patient.T9.2.so11a.LD_0003 ✓

139 1 patient.T9.3.po24a.SD_0005 ✓

Query result 1–139: Patient
Person has−−−−−−→ Catheter. And provide the specific type of Catheter.

Query result 28–30, same patient but different catheters.
Query result 95, the patient has 2 PIVCs.
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Table 17

AAENOTE SPARQL query result: list anatomical locations with catheters

Anatomical Location Catheter
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1 arm.T14.3.po24a.SD_0002 ✓

2 arm.T2.3.po24a.LO_0002 ✓

3 arm.T2.3.po24a.SD_0001 ✓

4 arm.T3.3.po24a.LO_0005 ✓

5 arm.T5.3.po24a.LO_0004 ✓

6 arm.T5.3.po24a.SD_0003 ✓

7 arm.T5.3.so11a.DO_0002 ✓

8 arm.T5.4.lo12a.DO_0003 ✓

9 arm.T5.4.lo22a.DO_0003 ✓

. . .

14 arm.T9.4.lo12a.DO_0003 ✓

15 body_part.T8.3.po14a.LO_0004 ✓

16 elbow.T2.2.lo12a.SD_0001 ✓

. . .

69 hand.T9.2.so21a.LD_0003 ✓

70 navel.T5.3.so11a.LP_0010 ✓

71 navel.T5.4.do23a.LP_0010 ✓

72 skin.T11.3.po24a.LO_0001 ✓

73 skin.T5.2.do23a.LO_0005 ✓

74 subcutaneous.T12.2.do23a.LO_0004 ✓

75 wrist.T2.2.do13a.LO_0005 ✓

76 wrist.T3.2.do23a.LO_0005 ✓

77 wrist.T3.4.so11a.LO_0005 ✓

78 wrist.T7.3.po14a.LO_0005 ✓

Query result 1–78: Catheter
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical lo-

cation. And provide the specific Anatomical location and type of
Catheter.
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Listing 14: List patients that have a PIVC and number of PIVCs

Table 18

AAENOTE SPARQL query result: list patients that have a PIVC

Q
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Patient peripheral intravenous catheter

1 1 patient.T1.1.lo12a.LO_0007 ✓

2 1 patient.T1.1.lo22a.LO_0007 ✓

3 1 patient.T1.2.do13a.LO_0001 ✓

4 1 patient.T1.2.do13a.SP_0005 ✓

5 1 patient.T1.2.do13a.SP_0006 ✓

. . .

31 1 patient.T2.1.lo22a.LO_0001 ✓

32 2 patient.T2.1.lo22a.LO_0003 ✓

33 1 patient.T2.2.do23a.LO_0001 ✓

. . .

91 1 patient.T8.4.lo22a.SP_0010 ✓

92 1 patient.T9.2.so11a.LD_0003 ✓

93 1 patient.T9.3.po24a.SD_0005 ✓

Query result 1–93: Patient
Person has−−−−−−→ PIVC.

Listing 15: List anatomical locations with a PIVC
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Table 19

AAENOTE SPARQL query result: list anatomical locations
with a PIVC

Anatomical Location Catheter
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1 arm.T14.3.po24a.SD_0002 ✓

2 arm.T2.3.po24a.LO_0002 ✓

3 arm.T2.3.po24a.SD_0001 ✓

4 arm.T3.3.po24a.LO_0005 ✓

5 arm.T5.3.po24a.LO_0004 ✓

. . .

14 body_part.T8.3.po14a.LO_0004 ✓

15 elbow.T2.2.lo12a.SD_0001 ✓

16 elbow.T2.2.lo22a.SD_0001 ✓

. . .

67 hand.T7.2.lo22a.PO_0005 ✓

68 hand.T9.2.so21a.LD_0003 ✓

69 skin.T11.3.po24a.LO_0001 ✓

70 skin.T5.2.do23a.LO_0005 ✓

71 subcutaneous.T12.2.do23a.LO_0004 ✓

72 wrist.T2.2.do13a.LO_0005 ✓

73 wrist.T3.2.do23a.LO_0005 ✓

74 wrist.T3.4.so11a.LO_0005 ✓

75 wrist.T7.3.po14a.LO_0005 ✓

Query result 1–75: PIVC
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomi-

cal location. And provide the specific Anatomical
location.

Listing 16: Count the number of catheters a patient has and provide the types of catheters
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Table 20

AAENOTE SPARQL query result: list how many catheters and type of catheter a patient has

Person Catheter
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1 1 patient.T1.1.lo12a.LO_0007 ✓

2 1 patient.T1.1.lo22a.LO_0007 ✓

3 1 patient.T1.1.lo22a.LO_0009 ✓

4 1 patient.T1.2.do13a.LO_0001 ✓

5 1 patient.T1.2.do13a.SP_0001 ✓

6 1 patient.T1.2.do13a.SP_0005 ✓

7 1 patient.T1.2.do13a.SP_0006 ✓

8 1 patient.T1.2.do13a.SP_0010 ✓

9 1 patient.T1.2.lo12a.PO_0005 ✓

10 1 patient.T1.2.lo12a.SD_0007 ✓

11 1 patient.T1.2.lo22a.SD_0002 ✓

12 1 patient.T1.2.lo22a.SD_0007 ✓

13 1 patient.T1.2.po24a.DO_0001 ✓

. . .

26 1 patient.T1.4.lo22a.SP_0010 ✓

27 1 patient.T1.4.po24a.LD_0004 ✓

28 4 patient.T1.4.po24a.LD_0009 ✓ ✓ ✓ ✓

29 1 patient.T1.4.po24a.SO_0009 ✓

30 2 patient.T1.4.so11a.DP_0002 ✓ ✓

. . .

45 2 patient.T2.1.lo22a.LO_0003 ✓

46 1 patient.T2.2.do13a.SP_0003 ✓

47 1 patient.T2.2.do23a.LO_0001 ✓

48 1 patient.T2.2.do23a.LO_0007 ✓

49 1 patient.T2.2.do23a.SP_0006 ✓

50 1 patient.T2.2.lo22a.PO_0005 ✓

51 1 patient.T2.2.po14a.DO_0002 ✓

52 3 patient.T2.2.so11a.LD_0009 ✓ ✓ ✓

53 1 patient.T2.2.so11a.PO_0005 ✓

. . .

70 1 patient.T3.2.do23a.SP_0003 ✓

71 1 patient.T3.2.po14a.DO_0001 ✓

72 1 patient.T3.2.po14a.DO_0003 ✓

73 1 patient.T3.2.so11a.LD_0003 ✓

74 1 patient.T3.2.so11a.LD_0004 ✓

75 1 patient.T3.3.do13a.SL_0002 ✓

. . .

131 1 patient.T9.2.so11a.LD_0003 ✓

132 1 patient.T9.3.po24a.SD_0005 ✓

Query result 1–132: Patient
Person has−−−−−−→ Catheter. And count how many Catheter(s) of a specific type the Patient has.
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Listing 17: Count the number of catheters located nearby/on/at/in an anatomical location and provide the types of
catheters

Listing 18: List patients that have an anatomical location, a catheter, and the patient’s catheter is located
nearby/on/at/in the patient’s anatomical location
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Table 21

AAENOTE SPARQL query result: list how many catheters and type of catheter
an anatomical location has

Anatomical Location Catheter
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1 1 arm.T14.3.po24a.SD_0002 ✓

2 1 arm.T2.3.po24a.LO_0002 ✓

3 1 arm.T2.3.po24a.SD_0001 ✓

4 1 arm.T3.3.po24a.LO_0005 ✓

5 1 arm.T5.3.po24a.LO_0004 ✓

6 1 arm.T5.3.po24a.SD_0003 ✓

7 1 arm.T5.3.so11a.DO_0002 ✓

8 1 arm.T5.4.lo12a.DO_0003 ✓

9 1 arm.T5.4.lo22a.DO_0003 ✓

. . .

14 1 arm.T9.4.lo12a.DO_0003 ✓

15 1 body_part.T8.3.po14a.LO_0004 ✓

16 1 elbow.T2.2.lo12a.SD_0001 ✓

. . .

67 1 hand.T6.3.do23a.PO_0005 ✓

68 1 hand.T7.2.lo22a.PO_0005 ✓

69 1 hand.T9.2.so21a.LD_0003 ✓

70 1 navel.T5.3.so11a.LP_0010 ✓

71 1 navel.T5.4.do23a.LP_0010 ✓

72 1 skin.T11.3.po24a.LO_0001 ✓

73 1 skin.T5.2.do23a.LO_0005 ✓

74 1 subcutaneous.T12.2.do23a.LO_0004 ✓

75 1 wrist.T2.2.do13a.LO_0005 ✓

76 1 wrist.T3.2.do23a.LO_0005 ✓

77 1 wrist.T3.4.so11a.LO_0005 ✓

78 1 wrist.T7.3.po14a.LO_0005 ✓

Query result 1–78: Catheter
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical loca-

tion. And count how many Catheter(s) of a specific type the specific
Anatomical location has.

Table 22

AAENOTE SPARQL query result: patient has an anatomical location, patient has a catheter, and that catheter is at the patient’s anatomical
location

Query Result Patient Catheter Anatomical Location

1 patient.T1.4.lo22a.DO_0003 venous_catheter.T6.4.lo22a.DO_0003 arm.T5.4.lo22a.DO_0003

2 patient.T4.2.lo22a.SD_0003 peripheral_intravenous_catheter.T5.2.lo22a.SD_0003 hand.T6.2.lo22a.SD_0003

Query result 1–2: Patient X
Person has−−−−−−→ Anatomical location Y , Patient X

Person has−−−−−−→ Catheter Z , and Catheter Z
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical location Y .
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B.13. AAENOTE CQ 8c: Why does patientB need the catheter(s)?

Listing 19: List patients that have a catheter and the procedures which use that catheter

Listing 20: List patients that have a catheter, a procedure, and the patient’s procedure uses the patient’s catheter
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Table 23

AAENOTE SPARQL query result: list patients that have a catheter which was used for a procedure

Person Catheter Procedure
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1 patient.T1.1.lo12a.LO_0007 ✓ ✓

2 patient.T1.1.lo22a.LO_0007 ✓ ✓ ✓

3 patient.T1.2.do13a.LO_0001 ✓ ✓

4 patient.T1.4.lo12a.DO_0003 ✓ ✓

5 patient.T1.4.lo12a.SP_0003 ✓ ✓

6 patient.T1.4.lo22a.DO_0003 ✓ ✓

7 patient.T1.4.lo22a.SP_0010 ✓ ✓ ✓

8 patient.T1.4.so11a.DP_0002 ✓ ✓

9 patient.T1.4.so11a.DP_0002 ✓ ✓

10 patient.T1.4.so11a.LO_0001 ✓ ✓

11 patient.T11.1.lo22a.LO_0004 ✓ ✓

12 patient.T12.4.so11a.LO_0003 ✓ ✓

13 patient.T2.2.do23a.LO_0007 ✓ ✓ ✓

14 patient.T2.3.so11a.LP_0007 ✓ ✓

15 patient.T2.3.so21a.LP_0004 ✓ ✓

16 patient.T2.4.lo22a.DO_0001 ✓ ✓

17 patient.T2.4.so11a.DP_0001 ✓ ✓

18 patient.T2.4.so11a.LO_0007 ✓ ✓ ✓

19 patient.T3.2.so11a.LD_0003 ✓ ✓

20 patient.T3.4.po24a.SO_0002 ✓ ✓

21 patient.T3.4.so11a.LO_0003 ✓ ✓

22 patient.T4.3.po14a.SD_0005 ✓ ✓

23 patient.T4.3.so11a.LP_0004 ✓ ✓

24 patient.T5.3.po24a.LO_0003 ✓ ✓ ✓

25 patient.T5.4.lo12a.SP_0010 ✓ ✓

26 patient.T6.1.lo22a.LO_0007 ✓ ✓ ✓

27 patient.T6.3.lo22a.DP_0001 ✓ ✓

28 patient.T7.2.do23a.LO_0004 ✓ ✓

29 patient.T7.3.po24a.SD_0007 ✓ ✓

30 patient.T7.4.so11a.LO_0007 ✓ ✓ ✓

31 patient.T8.4.lo22a.SP_0010 ✓ ✓

32 patient.T9.3.po24a.SD_0005 ✓ ✓

Query result 1–32: Patient
Person has−−−−−−→ Catheter Y and Procedure

Procedure uses−−−−−−−−−→ Catheter Y .
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Table 24

AAENOTE SPARQL query result: list patients that have a
catheter, have a procedure, and where the catheter was used
for that procedure

Person Catheter Procedure
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1 patient.T1.1.lo22a.LO_0007 ✓ ✓ ✓

2 patient.T1.4.lo22a.SP_0010 ✓ ✓ ✓

3 patient.T2.2.do23a.LO_0007 ✓ ✓ ✓

4 patient.T6.1.lo22a.LO_0007 ✓ ✓ ✓

Query result 1–14: Patient X
Person has−−−−−−→ Catheter Y ,

Patient X
Person has−−−−−−→ Procedure Z , and Proce-

dure Z
Procedure uses−−−−−−−−−→ Catheter Y .

Listing 21: List patients that have a catheter and a procedure, and all catheters and all procedures the patient has
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Table 25

AAENOTE SPARQL query result: list patients that have a catheter and a procedure

Person Catheter Procedure
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1 patient.T1.1.lo22a.LO_0007 ✓ ✓

2 patient.T1.1.lo22a.LO_0009 ✓ ✓

3 patient.T1.2.do13a.SP_0001 ✓ ✓

4 patient.T1.2.do13a.SP_0010 ✓ ✓ ✓

5 patient.T1.2.lo22a.SD_0002 ✓ ✓ ✓

6 patient.T1.4.do13a.LP_0004 ✓ ✓

7 patient.T1.4.lo22a.SP_0006 ✓ ✓

8 patient.T1.4.lo22a.SP_0010 ✓ ✓ ✓ ✓

9 patient.T12.2.lo22a.SD_0002 ✓ ✓

10 patient.T15.3.po24a.SD_0002 ✓ ✓

11 patient.T2.1.lo22a.LO_0001 ✓ ✓

12 patient.T2.2.do13a.SP_0003 ✓ ✓

13 patient.T2.2.do23a.LO_0001 ✓ ✓

14 patient.T2.2.do23a.LO_0007 ✓ ✓ ✓

15 patient.T2.2.lo22a.PO_0005 ✓ ✓

16 patient.T2.3.do23a.PO_0005 ✓ ✓

17 patient.T3.2.do13a.LO_0007 ✓ ✓

18 patient.T3.2.do23a.SP_0003 ✓ ✓

19 patient.T3.3.lo22a.SO_0008 ✓ ✓

20 patient.T3.3.po14a.SD_0002 ✓ ✓

21 patient.T3.4.lo22a.SP_0003 ✓ ✓

22 patient.T4.2.po24a.DO_0002 ✓ ✓

23 patient.T5.2.do13a.LO_0003 ✓ ✓

24 patient.T5.3.po24a.LO_0001 ✓ ✓

25 patient.T6.1.lo22a.LO_0007 ✓ ✓ ✓

26 patient.T6.2.do13a.LO_0004 ✓ ✓

27 patient.T6.4.do13a.LP_0002 ✓ ✓

28 patient.T6.4.do23a.LP_0004 ✓ ✓

29 patient.T8.4.lo22a.SP_0010 ✓ ✓

Query result 1–29: Patient X
Person has−−−−−−→ Catheter and Patient X

Person has−−−−−−→ Procedure.
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B.14. AAENOTE CQ 9a: Does patientC have an infection and catheter?

Listing 22: List patients that have an infection and a catheter

Table 26

AAENOTE SPARQL query result: list patients that have a infection and a catheter

Query Result Patient peripheral intravenous catheter infection

1 patient.T2.2.do23a.SP_0006 ✓ ✓

Query result 1: Patient X
Person has−−−−−−→ Infection and Patient X

Person has−−−−−−→ Catheter.

B.15. AAENOTE CQ 9b: Was patientC’s infection associated with a catheter?

Cannot determine if a patient’s infection is associated with a catheter unless that catheter is tested in the microbi-
ology lab.

Appendix C. Catheter infection indications ontology (CIIO) hierarchy, assumptions, indications, and
competency questions

C.1. CIIO hierarchy

The CIIO classes and their subclasses can be found in the following figures:

1. Fig. 15 Observation
2. Fig. 16 Anatomical location
3. Fig. 17 Medical device
4. Fig. 18 Procedure
5. Fig. 19 Person
6. Fig. 20 Document
7. Fig. 21 Sentence
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Fig. 15. CIIO observation class hierarchy.

Fig. 16. CIIO anatomical location class hierarchy.

C.2. CIIO assumptions

To address the competency questions (CQs) which ask about patients and not documents and alleviate the prob-
lem of patients being implicitly mentioned, 1 AE document represents 1 patient. In the actual electronic incident
reporting system database, if the reported AE is related to a patient, there will be a patient ID. This allows users to
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Fig. 17. CIIO medical device class hierarchy.

Fig. 18. CIIO procedure class hierarchy.

Fig. 19. CIIO person class hierarchy.

Fig. 20. CIIO document class hierarchy.

Fig. 21. CIIO sentence class hierarchy.

know if the AE is about 1 patient, more than 1 patient, or no patients. Additionally, concepts that are documented
within different sentences of the same document are likely describing concepts that occurred in the same event for
the same patient. Furthermore, concepts documented in the same sentence that are linked together by a relationship
are directly related. Certain relationships can provide the reason for why a concept was or is needed (i.e., procedureA
Procedure uses−−−−−−−−→ deviceX, therefore deviceX was needed to perform procedureA).

C.3. Catheter and infection indications

C.3.1. Catheter indications
1. A patient has a specific catheter documented.
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2. Any IV usage or infusion indicates some type of catheter is used. IV usage includes general IV, IV medica-
tion, IV fluid, and IV antibiotics. Infusion includes infusion, intraosseous infusion, intravenous infusion, and
subcutaneous infusion. Based on the type of IV usage or infusion alone, it is not enough to determine what
type of catheter was used.

3. Catheter procedures indicate that a catheter is or was present because they require a catheter. Catheter proce-
dures include catheter insertion, catheter discontinued use, catheter removal, catheter replacement, and catheter
self-removal.

4. Infusion phlebitis indication indicates that some type of catheter is used.

C.3.2. Peripheral intravenous catheter (PIVC) indications
1. PIVCs are rarely documented, so any PIVC explicitly documented indicates a PIVC was used or in use.
2. Leaking IV or an infusion at the arm, elbow, or hand indicates a PIVC is used. IV includes general IV, IV

medication, IV fluid, and IV antibiotics. Infusion includes infusion, intraosseous infusion, intravenous infu-
sion, and subcutaneous infusion. Central venous catheters (CVCs) are deep, so there should not have leakage
on the skin. PIVC leakage typically occurs because the catheter dressing is not properly secured or the PIVC
is placed near a movable joint (i.e., elbow) and becomes dislodged.

C.3.3. Epidural indication
1. Epidural usage will explicitly be documented.
2. A epidural catheter is the only catheter located nearby/on/at/in the back (i.e., spinal cord).

C.3.4. Infusion phlebitis
As previously stated, infusion phlebitis can be mechanical, chemical, or infectious [23]. Regardless of cause, it is

documented similarly and can either be a catheter-related infection or complication.

1. Early stage of infusion phlebitis is indicated by an insertion site or infusion with 2 of the following signs: (i)
pain or tenderness, (ii) red, (iii) swollen or edema, or (iv) warm.

2. Medium stage of infusion phlebitis is indicated by (1) a vein with pain and (2) an insertion site or infusion
with 2 signs: (i) red, (ii) swollen or edema, or (iii) warm.

3. Advanced stage of infusion phlebitis is indicated by (1) a vein with pain and hardness and (2) an insertion site
or infusion with 2 signs: (i) red, (ii) swollen or edema, or (iii) warm.

C.3.5. Infection
1. Pus at an insertion site indicates an infection. Because pus present is a sure sign of infection.

C.3.6. Bloodstream infection (BSI)
1. A bloodstream infection is indicated by a blood test with a positive test result and/or the name of the cultured

bacteria.

C.3.7. Sepsis
1. Infection combined with mobility impairment, high body temperature, and frostbite indicates sepsis.
2. Meeting the Quick Sequential Organ Failure Assessment Score (qSOFA) [56] sepsis criteria is indicated if

there is an infection indication and at least 2 of the following: (1) high respiratory rate, (2) low blood pressure,
or (3) a consciousness level that is either confusion, verbally responsive, painfully responsive, or unresponsive.

3. Sepsis is indicated if there is an infection indication and the National Early Warning Score 2 (NEWS2) [52]
criteria for clinical deterioration is met by a combination of (1) high respiratory rate, (2) low blood pressure,
(3) high pulse, (4) low body temperature or high body temperature, and (5) consciousness level = confusion,
verbally responsive, painfully responsive, or unresponsive.

C.4. CIIO competency questions and ontology usage

SPARQL queries for answering the CIIO competency questions are available on GitHub at https://github.com/
melissayan/aaenote_and_ciio/wiki/Ontology-SPARQL-Queries.
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Table 27

CIIO competency questions and ontology usage

Competency Question Ontology Classes and Relationships to Find Instances

1. Does patientA have phlebitis, and was it infec-
tious phlebitis, chemical phlebitis, or mechanical
phlebitis?

Early stage infusion phlebitis (a or b):

(a) (Pain or Tenderness), Red, (Swollen or Edema), Warm
Located nearby/on/at/in−−−−−−−−−−−−−−→ Injection site.

(b) Infusion
Is observered with−−−−−−−−−−−→ (Pain or Tenderness), Red,

(Swollen or Edema), Warm.

Medium stage infusion phlebitis (a) and (b or c):

(a) (Pain or Tenderness)
Located nearby/on/at/in−−−−−−−−−−−−−−→ Vein.

(b) Red, (Swollen or Edema), Warm
Located nearby/on/at/in−−−−−−−−−−−−−−→ Injec-

tion site.
(c) Infusion

Is observered with−−−−−−−−−−−→ Red, (Swollen or Edema), Warm.

Advanced stage infusion phlebitis:

(a) Hardness and (Pain or Tenderness)
Located nearby/on/at/in−−−−−−−−−−−−−−→

Vein.

(b) Red, (Swollen or Edema), Warm
Located nearby/on/at/in−−−−−−−−−−−−−−→ Injec-

tion site.
(c) Infusion

Is observered with−−−−−−−−−−−→ Red, (Swollen or Edema), Warm.
‡Need additional documentation or pathophysiology studies at the
body’s cellular or genetic-level to determine if the Phlebitis is
infectious phlebitis, chemical phlebitis, or mechanical phlebitis.

2. Does patientA have an infection? Pus at an insertion site indicates infection.

Sentence
Contains−−−−−→ Pus and Insertion site.

Pus
Located nearby/on/at/in−−−−−−−−−−−−−−→ Insertion site.

3. Does patientA have a BSI? Documentation with a blood test with (a) a positive test result and/or (b)
name of cultured bacteria.

Sentence
Contains−−−−−→ Blood test.

(a) Blood test
Has blood test result=============⇒ Positive.

(b) Blood test
Has cultured bacteria==============⇒ bacteria name (i.e., Strepto-

coccus, Staphylococcus, S. aureus, etc.).

4. How many patients have an infection or BSI? Same as Competency Question 1 and 2.
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Table 27

(Continued)

Competency Question Ontology Classes and Relationships to Find Instances

5. Which patients have sepsis? Sepsis is indicated by (a) an infection indication combined with (b):
(1) mobility impairment, (2) high body temperature (i.e., hyperthermia),
and (3) frostbite:

(a) Sentence
Contains−−−−−→ pus and Insertion site.

Pus
Located nearby/on/at/in−−−−−−−−−−−−−−→ Insertion site.

(b) Sentence
Contains−−−−−→ Mobility impairment, Body tem-

perature, and Frostbite.

Body temperature
Has body temperature range==================⇒ hyperthermia.

Meeting the Quick Sequential Organ Failure Assessment Score
(qSOFA) criteria of (a) an infection indication and (b) at least 2 of the
following: (1) high respiratory rate, (2) low blood pressure, or (3) a con-
sciousness level that is either confusion, verbally responsive, painfully
responsive, or unresponsive:

(a) Sentence
Contains−−−−−→ pus and Insertion site.

Pus
Located nearby/on/at/in−−−−−−−−−−−−−−→ Insertion site.

(b) Sentence
Contains−−−−−→ Respiratory rate, Blood pres-

sure, and/or Consciousness level.

Respiratory rate
Has severity========⇒ high.

Blood pressure
Has severity========⇒ low.

Consciousness level
Has consciousness state===============⇒ confusion, ver-

bally responsive, painfully responsive, or unresponsive.

Meeting (a) an infection indication and (b) the National Early Warning
Score 2 (NEWS2) criteria for clincial deterioration by having a com-
bination of: (1) high respiratory rate, (2) low blood pressure, (3) high
pulse, (4) low body temperature or high body temperature (i.e., hy-
pothermia or hyperthermia), and (5) consciousness level = confusion,
verbally responsive, painfully responsive, or unresponsive:

(a) Sentence
Contains−−−−−→ Pus and Insertion site.

Pus
Located nearby/on/at/in−−−−−−−−−−−−−−→ Insertion site.

(b) Sentence
Contains−−−−−→ Respiratory rate, Blood pres-

sure, Pulse, Body temperature, and/or Consciousness
level.

Respiratory rate
Has severity========⇒ high.

Blood pressure
Has severity========⇒ low.

Pulse
Has severity========⇒ high.

Body temperature
Has body temperature range==================⇒ hypothermia or

hyperthermia.

Consciousness level
Has consciousness state===============⇒ confusion, ver-

bally responsive, painfully responsive, or unresponsive.
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Table 27

(Continued)

Competency Question Ontology Classes and Relationships to Find Instances

6. Does patientB have a catheter? Documentation of a specific catheter, IV usage, infusion, or catheter-
related procedure:

Sentence
Contains−−−−−→ Medical device(s) or IV-related, in-

fusion-related, or Catheter procedure-related procedures.

Early stage infusion phlebitis is indicated by (a) an injection site or (b)
infusion with 2 of the following signs: (i) pain or tenderness, (ii) red,
(iii) swollen or edema, or (iv) warm:

(a) Sentence
Contains−−−−−→ Injection site and Pain or Tender-

ness, Red, Swollen or Edema, and/or Warm.
Pain or tenderness, Red, Swollen or Edema, or Warm
Located nearby/on/at/in−−−−−−−−−−−−−−→ Injection site.

(b) Sentence
Contains−−−−−→ Infusion and Pain or Tenderness,

Red, Swollen or Edema, and/or Warm.
Pain or Tenderness, Red, Swollen or Edema, or Warm
Is observered with−−−−−−−−−−−→ Infusion.

Medium stage infusion phlebitis is indicated by (a) a vein with pain or
tenderness, and (b) an injection site or (c) infusion with 2 of the follow-
ing signs: (i) red, (ii) swollen or edema, or (iii) warm:

(a) Sentence
Contains−−−−−→ Vein and Pain or Tenderness.

Pain or Tenderness
Located nearby/on/at/in−−−−−−−−−−−−−−→ Vein.

(b) Sentence
Contains−−−−−→ Injection site and Red, Swollen or

Edema, and/or Warm.

Red, Swollen or Edema, or Warm
Located nearby/on/at/in−−−−−−−−−−−−−−→ Injec-

tion site.
(c) Sentence

Contains−−−−−→ Infusion and Pain or Tenderness,
Red, Swollen or Edema, and/or Warm.

Red, Swollen or Edema, or Warm
Is observered with−−−−−−−−−−−→ Infusion.

Advanced stage infusion phlebitis is indicated by (a) a vein with (i) hard-
ness and (ii) pain or tenderness, and (b) an injection site or (c) infusion
with 2 of the following signs: (i) red, (ii) swollen or edema, or (iii) warm:

(a) Sentence
Contains−−−−−→ Vein, Hardness, and Pain or Tender-

ness.

Hardness and Pain or Tenderness
Located nearby/on/at/in−−−−−−−−−−−−−−→

Vein.
(b) Sentence

Contains−−−−−→ Injection site and Red, Swollen or
Edema, and/or Warm.

Red, Swollen or Edema, or Warm
Located nearby/on/at/in−−−−−−−−−−−−−−→ Injec-

tion site.
(c) Sentence

Contains−−−−−→ Infusion and Pain or Tenderness,
red, Swollen or Edema, and/or Warm.

Red, Swollen or Edema, or Warm
Is observered with−−−−−−−−−−−→ Infusion.
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Table 27

(Continued)

Competency Question Ontology Classes and Relationships to Find Instances

7. Does patientB have a PIVC? PIVCs are rarely documented, so any PIVC explicitly documented indi-
cates a PIVC was used or in use:

Sentence
Contains−−−−−→ PIVC.

Leaking IV or infusion at the arm, elbow or hand indicates PIVC usage:

Sentence
Contains−−−−−→ Leakage and IV-related or Infusion-

related procedures.

Leakage
Is observed with−−−−−−−−−−→ IV-related or Infusion-related proce-

dures.

8a. How many catheters does patientB have? Same as Competency Question 5’s documentation of a specific catheter,
IV usage, infusion, or catheter-related procedure:

Sentence
Contains−−−−−→ Medical device(s) or IV-related, In-

fusion-related, or Catheter procedure-related procedures.

∗ The exact number of catheters per document cannot be counted be-
cause multiple sentences within the document could be describing the
same catheter and documented procedures can use the same catheter.

8b. Where are the catheters in patientB? Medical device located nearby/on/at/in an anatomical location:

Sentence
Contains−−−−−→ Anatomical location and Medical

device.

Medical device
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical loca-

tion.

IV usage, infusion, or catheter-related procedure located nearby/on/at/in
an anatomical location:

Sentence
Contains−−−−−→ Anatomical location and IV-related,

Infusion-related, or Catheter procedure-related proce-
dures.
IV-related, Infusion-related, or Catheter procedure-

related procedures
Located nearby/on/at/in−−−−−−−−−−−−−−→ Anatomical loca-

tion.

∗ The exact anatomical location of catheters per document cannot be
determined because multiple sentences within a document could be de-
scribing the same catheter at the same location but with more general
terms (i.e., arm instead of hand), the location’s position was not doc-
umented (e.g., If a sentence contains elbowA, right handB, and right
armC, then handB is part of armC, but elbowA might or might not be
part of armC), multiple procedures can be performed at the same loca-
tion, and an additional anatomical ontology is needed to infer the loca-
tion based on catheter type.
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Table 27

(Continued)

Competency Question Ontology Classes and Relationships to Find Instances

8c. Why does patientB need the catheter(s)? The medical device is needed and used in a specific procedure.

Sentence
Contains−−−−−→ Medical device and Procedure.

Procedure
Procedure uses−−−−−−−−−→ Medical device.

Document has sentences with medical devices and/or procedures:

Sentence
Contains−−−−−→ Medical device and/or Procedure.

∗ The exact reason cannot be determined unless the
Procedure uses−−−−−−−−−→ ob-

ject property links procedure and medical device because the
indications do not provide a list of reasons for why a specific catheter
can be used. However, a clinician can view the retrieved list of devices
and procedures to determine if the devices in a document could be used
for the procedures documented.

9a. Does patientC have an infection and catheter? Document with (a) infection indication and (b or c) catheter indication:

(a) Sentence
Contains−−−−−→ Pus and Insertion site.

Pus
Located nearby/on/at/in−−−−−−−−−−−−−−→ Insertion site.

(b) Sentence
Contains−−−−−→ Medical device.

(c) Sentence
Contains−−−−−→ Anatomical location and IV-related,

Infusion-related, or Catheter procedure-related proce-
dures.

9b. Was patientC’s infection associated with a
catheter?

§ Cannot determine if an infection is associated with a catheter unless that
catheter is tested in the microbiology lab.
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