
ISBN 978-82-326-7512-8 (printed ver.)
ISBN 978-82-326-7511-1 (electronic ver.)

ISSN 1503-8181 (printed ver.)
ISSN 2703-8084 (online ver.)

Doctoral theses at NTNU, 2023:407

Ali Esmaeily

Network Slicing in Beyond 5G:
Implementation, Isolation, and
CoexistenceD

oc
to

ra
l t

he
si

s

D
octoral theses at N

TN
U

, 2023:407
Ali Esm

aeily

N
TN

U
N

or
w

eg
ia

n 
U

ni
ve

rs
ity

 o
f S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y
Th

es
is

 fo
r t

he
 D

eg
re

e 
of

Ph
ilo

so
ph

ia
e 

D
oc

to
r

Fa
cu

lty
 o

f I
nf

or
m

at
io

n 
Te

ch
no

lo
gy

 a
nd

 E
le

ct
ric

al
En

gi
ne

er
in

g
D

ep
t. 

of
 In

fo
rm

at
io

n 
Se

cu
rit

y 
an

d
Co

m
m

un
ic

at
io

n 
Te

ch
no

lo
gy





Thesis for the Degree of Philosophiae Doctor

Trondheim, November 2023

Norwegian University of Science and Technology
Faculty of Information Technology and Electrical Engineering 
Dept. of Information Security and Communication Technology

Ali Esmaeily

Network Slicing in Beyond 5G:
Implementation, Isolation, and
Coexistence



NTNU
Norwegian University of Science and Technology

Thesis for the Degree of Philosophiae Doctor

Faculty of Information Technology and Electrical Engineering
Dept. of Information Security and Communication Technology

© Ali Esmaeily

ISBN 978-82-326-7512-8 (printed ver.)
ISBN 978-82-326-7511-1 (electronic ver.)
ISSN 1503-8181 (printed ver.)
ISSN 2703-8084 (online ver.)

Doctoral theses at NTNU, 2023:407

Printed by NTNU Grafisk senter



Abstract

The contemporary landscape of telecommunications is defined by the advent
of Fifth Generation (5G) and the tantalizing promise of Beyond 5G (B5G) net-
works. 5G and B5G networks are the keys to fulfilling a massive number of het-
erogeneous services, applications, and use cases that have come into existence
in recent years. Each use case imposes diverse performance requirements re-
garding latency, availability, reliability, and data rate. Within this landscape, Net-
work Slicing in 5G emerges as a cornerstone technology, addressing the need for
tailored and efficient allocation of infrastructure resources to such diverse use
cases. However, defining, creating, establishing, managing, and monitoring the
operation of network slices turn out to be challenging tasks. Other than this,
managing the running network slices brings more challenges. One of these chal-
lenges is to operate network slices in an isolated fashion from each other to
provide the demanded services via the network slices according to the Quality of
Service (QoS) requirements of each service. Besides, resource allocation mech-
anisms in different networking domains become more complex than traditional
networks to simultaneously provide diverse use cases on physical infrastructure.
The research contributions of this Ph.D. concentrate on three main parts.

First, this research endeavor provides a rational and practical roadmap for
the realization of network slices, with a particular emphasis on small-scale frame-
works and controlled testbed environments. The process of defining, creating,
and establishing these slices requires accurate Management and Orchestration
(MANO) procedures. By delving into the practical sophistication of this work, the
study aims to deliver actionable insights to navigate the complexities of network
slicing.

Second, the imperative of isolation is essential to address. The research fo-
cuses on the isolation concept in terms of performance and security within the
Core Network (CN) domain for the coexistence of Enhanced Mobile Broadband
(eMBB) and Ultra-Reliable Low-Latency Communication (URLLC) use cases. In
this context, the thesis proposes a practical approach that ensures preventing
interference and preserving the integrity of data traversing. The approach in-
volves the integration of state-of-the-art Virtual Private Network (VPN) solu-
tions with Virtualized Network Functions (VNFs)/Cloud-Native/Containerized
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Abstract ii

Network Functions (CNFs) via the MANO entity in the network to establish isol-
ated network slices formed by the VNFs/CNFs.

Third, the research follows up on the intersection of network slicing and the
Radio Access Network (RAN) domain. The coexistence of eMBB and URLLC use
cases within the RAN domain requires innovative solutions. Through a precise
analysis of numerologies within the 5G-New Radio (5G-NR) architecture and
the innovative integration of the puncturing technique, this research presents
effective solutions that facilitate the harmonious coexistence of these use cases.
By doing so, this thesis strengthens the potential of network slices to cater to an
array of demanding requirements.

In summary, this thesis reflects the evolving landscape of network architec-
ture. The thesis exploration of network slicing in the context of 5G and beyond
represents the importance of adaptability and customization in the realm of tele-
communications. Through practical insights and theoretical support, the study
reveals the process of network slice creation, highlights the necessity of isol-
ation, and unlocks the potential of network slices to seamlessly accommodate
diverse use cases. As the telecommunications world continues to extend, this
thesis illuminates a path toward resilient, efficient, and harmonious network in-
frastructure.
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Chapter 1

Introduction

1.1 Motivation

The Fifth Generation (5G) of mobile networks and Beyond 5G (B5G), such as
the Sixth Generation (6G) and later generations, are expected to provide vari-
ous services with heterogeneous requirements compared to the Fourth Genera-
tion (4G) and previous generations of cellular networks. In addition to providing
services such as UltraHD and 360-degree video streaming, there are novel ser-
vices that involve innovative healthcare delivery, smart transportation systems,
and smart grids. Furthermore, Massive Internet of Things (MIoT) devices, which
exponentially spread within a small geographical area, are another type of dis-
tinct service in the B5G paradigm [1–3]. Key Performance Indicators (KPIs) are
various measurable metrics that display how efficiently a network provides its
services. In terms of the required KPIs in 5G,

• video streaming services demand a very high peak data rate of up to several
Gbps,
• healthcare, smart transportation, and smart grids necessitate an extremely

low delay of less than 1 ms and extra high reliability of 99.999%, and
• MIoT devices are distributed up to 1 million devices/km2.

Figures 1.1 and 1.2 outline the comparison of the main KPIs for different services
in 5G vs. 4G and 6G vs. 5G, respectively.

The major challenge with providing such diverse services is that the physical
infrastructure resources are scarce. Thus, these resources need to be employed
intelligently to deliver such services. Efficient Network Sharing [6] is considered
a traditional solution. Through network sharing, multiple operators can particip-
ate in infrastructure resource sharing according to their agreed resource alloca-
tion plans. This strategy can assist an operator in reducing Capital Expenditures
(CAPEXs) and Operational Expenditure (OPEX). As a further development of

1
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Figure 1.1: 5G and 4G KPIs comparison [4].

Figure 1.2: 6G and 5G KPIs comparison [5].

network sharing, Network Slicing yields the flexibility and dynamicity of alloc-
ating the required and appropriate amount of physical resources to the services
over the same physical infrastructure simultaneously. In fact, network slicing
leverages the running of multiple logical networks on top of physical infrastruc-
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ture. Figure 1.3 illustrates three different slices as separate logical networks run-
ning on a shared physical infrastructure.

Figure 1.3: Different network slices on a shared physical infrastructure [7].

Although the vision and objectives of 5G are transparent, creating diverse
partial or End-to-End (E2E) network slices on the physical infrastructure can be
very complex. Moreover, this procedure becomes even more complicated when
it comes to providing management and orchestration of (E2E) network slices
that may be implemented on Multiple-Infrastructure Providers (M-InPs), effi-
cient and dynamic resource allocation of network slices in different network do-
mains, and separating and isolating the network slices. Consequently, it is evid-
ent that network slicing encounters numerous challenges on its way to being fully
implemented in 5G and B5G. Due to the complexity and challenges of network
slicing implementation, global efforts and initiatives cooperate to propose in-
novative solutions in order to tackle critical challenges towards network slicing
realization. Several standardization organizations such as the 3rd Generation
Partnership Project (3GPP), the Next Generation Mobile Network (NGMN), and
the European Telecommunications Standards Institute (ETSI) provide specifica-
tions for various aspects involved in network slicing establishment. The 3GPP has
granted a technical report [8] associated with the 5G network slicing concept,
its use cases, its main requirements, and possible solutions for the orchestration
and management of network slices. The NGMN has provided the standardiza-
tion of 5G network slicing [9]. The ETSI has released a document [10] which
exposes the relationship between Network Function Virtualization (NFV) tech-
nology and 5G network slicing. Besides, network slicing has also gained much
attention among the expanding community of researchers in academia and in-
dustry to develop novel and unconventional approaches to overcome the chal-
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lenges for network slicing realization in B5G.

1.2 Highlights of Main Contributions

This section briefly introduces the main contributions included in this Ph.D.
thesis as follows:

• Paper 1:

A. Esmaeily, K. Kralevska, "Small-Scale 5G Testbeds for Network Slicing
Deployment: A Systematic Review," Wireless Communications and Mobile
Computing, 2021.

This paper comprehensively looks at small-scale network slice testbeds. It
starts with an overview of network slicing technologies, Software Defined
Networking (SDN), Network Function Virtualization (NFV), Cloud com-
puting, Multi-access Edge Computing (MEC), and their roles in the Life-
cycle Management (LCM). The paper introduces major open-source soft-
ware packages for network slicing, aligning them with the Network Func-
tion Virtualization (NFV) Management and Orchestration (MANO) frame-
work, and outlines design criteria for small-scale testbed deployment. The
paper reviews leading small-scale testbeds using these criteria and ad-
dresses common deployment challenges.

• Paper 2:

A. Esmaeily, K. Kralevska, D. Gligoroski, "A Cloud-based SDN/NFV Testbed
for End-to-End Network Slicing in 4G/5G," 6th IEEE Conference on Net-
work Softwarization (NetSoft), 2020.

Extending the concepts from Paper 1, Paper 2 details the 5GIIK testbed.
It employs open-source software packages to deploy an End-to-End (E2E)
network. Notably, the 5GIIK testbed offers dynamic slice provisioning and
real-time Virtualized Network Function (VNF) monitoring. The paper’s main
contribution lies in its comprehensive architecture, which holds promise
for future contributions.

• Paper 3:

S. Kielland, A. Esmaeily, K. Kralevska, and D. Gligoroski, "Secure Service
Implementation with Slice Isolation and WireGuard," IEEE International
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Mediterranean Conference on Communications and Networking (Medit-
Com), 2022.

Paper 3 aims to enhance traffic isolation solutions in emerging use cases.
It introduces an innovative Virtual Private Network-as-a-Service (VPNaaS)
integration with the NFV MANO framework, ensuring data confidentiality
in Core Network (CN) slices. The integration offers isolation for VNF life-
cycle management. The results show potential for performance, security,
and simplified configuration.

• Paper 4:

A. Esmaeily and K. Kralevska, "Orchestrating Isolated Network Slices in
5G Networks," under review in EURASIP Journal on Wireless Communic-
ations and Networking, 2023.

Paper 4 extends the idea of Paper 3 and addresses the need for compre-
hensive VPNaaS solution integration in 5G. Paper 4 then evaluates the per-
formance of VPNaas integration with the NFV MANO framework in Cloud-
Native/Containerized Network Function (CNF) environment. The paper
defines VNF, Network Service (NS), and Network Slice Instance (NSI) levels’
descriptors and implements a cloud-native 5G standalone architecture.
Results highlight the performance of some VPN solutions integrated with
the NFV MANO framework, which depends on the 5G use case in which
such a VPN is going to be utilized.

• Paper 5:

A. Esmaeily, K. Kralevska, T. Mahmoodi, "Slicing Scheduling for Supporting
Critical Traffic in Beyond 5G," 19th IEEE Annual Consumer Communica-
tions & Networking Conference (CCNC), 2022.

This paper explores Enhanced Mobile Broadband (eMBB) and Ultra-Reliable
Low-Latency Communication (URLLC) slice coexistence over 5G-New Ra-
dio (5G-NR), addressing their distinct Quality of Service (QoS) require-
ments. It proposes an efficient scheduling strategy using Non-Orthogonal
Multiple Access (NOMA) resource allocation and puncturing techniques,
focusing on enhancing the individual average date rate for each eMBB user
while fulfilling URLLC requirements.
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• Paper 6:

A. Esmaeily, H. V. K. Mendis, T. Mahmoodi, K. Kralevska, "Beyond 5G Re-
source Slicing with Mixed-Numerologies for Mission Critical URLLC and
eMBB Coexistence," IEEE Open Journal of the Communications Society,
2023.

Building on Paper 5, Paper 6 combines the puncturing technique with vari-
ous 5G-NR numerologies. It categorizes URLLC traffic into classes, with
the objective of maximizing the sum rate of the eMBB users and meeting
URLLC latency and reliability demands. The paper divides the resource
allocation problem into sub-problems and introduces an optimization al-
gorithm, promising efficient resource allocation for coexisting eMBB and
URLLC slices.

1.3 Thesis Structure

The thesis is structured in two parts. Part I provides an introduction to the topic of
the thesis, and it gives an insight into the outcomes and contributions that have
been accomplished. Part II presents the papers included in the thesis. In addition
to the introductory chapter, the following chapters are included in Part I:

• Chapter 2 covers the necessary background of the research domains com-
prised in this thesis.
• Chapter 3 includes the related works performed in the thesis domain.
• Chapter 4 comprises two major sections. The first section presents the

research design, which includes the Research Questions (RQs), Research
Objectives (ROs). The expressed RQs and ROs are specified within the
scope of the thesis topic according to the open research questions, know-
ledge gaps, and challenges highlighted in Chapter 3. Then the employed
research methodology is presented. The second section exposes the main
contributions of the thesis, a summary of the content of each paper, how
the papers are interconnected, and how they are linked to the RQs.
• Chapter 5 concludes the thesis and highlights the potential future research

directions.
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Background

This chapter provides an overview of the network slicing fundamentals with
main use cases and their requirements, network slicing enabling technologies
along with management and orchestration, implementing slicing, resource al-
location, and isolation of slices.

2.1 Network Slicing Fundamentals

2.1.1 Pre-Network Slicing

The virtualization concept, which originated in the 60s, was first utilized to de-
velop IBM operating systems [11]. Basically, virtualization refers to a technique
to build a virtualized form of a physical entity with the required computing, net-
working, and storage resources via a set of software-based procedures, which
results in a virtual entity with corresponding computing, networking, and stor-
age resources. Virtualization was the first option to utilize in data centers in the
70s [12] and overlay networks in the 80s [13]. In fact, overlay networks that con-
nect network nodes via logical connections over a physical infrastructure can be
considered as the starting point of network sharing and, thus, network slicing.

3GPP introduced network sharing in Release 99 of the Universal Mobile Tele-
communications System (UMTS) networks [14]. Network sharing started with
sharing on-site Radio Access Network (RAN) pieces of equipment, which is re-
ferred to as passive network sharing. The second approach focused on sharing
base stations, antennas, core network, mobile backhaul equipment, and also
contractual-based spectrum, which is referred to as active network sharing. Act-
ive network sharing [15], as illustrated in Figure 2.1, is split up into 1) Multi-
Operator Core Network (MOCN) shares the RAN and the frequency spectrum in
which each involving operator owns a separate Core Network (CN) in 4G net-
works and 2) Gateway Core Network (GWCN) shares the RAN and also the Mo-

7
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bility Management Entity (MME) of the CN. This latter approach is affordable
since more network entities can be shared.

Network slicing is a considerable move forward in network sharing. Accom-
modating diverse services in B5G requires a high level of flexibility, dynamicity,
and programmability in allocating the appropriate amount of physical infrastruc-
ture resources to services, and network slicing grants such capabilities to B5G.

Figure 2.1: MOCN vs. GWCN [16].

2.1.2 Network Slicing Concept, Terminology, and Lifecycle

Network slicing in the 5G network area is a newly defined concept. Network
Functions (NFs) [17], are considered as the building blocks of network slices.
Network slicing leverages the operation of multiple self-contained NFs on top
of common physical infrastructure. In fact, an E2E network slice chains specific
NFs in a particular order to form a virtualized, isolated, software-oriented, and
programmable environment. Such E2E network slice delivers a distinct network
service according to Quality of Service (QoS) specifications expressed in the Ser-
vice Level Agreement (SLA). These specifications are then translated into slice
templates in order to allocate the required resources in the RAN, Transport Net-
work (TN), and CN domains [18]. Hence, network slicing facilitates technical
and business innovation by creating customized and distinct network services.

Some of the terminologies in the network slicing context are defined as fol-
lows:

• NFs and Physical Network Functions (PNFs): NFs are constructive op-
erational components (networking appliances) such as routers, switches,
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firewalls, and load balancers with particular functionalities in the network
infrastructure, and they have well-defined exterior interfaces for commu-
nicating with each other. If the NFs are implemented on dedicated vendor-
specific hardware, they are referred to as PNFs.
• Softwarized NFs: With the help of Network Function Virtualization (NFV)

as a network architecture framework, PNFs are implemented in software
mainly via two prominent approaches: 1) Virtualized NFs (VNF) deployed
on virtual machines, and 2) Cloud-Native/Containerized NFs (CNFs) de-
ployed on containers. These VNFs and CNFs are later implemented in data
centers or cloud-based environments that run on top of general-purpose
(vendor-neutral) hardware.
• Hybrid Network Functions (HNFs): HNFs are composed of PNFs, VNFs,

and CNFs.
• Infrastructure resources: They are heterogeneous pieces of hardware and

required software to host and connect NFs for creating a network slice. In
particular, infrastructure resources include hardware and software com-
puting, storage, and networking resources, along with physical assets of
the RAN domain. By applying virtualization technology, such resources
have to be logically abstracted to be employed in the same fashion as phys-
ical resources. Most of the time, infrastructure resources are referred to as
resources.
• Infrastructure Provider (InP): It is the central entity that owns a specific

physical network inside an administrative domain that offers the infra-
structure resources via programming interfaces. For creating an E2E slice,
there may be more than one involving InP, which is referred to as Multiple-
Infrastructure Providers (M-InPs).
• Network Operator (NO): It grants wired and wireless communications

services, and it owns the InP or controls its resources to deliver services
to Public NOs (PNOs)), Mobile NOs (MNOs), and Virtual NOs (VNOs).
• Network Slice Provider (NSLP) [19]/Mobile Service Provider (MSP)):

It takes the responsibilities of monitoring, controlling, managing, and or-
chestrating the corresponding resources from the InP that the network slice
demands [20]. Most of the time, NSLP and InP are the same entity. We also
consider them as the same entity in this thesis.
• Business customer/Communication Service Provider (CSP)/Tenant: It

leases virtual resources from (M-)InP(s) in the form of distinct network
slice(s) via which the tenant can realize, manage, and provide specific ser-
vices to its end users. Enterprise or specialized industries like Mobile (Vir-
tual) NOs (M(V)NOs), Verticals (e.g. eHealth, automotive services), Over
the Top (OTT)(e.g. Content Delivery Networks (CDNs)) are considered as
typical tenants. One of the main objectives of B5G is first to facilitate the
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co-existence of multiple tenants and second to administrate the association
and intercommunication between them. This capability describes the so-
called multi-tenancy environment, which indicates that a single instance
of the software and its hosting InP serve multiple tenants.
• End users/User Equipment (UE)/Communication Service Customers

(CSCs)
/User Terminals: They consume the services provided by the tenants and
are considered as the last link in the service provisioning chain.
• (E2E) network slice SLA: In the context of network slicing, the (E2E)

network slice SLA refers to a formal agreement between the tenant and the
NO with the scope of evaluating and verifying service characteristics and
also responsibilities of both parties. An SLA includes information regarding
service delivery, billing, legal issues, etc.
• (E2E) network slice Service Level Objective (SLO): It is a section within

an SLA that defines specific metrics according to the QoS requirements,
such as precise performance requirements for the service, that have to be
delivered to the tenants from the (M-)InP(s).
• Service Instance (SI): They represent communication services that are

established from tenants to end users. Each service is realized by an SI.
• Network Slice Instance Template (NSIT)/Catalogue: It holds the re-

quired attributes and SLO specifications that can characterize a particular
network slice use case (see Section 2.2.2).
• Network Slice Instance Descriptor (NSID): It interprets the NSIT con-

tent into all the essential technical networking information that is needed
for network slice deployment. Each NSID includes 1) the required inform-
ation of Network Service (NS) that create a specific (E2E) NSI, 2) the form
of interconnection between them, 3) the demanded resources in order for
the slice to operate according to the (E2E) network slice SLO obligations
and fulfill the QoS necessities. Each NSID, in turn, is split down into one
or several Network Service Descriptors (NSDs). Each NSD contains the re-
quired technical information, such as virtual links and connection points
between the (P/V/C/H) NFs, which form that specific NS. Finally, each
NSD is further broken into the (P/V/C/H) Network Function Descriptors
(NFDs) in which more detailed information is included, such as a precise
amount of network, computing, and storage resources required for each
particular (P/V/C/H) NF to operate appropriately. Such resources in differ-
ent network domains are allocated by the Management and Orchestration
(MANO) entity of the network (see Section 2.3.1).
• Network Slice Subnet Instance (NSSI): It is a collection of (P/V/C/H)

NFs with the required resources for regular operation in a particular sub-
net. The combination of several NSSIs creates an NSI. Each involving NSSI
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must participate in the overall QoS of an NSI. A Subnet can be considered
a networking domain. Thus, a combination of RAN NSSI, TN NSSI, and
CN NSSI paired together can form an E2E NSI.
• Resource Federation and Service Federation: Resource federation refers

to enabling the interconnection functionality between multiple adminis-
trative domains of M-InPs to effectively utilize their resources due to the
resource limitation of a single InP. Such functionality grants creating NSIs
that span across M-InPs, and convey services that are established and fed-
erated over M-InPs.

Figure 2.2 demonstrates some of the terminologies.

Figure 2.2: Distinct network slices created on M-InPs providing several services
from different tenants to the end users [21].

Each NSI experiences a period of existence, called the lifecycle of an NSI,
consisting of several phases from the time a slice is established until the moment
the slice is deleted from the network. The preparation phase and the lifecycle of
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an NSI are illustrated in Figure 2.3 and summarized as follows:

Figure 2.3: The lifecycle of a NSI [8].

• Preparation: This phase incorporates the required arrangements in the
network prior to the NSI creation, such as defining and verifying NSID,
analyzing and assessing the network slice requirements, and capacity plan-
ning.
• Instantiation, Configuration, and Activation: In this phase, an NSI ac-

cording to the NSID with all the demanded resources is established. Now,
the created NSI holds a communication service.
• Run-time: This phase comprises continuous performance monitoring and

comparing the results with the KPI values in order to perform possible
modification and reconfiguration in the allocated resources to the NSI.
• Decommissioning: In this phase, the network slice is de-activated, and

by releasing out the allocated resources and returning them to the shared
pool of resources, the network slice is terminated.

2.2 Network Slicing Features and 5G Use Cases

2.2.1 Network Slicing Features

There are some fundamental principles for network slicing technology and its
operations, which are listed in the following:

• Automation: This capability yields on-demand configuration in network
slicing. In this case, apart from conventional desired KPIs such as data rate,
latency, jitter, etc., new information regarding the operational duration and
periodicity of a network slice is also included in the SLA.
• Customization: This feature presents efficient network resource utiliza-

tion according to the service requirements for diverse slices.
• Elasticity: It is another crucial feature that is related to network slice oper-

ation and the number of allocated resources to the network slice in order
to guarantee the SLA while changing network conditions, the number of
users, and also user mobility.
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• E2E: It is an essential characteristic of network slicing to provide vari-
ous network services from the service providers’ locations toward the end
users’ premises. Providing E2E network slices can be quite challenging
since 1) an E2E network slice spans across RAN, TN, and CN domains
with heterogeneous involving technologies, and 2) an E2E network slice
may develop on M-InPs.
• Isolation: It is one of the major properties of network slicing that refers to

eliminating any negative impact of other slices or even InP from a partic-
ular slice in order for the slice to continue its regular operation. Although
isolation guarantees for network slices to operate appropriately as defined
in the SLA, providing isolation may lead to inefficient utilization of net-
work resources due to the multiplexing gain reduction.
• Programmability: This attribute brings flexibility, dynamicity, and scalab-

ility to network slices by controlling and managing the number of allocated
resources in different network domains to a particular slice via open APIs,
which in fact, results in expediting on-demand service customization and
network resource elasticity.
• Hierarchical resource abstraction: This attribute in network slicing leads

to a recursive virtualization scheme to allow a higher level and more ex-
tensive range of resource abstraction in a hierarchical fashion in order to
enhance service provisioning.

2.2.2 5G Use Cases

As discussed before, B5G provides services that have diverse performance re-
quirements in terms of data rate, latency, reliability, distribution in a small geo-
graphical area, etc. Each of these services belongs to a specific category which
is mainly referred to as use cases that demand different types of network slices.
These use cases with their required KPIs are presented in Figure 2.4 and intro-
duced in the following:

• enhanced Mobile Broadband (eMBB) [22]: Such a use case concentrates
on providing high data rates in downlink and uplink transmissions, accom-
modating large data traffic volumes and UEs’ connectivity per geographical
area, granting wide area coverage and connectivity, and considering high
UE mobility. Hence, eMBB needs a high capacity, typically low delay, and
also high availability in the network.
• Ultra-Reliable Low Latency Communication (URLLC) [23]: As the term

explains, this use case focuses on supporting services demanding ultra-
reliability along with low latency communications with 99.999% reliabil-
ity, packet loss of almost one packet out of every 10,000 packets, and max-
imum 1 ms delay. URLLC facilitates implementing critical services, con-
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sisting of a high level of automation, management, control, public safety,
disaster recovery, etc. In addition, the URLLC use case requires a very high
level of slice isolation and prioritization in data transmission.
• massive Machine Type Communication (mMTC) [24]: This use case fa-

cilitates data transmission for a very high density of UEs spread in a small
geographical region with usually fixed and non-time critical service de-
mands and easiness in their operations, which leads to long battery life.
Furthermore, the mMTC use case helps to accommodate diverse connectiv-
ity among an enormous number of UEs for supporting high scalability.

Figure 2.4: 5G three main use cases [25].

2.3 Network Slicing Enabling Technologies and Provid-
ing E2E Network Slices

2.3.1 Network Slicing Enabling Technologies

The approach towards softwarization, virtualization, and cloudification as en-
abling technologies of network slicing has brought tremendous progress and
benefits in terms of programmability, flexibility, and innovative ideas to service
provisioning. These key enablers for network slicing are introduced in the fol-
lowing:

• Software Defined Networking (SDN) [26]: SDN facilitates network man-
agement by decoupling the Control Plane (CP) from the Data Plane (DP)
(also referred to as User Plane (UP)). In the core of the CP, a logically
centralized intelligent entity, called the SDN controller, grants on-demand
programmability and dynamic configuration for the dummy forwarding
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devices in the DP. Utilizing SDN leads to providing flexibility and service-
oriented policies, which are crucial for network slicing realization.
• Cloud computing [27]: Cloud computing provides storage, computational,

and networking resources in order to enable network slicing on single or
multiple platforms. Cloud computing offers access to remote resources in
shared pools that are administered over the Internet. Cloud computing is
based on two major orientations: 1) Cloud-based applications that lead to
migrating legacy applications, which were installed on end users’ devices
or on the organizations’ IT infrastructure, towards cloud-based servers in
order to present the applications over web browsers, and 2) Cloud-native
applications, which introduce those applications that are essentially de-
signed and developed to utilize the benefits of the cloud environment such
as modularity, scalability, and Application Programming Interfaces (APIs)
integration.
• Edge Computing (EC) [28]: By pushing the processing and computing

tasks to the edges of the network, EC empowers computing applications
and data management close to end users to facilitate delay-sensitive ser-
vice implementation. The ETSI Multi-access Edge Computing (MEC) and
Fog computing are two of the standard EC implementations. MEC [29]
concentrates on RAN and fixed AN, and it authorizes third parties to in-
stantiate, control, and manage different services from the edge of the net-
work. Fog computing [30] was presented by Cisco to accommodate data
transmission between wirelessly connected devices in a MIoT system.
• Network Function Virtualization (NFV) [17]: NFV enables the deploy-

ment of initially hardware-implemented PNFs on virtual environments,
called VNFs, leveraging the cost-efficiency advantage of Cloud computing.
VNFs are deployed on Virtual Machines (VMs) and/or Containers that can
be chained together in a particular order on a cloud environment granting
specific network services. As shown in Figure 2.5, apart from VNFs, the
ETSI NFV architectural framework [31] includes:

◦ Network Function Virtualization Infrastructure (NFVI): It presents
the logical and physical environment for deploying the VNFs, which
includes virtualized storage, computing, and networking resources,
with their corresponding supporting hardware components.
◦ Management and Orchestration (MANO): It is capable of controlling,

managing, and orchestrating the VNFs running on the NFVI. This
framework facilitates an on-demand network services establishment
considering a distinct collection of NFs, which can be PNFs, VNFs,
and/or CNFs, depending on the network service requirements. In or-
der to provide service instantiation process and delivery, the MANO
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Figure 2.5: ETSI NFV framework [31].

is split up into three main building blocks:

− Virtualized Infrastructure Manager (VIM): It enables policies
for controlling the NFVI resources within an InP. VIM is also re-
sponsible for receiving and measuring fault and performance in-
formation of NFVI resources. Consequently, VIM can control and
oversee NFVI resource allocation to the available VNFs/CNFs.
In the context of network slicing, the VIM allocates the NFVI re-
sources and controls their association in the service chaining and
traffic steering.
− Virtualized Network Function Manager (VNFM): It is in charge

of the Lifecycle Management (LCM) of one or multiple VNFs of
an NSI. The LCM process comprises configuring, instantiating,
maintaining, and terminating the VNFs according to the corres-
ponding descriptors.
− Network Function Virtualization Orchestrator (NFVO): It grants

resource and service orchestration in the network. NFVO has two
internal sections: 1) resource orchestrator and 2) network ser-
vice orchestrator. Firstly, the resource orchestrator receives the
current information concerning potential physical and virtual re-
sources of the NFVI via the VIM. Secondly, the network service
orchestrator implements complete LCM of multiple network ser-
vices. As a result, NFVO continuously updates the information
regarding the available VNFs/CNFs running on top of the NFVI.
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Hence, NFVO can initiate various network services. This is done
by NSIDs, NSDs, and ultimately (P/V/C/H) NFDs.

2.3.2 Providing E2E Network Slices

Network slicing can be implemented in various network domains [32]. In fact,
the physical infrastructure resources can be sliced at distinct network domains,
as illustrated in Figure 2.6, including UE, RAN, edge/TN, and CN slicing. Slicing
at the UE level allows device-to-device communication. Besides, caching at the
UE level facilitates instantaneous content access. Accordingly, effective slicing
policies have to be performed at the UE level.

Slicing in the RAN can be performed according to various communication
specifications such as reliability, latency, radio access coverage, etc. A RAN slice
takes a fraction of the available number of radio resources and determines one
type of the 5G-NR numerologies (see Section 2.6.2). RAN slicing considers both
orthogonal-based frequency and non orthogonal-based multiple access schemes.
RAN slicing mainly concentrates on providing: 1) RAN programmability by utiliz-
ing SDN technology in this domain in order to share and manage radio resources
dynamically and efficiently among various tenants, 2) slice independence and
isolation, and 3) CP and DP functional split requirements to guarantee optimal
performance in the RAN domain.

Performing logical partitioning to create CN slices is also essential. Each of
the CN slices should produce a complete CN functionality over the InP. Employ-
ing SDN technology in the 5G CN results in the separation of DP and CP. Hence,
CP functionalities such as access authentication, session, and policy manage-
ment duties are individually conducted of the DP functionalities such as packet
encapsulating/decapsulating tasks and packet forwarding. Thus, such CP and
DP separation benefits in the CN can grant 1) independent DP functionalities
per network slice, 2) independent CP tasks per network slice, and 3) general CP
operations for several network slices.

Apart from the UE level, RAN, and CN resources, performing efficient slicing
of the edge/TN resources between multiple tenants is also needed [33]. There-
fore, all of the mentioned procedures are required while fulfilling the design
specifications of a network slice that traverses over the whole network domains
to create an active E2E NSI.

2.4 Isolation in Network Slicing

As mentioned before, one of the critical features of network slicing that has at-
tracted much attention in the research world and industry is implementing E2E
network slices that are isolated from each other. Network slice isolation refers
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Figure 2.6: E2E network slice traverses over all network domains [34].

to discarding any negative influence of 1) other slices as well as InP from a slice
(inter-slice isolation) and 2) building block entities within the same slice (intra-
slice isolation); in order for the slice to continue with its regular operation [35].
In each network slicing use case, particular properties, and parameters can be
specified in the SLA between the tenants and (M-)InP(s) to define proper isol-
ation requirements. Due to the importance of isolation in network slicing, it is
usually analyzed in four main perspectives as summarized in Figure 2.7:

Figure 2.7: Network slice isolation concept areas.

• Isolation Domains [36, 37]: E2E slice isolation in different network do-
mains has to be solved in the RAN, TN, and CN domains at the (M-)InP(s)
level. Isolation domains in network slicing refer to:

◦ RAN isolation: In the RAN domain, a specific number/amount of
available resources are allocated to diverse network slices, and each
network slice must not employ any resources allocated to other slices.
Some of RAN resources are different Radio Access Technologys (RATs),
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antennas, available frequency band(s), subcarriers, and Physical Re-
source Blocks (PRBs).
◦ TN isolation: In the TN domain, traffic flow from a distinct network

slice must not be transmitted to another slice. Some of the TN re-
sources include optical fibers, cables, routers, etc.
◦ CN isolation: In the CN domain, all the slices may utilize the same

resources; nevertheless, appropriate strategies are needed to perform
independent data packet processing in different slices.

• Isolation Degrees [38]: Isolation can be reached with various levels of
strength, spanning from no isolation to complete isolation. In general, it
holds that the more resources are shared among slices, the lower the isol-
ation degree is obtained. Therefore, since complete isolation is granted
only by allocating dedicated physical resources to each slice, it is essential
to include different degrees of isolation. The resources of the RAN, TN,
and CN domains can be isolated in several degrees at the (M-)InP(s) level.
Isolation degrees in network slicing refer to:

◦ Hardware resource isolation: In this case, perfect isolation is achieved
by assigning different hardware entities to each network slice in each
domain. Assigning dedicated antennas in the RAN, separate cables/-
optical fibers in the TN, and individual servers in the CN domain are
typical examples for this case.
◦ Physical resource isolation: In this case, an intermediate level of

isolation is achieved by splitting the available physical resources. Al-
locating a specific chunk of the available frequency band to differ-
ent subcarriers in order to transmit data of each slice in the RAN,
applying Wavelength Division Multiplexing (WDM) for optical fibers
in the TN, and dividing the available physical compute and storage
resources of a server between multiple slices in the CN domain are
common examples for this case.
◦ Logical resource isolation: In this last case, isolation is supported

at the lowest level of the available resources. Dividing subcarriers
into orthogonal-based frequency-time resources in the RAN, Multi-
Protocol Label Switching (MPLS) of the data traffic in the TN, and
utilizing VMs and containers on shared compute and storage resources
of a server in the CN domain are considered standard examples for
this case.

• Isolation Dimensions [38]: Finally, associations between the tenant de-
mands and network slices have to be taken into account via isolation di-
mensions. Isolation dimensions in network slicing refer to:
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◦ Performance isolation: As discussed, by pairing NSSIs from all net-
work domains (NSSI-RAN, NSSI-TN, and NSSI-CN), an E2E NSI is
created. In the case of providing performance isolation for various
E2E network slices, it is required to individually evaluate each spe-
cific network domain in terms of throughput, latency, jitter, etc., to
eliminate performance degradation from each of the involving NSSIs.
Due to introducing extra overhead for processing the newly added in-
formation resulting from isolation, achieving the expected KPIs of an
NSI is usually challenging. Besides, from the MANO perspective, it
is essential to have mechanisms that appropriately plan and support
the integrity of the resource allocation process.
◦ Security isolation: In the case of providing security isolation, a net-

work slice must be protected from any adversary efforts that result in
the malfunctioning of the network slice. It is worth mentioning that
not only protecting a particular slice is crucial, but also, in the case
of attacking a slice, it must not be spread to other slices. In addition
to protection, data privacy in network slices is absolutely essential. In
this case, no data of the involving (physical/logical) entities in provid-
ing network slices has to be accessed from any (internal/external)
unauthorized entity. Hence, 1) providing secure interaction between
the tenants and the (M-)InP(s) is vital, and 2) implementing suit-
able Authentication, Authorization, and Accounting (AAA) methods
at the management level of each tenant are necessitated.
◦ Dependability isolation: In the case of providing dependability isol-

ation, any physical/logical failure from the hardware/software levels
must not be transferred to other operational network slices. Besides,
appropriate redundancy planning for isolated resources needs to be
taken into consideration. In addition, extra attention is expected for
integrating pairing points of the involving NSSIs from the network
domains’ borders that may result in a point of failure. Furthermore,
1) performing qualified management tasks at the tenants’ level to pre-
vent interfering in the operations between tenants and 2) appropriate
configuration at the management level of tenants and the (M-)InP(s)
to avoid network slice failure are fundamental.

• Management level isolation [38]: Management level isolation aims to
supervise and control each slice independently by considering it as an in-
dividual and solitary network. Isolation characteristics must be executed
among slices at the virtualization level, creation phase, and orchestration
phase. Consequently, to achieve each slice’s QoS requirements, a number
of policies and regulations, including the isolation essentials, need to be
determined and appropriately enforced in order to maintain end-user ser-
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vices’ requirements.

2.5 Resource Allocation in Network Slicing

Due to the dynamicity and heterogeneity of traffic loads coming from the UEs
in mobile networks, B5G systems need to bring novel approaches to enable
slice-based allocation and management of resources across various network do-
mains [39]. Thus, it is crucial to concentrate on this realm with more details.

2.5.1 Key Requirements for Resource Allocation in Network
Slicing

• Customizability: Tenants need to customize the allocation of resources
and performance of their network slices to satisfy their end users’ de-
mands. Hence, due to the typical temporal traffic load fluctuations over
diverse network nodes, well-defined interfaces are expected for the ten-
ants to adjust their slices’ resource allocation dynamically to fit their end
users’ requests.
• Complexity: Resource allocation strategies’ overheads necessitate to be

held as low as possible. Such signaling overheads are related to the on-
demand setup of network slices and the computational tasks that are re-
quired to perform such (re)configuration procedures of slices. It should be
noted that there is a trade-off between the level of complexity and custom-
izability of resource allocation in network slicing.
• Efficiency: The (M-)InP(s) will desire to achieve a high level of utilization

of all types of its resources. This results in reducing CAPEX and OPEX by
providing flexible infrastructure resource-sharing policies among multiple
slices.
• Isolation and Privacy: As explained before, each tenant wants to have

a specific level of isolation in its slice(s) in order to ensure that its SLA
with the (M-)InP(s) will not be compromised by other slices of other ten-
ants. Besides, due to the resource-sharing nature in the (M-)InP(s) among
network slices, it is vital to decrease the leakage probability of sensitive
information between tenants in order to protect their privacy. It is worth
noting that there is a tradeoff between efficiency and isolation in network
slices since resource efficiency is enhanced by relaxing isolation.
• Cost predictability: Tenants often tend to have long-term SLA with the

(M-)InP(s) for resource allocation that usually results in predictable costs.
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2.5.2 Resource Allocation Approaches in Network Slicing

Resource allocation in network slicing is split up into two main approaches, and
for each of them, there are many proposed schemes for implementation. The
two main approaches are:

• Share-based [6, 40–43]: This approach refers to distributing the (M-)InP(s)
resources according to pre-agreed fixed shares of resources among mul-
tiple tenants. In other words, infrastructure resources in different network
domains are shared and allocated to different slices provided for multiple
tenants according to the proportion to their shares at each network domain
and for each specific network node, such as base stations in the RAN, fiber
optics in the TN, and servers in data centers in the CN.
• Reservation-based [44–50]: This approach refers to tenants’ reservation

requests to the (M-)InP(s) in order to grant resources from corresponding
network nodes in the network domains to establish the demanded network
slices. Such reservation requests may be accepted or declined by the (M-
)InP(s) depending on resource availability or any other considerations.

It is worth stating that a significant feature accompanying what is mentioned
above is the timing scale at which resource allocation approaches are set up and
performed. It includes a long timing scale (months), a short timing scale (days),
and a concise timing scale (hours, minutes, seconds) for allocating resources to
tenants.

2.5.3 Comparison of Resource Allocation Approaches in Net-
work Slicing

In the following, the share-based and the reservation-based approaches are com-
pared with each other according to the resource allocation key requirements
mentioned in subsection 2.5.1.

1. The Reservation-based approach grants a solid guarantee with stable re-
source allocation to the accepted tenants’ requests and their corresponding
established slices; however, this privilege is gained with negative impacts,
including increasing complexity and signaling overheads, and reducing in-
frastructure resource efficiency.

2. The majority of the complexity load in the reservation-based approach runs
on the (M-)InP(s) side. This is in contrast with the share-based approach
that pushes part of the complexity load in performance management to the
tenants’ sides resulting in relatively simple algorithms on the (M-)InP(s)
side.

3. The share-based approach affords some levels of isolation and privacy to
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keep the performance at least at the range of static slicing; instead, the
reservation-based approach can grant isolation, privacy, and protection by
on-demand designing in slicing.

4. In terms of cost predictability, the share-based approach is highly predict-
able since the resource allocation, in this case, only relies on the propor-
tion of shares; nevertheless, cost predictability in the reservation-based
approach depends on the pricing rules applied by the (M-)InP(s).

2.5.4 Resource Allocation Realization in Network Slicing

It is necessary to emphasize that, apart from the approaches mentioned in sub-
section 2.5.2, extra considerations are needed to be combined with these ap-
proaches in order to realize resource allocations for multiple tenants that own
various slices with diverse requirements. Such extra considerations include:

• Forecasting methods: that prognosticate future requests based on the
former traffic loads in order to reallocate infrastructure resources at con-
cise timing scales.
• Admission control policies for establishing network slices: that refer to

admission or rejection of requests for creating different network slices via
the reservation-based approach.
• Admission control policies for end users of a tenant: that guarantee

service delivery to the admitted end users according to their QoS require-
ments.
• End user mobility: that points to checking the current distribution of the

end users of a tenant and also mobility of them.
• VNFs’ placement: that relates to the location environment for launching

the involved VNFs of a slice according to the slice needs and also the avail-
ability of resources within each network domain.
• Computational resource allocation: that determines different paramet-

ers and timelines that are required for setting up, configuring, and (re)alloc-
ating other types of infrastructure resources.
• Radio resource allocation and scheduling: that define precise schemes

to map high-level resource allocation plans into scheduled radio frames.
These scheduling schemes need to fulfill the general resource allocation
strategy and also particular QoS specifications, such as slices with extremely
high reliability and extremely low delay requirements, i.e., URLLC slices.
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2.6 5G New Radio

3GPP has developed the 5G new wireless access technology, so-called 5G-New
Radio (5G-NR) [51, 52]. The essential technology characteristics comprise reli-
able and low latency transmissions, advanced antenna technologies, frequency
spectrum flexibility to operate in high-frequency bands, interworking in high and
low-frequency bands, and dynamic Time-Division Duplex (TDD). The radio in-
terface of the 5G-NR comprises the physical layer [53, 54], and higher layers in
the radio protocol stack consist of Media Access Control (MAC) and Radio Re-
source Control (RRC) layers [55]. 5G-NR is a flexible air interface able to grant
a firm base for the future progression of wireless services. Some of the main
features or topics related to 5G-NR are briefly discussed in the following.

2.6.1 5G-NR terminology

Some terms are introduced in the following. Some of them are previously used in
4G systems with the same meaning, so they are reused in the 5G-NR. Some others
have been updated in their concept, and some new terms have been defined for
the 5G-NR.

• Resource Element (RE): That is the smallest unit in the 5G-NR resource
grid consisting of 1 subcarrier in the frequency domain and 1 Orthogonal
Frequency Division Multiplexing (OFDM) symbol in the time domain.
• Radio frame: 5G-NR, similar to the 4G systems, holds 10 subframes, each

lasting for 1 ms.
• Transmission Time Interval (TTI)/(eMBB) time slot: Corresponds to

1 subframe duration (1 ms) that is required to encapsulate non-delay-
sensitive data (transport blocks) from higher radio protocol stack layers
and deliver to the physical layer in order to transmit it via the radio inter-
face.
• Short TTI/(URLLC) mini-slot: Every TTI is divided into several short TTIs

to immediately transmit URLLC traffic.
• Cyclic Prefix (CyP): It is a parameter that is required to remove Inter-

Symbol Interference (ISI) due to multipath transmitted signals. 5G-NR
supports both normal CyP and extended CyP.
• Numerology: It determines a specific pattern for a collection of paramet-

ers, including Subcarrier Spacing (SCS) labeled as ∆ f , CyP, and OFDM
symbol length.
• Physical Resource Block (PRB): That is the smallest number of radio re-

sources, in terms of REs, that can be assigned to a UE. A PRB is determined
as 12 consecutive subcarriers in the frequency domain and 14 OFDM sym-
bols in the time domain. By considering time slots/mini-slots, different∆ f
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duration in various numerologies, the size of PRB changes.

2.6.2 Waveform and Scalable Numerologies in 5G-NR

3GPP proposed to deploy the OFDM with CyP in Downlink (DL) and Uplink (UL)
transmissions. This decision results in keeping the implementation complexity
and cost low for broadband operations and Multi-Input Multi-Output (MIMO)
technologies. 5G-NR supports transmission in Frequency Range (FR):

• FR1 (410 MHz–7.125 GHz): known as sub-6 GHz;
• FR2 (4.25 GHz–52.6 GHz): known as millimeter-waves.

Besides, scalable numerologies are also essential to support 5G-NR opera-
tions in the FR1 and FR2 for diverse use cases. 5G-NR employs flexible SCS with
duration of ∆ f = 2µ × 15 KHz (µ = 0, 1, 2, 3, 4), which is scaled up from the
fundamental 15 KHz SCS for µ = 0 in the 4G systems. Consequently, the CyP
in 5G-NR is scaled down by the factor of 2−µ from the CyP in 4G systems which
has a length of 4.7 ms. At lower frequency bands, cells can be large, and the
numerologies µ = 0, 1 perform well. However, at higher frequency bands, cells
are usually small, and the CyP lengths provided by the numerologies µ = 2,3
will suffice. Table 2.1 presents the parameters of each numerology setup in the
5G-NR.

The equal frame duration in the 5G-NR and the 4G systems facilitates their
radio coexistence. Besides, transmissions of delay-sensitive data from the URLLC
slices within mini-slots fulfill the extra low latency requirement for critical data
communications.

Table 2.1: 5G-NR flexible numerologies [56].

µ
∆ f=

2µ × 15
(KHz)

CyP
type

#symbols
per
slot

#slots
per

frame

#slots
per

subframe
FR1 FR2

BW
of a PRB

(KHz)

slot
length
(ms)

CyP
length
(µs)

symbol
length
(µs)

0 15 N * 14 10 1 Ø 7 180 1 4.69 66.67
1 30 N 14 20 2 Ø 7 360 0.5 2.34 33.33
2 60 N,E ** 14 40 4 Ø Ø 720 0.25 1.17 16.67
3 120 N 14 80 8 7 Ø 1440 0.125 0.57 8.33
4 240 N 14 160 16 7 Ø 2880 0.0625 0.29 4.17

*N: Normal, **E: Extended.

2.6.3 Multiple numerologies for diverse service requirements
of 5G use cases

Employing multiple numerologies in the 5G-NR enhances the flexibility of schedul-
ing use cases with diverse service requirements via performing slicing in the
RAN. By operating within mini slots, both the DL and UL URLLC transmissions
can be scheduled significantly faster than traditional scheduling within the slots
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in the 4G systems. Besides, eMBB and mMTC DL and UL transmissions, which
are not delay-sensitive compared to the URLLC use cases, can still be transmit-
ted over the slots. Selection criteria of the 5G-NR numerologies for a specific
use case depend on several factors [57], such as 1) the type of deployment en-
vironment for the 5G-NR operation (rural locations, dense urban, etc.), 2) use
case requirements (extremely high reliability and extremely low latency for the
URLLC transmissions, very high throughput for the eMBB transmissions, etc.),
3) end user mobility, 4) implementation complexity, or other conditions.

As indicated in Table 2.1, not all of the numerology options are applicable for
both the FR1 and FR2. The lower numerology types (µ = 0, 1,2) support oper-
ations in the FR1 while the higher numerology types (µ= 2,3, 4) are employed
for the operations in the FR2. The higher numerologies enhance delay-sensitive
transmissions for URLLC use cases. Higher numerologies with wider SCS are suit-
able for deployments of small cell sizes at higher frequency bands that result in
URLLC transmissions within mini slots. The lower numerologies with narrower
SCS improve transmissions for the mMTC use cases. For the eMBB use cases, the
middle range of numerologies (µ = 1, 2) is the right choice. Figure 2.8 outlines
the association between the cell size, frequency, and latency for the numerology
selection.

Figure 2.8: 5G-NR numerology selection criteria according to frequency ranges,
latency requirements, and deployment types [58].
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2.6.4 Orthogonal Multiple Access vs. Non-Orthogonal Multiple
Access RAN Slicing in 5G-NR

Past generations of cellular networks have experienced significant changes in
terms of employing multiple access techniques. In particular, Frequency Divi-
sion Multiple Access (FDMA) in 1G, Time Division Multiple Access (TDMA)
in 2G, Code Division Multiple Access (CDMA) in 3G, and Orthogonal FDMA
(OFDMA) in 4G have been employed as the corresponding key multiple access
technologies [59, 60]. Considering the design principles for each of the men-
tioned techniques, they all belong to the Orthogonal Multiple Access (OMA) [61]
scheme in which radio resources are orthogonally allocated to the end users in
the time, frequency, code domain, or their combinations. This scheme yields in
separately carrying information between end users and base stations with re-
latively low complexity and cost-efficient receivers. Nevertheless, the number
of supported end users is restricted by the number of available orthogonal ra-
dio resources in the OMA scheme. Furthermore, wireless channel impairments
constantly sabotage their orthogonality, resulting in the necessity of employing
highly complex restoring measures for the transmitted information. Hence, it
leads to a challenge for the OMA to fulfill the spectral efficiency (for eMBB use
case), low latency (for URLLC use case), and massive connectivity (for mMTC
use case) requirements in 5G. Thus, advanced solutions have to be considered.

The innovative idea of utilizing the Non-Orthogonal Multiple Access (NOMA)
approach has been introduced to support more end users with diverse service re-
quirements than the total number of available orthogonal radio resources in RAN
slicing [62, 63]. In the NOMA scheme, the same resources are non-orthogonally
allocated to the end users with the cost of receiver complexity increment, which
is inevitable for non-orthogonal signals’ separation. Figure 2.9 illustrates differ-
ent multiple access schemes.

As discussed before, due to the latency requirement of the URLLC end users,
their communications have to be restricted in time, referring to transmission
within mini slots. In contrast, a massive number of passive and active mMTC
end users makes it impractical to allocate resources to each of them. Thus, it is
essential to provide resources to the active subset of the mMTC devices shared
via a random access process. Furthermore, since there is no delay requirement
for the mMTC transmissions, the active subset of the mMTC devices can span
over multiple time slots similar to the eMBB end users. Figure 2.10 illustrates
RAN slicing via OMA and NOMA in the 5G-NR. Each subfigure represents eMBB
and mMTC transmissions over a slot and URLLC transmissions over several mini
slots.

The NOMA technique is divided into two main categories:

• Code-domain NOMA [66, 67]: It is motivated by the classic CDMA scheme,
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Figure 2.9: Different multiple access schemes, OMA: (a) FDMA, (b) TDMA, (c)
CDMA, (d) OFDMA, and NOMA: (e) Code-/Power-domain [64].

Figure 2.10: RAN slicing for three main use cases via (a). OMA and (b). NOMA
in the 5G-NR [65].

in which multiple end users receive the identical time-frequency resources
but apply individual user specific spreading sequences. Though, the ma-
jor difference compared to the CDMA is that the spreading sequences are
limited to sparse sequences or non-orthogonal low cross-correlation se-
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quences in the NOMA technique.
• Power-domain NOMA [68, 69]: It is realized by allocating different power

levels to the (eMBB, URLLC, mMTC) signals at the transmitter side (base
station/end users) and then superimpose the signals on each other after
channel coding and modulation. Power-domain NOMA itself is split up
into:

◦ Power-domain NOMA with Superposition [65]: That refers to al-
locating non-zero power levels to different signals. Such non-zero
power signals are superpositioned on the transmitter side, scheduled,
multiplexed, and transmitted over the same radio resources, and fi-
nally, they are recovered via techniques such as Successive Interfer-
ence Cancellation (SIC) in the receiver side. The superposition tech-
nique grants spectral efficiency enhancement but with the price of
receiver complexity increment compared to the OMA scheme to dis-
tinguish and recover eMBB, URLLC, and mMTC signals from each
other.
◦ Power-domain NOMA with Puncturing [70]: Due to the complexity

of the SIC receivers to recover different signal types and the require-
ment of URLLC signals to be transmitted, received, and recovered
with extremely low delay, the puncturing technique has been pro-
posed as the alternative to the superposition. In the puncturing tech-
nique, which is mainly used for the coexistence of the eMBB and
URLLC transmissions, the transmitter allocates zero power to the eMBB
signals whenever the URLLC signals utilize the same radio resources
and overlap with the eMBB signals. The puncturing technique elimin-
ates the complexity of SIC but with the price of discarding the eMBB
transmissions caused by the overlapped URLLC signal, which may res-
ult in a remarkable decrease in the data rate of the eMBB end users.
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Related Works

This chapter presents the most relevant state-of-the-art within the scope of the
thesis and for the presented background in Chapter 2.

3.1 State-of-the-art Network Slicing Proof-of-Concepts

There is a significant number of Proof-of-Concepts (PoCs) for network slicing
in the literature. Such testbeds grant the possibility of realizing complex net-
work architectures in the network slicing field to assess and improve network
performance. Additionally, while research testbeds keep the expense of network
deployment moderate, their functionalities, with a reasonable approximation,
are comparable to real networks. With the help of NFV technology, such testbeds
can usually be realized on standard PCs or servers with a not very high amount
of resources and without purchasing specialized hardware and software. Fur-
ther, the availability of open-source software packages provides opportunities
for designing innovative solutions towards 5G and B5G [71].

Among such platforms, small-scale network slicing testbeds are essential for
the research community in several aspects. Small-scale testbeds demand less de-
ployment budget compared to large-scale testbeds. Besides, small-scale testbeds,
with a compact softwarized version of the demanded entities, are easier to de-
ploy and launch than large-scale ones. Moreover, due to such testbeds’ small
scaling, they are more flexible to troubleshoot, and resolving potential issues
is faster than large-scale testbeds with various associated entities. Ultimately,
although the number of practical use cases that can be studied on small-scale
testbeds is lower than on large-scale testbeds and real networks, small-scale
testbeds can yield similar results to large-scale solutions. This section focuses
on those network slicing realization solutions implemented on small-scale test-
beds consisting of open-source software packages. The aspects mentioned earlier
are the main criteria for selecting the following testbeds, which are categorized

30
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according to their ability to provide CN slicing, RAN slicing, and E2E slicing.

3.1.1 Small-scale CN slicing testbeds

Authors in [72, 73] deploy containerized implementation of both Evolved Packet
Core (EPC) and Evolved Node B (eNB) on a cloud infrastructure. In the testbed,
specific cloud-based templates manage applications in a stack of containers, and
various services via network slices can be created for eHealth and IoT. [74] op-
erates RAN on licensed Long Term Evolution (LTE) and 5G bands, and the CN
comprises EPC and IP Multimedia System (IMS). The testbed focuses on provid-
ing low latency services for the URLLC use case, and only CN slicing has been
implemented. There are two CN slices for eMBB and URLLC use cases, and they
are evaluated according to throughput and delay requirements.
[75] presents Slice-as-a-Service (SlaaS) regarding Data Centers (DCs). In this

case, a slice is formed by a combination of DC slices (compute and storage re-
sources) connected by network slices (networking resources) running on their
own VIMs and Network Infrastructure Managers (NIMs), respectively. Slices are
formed via transformable resources, represented as physically isolated or virtu-
ally shared resources. The testbed allows an evaluation case to discover the re-
quired time (loading, booting, configuration, and service startup times) to estab-
lish different infrastructures. The solution in [76] is a practical implementation
of an efficient resource usage model for dynamic and real-time slice (de)allocation
in the CN domain. This solution also brings isolation between the involving VNFs
of a slice and considers allocation policies for slice requests.

The framework in [77] examines Service Assurance (SA) to satisfy Quality
of Experience (QoE) and QoS requirements in the context of network slicing.
The framework integrates a novel SA-based architecture with the ETSI MANO
platform to carry out monitoring, analytics, management, and reporting tasks in
order to guarantee the performance of adaptive video streaming services. The
testbed in [78, 79] exhibits the deployment of EPC as a VNF on a cloud en-
vironment, and it shows the EPC service instantiation process via a service or-
chestrator. In this testbed, according to the defined descriptors at the VNF and
network service levels, the internal components of the EPC are separately imple-
mented on several VMs, and then they are configured via specific configuration
files. This work aims to produce MEC-based services and integrate the EPC with
a C-RAN architecture, including functional split capability.

The work in [80, 81] is a solid design for onboarding and scheduling phases
in VNF LCM, and it offers a programmable and flexible MEC-enabled frame-
work for IoT traffic. The work enhances the joint orchestration capability for
VNFs in the MEC and cloud resources. This platform is deployed on several phys-
ical servers for the functionalities of the CN and comparatively lower computa-
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tional resources for the MEC. Some autoscaling and VNF placement scenarios are
presented to evaluate the testbed functionalities. The study in [82] presents an
innovative strategy for orchestrating CN operations in the form of CNFs, optimiz-
ing proximity to the edge network. Simultaneously, computational tasks needed
for on-demand processing are offloaded to a centralized cloud infrastructure.
This approach enables service isolation and network segmentation irrespective of
geographical regions, ensuring high scalability. The primary aim is to automate
CNFs provisioning, facilitating application deployment across multiple clusters.
The authors evaluate latency performance while retaining edge-based network
control.

3.1.2 Small-scale RAN slicing testbeds

The platform in [83, 84] provides slicing of RAN resources and also applies isol-
ation between them via employing SDN to grant an independent CP for the RAN
domain. Such isolation capability has been examined for multi-service provi-
sioning. The platform in [85] implements RAN slicing via RESTful API auto-
matically. The testbed applies the slice-aware policy in Radio Resource Man-
agement (RRM) functionalities for admission control and scheduling processes.
Some practical scenarios are arranged to implement RRM functionalities for the
scalability of the network, slice admission control, and slice isolation. The work
in [86] demonstrates slicing the RAN resources between eMBB and IoT ser-
vices. Real-time SDN functionality creates isolated RAN slices for IoT and eMBB
devices according to their service requirements. The SDN controller performs
the scheduling process and admission control decisions. The testbed has been
assessed for average DL throughput in IoT and eMBB slices.

This testbed [87] proposes a cost-efficient containerized and orchestrated
5G mobile network equipped with distinct fronthaul and backhaul topologies.
The testbed essentially focuses on integrating ML into the management duties
in the 5G RAN and TN domains to optimize network performance. The testbed
facilitates the deployment of various network topologies on the fronthaul and
backhaul by creating an emulated TN. The platform is assessed by monitoring
the number of allocated PRBs to different slice requests and VNFs’ placement
in a cluster of containers. [88] introduces a cloud-native framework that gener-
ates VNFs and employs Kubernetes for the distribution and management of these
VNFs across worker nodes. Besides, the framework simulates IP transport net-
work effects in both fronthaul and backhaul sections of actual cellular networks
to underscore the significance of EC and the potential of RAN slicing.
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3.1.3 Small-scale E2E slicing testbeds

Reference [89] concentrates on providing two VNFs for intelligent monitoring
and actuating applications. The testbed considers dynamic sharing of the avail-
able bandwidth between the two VNFs for establishing an E2E network slice. The
work in [90] presents a comprehensive platform, and apart from service orches-
tration, it integrates SDN functionality in the RAN domain as well. The testbed
investigates providing network slices for eHealth and smart cities. [91] provides
slice isolation via deploying two containerized CNs. The testbed has been evalu-
ated for connection establishment for both normal LTE UEs and customized UEs
with slice selection capability. The solution presented in [92, 93] affords effi-
cient resource utilization for building independent and customizable E2E slices.
Created slices for different tenants are multiplexed over shared resources. The
UEs can possibly connect to more than one slice simultaneously. The testbed has
been assessed in terms of independency between slices and their throughputs.

Testbed in [94, 95] concentrates on deploying two CN slices connecting to
the C-RAN architecture via the TN to slice and manage the TN domain. Differ-
ent phases of a slice lifecycle, from provisioning, allocating a slice to a UE, and
managing the slice, are addressed in this solution. TN slicing is accomplished by
driving a slicing policy via SDN to establish a connection flow between CN and
RAN domains. The platform in [96] proposes QoS-aware programmable policies
in DP to create network slices for URLLC use cases with various reliability re-
quirements. The work is evaluated for providing services such as eHealth and
real-time video streaming communication via a machine learning-enabled ap-
proach for the patient’s examination.

The study in [97] investigates E2E network slicing LCM by integrating a ser-
vice orchestrator with a network slice manager entity. This integration grants a
platform for monitoring, collecting, and evaluating the KPI reports belonging to
the chained VNFs that create an E2E network slice. In this way, multiple slices
are inquired to discover whether the SLA is fulfilled or not. The testbed oper-
ates a scenario by forming a private mobile network that provides services with
best-effort and broadband QoS types via E2E network slices. The paper [98] of-
fers an Intent-Based Networking (IBN) framework equipped with deep learning
that efficiently automates the configuration, service provisioning, service update,
and service assurance. In addition, it performs MANO tasks for the lifecycle of
multi-domain slice resources and handles run-time resource scalability.

The work in [99] introduces a MANO framework designed for E2E network
slicing automation. The framework integrates novel bandwidth management
methods and leverages open-source methodologies alongside cutting-edge cloud-
native technologies. The study assesses the resource overhead of this framework
and evaluates service throughput under different bandwidth policies. The art-
icle [100] analyzes a cloud-native wireless architecture utilizing container-based
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virtualization to facilitate flexible service deployment. The authors optimize re-
source allocation within network slicing by employing deep reinforcement learn-
ing. Two model-free algorithms are introduced for real-time network state monit-
oring and adaptive allocation policy training. Their results lead to enhancements
in network efficiency.

Paper [101] offers essential platform provisioning and service LCM capabil-
ities for a specific user-generated content multimedia scenario. This is done by
utilizing cloud-native models, Platform-as-a-Service (PaaS), and virtual testbed
instances. The research showcases the utilization of service-level telemetry from
a cloud-native user-generated content application to adjust system resources
across the NFVI dynamically. The authors in [102] present a practical frame-
work employing over-the-air transmissions, addressing two key aspects to en-
hance LCM in 5G and B5G networks: cloud-native deployment of 5G core NFs
and comprehensive end-to-end monitoring. The initial step involves deploying
a monitoring framework as CNFs across a multi-tier network with a MEC host.
Subsequently, the authors demonstrate an end-to-end monitoring system encom-
passing infrastructure resources and radio metrics.

The majority of the mentioned works in the Sections 3.1.1, 3.1.2, and 3.1.3,
focus only on addressing and solving a particular problem in network slicing,
and consequently, their proposed platforms are not exhaustive, being able to
deal with more open challenges in the network slicing field. In other words, just
a few platforms already have included ([98]) or have the potential ([90, 96]) to
simultaneously provide:

• slicing in various networking domains to create E2E slices;
• LCM of a slice via NSIDs and (P/V/C/H) NFDs;
• MANO tasks for M-InPs;
• SDN controller integration in their architecture;
• multi-tenancy and multi-RATs communication capabilities;
• run-time monitoring of resources;
• Artificial Intelligence (AI)-enabled functionalities.

The lack of extensive study in the field of small-scale network slicing testbeds is
the motivation behind the work in Paper 1 [103]. Paper 2 [104] offers a compre-
hensive platform that addresses the above-mentioned missing items. The out-
come of Paper 2 is the foundation for further practical approaches in network
slicing during this Ph.D.
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3.2 State-of-the-art solutions for Network Slicing
Isolation

The isolation concept is one of the fundamental features of network slicing. Nev-
ertheless, due to its complexity and challenges, relatively few works have focused
on it and analyzed the technical details of network slice isolation. We consider
the most relevant works in the network slicing isolation field that refer to tech-
nical methods and algorithms for network slice isolation. Works that focus on
standardization, abstract network architectures, and surveys in the network slice
isolation field are not included in this analysis. We review the relevant works
from simulation-based and implementation-based perspectives.

3.2.1 Simulation-based solutions

The work in [105] proposes a novel mutual authentication and key establish-
ment protocol utilizing proxy re-encryption. The protocol grants specific authen-
tication between components of a network slice to enable secure connection and
protected key establishment among component pairs for slice security isolation.
Paper [106] offers a secure keying scheme, by adopting a multi-party computa-
tion strategy, which is appropriate for network slicing architecture in the case
that the slices are accessed by third-party applications. This mechanism ensures
the satisfaction of use cases or devices in which the data is collected. Authors
in [107] introduce the network slice trust degree concept and develop a trust
value calculation model that includes three parts. As a result, the MANO can
efficiently calculate network slice trust value via dedicated weighting paramet-
ers to the three parts: 1) cloud model algorithm, 2) user evaluation, and 3)
reward/punishment while the slice is in the run-time phase. Such weighting
parameters differ according to the diverse security requirements of the network
slices.

The work in [108] grants a secure service-oriented authentication structure
for MIoT fog computing. As a result, end users can connect to the CN and an-
onymously obtain IoT services via proper and different network slices chosen
by fog nodes. A privacy-preserving slice selection method is offered to protect
slice types and access services. Besides, session keys are assigned among end
users, local fogs, and IoT servers to ensure secure access in the fog cache and
remote servers with low delay. Reference [109] suggests an SDN-enabled cross-
authentication model that connects cryptographic and non-cryptographic schemes
to solve latency and security challenges. In particular, the strength vector of the
received signal at UEs is employed as a fingerprinting reference to create an un-
predictable secret key. Afterward, according to the key agreement protocol, a
cryptographic scheme is offered by applying the created secret key in order to
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enhance the confidentiality and integrity of the authentication for the handover
process between multiple base stations. The authors also present a radio trusted
zone database to reduce several authentications of UEs within the network.

The work [110] formulates an integer linear programming design for provid-
ing secured CN slices. The work considers nodes and links to model CN slices.
The authors introduce a heuristic CN slicing method, so-called VIKOR, which
1) classifies the quality of a node via the corresponding resources of that node
and topology attributes and 2) performs the k shortest path algorithm [111] to
determine the appropriate physical path for the link of a slice. The intention is
to select the minimum value of the product of the maximum bandwidth utiliz-
ation of a link and its hop counts. This approach results in improving the slice
acceptance rate.

The study [112] offers a two-layer and less complicated scheduler for effi-
cient and dynamic RAN slicing. The work presents that there can be different
trade-offs between performance, isolation, and priority in dynamic radio re-
source allocation between RAN slices. The work suggests a strategy based on
specific UEs’ QoS requirements and the number of demanded PRBs for each UE
to establish a RAN slice. Nevertheless, the scheme’s complexity grows linearly
with the number of created slices pointing to inter-slice scheduling and with the
number of UEs within a particular slice referring to intra-slice scheduling.

The study [113] contributes to dynamic virtualized RAN slicing policies with
mixed traffic. According to the latency and throughput requirements, the authors
present a resource allocation method, a heuristic scheme for resource custom-
ization of a UE, and a deep reinforcement learning slicing strategy to enhance
resource utilization and QoS fulfillment. The proposed algorithm also increases
the slices’ performances in mixed traffic compared to some of the state-of-the-art
benchmarks.

3.2.2 Implementation-based solutions

The study [114] suggests and evaluates a security-aware slice embedding im-
plementation that allows tenants to report security-oriented requirements while
restricting InP information revelation. The implementation is performed via the
Ubuntu 16.04 operating system (on a machine with i7-6700HQ @ 2.60GHz, 16
GB RAM, and 300 GB of storage), which includes domains operating in separate
processes. The work provides a multi-level method to create all the necessary
multi-domain slice embeddings for the InP and M-InPs cases. The work [115]
presents a solution to proactively reduce Distributed Denial-of-Service (DDos)
attacks in the CN domain by applying slice isolation. The authors propose im-
plementing a mathematical model that can afford on-demand slice isolation and
ensure delay for CN slices. They implement their idea over a testbed by employ-
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ing six physical servers (Intel(R) Xeon(R) CPU E5420 @ 2.50GHz (4 cores), RAM
8GB, and network bandwidth 100Mb/s). Three of these servers are utilized to
allocate CN slices, two to act as DDoS nodes and one to be a client. The results
confirm a reduction in DDoS attacks and also an increment in the availability of
CN slices.

As evident from Sections 3.2.1 and 3.2.2, most of the mentioned papers ana-
lyze isolation from the simulation-based perspective, and only a few contribu-
tions offer implementation-based approaches. Besides, from the implementation-
based perspective, no contribution particularly investigates slice isolation via
slice instantiation process by MANO utilizing NSIDs and involving (P/V/C/H)
NFDs. Hence, Paper 3 [116] and Paper 4 [117] focus on implementing security
and performance isolation among CN slices via the slice instantiation process
performed by MANO tasks.

3.3 State-of-the-art solutions for eMBB and URLLC
coexistence in the 5G-NR

We review the related works corresponding to the eMBB and URLLC coexistence
in the 5G-NR.

The study in [118] focuses on joint support of visual (via eMBB slice) and
haptic (via URLLC slice) perceptions across cellular networks. This joint support
takes place via OMA and NOMA for sharing the DL resources. The results of the
work confirm that the NOMA slicing is the superior approach compared to OMA
in order to support an excellent perceptual resolution and also a high rate for
haptic perceptions. Paper [119] provides a joint user association and resource
allocation in the DL of a fog network. This is done by 1) employing an analytic
hierarchy process to manage the QoS prioritization of diversified IoT applica-
tions and, consequently, 2) representing a two-sided matching game to establish
a solid association between the IoT devices and the fog network. Their proposal
results in resource allocation efficiency in the DL transmissions of eMBB and
URLLC traffic. Paper [120] grants a risk-sensitive policy according to the con-
ditional value at risk approach for eMBB reliability and a chance constraint for
URLLC reliability.

The authors in [121] study the coexistence problem of eMBB and URLLC
users in 5G networks. They formulate a joint resource allocation problem that
can satisfy both the eMBB user rate and URLLC interrupt probability require-
ments. They assign mini-slots for URLLC users and calculate the transmission
power of URLLC users, ensuring the reliability constraint. A similar study is per-
formed in [122], which also studies the resource slicing problem for 5G eMBB
and URLLC services. The resource slicing problem is formulated as an optimiza-
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tion problem aiming to maximize the eMBB data rate. The problem is subject to
a URLLC reliability constraint while considering the variance of the eMBB data
rate to reduce the impact of immediately scheduled URLLC traffic on the eMBB
reliability. An optimization-aided deep reinforcement learning-based framework
is proposed to solve the formulated problem.

The authors in [123] evaluate the coexistence technique for eMBB and URLLC
based upon a punctured scheme. They extend the study to formulate an optim-
ization problem aiming to maximize the minimum expected achievable rate of
eMBB UEs while fulfilling the provisions of the URLLC traffic. In study [124],
the radio resources are scheduled among the eMBB UEs on a time slot basis,
whereas they are handled for URLLC UEs on a mini-slot basis. They use a penalty
successive upper bound minimization-based algorithm for eMBB UEs, while the
optimal transportation model is adopted to solve the same URLLC UEs problem.
They also present a heuristic algorithm for efficiently scheduling PRBs among
eMBB UEs.

Authors of [70]model the impact of the URLLC transmission over the sched-
uled eMBB traffic via loss functions caused by the URLLC traffic. The work in [125]
analyzes the multiplexing of the eMBB and URLLC traffic in the C-RAN environ-
ment. The work in [126] investigates the performance trade-offs between eMBB
and URLLC traffic types in a multi-cell C-RAN architecture under NOMA and
OMA access strategies. The work outcome reveals the advantage of employ-
ing the orthogonal-based solution for degrading the mutual interference of the
eMBB and URLLC traffic. The authors also demonstrate the potential benefits of
puncturing in improving the efficiency of fronthaul usage by discarding received
mini-slots affected by URLLC interference. The authors in [127] present a punc-
turing scheme for transmitting low latency communication traffic, multiplexed
on a downlink shared channel with eMBB. They also propose recovery mechan-
isms for the impacted eMBB users to minimize the capacity loss for eMBB users
due to low latency communication traffic.

A group of authors considers an optimal resource assignment under differ-
ent channel conditions within a mixed numerology approach in [128, 129].
The work presented in [130] focuses on the scheduling problem for heterogen-
eous services within a mixed numerology approach to maximize the number
of satisfied users while meeting latency demand and data transmission require-
ments. Mini-slots enable transmissions that can be performed in a shorter time
than the regular slot duration. In higher numerologies, the use of wider SCSs
provides shorter slot durations. Consequently, low-latency communications can
be enabled by combining mixed numerology and mini-slot approaches. The work
in [131] offers a model to optimize the numerology and resource allocation for
mixed numerology systems, which employ the mini-slot approach.

The work in [132] aims to maximize the minimum expected achieved rate
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of eMBB users and fairness between them by employing a one-to-one match-
ing game to compute appropriate eMBB and URLLC pairs for URLLC resource
allocation. The authors of [133] and [134] aim at maximizing the aggregated
throughput of the eMBB and URLLC users while mitigating the Inter-Numerology
Interference (INI). They consider satisfying the minimum acceptable throughput
of the eMBB and maximum allowed delay of the URLLC users according to their
corresponding service requirements. The authors propose a deep reinforcement
learning INI-aware agent to overcome the computation complexity of the optim-
ization problem. Their method offers a spectrum allocation fulfilling the eMBB
and URLLC service requirements while reducing the INI. Finally, they analyze
their results delivered by the INI-aware agent when the URLLC traffic statistic is
modeled based on mobile and industrial networks.

Reference [135] formulates the RAN slicing problem between eMBB and
URLLC users as a multi-timescale problem and proposes a hierarchical deep
neural network algorithm to assign radio resources to their corresponding users.
The authors model the selection of slice parameters within a time slot as a par-
tially observable Markov decision process and present an algorithm to define
configuration parameters for the eMBB and URLLC slices efficiently. In the work
in [136], the authors compute the achievable latency for the industrial network
scenario based on an accurate system-level simulation. Their primary focus is
determining 5G NR configurations that are more relevant for Industry 4.0 ap-
plications to analyze the effect of reserving bandwidth for URLLC services. Ref-
erence [137] defines a context of the network based on combined statistical
characteristics from the wireless channel and UEs’ service requirements to train
a Mondrian forest to predict an optimal mixed-numerology profile.

The authors of [138]work on solving the challenges of radio resource alloca-
tion in the mmWave band of 5G-NR by proposing a deep reinforcement learning-
based scheduler. The scheduler allocates resources for a list of UEs to satisfy their
different slice’s SLA requirements according to the channel quality of each UE.
Paper [139] presents a resource allocation strategy that combines latency, control
channel, hybrid automatic repeat request, and radio channel quality in determ-
ining the transmission resources for different users. The approach minimizes the
latency and bypasses unwarranted costly segmentation of URLLC payloads over
several transmissions. Reference [140] addresses the problem of joint admission
control and resource scheduling for URLLC by utilizing a standard continuous
SNR model, where all allocated resource blocks contribute to the success prob-
ability, and a binary SNR model, where each resource block is classified as active
or inactive according to a SNR threshold. In congestion cases, the work focuses
on discovering a subset of users that can be scheduled at the same time.

The authors in [141] develop a joint optimization problem for power and
bandwidth allocation with long-term conditions of queues backlog for the eMBB
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users. They utilize the Lyapunov drift-plus-penalty technique to create the re-
lationship between the long-term constraints and the short-term optimization
problem. Furthermore, they employ a one-to-one matching procedure to solve
the slicing puncture problem. The work in [142] designs a coordinated multi-
point multi-numerology network to improve the throughput of eMBB and latency
of URLLC users. The authors solve a subcarrier and power allocation problem
with the objective of maximizing the system sum rate. They show that their de-
signed network has a higher sum data rate, lower delay, and throughput out-
age compared to the traditional non-coordinated multi-point single numerology
scenarios.

Reference [143] concentrates on minimizing the rate loss of the eMBB users
and packet segmentation loss of URLLC users while fulfilling the QoS require-
ments of eMBB and URLLC use cases. They consider the case of one-to-one pair-
ing in which one URLLC packet can be paired with only one eMBB. They employ
a bi-level optimization problem that includes one inner and one outer problem.
The inner problem seeks to discover the optimal power and frequency resources
for each URLLC and eMBB pair, and the outer problem desires to search for
the optimal eMBB-URLLC pairing policy. They also generalize the problem for
many-to-many pairing while undervaluing the overhead due to URLLC packet
segmentation.

The authors in [144] aim at minimizing the decoding error rate of URLLC
users while ensuring the demand for the throughput of eMBB users. They pro-
pose a block coordinate descent optimization algorithm to obtain the optimal
bandwidth allocation, puncture weight, and transmit power. Paper [145] focuses
on studying eMBB and URLLC use cases in networks that are assisted by a Re-
configurable Intelligent Surface (RIS). The authors jointly optimize the power
and frequency allocation problem and the RIS phase shift matrix to enhance
the eMBB sum rate and URLLC reliability. The work in [146] concentrates on
eMBB and URLLC use cases in a massive MIMO system by providing a unified
information-theoretic framework incorporating an infinite-blocklength analysis
of the eMBB spectral efficiency with a finite-blocklength analysis of the URLLC
error probability. The work relies on the use of mismatched decoding and saddle-
point approximation.

The main objective of most of the mentioned papers in this section is to max-
imize the sum rate of the eMBB end users without necessarily considering each
individual eMBB end user. Nevertheless, one of the fundamental goals of 5G
and B5G is to afford a more uniform user experience than 4G systems in terms
of higher individual data rates for a larger number of eMBB end users [147].
This motivates the works in Paper 5 [148] and Paper 6 [149] to enhance the
data rate for each eMBB end user while still aiming to maximize the sum rate
of the eMBB end users. This is done by offering optimized schemes for reducing
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the eMBB data rate loss and enhancing the data rate of each eMBB end user. Be-
sides, the URLLC use case can be subcategorized into different groups or classes
in which each class can hold diverse latency and/or reliability. In other words,
each class can hold stricter/relaxer latency and/or reliability compared to other
classes. This is a missing concept in all the mentioned papers in this section and
thus motivates the work in Paper 6.



Chapter 4

Research Contributions

This chapter is structured into two major sections. The first section focuses on
the research design, encompassing the formulation of Research Questions (RQs).
These RQs and ROs are tailored to the thesis topic, addressing the gaps and
challenges highlighted in Chapter 3. The chosen research methodology is also
presented in this section. The second section highlights the thesis’s main contri-
butions, abstracting each paper’s content, describing their interconnections, and
demonstrating their relevance to the defined RQs.

4.1 Research Design

4.1.1 Motivation

Network slicing expedites multiple flexible logical networks on top of a shared
physical infrastructure that allows technical and business innovations. Network
slicing integrates physical infrastructure and logical networks into a program-
mable and open softwarized multi-service network environment. Each of these
logical networks needs to be defined clearly in terms of demanded resources
in each specific network domain. Then such allocated resources necessitate to
be controlled and managed dynamically via an external entity that monitors the
performance of the network. Besides, any negative operational impact on a slice,
that may lead to a state in which the slice does not operate as intended, must
not affect other slices’ operations. Furthermore, efficient resource allocation to a
particular slice or multiple slices is crucial in order to provide services that oper-
ate according to the SLA. Motivated by the mentioned aspects, several principles
are listed that shape the corresponding technical operations in network slicing,
which are the focus of this thesis. Hence, this work has been directed to:

• Network slice automation and programmability that enable on-demand
(partial/E2E) network slice configurations via open Application Program-

42
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ming Interfaces (APIs).
• Network slice isolation that assures performance and security guarantees

for slices.
• Network slice customization that guarantees efficient resource allocation

for coexisting of the eMBB and URLLC slices in order to fulfill their service
requirements.

4.1.2 Research Questions and Research Objectives

This thesis focuses on three main research domains: Network Slice Automation,
Network Slice Isolation, and Network Slice Customization. Thus, it is absolutely
important to classify the main research goals while studying and investigating
network slicing. Consequently, the following Research Questions (RQs) were
posed and answered by the work performed towards the Research Objectives
(ROs) in this thesis.

RQ1: How to study and implement network slices on a physical infrastructure?

RO1: Designing and launching solution is applied in the form of a (relatively
small-scale) research testbed equipped with open-source packages to operate as
VNFs, which construct different network slices. This is done by creating different
descriptors for VNFs, network services, and network slices employed by a service
orchestrator to provide lifecycle administration of network slices.

RQ2: How to provide security and performance isolation between eMBB and URLLC
network slices?

RO2: Data transmission encryption protocols are established to provide isol-
ation between network resources of the operational VNFs of network slices. This
mechanism grants inter-slice traffic flow separation, which results in isolation
in terms of security and performance. Security isolation eliminates the negative
impact of an intentional attack in one slice upon other slices. Performance isola-
tion ensures that the KPIs of service are fulfilled. This goal can be addressed by
specific VPN-based solutions that can achieve not only traffic isolation (security
isolation) but also high throughput for the eMBB slice and low latency for the
URLLC slice (performance isolation). Furthermore, optimal resource allocation
between diverse slice types can be accomplished by considering both QoS and
security requirements for multiple slice types.

RQ3: How to optimize the coexistence of eMBB and URLLC traffic on radio re-
sources?
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RO3: The NOMA method is employed that simultaneously serves multiple
eMBB and URLLC end users on the same frequency-time resources over short
TTIs, also known as mini-slots. NOMA utilizes distinct techniques, such as SIC,
which yields higher spectral efficiency and lower latency compared to the con-
ventional OMA. However, the main challenges of SIC are complexity and some-
times a high number of errors in signal detection. Consequently, to overcome
such difficulties, the puncturing technique is considered as the main alternative
for SIC in NOMA. The puncturing technique interprets any eMBB traffic over a
mini-slot overlapping URLLC traffic as eradicated or punctured traffic.

It is worth noting that the RQ1 and RO1 mainly consider implementing net-
work slicing in general, and they do not focus on any specific 5G use case. The
RQ2 and RO2 progress one step forward and concentrate on enforcing slice isol-
ation specifically for the eMBB and URLLC in the CN domain. Finally, RQ3 and
RO3 consider the coexistence of the eMBB and URLLC in the RAN domain. As
it can be observed, on the one hand, RQ1 and RQ2 are linked via implementing
network slices and also isolation between them, and on the other hand, RQ2 and
RQ3 are connected as they both focus on eMBB and URLLC use cases, RQ2 in
the CN domain and RQ3 on the RAN domain.

4.1.3 Research Methodology

Investigating network slicing principles for its implementation and modeling is
a research and development process and involves multiple steps. The research
methodology in this work comprises the following phases:

1. Literature review: The foundation of this study is laid through an extens-
ive literature review, which concentrates on existing research, theories, and
practices concerning the coexistence of eMBB and URLLC within the con-
text of 5G and B5G networks. This comprehensive exploration provides the
contextual framework necessary for devising novel solutions. This phase
is presented in the Chapters 2 and 3. Moreover, the first paper included
in this thesis, Paper 1, is the straight outcome of reviewing related works,
which is a systematic review corresponding to the RQ1.

2. Determining research questions: Specific open RQs are meticulously for-
mulated based on the literature’s insights as presented in Section 4.1.2.
These questions are designed to address the complexities of enabling eMBB
and URLLC coexistence through network slicing implementation and isol-
ation. Each question is carefully tailored to extract targeted knowledge,
setting the path for the subsequent phases. Each paper in this work an-
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swers partially or entirely a specific RQ.
3. Theoretical solution designs and analysis: The research methodology

then is shifted towards theoretical exploration, where innovative solutions
are conceptualized and their potential is analyzed. Theoretical models and
frameworks are developed to outline the sophistication of implementing
network slicing to enable eMBB and URLLC services while maintaining
isolation requirements. This phase supplies the theoretical groundwork for
subsequent practical endeavors.

4. Available open-source packages/software tools for solution creation:
Available software tools and suitable frameworks for crafting network sli-
cing solutions are assessed for their suitability and efficacy. Such tools
are required to materialize the theoretical designs effectively and must
be aligned with the eMBB and URLLC coexistence.

5. Modeling and Simulation/Simulation evaluation: Regarding the RQ3
that incorporates modeling approaches, we describe the desired properties
for the models. We apply methods from various mathematical disciplines,
among them probability and algebra. After designing the eligible model,
simulations in Matlab or Python are performed. These quantitative sim-
ulations enable the assessment of network behavior, resource utilization,
and QoS when eMBB and URLLC services share the same infrastructure
through network slicing. Paper 5 and Paper 6 are the outcomes of this
phase.

6. Practical approach and Implementation/Experimental evaluation: In
this case, Real-world experimentations are conducted to validate the the-
ory in a controlled environment (testbed) in order to complete simulation
findings. This phase concerns the deployment of actual network slicing
scenarios, closely emulating the conditions experienced in 5G and B5G
networks. Since RQ1, RQ2 involve practical implementation, we define
which specific platforms and software packages are required in order to
fulfill the objectives of the related RQs. In this phase, we set up, configure,
and program the network under the study. For instance, average know-
ledge of networking, virtualization techniques for launching the service
orchestrator and infrastructure manager, and some programming skills are
required in this phase. Paper 2, Paper 3, and Paper 4 are the result of this
phase.

7. Performing test scenarios and Measurements: We operate several tests
to capture and collect the required data regarding the practical approach
by launching and executing specific scenarios. Regarding the modeling
approach, by executing the simulation multiple times and including re-
quired randomness, we capture the required data to be evaluated in the
next phase.
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8. Final results and alignment with theory: First, the obtained results from
both simulation and experimental evaluations are meticulously analyzed
to determine their alignment with the theoretical predictions. Then, the
results are checked to see if they respond to the RQs outlined in the second
phase. Next, the results are analyzed in order to discard potential errors
in the practical and modeling methods. Finally, the results are assessed to
validate the network performance enhancement under the proposed al-
gorithms/techniques(for the modeling method) and the proposed imple-
mentation solutions (for the practical method). Such crucial steps establish
the efficacy of the proposed solutions in enabling eMBB and URLLC coex-
istence while ensuring network slicing isolation.

9. Improvement of Simulation and Experimental evaluations: The feed-
back from the initial simulation and experimental phases triggers iterat-
ive refinement. This involves further optimization of simulation paramet-
ers and enhancing experimental setups, ensuring accuracy and reliability
in subsequent evaluations. Therefore, both Simulation and Experimental
strategies are regularly improved to have final results that answer the RQs
well.

10. Conclusions: This phase leads to conclusive insights that address the defined
RQs. The findings collectively declare the conclusion of this study, reinfor-
cing the significance of network slicing in facilitating the coexistence of
eMBB and URLLC services within the dynamic landscape of B5G networks.

4.2 Contributions of the papers

This section presents the main contributions of the thesis with a relevant over-
view of each paper mapped to the RQs. This Ph.D. contributed to 7 publica-
tions in total. Table 4.1 presents a complete list of the 6 included publications in
the thesis and how they are mapped to the research methodologies used in this
thesis. The order in which the papers are presented is not necessarily chronolo-
gical but rather related to the research goals so that it is more straightforward to
follow the exposition in the thesis. Table 4.2 shows the contribution that is not
included in the thesis.

Figure 4.1 illustrates the interconnections between the papers and how they
are linked to the research questions. The contribution of each paper is stated in
the following.
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Table 4.1: Included Papers mapped to research methodologies presented
in 4.1.3.

hhhhhhhhhhhhhhhhContribution

Research methodology Systematic
Review

Practical approach
and Implementation

Modeling approach
and Simulation

Paper 1: Small-Scale 5G Testbeds for Net-
work Slicing Deployment: A Systematic
Review [103]

Ø - -

Paper 2: A Cloud-based SDN/NFV Test-
bed for End-to-End Network Slicing in
4G/5G [104]

- Ø -

Paper 3: Secure Service Implement-
ation with Slice Isolation and Wire-
Guard [116]

- Ø -

Paper 4: Orchestrating Isolated Network
Slices in 5G Networks [117] - Ø -

Paper 5: Slicing Scheduling for Support-
ing Critical Traffic in Beyond 5G [148] - - Ø

Paper 6: Beyond 5G Resource Sli-
cing with Mixed-Numerologies for Mis-
sion Critical URLLC and eMBB Coexist-
ence [149]

- - Ø

Table 4.2: Not included Paper mapped to research methodologies presented
in 4.1.3.

hhhhhhhhhhhhhhhhContribution

Research methodology Systematic
Review

Practical approach
and Implementation

Modeling approach
and Simulation

Paper 7: 5G Network Slice Isolation with
WireGuard and Open Source MANO: A
VPNaaS Proof-of-Concept [150]

- Ø -

Figure 4.1: Papers’ interconnections and their links to research questions presen-
ted in 4.1.2.
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4.2.1 Summary of the Results Contributing to the Thesis

Paper 1

A. Esmaeily, K. Kralevska, "Small-Scale 5G Testbeds for Network Slicing De-
ployment: A Systematic Review," Wireless Communications and Mobile Comput-
ing, 2021.

The main contribution of the paper is to provide a comprehensive overview
of the current state-of-the-art small-scale testbeds for network slice implementa-
tion. At first, this work provides a short overview of the network slicing enabling
technologies (SDN, NFV, Cloud computing, and MEC), the role of each involved
technology in the network slice lifecycle, the fundamental works that focus on
large-scale network slicing testbeds, and the lack of similar papers in the case of
small-scale testbeds for network slicing. The latter motivates the work in the pa-
per. This paper presents the major open-source software packages to implement
network slicing and map them to the ETSI NFV MANO framework. Additionally,
primary and secondary design criteria for deploying small-scale testbeds for net-
work slicing are defined. Next, the leading current state-of-the-art small-scale
testbeds for network slicing are presented. Subsequently, the predefined design
criteria are used as an assessment for them. Finally, common challenges while
deploying such testbeds are discussed.

Paper 2

A. Esmaeily, K. Kralevska, D. Gligoroski, "A Cloud-based SDN/NFV Testbed
for End-to-End Network Slicing in 4G/5G," 6th IEEE Conference on Network
Softwarization (NetSoft), 2020.

While Paper 1 investigates presenting and organizing small-scale testbeds
designed with open-source packages for network slicing deployment, Paper 2
further extends Paper 1 by presenting in detail the 5GIIK testbed. Paper 2 intro-
duces a novel testbed called the 5GIIK testbed for network slicing implementa-
tion. The testbed comprises several open-source software components. Specific-
ally, the testbed employs 1) the Software Radio Systems LTE (srsLTE) package
for deploying the RAN, 2) OpenAirInterface (OAI) for the CN implementation,
3) Open Source MANO (OSM) as the MANO entity, and 4) OpenStack as the VIM
in order to perform partial or E2E network slicing. The testbed also integrates
SDN-based controllers in its architecture in order to include machine learning-
based algorithms in the RAN (5G-EmPOWER controller) and to perform slicing
in the TN (M-CORD controller). Some of the main features in the 5G network,
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such as utilizing Multi-Radio Access Technologies (M-RATs) and multi-tenancy
support, are also addressed in the testbed architecture. The main contribution of
the 5GIIK testbed comprises slice provision dynamicity, real-time monitoring of
VNFs, and VNF instantiation on different VIMs. Such tasks are accomplished via
a hierarchical procedure of creating and onboarding descriptor files for VNF, NS,
and NSI levels. In this paper, the 5GIIK has been examined via an initial testing
scenario; however, its comprehensive architecture exposes various opportunities
for future contributions.

Paper 3

S. Kielland, A. Esmaeily, K. Kralevska, and D. Gligoroski, "Secure Service Im-
plementation with Slice Isolation and WireGuard," IEEE International Mediter-
ranean Conference on Communications and Networking (MeditCom), 2022.

This paper is the first outcome of the work in Paper 2 by utilizing the 5GIIK
testbed. It is essential to provide more efficient traffic isolation solutions than the
current proposals regarding latency and throughput for the emerging new use
cases. This motivates us to present an integration of Virtual Private Network-as-a-
Service (VPNaaS) with a service orchestrator component in this work. The frame-
work forms an overlay network that guarantees the confidentiality of data traffic
passing between several VNFs in CN slices deployed on a 5G non-standalone net-
work architecture. This is achieved by the integration of the OSM and WireGuard
as a relatively simple yet fast and efficient VPN technology that utilizes state-of-
the-art cryptography to instantiate OAI EPC VNFs. Specifically, Juju, as the VNFM
component of the OSM, interacts with so-called charm files. Charm files handle
all the essential procedures to manage the VNFs’ lifecycle, such as deployment,
configuration, and modification that form WireGuard-enabled VNFs. The per-
formance of the OSM-WireGuard integration in the 5GIIK testbed is examined
by measuring the throughput and latency, as interested KPIs, over different inter-
faces of the OAI EPC for the eMBB and URLLC use cases, respectively. The results
exhibit that the integrated OSM-WireGuard framework is a promising solution
for 1) providing performance and security isolations in slices with strict latency
and throughput requirements and 2) facilitating the configuration and key dis-
tribution.

Paper 4

A. Esmaeily and K. Kralevska, "Orchestrating Isolated Network Slices in 5G
Networks," under review in EURASIP Journal on Wireless Communications and
Networking, 2023.
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This paper is an extension of Paper 3. The work presented in Paper 3 provides
WireGuard over the OAI EPC VNFs as VPNaaS. Nevertheless, Paper 3 concen-
trates on delivering VPNaaS with only WireGuard solution on a non-standalone
open-source 5G solution. Hence, it is also necessary to have a comparison with
the other state-of-the-art VPN solutions in the 5G network in order to make an
explicit conclusion. This motivates the work in Paper 4. The experimental tasks
in this work are the second outcome of the 5GIIK testbed. The paper focuses on
delivering VPNaaS by utilizing WireGuard, IPSec, and OpenVPN solutions. The
integration of the VPN solutions with the OSM is referred to as XVPN-OSM ar-
chitecture. This paper defines specific descriptors for the VNF, NS, and NSI levels
according to each VPN solution. In addition, the work implements a cloud-native
5G standalone architecture by using free5GC open-source solution with all the
networking components running as CNFs on two separate Kubernetes clusters.
The employed approach involves an automated service instantiation that grants
end-to-end confidentiality of the traffic passing the CNFs. The OSM Northbound
Interface (OSM-NBI) and juju proxy charms easily manage the different VPN
solutions with API. The XVPN-OSM architecture provides 1) security isolation
that results in secure communication between the involved CNFs of NSs and
NSIs, and 2) performance isolation between eMBB with high throughput de-
mand and URLLC with low latency demand. Besides, this architecture demon-
strates the advantages/disadvantages of one VPN solution compared to the oth-
ers. The results verify that the integration of the WireGuard with OSM is still
promising, even for complex CNFs in 5G standalone architecture, which is miss-
ing in Paper 3.

Paper 5

A. Esmaeily, K. Kralevska, T. Mahmoodi, "Slicing Scheduling for Supporting
Critical Traffic in Beyond 5G," 19th IEEE Annual Consumer Communications &
Networking Conference (CCNC), 2022.

This paper studies the coexistence of eMBB and URLLC slices over 5G-NR.
Due to the distinct QoS requirements of the eMBB slices (with high throughput
requirements) and URLLC slices (with extremely high reliability and extremely
low latency demands), providing such slices on the same physical infrastructure
with a limited amount of resources is challenging. Besides, this process becomes
even more challenging when it comes to the RAN because of the stochastic nature
of the wireless channels. Hence an efficient scheduling strategy is required for
the coexistence of the eMBB and URLLC traffic over the 5G-NR. This paper em-
ploys the NOMA resource allocation and puncturing technique to formulate the
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achievable rate of the eMBB users by introducing the incoming URLLC traffic as
throughput loss of the eMBB users. This paper concentrates on improving the in-
dividual average date rate for each eMBB user while fulfilling the URLLC traffic
requirements. The paper solves the eMBB/URLLC resource allocation problem
by defining a puncturing rate threshold in an optimization algorithm. The pro-
posed optimization algorithm is analyzed via scenarios in which gNB operates
with single or multiple antennas toward the eMBB and URLLC users in down-
link transmission. The obtained results confirm the efficiency of the proposed
algorithm in the resource allocation problem for the coexistence of eMBB and
URLLC slices.

Paper 6

A. Esmaeily, H. V. K. Mendis, T. Mahmoodi, K. Kralevska, "Beyond 5G Re-
source Slicing with Mixed-Numerologies for Mission Critical URLLC and eMBB
Coexistence," IEEE Open Journal of the Communications Society, 2023.

This paper is an extension of the work included in Paper 5. While Paper 5
contribution concentrates on allocating radio resources efficiently for eMBB and
URLLC coexistence using the puncturing technique; it does not incorporate the
various numerologies of the 5G-NR, except for numerology zero. Employing dif-
ferent numerologies grants flexibility in radio resource allocation to different
users. Besides, there are remarkably few state-of-the-art studies that focus on
radio resource allocation via employing the puncturing technique over various
5G-NR numerologies. These are the motivations behind Paper 6. In addition,
Paper 6 reveals its uniqueness by categorizing the URLLC traffic into different
classes. In this case, each class represents a portion of the traffic generated by the
URLLC users belonging to a particular URLLC use case. In fact, there is no equi-
valent work that explores together the puncturing method and 5G-NR mixed-
numerology to fulfill distinct URLLC classes’ requirements (extra-low latency and
ultra-high reliability) on the one hand and to maximize the sum rate of the eMBB
users, on the other hand. In this way, apart from eMBB users, different URLLC
traffic classes can be prioritized as they belong to various URLLC use cases and
consequently hold different QoS requirements. The main objective of Paper 6
is to maximize the sum rate of the eMBB users while fulfilling the minimum
acceptable data rate of each eMBB user to provide fairness in allocating radio
resources. Concurrently, the resource allocation problem has to satisfy the extra
low latency and ultra-high reliability requirements of the URLLC users of differ-
ent URLLC traffic classes. The paper firstly divides the eMBB/URLLC resource
allocation problem into three sub-problems and secondly introduces an optimiz-
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ation algorithm to obtain efficient outcome. The simulation results demonstrate
the applicability and efficiency of the presented algorithm in solving the resource
allocation problem for the coexistence of eMBB and URLLC slices.





Chapter 5

Concluding Remarks

5.1 Conclusion

The 5G era and beyond networks involve supporting a rapidly increasing num-
ber of use cases and innovative smart services with a wide diversity among them
in terms of QoS requirements. Network slicing, which benefits from softwariza-
tion, virtualization, and cloudification of the underlying network infrastructure,
grants the capability to design and create such smart services in 5G and B5G. As
a result, network slicing will transform the perspective of the telecommunication
industry.

Firstly, this thesis focuses on practical approaches and modeling strategies for
creating network slices with performance and security isolation capabilities. The
results of two papers, Paper 1 and Paper 2, indicate the leading practical small-
scale solutions towards network slicing implementation and service automation.
Moreover, regarding isolation, most of the state-of-the-art works remain in the
concept stage. There are only a few works that follow modeling methods for
providing isolation between diverse network slices. To the best of our knowledge,
there is no significant contribution to pursuing practical solutions for providing
isolation between slices. Hence, there is a gap in the state-of-the-art to propose
feasible answers to the isolation problem in network slicing. Additionally, the
work in this research goes one step further to contribute to service automation
by involving slice isolation. We provide descriptors for network slice, network
service, and network function levels to practically create, monitor, manage, and
control each specific slice during the whole lifecycle of that slice. We also in-
clude isolation capability in the service provisioning process. The outcomes of
Paper 3 and Paper 4 confirm that the appropriate integration of a service or-
chestrator and a high-performance VPN solution can efficiently provide traffic
isolation between slices. Such isolation guarantees the confidentiality of traffic
crossing various VNFs/CNFs in a 5G network slice while satisfying the through-
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put and delay requirements for the eMBB and URLLC use cases, respectively.
It is worth mentioning that although Paper 2, Paper 3, and Paper 4 show

promising solutions in the 5G and B5G, small-scale testbeds for network slicing
implementation may encounter several scalability issues including:

• Limited resource capacity: Small-scale testbeds need more computing,
storage, and networking resources to emulate larger-scale network envir-
onments effectively.
• Inadequate traffic generation: Generating realistic traffic at a smaller

scale may not sufficiently reflect the complexities of traffic patterns in lar-
ger networks.
• Performance and management overheads: As testbeds expand, they may

encounter increased performance and management overheads, resulting
in delays and reduced efficiency.
• Interference: As the number of network slices increases, interference betw-

een them may become a concern, impacting the QoS requirements of each
of them.
• Scalability of MANO: Managing and orchestrating multiple network slices

can be complex, and small-scale testbeds may not fully address these chal-
lenges.
• Network component scalability: The scalability of individual network ele-

ments, such as VNFs/CNFs in a small-scale testbed, may not accurately
reflect real-world scenarios.
• Diversity in slice types: Scalability issues appear when supporting diverse

slice types with distinct QoS demands on the same infrastructure.
• Dynamic scalability: Network slicing should ideally support dynamic scal-

ing of resources based on user demand, which can be challenging in small-
scale testbeds due to limited resources.
• Security concerns: Expanding the scale can introduce security vulnerab-

ilities that may not be quite noticeable in small-scale environments.

Consequently, addressing these scalability challenges in small-scale testbeds is
essential to effectively validate network slicing solutions and qualify them for
large-scale real-world implementations.

Secondly, this thesis discusses, analyzes, and addresses the resource alloca-
tion problem for the eMBB and URLLC traffic types in the 5G-NR. By following
power-domain NOMA with a puncturing approach, Paper 5 formulates the coex-
istence of the eMBB and URLLC slices and proposes an algorithm to efficiently
solve the eMBB/URLLC resource allocation problem. In this paper, we evaluate
the performance under different network setups in order to prove the necessity
of applying our algorithm to the eMBB/URLLC resource allocation problem. As
a complementary work to the Paper 5, Paper 6 concentrates on the coexistence
problem of eMBB and URLLC use cases over different 5G-NR numerologies while
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applying the puncturing technique in the numerologies. Besides, by introducing
the URLLC traffic classes in Paper 6, we go one step forward to deliver a real-
istic landscape of a 5G network, on the one hand, with eMBB users, and on the
other hand, with URLLC users with different QoS requirements. Simulation res-
ults confirm the applicability and efficiency of our proposed resource allocation
method.

5.2 Future directions

In the contemporary landscape and even more so in the coming years, vertical in-
dustries are increasingly claiming their need for networks that can efficiently and
dynamically accommodate their specific use cases. The solution to this growing
demand lies in network slicing, which offers the flexibility required to cater to a
diverse collection of industry requirements. As the initial phases of 5G deploy-
ment have already been initiated in various regions worldwide, the significance
of network slicing, situated at the heart of both 5G and B5G networks, cannot
be overstated. Although the initial launching phase of 5G has already started in
some regions worldwide, network slicing, as an evolving technology in the cen-
ter of 5G and B5G networks, deserves more consideration from academia and
industry.

Since the trend of applying AI-based approaches is exponentially growing,
one possible and expected opportunity for future directions could be integrating
AI into network slicing. Some primary attempts have been started [151, 152],
yet AI-Network Slicing integration necessitates further attention. The applica-
tion of AI could potentially revolutionize the way network slices are managed,
optimized, and dynamically adjusted in response to varying demands.

Furthermore, as the horizon of network slicing extends into B5G networks,
routes for enhanced innovation emerge. The increase of IoT devices, the promise
of ubiquitous connectivity, and the overflow in data-intensive applications show
a landscape of possibilities. In this context, orchestrating complex network slices
to accommodate the demands of diverse industries and emerging technologies
becomes an exciting realm for future exploration. The potential of leveraging
network slicing for cross-domain collaboration and ensuring seamless integra-
tion of industries and services is a promising direction.

In summary, the future direction for this thesis stands as a compelling point
in which the convergence of network slicing, AI, and the ever-evolving landscape
of 5G and B5G networks offer productive grounds for exploration.
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Developing specialized cloud-based and open-source testbeds is a practical approach to investigate network slicing functionalities
in the fifth-generation (5G) mobile networks. This paper provides a comprehensive review of most of the existing cost-efficient and
small-scale testbeds that partially or fully deploy network slicing. First, we present relevant software packages for the three main
functional blocks of the ETSI NFV MANO framework and for emulating the access and core network domains. Second, we
define primary and secondary design criteria for deploying network slicing testbeds. These design criteria are later used for
comparison between the testbeds. Third, we present the state-of-the-art testbeds, including their design objectives, key
technologies, network slicing deployment, and experiments. Next, we evaluate the testbeds according to the defined design
criteria and present an in-depth summary table. This assessment concludes with the superiority of some of them over the rest
and the most dominant software packages satisfying the ETSI NFV MANO framework. Finally, challenges, potential solutions,
and future works of network slicing testbeds are discussed.

1. Introduction

The fifth-generation (5G) and beyond networks are expected
to provide various services compared to the 4G and previous
generations of networks. The Quality of Service (QoS)
requirements can be quite different in terms of low latency
(or even extralow latency), bandwidth, reliability, and avail-
ability. Remote surgery, autonomous driving, a massive
number of sensors communicating with the network, and
video streaming with extrahigh quality are just some of the
numerous 5G services. The main concern here is that the
physical infrastructure resources are limited and valuable,
especially when data traffic demands from different operators
increase. Therefore, efficient network sharing [1, 2] is consid-
ered as a conventional solution. Through network sharing,
multiple operators can share infrastructure resources accord-
ing to their agreed allocation plans. This approach can help
an operator to reduce a significant amount of Capital Expen-
diture (CAPEX) and Operational Expenditure (OPEX).

As an evolution of network sharing, network slicing
brings the flexibility and dynamicity of allocating the
required and appropriate amount of physical resources to
all service types mentioned above over the same physical
infrastructure simultaneously. In fact, network slicing lever-
ages the running of multiple logical networks on top of
physical infrastructure. Network Functions (NFs) [3] are
constructive operational components (physical networking
devices) such as routers, firewalls, and load balancers that
have specific functionalities in network infrastructure and
hold distinct exterior interfaces for establishing communica-
tion between each other. An End-to-End (E2E) network slice
[4] is a logical separated (isolated) network, created by
chaining NFs, which delivers a particular network service
according to QoS requirements via the underlying shared
infrastructure in the (Radio) Access Network ((R)AN),
Transport Network (TN), and Core Network (CN).

Network Function Virtualization (NFV), Software Defined
Networking (SDN), and Cloud computing are considered as
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the three enabling technologies for implementing network slic-
ing in 5G.

(i) NFV [3] is a network architecture framework where
NFs that traditionally used dedicated vendor-
specific hardware, so-called Physical NFs (PNFs),
are now implemented in software. There are two
leading solutions towards softwarized PNFs: (1) Vir-
tualized NFs (VNFs) deployed on virtual machines
and (2) Containerized NFs (CNFs) deployed on con-
tainers. These VNFs and CNFs, in turn, are then
implemented in data centers or on cloud environ-
ments that run on top of general-purpose (vendor-
neutral) hardware.

(ii) SDN [5] enables programmable and dynamic net-
work configuration by separating the Control Plane
(CP) and the Data Plane (DP), where a centralized
entity (controller) in the CP configures the forward-
ing devices in the DP.

(iii) Cloud computing [6] deploys remote network
resources in shared pools that can be administered
over the Internet. Cloud computing is based on
two principal orientations: (1) Cloud-based applica-
tions that point to relocating legacy applications,
which were established on end-users’ devices or on
the companies’ IT infrastructure, to cloud-based
servers in order to deliver the applications over
web browsers, and (2) Cloud-native applications,
which refer to those applications that are particularly
created and developed to employ the advantages of
the cloud environment such as constant develop-
ment, modularity, Application Programming Inter-
face (API) integration, and scalability.

As mentioned, one of the 5G objectives is to implement
ultralow latency services and to serve many devices with dif-
ferent amounts of computing resources. Multi-access Edge
Computing (MEC) [7] is an enhancement of cloud comput-
ing that reduces the latency in a mobile network by pushing
the processing and computing tasks to the edges of the net-
work (such as base stations) to be closer to the devices with
a limited amount of resources. This yields in facilitating the
operation of delay-sensitive applications in such devices.
These enabling technologies bring flexibility, programmabil-
ity, and efficiency, but at the cost of higher complexity in
operating and managing the 5G networks. The necessity for
the Management and Network Orchestration (MANO)
framework [8], which performs efficient resource manage-
ment and orchestration between all network elements in
the whole architecture, is undeniable.

Figure 1 illustrates a multi-layered architecture of net-
work slice provisioning in 5G.

(i) In the first layer, there is a shared infrastructure
layer, which includes heterogeneous hardware and
software resources (base station, compute, storage,
and networking) spanning over the RAN, TN, and
CN domains to host multiple NFs in the second

layer. In fact, these resources are sliced according
to various service requirements and then will be allo-
cated to different service types.

(ii) In the second layer, there are various NFs (PNFs,
VNFs, and CNFs) with certain capabilities, belong-
ing to different network domains. This layer encap-
sulates the essential configuration and managing
operations of the NFs to provide different service
types in the third layer.

(iii) In the third layer, according to service specifications,
particular PNFs, VNFs, and/or CNFs (from the sec-
ond layer) are chained in an explicit order with the
appropriate amount of resources (from the first
layer) to grant a distinctive service instance. The
uniqueness of a service instance in this layer has a
straightforward association with the business model,
which indicates the reason for creating such a service
that will be presented via a slice.

(iv) In the fourth layer, the launched service instances
from the previous layer constitute E2E network
slices. Hence, controlling and management policies
on each of the network slices can be achieved inde-
pendently via the NFV MANO framework.

(v) The NFV MANO framework is in charge of orches-
trating all of the mentioned layers. Basically, the
NFV MANO delivers all the monitoring, coordinat-
ing, controlling, and managing tasks of the available
physical and virtual resources in order to maintain
an efficient resource utilization between all types of
NFs (PNF, VNF, and CNF) in the whole architec-
ture. This results in producing network services that
meet the specific service requirements over distinc-
tive network slices.

Since the introduction of the network slicing concepts
and specification by the 3rd Generation Partnership Project
(3GPP) [9], network slicing has attracted a lot of attention
in the past years. Apart from the theoretical aspects of differ-
ent ways of achieving the 5G objectives, research communi-
ties in academia and industry have followed practical
approaches to examine different features of 5G and to evalu-
ate the network performance under various use cases. In this
regard, practical research works in the 5G area have devel-
oped prototype system implementations of individual parts
of the mobile network architecture, which are known as
research testbeds. Recently, even more complex network
architectures have been deployed on such testbeds that sup-
port network slicing. Research testbeds grant the possibility
to evaluate and enhance network performance. Besides, while
research testbeds keep the cost of network deployment low,
their functionalities, with a fair approximation, are compara-
ble to real networks. Such testbeds can usually be imple-
mented on standard PCs or servers with a not very high
amount of resources and without the need of purchasing spe-
cialized hardware and software. Moreover, the availability of
open-source software packages provides opportunities for
creating innovative solutions towards 5G [10].
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Deploying testbeds with network slicing capabilities is
a challenging and error-prone task as it involves develop-
ment of a network equipped with fundamental enabling
technologies and the ability of programming and configur-
ing the physical infrastructure. Depending on the specific
service requirements, the physical and virtual components
of a network slicing testbed must satisfy performance
requests such as the amount of hardware and software
resources (CPU, memory), reliability, and failure rates
(dependability analysis) [11]. Nevertheless, the complexity
of the testbed deployment process sometimes impacts the
utilization of open-source solutions and standard PCs.

Although some excellent surveys have been done on dif-
ferent aspects of network slicing such as [4, 12, 13], just a
few works focus on network slicing implementations, in par-
ticular, [14–17] elaborate collaborative 5G network slicing
research projects and the proposed large-scale testbeds as out-
comes of these projects. Reference [14] presents a broad study
of five main large-scale SDN testbeds by explaining their
design purposes, essential technologies, slicing capability,
and use cases. Reference [15] investigates the necessity of net-
work slicing for facilitating the implementation of Internet-of-
Things (IoT) intelligent applications and smart services.
Bonati et al. in [16] describe open source utilities, frameworks,
and hardware components that can be used to instantiate soft-
warized 5G networks. Barakabitze et al. [17] provide a com-
prehensive review of 5G networks, a tutorial of the 5G
network slicing technology enablers including SDN, NFV,
MEC, Cloud/Fog computing, network hypervisors, virtual
machines, and containers, as well as an overview of collabora-
tive large 5G network slicing implementations. Nonetheless,
there is a lack of a comprehensive survey that presents and
evaluates small-scale state-of-the-art 5G network slicing
implementations. Small-scale network slicing testbeds are
important for the research community in several aspects.
Small-scale testbeds require a lower deployment budget com-
pared to large-scale testbeds. Besides, small-scale testbeds,
with a compact softwarized version of the required entities,
are more effortless to deploy and launch than large-scale ones.
Further, due to such testbeds’ small scaling, they are more

manageable to troubleshoot, and resolving possible issues is
faster than large-scale testbeds with multiple involved entities.
Eventually, although the number the practical use cases that
can be investigated on small-scale testbeds is lower than
large-scale testbeds and real networks, small-scale testbeds
can afford similar analogous results to large-scale solutions.
The aforementioned aspects motivate the work in this paper.
We summarize our contributions as follows:

(i) We present the software packages and platforms that
fit in the ETSI NFV MANO framework functional
blocks for emulating RAN, CN domains, and MANO.

(ii) We define primary and secondary design criteria for
network slicing testbeds.

(iii) We provide a detailed study of small-scale state-of-
the-art testbeds for deploying network slicing. These
testbeds are relatively easy to deploy and usually
without requiring a huge financial investment, thus,
suitable for university labs.

(iv) We further evaluate the testbeds according to the
defined primary and secondary design criteria.

(v) We highlight the typical challenges while deploying
such testbeds, and present possible solutions and
directions for future work.

The rest of the paper is organized as follows. Section 2
explains the research methodology for this paper. Section 3,
firstly, presents the ETSI NFVMANO framework along with
possible open-source software solutions for each specific
block in this framework, and secondly, outlines the desired
criteria for designing network slicing testbeds in 5G. In
Section 4, small-scale and cost-efficient state-of-the-art
network slicing testbeds are detailed with their specific fea-
tures. In Section 5, first, we compare the testbeds presented
in the previous section, and then, we explain some of the
main challenges while deploying such testbeds. Section 6
concludes the paper. Table 1 presents a list of the acronyms
used in this paper.

NSL1

NS1

PNF1 CNF1 CNF2 VNF1 VNF2

NS2 NS3 NS4

NSL2
Network slice layer

Network service layer

Network function layer

Shared infrastructure
layer with physical and
virtual (compute,
storage, networking)
resources

M
anagem

ent and netw
ork orchestration

(M
A

N
O

)

Figure 1: Multi-layered architecture of network slice provisioning in 5G via the composition of VNFs, CNF, and/or PNFs into network
services to form network slices.
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2. Research Methodology

Network slicing has become a very hot topic both in acade-
mia and industry. This trend has resulted in research on var-
ious aspects of network slicing in 5G and a fast-growing
number of publications. It is evident that only a portion of
these publications introduces implementation solutions for
network slicing, i.e., network slicing testbeds. In order to

review such publications, we followed a research methodol-
ogy and defined the procedure to search for related publica-
tions, the inclusion and exclusion criteria, and finally, the
data collection method to extract pertinent publications.
Inclusion and exclusion criteria are used to filter out nonrel-
evant collected papers. There is also an extra step for quality
assessment regarding those publications that pass the inclu-
sion criteria in the final systematization.

Table 1: List of the used acronyms in this paper.

Abb. Definition Abb. Definition Abb. Definition

5G Fifth generation 4G Forth generation 3GPP 3rd Generation Partnership Project

AI Artificial Intelligence AMF
Access and Mobility
Management function

API Application Programming Interface

BBU Baseband Unit CAI Connected AI CN Core Network

CNF Containerized NF CP Control Plane CAPEX Capital Expenditure

C-RAN Cloud-RAN DC Data Center DCAE Data Collection Analytics & Events

DP Data Plane DSAF
Dynamic Slice Allocation

Framework
E2E End-to-End

eMBB
enhanced Mobile

Broadband
EPC Evolved Packet Core ETSI

European Telecommunications Standards
Institute

FCFSFA
First Come First Serve

First Available
GUI Graphical UI HP LCVNF High Priority LCVNF

IaaS
Infrastructure-as-a-

Service
IIoT Industrial IoT IMS IP Multimedia System

IoT Internet-of-Things KPI Key Performance Indicator KQI Key Quality Indicators

L2TP
Layer-2 Tunneling

Protocol
LCVNF Latency Critical VNF LP LCVNF Low Piority LCVNF

LTE Long-Term Evolution
LT
VNF

Latency Tolerant VNF MAC Medium Access Control

MANO
Management and

Network Orchestration
M-

CORD
Mobile-Central Office

Rearchitected as Datacenter
MEC Multiaccess Edge Computing

ML Machine Learning MME Mobility Management Entity MTC Machine Type Communication

NAS
Network Attached

Storage
NBI Northbound Interface NF Network Function

NR New Radio NFV
Network Function
Virtualization

NFVI NFV Infrastructure

NFVO NFV Orchestrator NIM
Network Infrastructure

Manager
NSO Network Service Orchestrator

OAI OpenAirInterface ODL OpenDayLight ODTN Open and Disaggregated Transport Network

OMEC
Open Mobile Evolved

Core
ONAP

Open Networking
Automation Platform

ONOS Open Network Operating System

OPEX Operational Expenditure OSM Open Source MANO OTG OAI Traffic Generator

OvS Open virtualSwitch PaaS Platform-as-a-Service PNF Physical NF

QoE Quality of Experience QoS Quality of Service RAN Radio Access Network

RAT
Radio Access
Technology

RLC Radio Link Control RO Resource Orchestrator

RRC Radio Resource Control RRH Remote Radio Head RRM Radio Resource Management

SA Service Assurance SaaS Software-as-a-Service SBI Southbound Interface

SDN
Software Defined

Networking
SD-
RAN

Software Defined RAN SEMIoTICS
Smart End-to-end Massive IoT

Interoperability, Connectivity, and Security

SLA Service Level Agreement SlaaS Slice-as-a-Service SRS LTE Software Radio Systems LTE

TN Transport Network UE User Equipment UI User Interface

VDU Virtual Deployment Unit VES Virtual Event Streaming VIM Virtualized Infrastructure Manager

VNF Virtualized NF VNFFG VNF Forwarding Graph VNFM VNF Manager
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In the first step, we identified the databases for searching
for potential relevant publications such as (1) ACM Digital
Library, (2) IEEE Xplore, (3) Springer Link, (4) ScienceDir-
ect, and (5) arXiv. Next, we started our searching process
with relevant keywords to narrow down the selection area
of the scientific publications into the network slicing field
and, in particular, the deployment of network slicing. We
employed some keywords such as <5G testbed>, <network
slicing testbed>, <network slicing platform>, and < network
slicing framework>.

In the second step, we defined the inclusion criteria, for
the publications resulted from the first step, as follows:

(i) Does the publication present a solution for network
slicing deployment?

(ii) How is the solution provided? Which software and
hardware components are used?

(iii) Is the presented testbed cost-efficient in terms of
equipment and also human resources needed for
the tested deployment?

We also defined the exclusion criteria as:

(i) A publication that introduces a large-scale testbed for
network slicing, which is not possible to be imple-
mented with a small budget.

(ii) A testbed, which is a result of national or interna-
tional research projects, and those projects have been
finished or are no longer active.

In the third step, the publications that meet the inclusion
criteria are assessed for their quality. Following questions are
applied for quality assessment:

(i) Can the presented testbed be used to investigate dif-
ferent typical use cases in the 5G network slicing, or
is the solution just an initial implementation of net-
work slicing with limited capacity for providing few
realistic scenarios?

(ii) Does the publication include comprehensive infor-
mation for the testbed architecture and deployment?
Are there any extra and complementary sources
included in the publication, that could help other
researchers to deploy a similar testbed or a possible
future extension?

In the end, we categorize the testbeds following the pri-
mary and secondary criteria defined in Section 3.

3. ETSI NFV MANO Framework and Design
Criteria for Network Slicing Testbeds

3.1. ETSI NFVMANO Framework and Different Open-Source
Software Solutions. ETSI introduces the NFV MANO
architecture [8], which is comprised of three main functional
blocks. Figure 2 illustrates these blocks with the reference
points that connect them. This figure also summarizes some
of the preeminent software solutions for each specific block.
We focus on combining these solutions into the presented
testbeds in Section 4 instead of explaining each one of these
software modules individually.

(i) Virtualized Infrastructure Manager (VIM) performs
controlling mechanisms for the NFV Infrastruc-
ture (NFVI) resources within an infrastructure
provider. VIM is also responsible for receiving
fault measurement and performance information

Main NFV reference points
Execution reference points
Other reference points

OSS/BSS OS-Ma

EM 1 EM 2 EM 3

VNF 1 VNF 2 VNF 3

NFV Management
and orchestration

NFVI

NFV
Orchestrator

VNF
Manager (s)

Vi-Vnfm Or-Vi

Nf-Vi

Ve-Vnfm

VIM (s)VIM (s)

Figure 2: Different open-source software solutions mapped to the ETSI NFV MANO framework [8].
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of NFVI resources. Consequently, VIM can supervise
NFVI resources allocation to the available VNFs.
OpenStack [18] and OpenVIM [19] (for VNFs) and
Kubernetes [20] (for CNFs) are possible solutions
for the VIM section.

(ii) VNF Manager (VNFM) conducts one or several
VNFs and does the lifecycle management of VNFs.
VNF lifecycle management involves establishing/-
configuring, preserving, and terminating VNFs.

(iii) NFV Orchestrator (NFVO) implements resource and
service orchestration in the network. NFVO is split
up into Resource Orchestrator (RO) and Network
Service Orchestrator (NSO). First, RO collects the
current information regarding possible physical
and virtual resources of NFVI through the VIM. Sec-
ond, NSO applies a complete lifecycle management
of multiple network services. In this way, NFVO
keeps updating the information about the available
VNFs running on top of NFVI. As a result, NFVO
can initiate multiple network services. As part of
the lifecycle management, NFVO can also terminate
a network service whenever no longer a service
request is received for that specific service. In several
solutions, NFVO and VNFM are integrated into the
MANO section. Open Source MANO (OSM) [21],
Open Networking Automation Platform (ONAP)
[22], OpenBaton [23], Cloudify [24], SONATA
[25], and Katana Slice Manager [26] are considered
as the leading integrated solutions for the MANO
section. Note that OSM can also perform manage-
ment and orchestration tasks on PNFs.

Regarding VNFs/CNFs, several open-source software
solutions can emulate RAN and CN domains:

(i) RAN domain is emulated with Software Radio Sys-
tems LTE (srsLTE) [27], OpenAirInterface (OAI)
[10, 28], or O-RAN in its Bronze release [29, 30]

(ii) CN domain is realized with OAI, Open5GS (previ-
ously known as NextEPC) [31], Open Mobile Evolved
Core (OMEC) [32], or free5GC [33]

Then, via chaining these VNFs/CNFs in the RAN and
CN by the NFVO, distinguished service instances, so-called
network slice subinstances, are formed. Some solutions for
the TN domain, such as Open and Disaggregated Transport
Network (ODTN) [34], utilize disaggregated optical equip-
ment and open-source software to create a TN slice subin-
stance. An E2E network slice instance is created by pairing
the definite RAN and CN slice subinstances via the TN slice
subinstance [35].

3.2. Design Criteria for Network Slicing Testbeds. Multiple
features should be taken into consideration when designing
a comprehensive testbed of 5G and beyond networks. We
identify the key design criteria for creating a 5G testbed that
can emulate a real network’s major features and allow us to

develop and test new algorithms. They are divided into two
groups.

3.2.1. Primary Criteria. These attributes are fundamental for
creating a network slicing testbed.

(i) Support of the main enabling technologies. The pro-
posed testbed should be based on SDN, NFV, and
cloud computing. Therefore, flexibility and dynami-
city in the network are granted. SDN and NFV are
complementary, hence, combined with cloud com-
puting pave the way for the paradigms Software-as-
a-Service (SaaS), Platform-as-a-Service (Paas), and
Infrastructure-as-a-Service (IaaS) [3].

(ii) MANO equipped with dynamic monitoring capability.
The testbed should support management, orchestra-
tion, programmability, and dynamic monitoring of
different network functions, network services, and
network slices. Therefore, the role of the MANO
entity is essential that is the result of SDN/NFV utili-
zation in the network architecture [36].

(iii) Multi-network domain with partial slicing support.A
5G testbed needs to provide connectivity across all
network domains (air interface, (R)AN, TN, and
CN) in order to show a practical ability that emu-
lates the main functionalities of the 5G network.
Multi-network domain support allows achieving
E2E network slicing; however, it is worth noting
that network slicing is a capability that can be
implemented partially, and testbeds can deploy
slicing only in one specific network domain.

(iv) Multi-tenancy support. 5G network is expected first
to enable the coexistence of multiple tenants that
demand the same network functionalities, and second
to administrate the cooperation and interaction
between them. This capability represents the so-
called multi-tenancy environment, which means that
a single instance of the software and its supporting
infrastructure serves multiple tenants. Multi-tenancy
is one of the main aspects of the 5G networks and
should be supported in the testbed implementation.

3.2.2. Secondary Criteria. These attributes add extra features
to a network slicing testbed apart from those in the primary
group. Testbeds with these extra features broaden the
research scope in the network slicing field.

(i) Multi-radio access technologies support. Different
Radio Access Technologies (RATs) such as Long-
Term Evolution (LTE), WiFi, and 5G New Radio
(5G NR) should be deployed on the same platform
[37]. Furthermore, Cloud-RAN (C-RAN), as a cloud
computing-based architecture, brings cloudification
benefits into the RAN domain. C-RAN consists of
a cloud-Baseband Unit (BBU) pool and several
Remote Radio Heads (RRHs). Since the 5G-RAN
domain integrates the mentioned RATs with the
corresponding frequency bands and provides them
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via the cloud, a solid platform should implement
these capabilities.

(ii) End-to-End network slicing. The slicing capability
should be expanded upon all network domains. An
E2E network slice consists of several network slice
subnet instances, each belonging to a particular net-
work domain. Therefore, all network slice subnet
instances should be provided and chained together
to form an E2E network slice.

(iii) Cross-location support. One possible solution for
experimenting with more realistic scenarios is deploy-
ing testbeds located in two geographical areas. In this
case, RAN and CN domains are implemented and
launched on two geographically separated infrastruc-
tures, and a backbone TN interconnects them. The
cross-location capability becomes even more essential
when evaluating network performance for providing
delay-sensitive services in the 5G network. In real-
world use cases, the RAN and CN domains are not
necessarily located in the same geographical location,
and, as mentioned, MEC is the technology answer to
expedite the communication between the RAN and
CN domains. Hence, cross-location testbeds facilitate
measuring service delay and proposing possible solu-
tions for those services that require low latency.

(iv) Machine Learning(ML)-enabled. 5G testbeds equipped
with ML toolkits enable users to design, verify, and
operate machine learning models via a supervised
user interface. One possible outcome of using ML
techniques in network slicing is to predict wireless
channel behavior in the RAN domain. As a result,
the available radio resources can be scheduled in an
optimized way to maximize the resource usage per
end-user or slice in the next transmissions.

(v) Open-source. Providing open-source 5G platforms
with well-defined interfaces is considered as a huge
advantage in deploying 5G testbeds because an
open-source testbed can be deployed by other
researchers to help foster research and innovation.
It helps to reduce the hassle of setting up a working
mobile network that on itself is a complicated and
error-prone process

These design criteria explained above and outlined in
Figure 3 are later used as an assessment for the state-of-the-
art testbeds.

4. An Overview of the State-of-the-Art Network
Slicing Testbeds

We describe most of the state-of-the-art testbeds designed for
implementing network slicing. We exclude large-scale test-
beds that are costly in terms of equipment and human
resources as some of them are already explained in [16, 17].

4.1. 5G4IoT [38, 39]. This testbed (Figure 4) deploys OAI in
containers to virtualize both Evolved Packet Core (EPC)

and eNB. For scalability purposes, the testbed has been
implemented in several containers. The testbed is created
on a cloud infrastructure based on OpenStack, which is
located at Oslo Metropolitan University. There are also a
cisco switch and a cisco router in this testbed, separated into
two VLANs, which establish the connection between EPC
and eNB in two ways. The first method uses SDN Calico
(https://projectcalico.org) for layer-3 packet exchange, which
provides scalability and dynamic security on the cloud infra-
structure for layer-3 routing for IoT. The second approach is
Layer-2 Tunneling Protocol (L2TP) to encapsulate the traffic
for those IoT applications that need a lower security level.
The latter approach is granted by Open virtualSwitch (OvS)
without using IPSec. In the testbed, OpenStack Heat tem-
plates, as an underlay networking policy, are used to integrate
OAI EPC in the OpenStack Neutron. These templates man-
age cloud-based applications in a stack of containers, and
various services via network slices can be created. The testbed
is evaluated by producing two isolated network slices for
eHealth and light Internet on the same infrastructure.

4.2. 5G Test Network (5GTN) [40]. In this testbed (Figure 5),
located at Oulu University, the RAN operates on licensed
LTE and 5G bands. The CN comprises EPC and IP Multime-
dia System (IMS). The CN components are implemented on
cloud infrastructure, OpenStack and VMWare. The testbed is
aimed at serving different use cases; thus, it includes MEC in
the edge to provide low latency services. However, there is no
RAN slicing, so only CN slicing is currently implemented.
The testbed includes multiple CN domains, which result in
sharing radio resources for different services. In this case,
each base station in the RAN utilizes a single gateway to
access a slice. The authors showcased two slices, slice A and
slice B, provided in the CN domain. Slice A from the EPC
domain (deployed on OpenStack and orchestrated by Cloud-
Band which is the Nokia platform for NFV orchestration)
provides enhanced Mobile Broadband (eMBB) services for
IoT and content delivery applications, and slice B in the
IMS domain (deployed on VMWare and orchestrated by
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Figure 3: Design criteria for network slicing testbeds.
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OSM) provides critical communication and Voice over LTE
services. By changing the Access Point Name between EPC
(deployed on OpenStack) and IMS (deployed on VMWare),
User Equipment (UE) switching between the two slices is
possible. The testbed has been examined for CPU utilization,
throughput, and delay for the two specific slices.

4.3. 5G Tactile Internet Platform [41]. This testbed (Figure 6)
follows the Smart End-to-end Massive IoT Interoperability,
Connectivity, and Security (SEMIoTICS) [42] architecture
to create a 5G platform based on SDN, NFV, and MEC.
The principal objective of SEMIoTICS is to build a frame-
work to provide secure and reliable E2E services with submil-
lisecond latency in actuation operations for IoT/Industrial
IoT (IIoT) applications. The SEMIoTICS architecture con-
sists of 3 layers: Backend/Cloud, Networking, and Field
layers. The Backend layer is a cloud-based OpenStack plat-
form. It creates several VMs and performs their lifecycle
management. The services are provided in several containers
and managed by OpenStack Tacker. Currently, there are two
deployed VNFs: one for smart monitoring and one for actu-
ating. The Networking layer manages the virtual domain on
the testbed and creates tenants to chain VNFs by utilizing

the SDN controller Neutron. The communication between
separated tenants and also with external networks takes place
by performing layer 3 routing. The Field layer is responsible
for establishing a connection between smart sensors and
actuators with the upper layers. This process is done by
exchanging messages through IoT/IIoT gateways in the Field
layer and virtual SDN switches in the Networking layer. The
testbed performance has been assessed for performing E2E
slicing and dynamically sharing the available bandwidth
between the two VNFs.

4.4. Mosaic5G [43]. Mosaic5G platform (Figure 7) brings
flexibility and scalability to service provision. The testbed
architecture consists of five software modules along with
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hardware components: OAI, FlexRAN, LL-MEC, Store, and
JOX. OAI emulates both the RAN and the CN domains of
LTE networks. FlexRAN [44] is an open-source Software
Defined RAN (SD-RAN) entity. FlexRAN delivers one of
these two tasks, deployment of controlling mechanisms for
several base stations in a centralized way or performing dis-
tributed controlling policies. These two actions are done as
reconfigurable control functionalities in the RAN domain.
LL-MEC separates the control plane and data plane traffic
at the edge and the CN domain. In this way, the MEC func-
tionality is achieved. Basically, FlexRAN and LL-MEC per-
form SDN functionality in the RAN, and in the edge and
core domains, respectively. Store includes a set of modules,
monitoring, and control applications for developing network
applications for a specific use case. JOX plays the role of
orchestration in the network to provide several E2E network
slices according to NFV MANO platform. Therefore, net-
work slices can be deployed and then optimized based on
various service specifications. The Mosaic5G platform has
been used for a few use cases such as critical e-Health, V2X
communication for intelligent transportation systems, and
multi-service management/orchestration for smart cities.

4.5. Orion [45, 46]. The proposed architecture of the Orion
testbed (Figure 8) enables dynamic RAN slicing. Orion pro-
vides the sharing of RAN resources in addition to applying
isolation between slices, and so, operation in one slice cannot
degrade the performance of another slice. This is achieved by
having an independent control plane in the RAN domain for
each slice. As a result, Orion offers the opportunity to deploy
different service characteristics in the RAN domain, and it is
a concrete step towards realizing RAN-as-a-Service. The
testbed consists of two main components: Base Station Hyper-
visor and virtual control plane. The Base Station Hypervisor
performs slice isolation in the RAN domain, while the Hyper-
visor capability prepares an abstraction layer of available radio
resources to the slices in the RAN. In this way, service pro-

viders build virtual base stations on top of the Hypervisor in
order to create their RAN slices. A separated virtual control
plane for each slice interconnects to the Hypervisor to
exchange the required signaling messages. This independent
deployment enables slice isolation in the RAN domain. Fur-
thermore, the Orion architecture enables a virtual control
plane of a slice to connect to multiple base stations via their
Hypervisor layer. Several case studies regarding Orion’s per-
formance evaluation have been done, such as testing slice iso-
lation and possibilities for E2E- and multi-service provisions.

4.6. 5G Testbed for Network Slicing Evaluation [47]. This
testbed (Figure 9) utilizes OAI for both RAN and CN
domains. There are two CNs which share radio resources of
a single eNB in the RAN. OAI RAN consists of OAISIM that
allows simulation of UE and eNB. OAISIM acts like a real
RAN domain and simulates the LTE protocol stack. A UE
with a Network Slice Selection Assistance Information
(NSSAI) capability has been implemented in the testbed.
Deploying two CNs in containers provides CN slice isolation.
In both CNs, the Access and Mobility Management Function
(AMF), which is one of the entities in 5G architecture, has
been integrated with the Mobility Management Entity
(MME) of the LTE platform. The eNB in the RAN selects a
CN according to the NSSAI information, which is provided
via the S1-AP interface between the eNB and each CN. The
testbed has been appraised for connection establishment for
both normal LTE UEs and UEs with an implemented NSSAI
capability. In the case of normal LTE UE, it includes required
encoding messages during the attach process to the network.
In the case of the modified UEs, NSSAI is implemented as an
optional field in them. The related CN decodes this NSSAI
via the S1-AP interface provided by the eNB in the attach
process to the network.

4.7. POSENS [48, 49]. POSENS platform (Figure 10) provides
efficient resource utilization for creating independent and
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customizable E2E slices. Different NFs in the network layer
are chained by MANO to create network slices. Then, the
slices for different tenants need to be multiplexed/demulti-
plexed over shared resources. This procedure requires
enabling the capability of multiple CN connections to a single
RAN domain and the possibility for a UE to benefit from
more than one slice simultaneously. In POSENS, the possibil-
ity of implementing RAN slicing is discussed via three
options: (1) slice-aware shared RAN (slicing protocol stack
down to Radio Resource Control (RRC)), where the whole
radio domain is shared but CNs are distinguished by the spe-

cific services they provide. and a UE can utilize different slices
provided by the CNs; (2) slice-specific radio bearer (slicing
protocol stack down to Radio Link Control (RLC)), where
only cell-specific functionality is shared; and (3) slice-
specific RAN (slicing protocol stack down to Medium Access
Control (MAC)), which apart from the air interface, slices of
different tenants are isolated in other protocol stack layers.
The latter case needs specific synchronization policies among
slices to be deployed efficiently. Each option holds its own
level of performance and implementation complexity and
POSENS implements the first option for RAN slicing in its
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first release. For CN, POSENS utilizes OAI CN with no
modifications. In the case of MANO, the testbed provides
per-slice management, and an orchestration mechanism
deployed in customized version of OSM. The testbed has
been evaluated in terms of independency between slices,
throughput, and independent service function chaining.

4.8. UPC University Testbed [50]. UPC platform (Figure 11)
implements RAN slicing via RESTful API automatically.
The testbed applies the slice-aware policy in Radio Resource
Management (RRM) functionalities for admission control
and scheduling processes. 5G-EmPOWER [51], acting as a
SD-RAN, allows RAN slicing management, and it also shares
the available radio resources among the created RAN slices
according to RRM descriptors. The interconnection between
5G-EmPOWER and eNB in the RAN is provided via an
EmPOWER Agent for performing management policies in
the data plane. The testbed utilizes OAI or Next EPC for
the CN domain. The srsLTE emulates LTE eNB. The
EmPOWER Agent, in turn, splits up into two sections: (1)
Agent, which includes protocol parser for EmPOWER
exchangedmessages andmanager entities for differentmessage
types. Themessage type is changed depending on the requested
message originated from either the 5G-EMPOWER or the
Agent, and activation/deactivation of a specific capability on
the Agent side; (2) Wrapper, which converts EmPOWER
messages to LTE protocol stack information. Several practical
scenarios have been carried out for implementing RRM func-
tionalities for admission control, scalability of the network,
isolation among the existent slices.

4.9. Mobile-Central Office Rearchitected as Datacenter-
(M-CORD-) Based 5G Framework [52, 53]. This work
focuses mainly on OAI integration with theM-CORD frame-
work (Figure 12) and different implementation procedures to
deploy LTE network on top of M-CORD. The testbed in [53]
extends the previous work further by deploying two CN
instances connecting to the C-RAN architecture via the TN
in order to slice and manage the TN domain. Notably, differ-
ent phases of a slice lifecycle from provisioning, allocating a
slice to a UE, and managing the slice are provided by this
framework. Several entities are integrated into M-CORD
which emulate a complete network. XOS performs service
orchestration while OpenStack provides the infrastructure
for deploying the services via chaining VNFs. Open Network
Operating System (ONOS) [54] acts as an SDN controller
and separates CP and DP functionalities. Available resources
are modified and configured/reconfigured via Graphical User
Interface (GUI). TN slicing is performed by running slicing
policy via ONOS SDN to establish a connection flow between
CN and RAN domains. In fact, ONOS inquires the Open-
Stack via REST API to receive the necessary information
regarding the underlying platform to create TN slice between
the CN and RAN domains. ONOS performs management
mechanisms on TN slices via its Southbound Interface (SBI).

4.10. Dynamic Network Slicing for 5G IoT and eMBB Services
[55]. This testbed (Figure 13) demonstrates sharing of the
same RAN resources among eMBB and IoT services. A

Northbound SDN application is designed in this testbed to
create isolated RAN slices for IoT and eMBB devices accord-
ing to their service requirements. IoT devices connect to the
C-RAN via a gateway. The real-time slicing decision in C-
RAN is performed by an SDN controller (FlexRAN) that
connects via its Northbound Interface (NBI) to a Slicing
app entity, which includes IoT and eMBB modules. With
the help of the scheduling process conducted by the SDN
controller, the slicing app determines the number of allocated
radio resources to each specific slice. In the testbed architec-
ture, the LTE scheduling mechanism is operated by the SDN
controller, where CP of the MAC layer is administered as a
Northbound SDN application on the cloud. An agent module
is responsible for connection establishment between the slic-
ing scheduler entity in DP and the SDN controller in CP via
the SBI. Other actions, such as admission control decision,
duration of allocating radio resources to a slice, are also per-
formed by the SDN controller and the slicing app. The
testbed has been evaluated in some scenarios, such as mea-
suring average downlink throughput in IoT and eMBB slices.

4.11. Transformable Resources Slicing Testbed for Deployment
of Multiple VIMs [56]. This testbed (Figure 14) concentrates
on providing Slice-as-a-Service (SlaaS) considering Data
Centers (DCs). In this case, a slice is composed of a combina-
tion of DC slices (compute and storage resources) attached
by Network slices (networking resources) operating on their
own VIMs and Network Infrastructure Managers (NIMs),
respectively. This work is considered as a supplement for
Clayman’s model [57]. Clayman’s model consists of three
layers: (1) orchestration layer, which manages the slice life-
cycle, optimizes resource allocation, and coordinates DC
slices and Network slices of a particular slice; (2) DC slice
and Network slice controllers layer; former creates DC slices
and deploys upon request VIM and later creates Network
slices between DC slices and deploys upon request NIM;
(3) infrastructure layer, which includes all physical resources.

As an extension to the Clayman’s model, here, slices are
created via so-called transformable resources, which are
interpreted as physically isolated (bare metal) or virtually
shared resources. The VIMs are responsible for controlling
and managing the number of allocated resources to each
slice. The testbed utilizes the DC slice controller to deploy
VIMs according to general templates for each slice dynami-
cally. As a result, selecting a specific VIM converts to be a
choice for a tenant and not a monopolized feature assigned
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Figure 12: M-CORD framework schematic architecture [52].
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by the network provider anymore, and it can be set based on
the service specification. Hence, each tenant can now operate
its own VIM. The testbed comprises a server running as the
DC slice controller and four nodes with the same hardware
configuration and equipped with an Arduino to trigger on/off
action for each node and inspect each node’s status. The
testbed offers an evaluation scenario to determine the
required time (loading, booting, configuration, and service
startup times) to establish different infrastructures (VLSP,
Kubernetes, and OpenStack).

4.12. Dynamic Slice Allocation Framework (DSAF) [58]. This
testbed (Figure 15) is a practical implementation to evaluate
the DSAF paradigm. Basically, DSAF is an efficient resource
usage model for dynamic and real-time slice (de)allocation
in the CN domain, which is based on minimum CPU utiliza-
tion and finding links with the lowest delay. DSAF considers
allocation policies for slice requests. DSAF also brings isola-
tion between chained NFs of a slice. It is composed of five
entities: (1) Orchestrator, which manages slice (de)allocation
mechanism and all of the framework elements; (2) Optimiza-
tion module, which monitors the available CPU and link
delays while receiving slice requests; (3) database, which
maintains slice request information, slice allocation policies,
and the available resources; (4) Optimization Agent, which
acts as a mediator entity between the Orchestrator and the
Optimization module to exchange information regarding
slice allocation approaches; and (5) Hypervisor Agent, which
interacts with the Orchestrator by presenting slice state infor-
mation and performs slice (de)allocation. DSAF performance
has been compared with First Come First Serve First Avail-
able (FCFSFA) method for different number of VNFs of a
slice hosted by a Hypervisor. In these scenarios, the total
number of slice requests allocated in DSAF is greater or equal
than the FCFSFA scheme.

4.13. SliceNet Platform [59]. This testbed (Figure 16) pro-
poses a QoS-aware network slicing for multiple services with

distinct QoS requirements. The testbed focuses on studying
use cases for providing critical services with various reliability
requirements. It introduces a novel SliceNet platform strat-
egy to provide eHealth services via 5G network slicing. Slice-
Net offers a realistic network slicing with guaranteed QoS
requirements by QoS-programmable policies in the data
plane. This is done by implementing traffic engineering func-
tions in both hardware and software levels. Moreover, Slice-
Net presents a plug and play control layer to let users
demand customizable network slices in the network. SliceNet
suggests E2E network slicing in both single and multi-
domain providers. It also contributes to a cognitive network
slice management functionality to enhance the QoS require-
ment for the services granted by the network slices. In addi-
tion to that, SliceNet also operates an ML-enabled method
for the patient’s examination in critical use cases via real-
time video streaming communication from an ambulance
to the medical center. This testbed is an extended version of
the Mosaic5G platform [43].

4.14. Iquadrat Informatica (IqInf) Testbed [60]. This frame-
work (Figure 17) utilizes OAI for deploying RAN and CN
domains, and SDN switches (composed of Open vSwitch
and VLAN switch) for building TN. The separation between
CP and DP in the RAN domain is achieved by implementing
FlexRAN Agent API, which provides a centralized load bal-
ancing and handover mechanism while having more than
one eNB in this network. The OpenDayLight (ODL) realizes
SDN policy in the TN domain. With the help of PHY
abstraction mode of oaisim in OAI RAN, emulating practical
network scenarios with numerous UEs and eNBs is conceiv-
able. In particular, the OAI Traffic Generator (OTG) delivers
network traffic of multiple applications like Voice over IP
and Machine Type Communication (MTC) in this testbed.
Deploying an orchestration scheme between SDN controllers
and within the entire network domains has been considered
as a future enhancement for the testbed architecture.
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Figure 13: 5G network slicing testbed supporting IoT and eMBB services [55].
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4.15. Slice-Aware Service Assurance (SA) Framework [61].
This framework (Figure 18) examines Service Assurance
(SA) in order to satisfy Quality of Experience (QoE) and
QoS requirements in the context of network slicing. The
framework integrates a novel SA-based architecture to the
ETSI MANO platform to assure the services provided by
different network slices in a network. Each component in
the NFV MANO architecture has a counterpart in the

SA-based NFV MANO platform: Slice Assurance, NS
Assurance, NFV Assurance, and Infrastructure Assurance.
These components operate four actions, including monitor-
ing, analytics, management, and reporting, to guarantee the
performance of the corresponding layer. This extended plat-
form supports reporting information from all involved layers
in service provisioning in the network slicing context. The
platform also facilitates management and orchestration of
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various NFVs to assure that QoS and QoE requirements are
fulfilled. The testbed evaluates the QoE of a service according
to multiple service dependability Key Quality Indicators
(KQIs). To this end, the testbed implements web content
browsing and adaptive video streaming services to appraise
infrastructure performance and the variation of KQIs for
the service.

4.16. Simula Metropolitan Centre Testbed [62, 63]. This
testbed (Figure 19) demonstrates the deployment of OAI-
EPC as a VNF on a cloud environment (OpenStack), and it
presents the LTE CN service instantiation via OSM. In this
testbed, according to the defined descriptors at the VNF
and network service levels, the internal components of
OAI-EPC are firstly cloned from related repositories. Sec-
ondly, they are implemented and configured via special con-
figuration files, Juju Charms, on four separate virtual
machines (Virtual Deployment Units (VDUs) in descrip-
tors). The goals of this implementation are to produce
MEC services to EPC as well as to integrate EPC with the
extended eNB software. Finally, the testbed functionality is

evaluated for establishing TCP and SCTP connections in
three scenarios: downloading from server to UE, uploading
from UE to the server, and bidirectional communication
between UE and server. In its recent release, Simula testbed
implements a mobile network based on OAI-EPC deployed
as a VNF using OSM, which is now integrated with C-RAN
architecture with functional split capability for BBU process-
ing functions.

4.17. 5GIIK [64, 65]. 5GIIK is a cross-location testbed
(Figure 20), which deploys OAI-EPC and srsLTE eNB as
cloud-based VNFs via OSM on two OpenStack platforms
launched at two geographically separated areas. In this
testbed, the VNF-onboarding process takes place in three
phases of the VNF lifecycle. In the first phase, management
policies for establishing the VNFs are performed. In the sec-
ond phase, configured VNFs grant the requested services. In
the third phase, reconfiguration of VNFs and monitoring of
their Key Performance Indicators (KPIs) in runtime opera-
tion are provided. This testbed performs E2E network slicing
via a hierarchical process by defining specific descriptors at
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the VNF, network service, and network slice levels on CN
and RAN domains. The testbed also integrates 5G-
EmPOWER for RAN and M-CORD for TN and CN as
SDN controllers. This results in supporting multi-tenancy
in the RAN and also implementing slicing in the TN
domains. It is worth noting that the 5G-EmPOWER assists
common ML toolkits to facilitate realization and administra-
tion of machine learning models in this testbed. 5GIIK
extends its capabilities by introducing Wireguard [66] to its
architecture as a Virtual Private Network- (VPN-) based
solution for providing slice isolation. In this solution,
WireGuard-enabled VNFs operate on the NFVI via actions
performed by OSM-NBI and Juju proxy charms. As a result,
traffic isolation and security isolation, which are two essential
features in network slicing, are granted via the integrated
OSM-WireGuard framework.

4.18. Integrated Slice Management with ONAP Framework
[67]. This testbed (Figure 21) investigates E2E network
slicing lifecycle management (modeling, onboarding, instan-
tiation, and operation) by integrating ONAP service orches-
trator with a network slice manager entity. This integration
grants a platform for (1) monitoring and collecting KPI
reports that belong to the chained VNFs that create an E2E
network slice and (2) evaluating the provided logs of infor-
mation. In this way, multiple slices are inquired to trace
whether the Service Level Agreement (SLA) between the
service provider and service user is met or not. The testbed
performs a use case by creating a private mobile network that
affords services with best-effort and broadband QoS types via
E2E network slices. Firstly, a slice is modeled as an ONAP-
Network-Service composed of three VNFs (CP and DP for
the CN domain, and a RAN emulator); besides, some policies

for guaranteeing the SLA are defined. Secondly, the slice is
deployed according to corresponding templates for each
VNF. The testbed then utilizes the defined policies to per-
form slice management by modifying the allocated cloud
resources to the two QoS types. Consequently, a dedicated
channel grants a higher priority to broadband service com-
pared to the best-effort service.

4.19. BlueArch [68]. BlueArch platform (Figure 22) includes a
customized structure of some open-source tools. The testbed
serves in three operational modes: simulation, emulation,
and access to a physical network to communicate with other
platforms. The testbed architecture comprises two main sec-
tions. Section one consists of (1) a Network Attached Storage
(NAS) server representing shared storage that presents a pri-
vate network; (2) a gateway router attaches a wireless access
point operating on the same private network, an external
OpenStack infrastructure, and the Internet; (3) Raspberry
Pi accessories for MEC nodes implementation outcomes in
producing IoT infrastructure in order to migrate VNFs. Sec-
tion two consists of six VMs each encompassing a specific
functionality: (1) an open-source PfSence (https://www
.pfsense.org/) firewall for conducting regular firewall actions
and also for traffic shaping, network monitoring, and load
balancing; (2) employing ODL, Ryu, and HP-VAN SDN con-
trollers hosted by a Citrix XEN server for yielding a cross-
platform controlling of OvS devices in DP; (3) open MANO
and RIFT.io hosted by another XEN server that operate as
orchestrators and support VNF-onboarding process for net-
work slicing; (4) an application server works as the SDN
application layer hosting open-source operating systems
clients, which in turn driving GNS3 UI, a hypervisor, and
XEN center; (5) a network emulation server involves two
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types of Mininet for wired and wireless SDN, and GNS3
Compute for offloaded computation resulting from GNS3
UI; (6) a MySQL-based database server interfacing the
testbed with an external platform.

The testbed is evaluated in three use cases: (1) real-time
monitoring of resource utilization in disaster recovery by
installing ShellMon client on IoT gateways; (2) hosting
VNF as a docker container when a MEC node becomes over-
loaded by taking a self-triggered action to relocate to another
MEC node (known as VNFmigration); (3) modeling wireless
channel and scheduling radio resources in RAN domain
employing Matlab and using the testbed to perform SDN
functionality.

4.20. MEC-Enabled 5G IoT Platform [69, 70]. This work
(Figure 23) is a solid proposal for onboarding and scheduling
aspects in VNF lifecycle management, and it presents a pro-
grammable and flexible MEC-enabled platform for IoT traf-
fic. In this work, VNFs are categorized into Latency Critical

VNFs (LCVNFs) and Latency Tolerant VNFs (LTVNFs).
As a result, the applications are also divided into (1) real-
time, provided by High Priority LCVNFs (HP LCVNFs),
with resources in the MEC, (2) near-real-time, provided by
Low Priority LCVNFs (LP LCVNFs), and (3) non-real-time,
provided by LTVNFs. The LP LCVNFs and LTVNFs are
deployed on the cloud instead of MEC since they do not pro-
vide real-time applications. The work improves the joint
orchestration capability in the NFVO for the MEC and cloud
resources for the mentioned VNF types via two methods: (1)
an online placement scheme to deliver the required manage-
ment tasks at the VNF level according to the data traffic and
(2) a latency embedding structure that enables VNF migra-
tion and scalability to fulfill service requirements in real time.
These two methods are accomplished by introducing (1) an
algorithm for VNF Forwarding Graph (VNFFG) in chained
VNFs for prioritizing delay-sensitive services and (2) a sec-
ond algorithm for the real-time allocation of the MEC and
cloud resources to the VNFs that takes into account scale-
in/out features for diverse service requirements. The testbed
is deployed on several physical servers for the functionalities
of the core (cloud infrastructure and NFVO) and network
edge (MEC) with lower computational resources compared
to the core. OpenStack, as the VIM with its telemetry feature,
conducts data collection, data monitoring for future resource
utilization, and placement policy through its compute sched-
ulers. Furthermore, the OSM provides the NFVO functional-
ity in this testbed. There are some hypervisors located at the
core and the edge that afford the computing tasks. The
testbed is assessed by some autoscaling, VNF placement,
and online VNF scheduling scenarios.

4.21. CAI Testbed [71]. This testbed (Figure 24) offers a cost-
efficient virtualized and orchestrated 5G mobile network
equipped with containers and distinct fronthaul and back-
haul topologies. The testbed mainly concentrates on integrat-
ing Artificial Intelligence (AI) using Kubeflow tool [72] to the
management tasks in the 5G RAN and TN domains in order
to optimize network performance. The testbed, called
Connected AI (CAI), with the help of Kubernetes as a con-
tainer-orchestrator, presents a mobile network composed of
OvS devices, Ryu as SDN controller, and the OAI FlexRAN
controller. CAI expedites the deployment of various network
topologies on the fronthaul and backhaul by creating an
emulated TN using Mininet. An AI agent takes various
actions in the network by employing the information granted
via Ryu and OAI FlexRAN controllers to feed ML models in
order to implement several slice configurations. CAI builds a
containerized implementation of OAI for C-RAN and
Free5GC for the CN using Docker. The CAI testbed is evalu-
ated via two use cases: (1) monitoring the amount of allo-
cated radio resource blocks to different slice requests and
(2) VNF placement in a cluster of containers by means of
the AI agent.

5. Discussion

5.1. Comparison between Different State-of-the-Art Network
Slicing Testbeds. In this section, we compare the testbeds
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according to the design criteria for network slicing testbeds
presented in Section 3. Table 2 summarizes the major charac-
teristics of each testbed. The testbeds in Table 2 can be
arranged into two categories.

(i) The first category comprises those testbeds that
partially achieve some of the primary or secondary
attributes of the design criteria for network slicing
testbeds. In this regard, the testbeds in [38, 40, 45,
46, 50, 55, 56, 58, 60–62, 68–71] present network slic-
ing in a particular network domain, and they do not
realize a complete E2E network slicing. Reference
[56] applies network slicing within multiple-VIMs
(DCs); however, this implementation is limited to
one network domain, and it does not present E2E
network slicing, which crosses all network domains
(RAN, TN, and CN). Other testbeds such as [47]
implements E2E network slicing; however, it does
not offer MANO capability, multi-RATs, and multi-

tenancy facilities in the architecture. The platform
in [41] applies light employment of MANO entity
and E2E network slicing in its design.

(ii) The second category encompasses the implementa-
tions which satisfy all of the primary and the majority
of secondary attributes from the design criteria
explained in Section 3. The testbeds such as those in
[43, 48, 49, 52, 53, 59, 64, 67] deliver E2E network
slicing with MANO privilege in their architectures
along with multi-tenancy and multi-RAT support.
The testbeds in [59, 64] also incorporate ML-
enabled capability in their architectures, and the
testbed in [64] is open-source.

5.2. Implementation Challenges for Deploying Network Slicing
Testbeds. This section presents some of the current chal-
lenges for deploying small-scale network slicing testbeds
and summarizes proposed solutions that can slightly mitigate
these challenges.
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(i) Monitoring frameworks for testbeds. 5G is expected
to provide heterogeneous services with distinct QoS
requirements via utilizing network slicing. In this
regard, the dynamic monitoring of the launched
services is essential. This becomes challenging when
recognizing the issues of possible performance degra-
dation of the services. In fact, the multi-layered archi-
tecture of the 5G network, as shown in Figure 1,
causes such challenges. Intelligently identifying such
issues requires analyzing multiple possible sources
of the problem via particular frameworks to effec-
tively monitor the deployment and performance of
services. To partially address this problem, different
types of monitoring capabilities are integrated in
some of the elaborated testbeds. The testbeds in

which OSM acts as an orchestrator in their architec-
tures, such as [40, 45, 46, 59, 62, 64, 70], usually
employ the interaction of the system monitoring
module (MON) with a monitoring toolkit such as
Prometheus [73] for collection of VNFs’ metrics
and then utilize Grafana [74] to visualize the collected
data. The testbeds with an ONAP orchestrator, such
as [67], focus on SLA monitoring by exploiting Data
Collection Analytics & Events (DCAE) and Virtual
Event Streaming (VES) components. Reference [43]
benefits from a monitoring application in the store
component. The architecture in [61] offers monitor-
ing functions in each layer of SA and also implements
virtual monitoring agents or virtual probes at each
point of presence to actively observe network services.
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(ii) Cross-location testbeds. Launching testbeds over sep-
arate areas impacts the service performance because
of delay, jitter, and packet loss. This issue becomes
even more challenging when providing delay-
sensitive services. Consequently, discovering tech-
niques to enhance service performance in cross-
location deployment is exceptionally important. As
mentioned in Table 2, the testbeds in [46, 64] deploy
a cross-location architecture for C-RAN (RAN and
MEC) and CN on two separate cloud-based infra-
structures. In these two testbeds, the MANO entity
(OSM), with the help of an SDN-assist feature,
partially considers this issue by implementing
application-aware traffic flow strategies to mitigate
the generated latency because of the cross-location
architecture, which results in enhancing connection
reliability [46, 75].

(iii) C-RAN deployment on testbeds. Implementing C-
RAN architecture on a testbed using open-source
software packages can be challenging since the inter-
action between BBU and RRHs entails extremely low
latency. Some attempts, such as in [43, 46, 63] resolve
this problem by deploying the BBU section with a
combination of PNF and VNF. They split the proto-
col stack of BBU into two sections in their solution
instead of launching the BBU completely in a cloud-
based environment. In particular, the functionality
of the PHY layer of the BBU is split into a lower-
PHY as PNF (to run on a physical machine along
with RRHs) and higher-PHY as VNF (to run on a
cloud infrastructure). In this way, the communication
between (lower-PHY layer of) BBU and RRHs fulfills
the ultralow delay requirement while keeping the
benefit of the cloud-based implementation of
(higher-PHY layer of) BBU.

(iv) Resource management on testbeds with limited infra-
structure capacity. Resource management is consid-
ered as another possible challenge while deploying
testbeds on infrastructures with limited physical
and/or virtual resources. Since diverse services demand
various amounts of networking, computing, and stor-
age resources, it is essential to identify optimized
methods to allocate available resources to service
instances. To deal with this issue, testbeds that adopt
OpenStack as VIM in their infrastructures, such as ref-
erences [38–41, 45, 46, 62, 64], can enable Telemetry
Data Collection to gather event and data for utilization
statistics of the infrastructure resources.

(v) Slice isolation on testbeds. The (intra/inter) slice
isolation concept is a common concern while imple-
menting network slicing, and it is not limited to
research testbeds. It is worth stating that there are
some endeavors to tackle the isolation issue. Test-
beds, such as those in [43, 45, 46, 55, 59], which uti-
lize FlexRAN in their architectures, present partial
slice isolation in the RAN domain. The testbeds in
[48, 49] perform isolation in the RAN domain by

slicing the protocol stack down to RRC, RLC, and
MAC layers. Nevertheless, introducing and realizing
efficient and practical techniques to guarantee
isolation in network slicing, especially in the RAN
domain, is subject of future work. The work pre-
sented in [65] is one step towards providing traffic
isolation and security isolation in network slicing.

6. Conclusion

Network slicing testbeds with dedicated management and
orchestration entities endeavor to outline and emulate trial
and real use cases to achieve network slicing. On this basis
and according to pioneer technologies, this paper addresses
the principal design criteria for creating and deploying exper-
imental environments for network slicing in 5G. After that,
the paper explains the most common small-scale state-of-
the-art testbeds for network slicing with their characteristics.
The presented testbeds are then reviewed and compared via
the design criteria, followed by possible challenges while
creating such experimental platforms. Although many efforts
have been performed to create testbeds for examining and
evaluating network performance under various use cases in
network slicing, there are still open research questions in
this field.
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Abstract—Network slicing aims to shape 5G as a flexible,
scalable, and demand-oriented network. Research communities
deploy small-scale and cost-efficient testbeds in order to evaluate
network slicing functionalities. We introduce a novel testbed,
called 5GIIK, that provides implementation, management, and
orchestration of network slices across all network domains and
different access technologies. Our methodology identifies design
criteria that are a superset of the features present in other state-
of-the-art testbeds and determines appropriate open-source tools
for implementing them. 5GIIK is one of the most comprehensive
testbeds because it provides additional features and capabilities
such as slice provision dynamicity, real-time monitoring of
VMs and VNF-onboarding to different VIMs. We illustrate the
potentials of the proposed testbed and present initial results.

Index Terms—Open-source testbed, 4G, 5G, SDN, NFV, Cloud,
OSM, Orchestrator, E2E network slicing.

I. INTRODUCTION

Network slicing is considered as an enabling technology
to achieve the ambitious expectations of the fifth generation
of mobile networks (5G), such as providing various services
with different requirements over the same network. An end-
to-end (E2E) network slice [1] is an isolated logical network
that provides a specific network service based on an accurately
defined service demand upon a shared physical infrastructure.
Each slice can then be controlled and managed independently.

Network Function Virtualization (NFV) [2], Software De-
fined Networking (SDN) [3] and Cloud computing [2] are the
three key technologies for implementing network slicing in
4G/5G. Since 5G aims to provide ultra-low latency services,
Multi-access Edge Computing (MEC) is a complementary
technology to cloud computing. In addition to these enabling
technologies, the existence of an entity which performs effi-
cient resource management and orchestration is inevitable. The
Management and Network Orchestration (MANO) framework
coordinates between available physical and virtual networking,
storage and compute resources. These resources are required
for creating, managing and delivering services through dif-
ferent slices. ETSI has developed a NFV MANO framework
[4] that is composed of three functional blocks connected via
reference points presented in Figure I:

• Virtualized Infrastructure Manager (VIM) controls the NFV
Infrastructure (NFVI) resources within an operator’s infras-
tructure domain. Thus, VIM is able to gather performance
and fault measurement information of these resources. VIM

also oversees the allocation of the NFVI resources to the
available Virtual Network Functions (VNFs).

• VNF Manager (VNFM) supervises a VNF or multiple VNFs
and performs the life cycle management of VNF instances.
Life cycle management includes setting up, maintaining and
taking down VNFs.

• NFV Orchestrator (NFVO) manages resource and service
orchestration and is responsible for the entire life cycle
management of various network services. Firstly, NFVO
collects information about physical and virtual resources
located in NFVI via the VIM. Secondly, NFVO updates its
information about the available VNFs in NFVI continuously.
In this way, NFVO initializes several network services by
chaining particular PNFs and/or VNFs. NFVO can maintain
and terminate a network service whenever there is no call
for that specific service.

Fig. 1. Different open-source software solutions mapped to the ETSI-NFV
MANO framework [4].

One cost-efficient way of testing new solutions in 5G is by
developing testbeds with functionalities close to real networks.
By cost-efficient, we mean that setting up the testbed does
not require the purchase of specialized purpose hardware and
software, i.e. the software solutions are easily deployable and
maintainable on standards PCs. Figure I shows some of the
leading open-source solutions for the different modules in the
NFV MANO framework. A network slice can span over all
network domains: 1) Radio Access Network (RAN) emulated
with Software Radio Systems LTE (srsLTE), OpenAirInterface
(OAI) or Open5GS; 2) Transport Network (TN); 3) Core Net-
work (CN) implemented with OAI or NextEPC. The MANO978-1-7281-5684-2/20/$31.00 c©2020 IEEE
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entity, represented with Open Source MANO (OSM) or Open
Networking Automation Platform (ONAP), coordinates the
available resources. OpenStack, AWS or WMware vCloud
suite can act as the VIM.

Our contribution: The contribution of this paper is three-
fold. First, we combine the open-source solutions: srsLTE for
the RAN, OAI for the CN, OSM for the MANO entity and
OpenStack for the VIM, in order to build an E2E network
slicing testbed called 5GIIK. The value of the presented
testbed is in its impact as a tool for experimentation around the
community. Second, we identify the desired features for novel
4G/5G testbeds, including multi-tenancy support, orchestrat-
ing capabilities, support of multi-radio access technologies,
deployment of E2E network slicing and open-source. Last but
not least, we give an overview of common small-scale, non-
federated and cost-efficient testbeds that are easily deployable
without requiring a substantial financial investment. These
testbeds are compared based on the identified features, and
the comparison serves as a selection criterion for the proposed
testbed. We show that our testbed is one of the most compre-
hensive testbeds because it enables additional capabilities such
as slice provision dynamicity, real-time monitoring of VMs
and VNF instantiation to different VIMs.

II. SMALL-SCALE TESTBEDS FOR NETWORK SLICING

A. Design criteria for network slicing testbeds

We first identify the key attributes for creating a 5G testbed
that can emulate the principal features of a real network. These
attributes are later used as assessment criteria for state-of-the-
art testbeds.
• Support of the main enabling technologies: The proposed

testbed should be based on SDN, NFV and cloud computing.
Therefore, flexibility, programmability and dynamicity in
the network are granted, in addition to providing an orches-
tration on different network levels.

• Multi-domain support: A 5G testbed should span across all
network domains (air interface, RAN, TN, CN) in order to
provide realization and management of E2E network slicing.

• Multi-radio access technologies support: 5G integrates
different radio access technologies (RATs), thus, Long Term
Evolution (LTE), WiFi and New Radio (NR) should be
deployed on the same platform.

• Multi-tenancy support: Several mobile network operators
or service providers (over-the-top players) to be able to
share infrastructure by each of them acquiring one or several
network slices.

• End-to-end network slicing: The slicing should be de-
ployed across all network domains, i.e. a network slice
instance consists of network slice subnet instances from
different domains [5].

• Open-source: The testbed is open-source with well-defined
interfaces.

B. An overview of the state-of-the-art network slicing testbeds

We give here a short description of the existing testbeds and
compare them in Table I.

1) Secure 5G4IoT Lab [6]: This testbed deploys OAI
in containers to virtualize both Evolved Packet Core (EPC)
and eNB. For scalability purposes, the testbed has been
implemented in several containers. It has been evaluated by
producing two isolated network slices (eHealth and Internet
light) on the same infrastructure.

2) 5G Test Network (5GTN) [7]: In this testbed, located
at Oulu University, the RAN operates on licensed LTE and
5G bands. By changing the Access Point Name between
EPC (deployed on OpenStack) and IP Multimedia System
(deployed on VMWare), UE switching between two slices
is possible. The testbed has been tested for CPU utilization,
throughput and delay for the two specific slices.

3) 5G Tactile Internet platform [8]: This testbed follows
the SEMIoTICS architecture, consisting of backend/cloud,
networking and field layers, to create a 5G platform for
providing E2E services for industrial IoT applications with
sub-millisecond latency. The testbed performance has been
assessed for performing E2E slicing and dynamically sharing
the available bandwidth between two VNFs, one for smart
monitoring and one for actuating.

4) Mosaic5G [9]: This testbed brings flexibility and scala-
bility to service provision. The testbed architecture consists of
five software modules along with hardware components: OAI,
FlexRAN, LL-MEC, Store and JOX. The Mosaic5G platform
has been used for a few use cases such as critical e-Health,
V2X communication for intelligent transportation systems and
multi-service management/orchestration for smart cities.

5) Orion [10]: The architecture of Orion provides the
sharing of RAN resources in addition to providing isolation
between slices, and so, operation in one slice cannot degrade
the performance of another slice. This is achieved by having an
independent control plane in the RAN domain for each slice.
As a result, Orion offers the opportunity to deploy different
service characteristics in the RAN domain and it is a concrete
step towards realizing RAN-as-a-Service.

6) 5G Testbed for Network Slicing Evaluation [11]: The
testbed utilizes OAI for both RAN and CN domains. There
are two CNs which share radio resources of a single eNB
in the RAN. The testbed has been appraised for connection
establishment for both normal LTE UEs and UEs with an
implemented Network Slice Selection Assistance Information.

7) POSENS [12]: POSENS provides efficient resource
utilization for creating independent and customizable E2E
slices. RAN slicing can be realized via three possibilities:
1) Slice-aware shared RAN where the whole radio domain
is shared, but CNs are distinguished by the specific services
they provide and a UE can utilize different slices provided by
the CNs; 2) Slice-specific radio bearer where only cell-specific
functionality is shared; and 3) Slice-specific RAN where apart
from the air interface, slices of different tenants are isolated
in other protocol stack layers.

8) UPC University testbed [13]: This testbed implements
automatically RAN slicing via RESTful API. The testbed
applies the slice-aware policy in Radio Resource Management
(RRM) for admission control and scheduling processes. 5G-
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TABLE I
COMPARISON OF SMALL SCALE TESTBEDS FOR NETWORK SLICING IN 5G.

Testbed SDN NFV Cloud
comp.

Multi-
domain

Multi-
tenancy MANO Multi-

RATs
E2E
slicing

Open-
source

1. Secure 5G4IoT Lab [6] � � � � � - - - -
2. 5G Test Network (5GTN) [7] � � � � - � � - �
3. 5G Tactile Internet platform [8] � � � � � � - � �
4. Mosaic5G [9] � � � � � � � � �
5. Orion [10] � � � � � � - - -
6. 5G Testbed for Network Slicing [11] - � � � - - - � �
7. POSENS [12] � � � � � � � � �
8. UPC University testbed [13] � � - � � - � - -
9. M-CORD based 5G Frameworks [14] � � � � � � � � �
10. NS for 5G IoT and eMBB [15] � � � � � - � - -
11. CHARISMA [16] � � � � � � - � �
12. Slice-Aware Service Assurance [17] � � - - - � - - -
13. Simula Metropolitan Centre [18] � � � � � � � - �
14. 5GIIK (our proposal) � � � � � � � � �

EmPOWER [19], as the central entity in the testbed, allows
RAN slicing management and it also shares the available radio
resources among the created RAN slices according to RRM
descriptors.

9) Mobile-Central Office Re-Architected as Datacenter (M-
CORD) based 5G framework [14]: The work in [14] focuses
mainly on OAI integration with the M-CORD platform and
different implementation procedures to deploy LTE network
on top of M-CORD.

10) Dynamic Network Slicing for 5G IoT and eMBB ser-
vices [15]: This testbed demonstrates the sharing of the same
RAN resources among enhanced Mobile Broadband (eMBB)
and IoT services. The real-time slicing decision in C-RAN is
performed by a SDN controller (FlexRAN) that connects via
its Northbound Interface to an entity called Slicing app, which
includes IoT and eMBB modules.

11) CHARISMA testbed [16]: This testbed has been de-
signed for practical analysis in the CHARISMA project, and
the goal is to bring the network processing close to the users.
By employing Ethernet Virtual Connections and Virtual LAN-
ID concepts in the testbed, multi-tenancy and slice isolation
are achieved. WiFi technology and cloud-based servers present
the RAN and CN domains, respectively.

12) Slice-Aware Service Assurance Framework [17]: This
testbed measures Quality of Experience (QoE) of a specific
service according to the several service dependability Key
Quality Indicators (KQIs). The testbed provides web content
browsing and adaptive video streaming services to assess
infrastructure performance and the KQIs alteration for each
service.

13) Simula Metropolitan testbed [18]: This testbed demon-
strates the deployment of OAI-EPC as a VNF on a cloud
environment, and it presents the LTE CN service instantiation
via OSM. The goals of this implementation are to produce
MEC services to EPC and to integrate EPC with the extended
eNB software. The functionality of the testbed is evaluated for
establishing TCP and SCTP connections for downloading from
server to UE, uploading from UE to a server, and bidirectional
communication between UE and server.

As a summary of Table I, we can classify the presented
testbeds into two main categories. The first category includes

those testbeds which provide some capabilities in network
slicing; however, they do not attain to all of the design criteria
for realization of E2E network slicing. While [6], [7], [10],
[13], [15], [17], [18] focus on one specific network domain and
provide slicing just for that particular domain, [11] provides
E2E slicing but does not have a separate entity for management
and orchestration. Papers [8], [16] offer only a light MANO
implementation. The solutions in [8], [11], [16] deploy E2E
network slicing with MANO capability but without multi-
RATs or multi-tenancy support. The testbeds in [9], [12],
[14] belong to the second category, which complies with all
of the designing principles. Nevertheless, 5GIIK offers more
features and capabilities such as slice provision dynamicity,
real-time monitoring of VMs and VNF-onboarding to different
VIMs, which differentiate it from other testbeds in the second
category. Section IV describes the 5GIIK features.

III. 5GIIK - OUR PROPOSED TESTBED

We consider all features elaborated in the previous section
and propose 5GIIK - a testbed architecture that grants an E2E
network slicing with MANO capability, that supports multi-
tenancy and multi-RATs and at the same time it is a cost-
efficient design. In this section, we first present the network
architecture with all associated components, and then we
explain the network slice creation and instantiation in 5GIIK.

A. 5GIIK testbed architecture

A high-level description of the 5GIIK testbed is given
in Figure 2. It is composed of several entities that emu-
late real 4G/5G networks. The RAN and CN parts of the
testbed are implemented in Trondheim and Gjøvik campuses
of NTNU, respectively. The IP backbone network, which
is provided by Norway’s National Research and Education
Network (UNINETT), is used as TN in our platform. Our
testbed virtualizes not only the CN but also the Base Band
Unit (BBU) of RAN into the cloud to build a Cloud-RAN
(C-RAN) architecture. The remote radio head section of the
C-RAN is managed by a Software Defined Radio (SDR) and
connected antennas to the SDR. The architecture, illustrated
in Figure 3, is partially motivated by the work in [1], [6] and
[14]. To simplify, the connections of NFV MANO reference
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points with external entities are not depicted. Next, we evaluate
the different open-source solutions for modules in the NFV
MANO framework in Figure I and explain our reasoning
behind the selected solution for the proposed architecture in
Figure 3.
• VNFs: OAI is a flexible solution for emulating LTE systems

and implements the full protocol stack of 3GPP standard
in Evolved-UMTS Terrestrial Radio Access Network (E-
UTRAN) and EPC. OAI can be used to build a complete
LTE network (eNB, EPC and UE) on a PC or Virtual Ma-
chine (VM). NextEPC1, as its name indicates, implements
just the CN of a 4G/5G system. Open5GS1 provides a
complete implementation of a 4G/5G. However, the lack of
detailed documentation about its specifications is a repelling
point for choosing it. The srsLTE solution emulates the
whole system and has a well-structured code for future
improvements. The srsLTE library is modular and utilizes
single instruction multiple data operations for increasing its
performance in the system. It has a light implementation
regarding the CN. From a hardware perspective, the srsLTE
library can operate with various front end RFs and it is
able to provide interfaces for different types of Ettus USRP
pieces of equipment.

• NFV orchestrator: There are various solutions, but the main
competition is between ONAP1 and OSM. Considering the
compatibility of these orchestrators with different VIMs,
OSM supports several VIMs and can manage them at the
same time. Regarding resource usage (CPU and memory),
again, OSM bests ONAP by utilizing fewer resources com-
pared to ONAP [20].

• VIM: There are solutions such as OpenStack, VMware
vCloud Director1 and Amazon Web Services1. OpenStack
is more potent than others for infrastructure orchestration,
scalability and resource utilization. Besides, OpenStack can
be deployed on standard machines with the appropriate
amount of resources.
Following this elaboration, 5GIIK testbed uses OAI as

CN and srsLTE as RAN. The MANO entity in 5GIIK is
represented by OSM, which is developed in Python and
operates on Linux. OSM combines NFVO, VNFM of the NFV
MANO architecture. As a result, configuration and abstraction
of VNFs, orchestration, and the management of the network
services are feasible. Since release 4, OSM uses Docker
container technology and cloud-based solutions. 5GIIK also
integrates SDN controllers to its architecture. SDN-based Ten-
ant Controller (TC) is needed to provide L2 VLANs to manage
tenant VNFs located in different VIMs while implementing
network slicing in TN. We integrate two TCs for the whole
network domains to make our design more generic.

1) 5G-EmPOWER as TC for RAN domain: 5G-EmPOWER
controller [19], also known as EmPOWER, is an open multi-
access network operating system. It is created upon a single

1https://nextepc.org/, https://open5gs.org/, https://www.onap.org/,
https://www.vmware.com, https://aws.amazon.com/, https://opencord.org/,
https://www.openstack.org/, https://www.softwareradiosystems.com/,
https://osm.etsi.org/, https://www.opennetworking.org/onos/

Fig. 2. The used open-source solutions mapped to testbed premises in
Trondheim and Gjøvik.

platform that consists of general-purpose hardware (x86) and
Linux. 5G-EmPOWER is RAT-agnostic and by using a data
plane programmability policy, it manages the virtualized net-
work resources of multiple radio nodes (WiFi Access Points,
LTE eNBs and 5G NR). It communicates with the eNB in the
C-RAN to manage and control the radio resource allocation to
the end-users. Consequently, it supports multiple virtual net-
works (tenants) on top of the same physical infrastructure. The
latest version of 5G-EmPOWER is compatible with srsLTE
eNB, and it fits well in our testbed.

2) M-CORD as TC for TN and CN domains: M-CORD1

is a cloud-based solution built on SDN, NFV technologies. It
encompasses both virtualization of RAN functions (vRAN)
and a virtualized CN (vEPC) to allow mobile edge appli-
cations and services using a micro-service architecture. M-
CORD disaggregates and virtualizes network functions and
operator services. By integrating the ONOS1 controller in its
architecture, M-CORD implements network slicing in TN in
order to form an E2E network slice.

For deploying E2E network service orchestration, OSM
interacts with VIMs via Or-Vi interfaces. OSM performs
lifecycle management of NF configuration, operation and mon-
itoring by interacting with Physical/Virtual NFs (EPC, BBU)
via charm configuration files. The infrastructure management
section of NFV MANO is divided into VIM and Infrastructure
SDN based Controller (IC), represented in both OpenStack 1
and 2 in Figure 3. VIM, in cooperation with IC, manages
and controls the infrastructure layer, both physical and virtual
resources, via Nf-Vi.

B. Network slice instantiation in 5GIIK testbed

Now we describe how a network slice is instantiated by the
OSM in the 5GIIK testbed, and the procedure is illustrated
button-up in Figure 4.

VNF Descriptors (VNFDs) are located in the first level
of creating network slices. VNFD is a file that retains the
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Fig. 3. 5GIIK testbed architecture.

information such as the software image that the VNF needs
to be built on as well as CPU, memory and storage that the
VNF needs for high-performance operation, internal virtual
links (vls) between Virtualization Deployment Units (VDUs)
inside a VNF and a lifecycle event of a network slice. A
management network (mgmt) is needed to assign IP addresses
to the launched VDUs. In this level, two VNFDs are required;
OAI EPC-VNFD and srsLTE eNB-VNFD. OAI EPC con-
tains four entities: Home Subscriber Server (HSS), Mobility
Management Entity (MME), Control Plane of the Service
Packet Gateway (SPGW-C) and User Plane of the Service
Packet Gateway (SPGW-U). Thus, OAI EPC-VNF includes
four VDUs, one for each entity, while srsLTE eNB-VNF
includes one VDU in the context of OSM.

Network Service Descriptors (NSDs) are positioned in the
second level of the slice formation. NSD comprises different
launched VDUs that a network service needs to operate. NSD
also includes external connection points (cps) between the
demanded VDUs. The same as the VNFD level, two NSDs
are essential here; OAI-EPC-NSD and srsLTE eNB-NSD.

Finally, in the third level of a network slice creation, a Net-
work Slice Instance Descriptor (NSID) chains the established
service instances and forms a network slice. In this level, one
NSID is needed to chain the launched services in the CN and
RAN domains. To summarize, these are the steps to instantiate
an E2E network slice:

1) At the VNFD level, OSM instantiates the required VDUs
(VMs) via its resource orchestrator block to the VIM.
In this level, the necessary resources are allocated, and
specific interfaces are configured on each VDU.

2) At the NSD level, according to the launched VMs,
particular service instance(s) is (are) created.

3) At the NSID, the service instances are chained and create
an E2E network slice.

Apart from the crucial information that has to be defined
on each descriptor level, some customized information can
be set as well. For instance, it is possible to define some
metric parameters for running VNFs to be collected via VIM.
In this way, performing periodic network monitoring at the
infrastructure level is achieved.

IV. 5GIIK FEATURES AND INITIAL EXPERIMENTS

The proposed testbed provides a whole range of features
that can be exploited for developing various new solutions for
network slicing in wireless and mobile networks.
• 5GIIK is cross-domain and it spans over the whole network

in order to support E2E slicing.
• The SDN functionality in 5GIIK enables studies of numer-

ous use cases and scenarios for new resource allocation
techniques. In particular, 5G-EmPOWER supports common
machine learning toolkits, which is a missing capability for
most of the testbeds mentioned in Table I. Hence, slice-
aware traffic marking strategies can provide dynamicity in
slice provision for different use cases, and it can assign the
available radio resources to the end-users in an optimized
fashion.

• 5GIIK allows multi-RAT implementation. The recent
containerized-based 5G-EmPOWER release (under an
APACHE 2.0 License) is compatible with WiFi access
points and srsLTE (release 19.09) to perform RAN slicing
for both of these RATs. As a result, RAN slicing for both
LTE and WLAN is applicable.

• Multi-tenancy that is fundamental in the 5G era, especially
in the RAN domain, is supported in our architecture. In par-
ticular, 5G-EmPOWER grants 5GIIK to create two different
tenants via its web interface. By defining a Mobile Network
Operator (MNO) such as PLMN-ID=A, radio resources can
be shared among two Mobile Virtual Network Operators
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Fig. 4. Procedure of E2E network slice creation.

(MVNOs) so-called foo and bar. Each of the foo and the
bar has its own unique MVNO-identifier. Then, on each of
these MVNOs, one or several network slices can be created.
Consequently, one user equipment can be configured in such
a way to connect to the desired slice on a particular MVNO.
Figure 5 demonstrates two scenarios in which there are one
and two MVNOs with their slices, respectively.

Fig. 5. Multi-tenancy support in 5GIIK.

• OSM and OpenStack perform management and orchestra-
tion in 5GIIK. Besides, OSM can manage multiple-VIMs,
since our testbed is implemented on two OpenStack infras-
tructures (RAN in Trondheim and CN in Gjøvik).

• OSM module in 5GIIK offers E2E network slice provi-
sioning. Firstly, VNFDs specify the desired images with
their demanded resources (CPU, memory, and storage) via
OpenStack. Secondly, based on the NSDs, specific service
instances are created. Finally, the NSID determines how to
chain these service instances to create an E2E network slice
that traverses the whole network domains.

• OSM provides the possibility to perform the VNF-
onboarding process. In VNF-onboarding, the VNF lifecycle
has three phases – so-called days. In day-0, management
policies for VNFs’ instantiation are established. In day-1,
VNFs are configured, and they can provide the demanded

services. In day-2, the possibilities of reconfiguring VNFs
and monitoring their Key Performance Indicators (KPIs)
in runtime operation are granted. Hence, the onboarding
process can be done for a variety of VNFs to build favorable
VNF packages on OpenStack.

• Prometheus is a system monitoring toolkit that can be
integrated with OSM in our testbed. Specific metrics such
as CPU utilization and average memory utilization can
be defined at VNF descriptors. Consequently, Prometheus
retrieves the collected metrics and performs real-time mon-
itoring of all active/detective VMs.
Implementation challenges: Deploying C-RAN is a chal-

lenge since the communication between BBU and RRH de-
mands very low latency, and it is essential to implement BBU
close to RRH. It is even more challenging when the net-
work delivers delay-sensitive services with ultra-low latency
requirements. Resource management in VIM(s) is considered
as another challenge, mainly when a VIM is not capable of
launching instances (VMs that are running VNFs) with a high
amount of assigned resources in terms of CPU and memory.
It is crucial to know how to allocate available resources to
multiple instances in a VIM.

A. Initial testing
5GIIK is installed on three similar Intel machines (i7-

4790 CPU @ 3.60GHz, 32GB RAM), which are running
two OpenStack platforms and OSM. In order to evaluate the
testbed performance regarding CPU and memory usage, we
carried out one initial test. The test involves transferring and
downloading files with different sizes (500 MB and 1 GB)
from one VM in one OpenStack to another VM in the second
OpenStack. First, one VNF descriptor is created on the OSM
to define the required image with its demanded resources
(CPU, memory and storage). Furthermore, the management
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Fig. 6. CPU and RAM usage during a transfer of two files from one VM to the other in 5GIIK.

network has to be set to assign an IP address to the service
instance. Subsequently, one service descriptor is created to
determine how the base image can launch the service instance.
Considering the VNF and service descriptors, two similar
service instances (two VMs running Ubuntu 16.04 with one
virtual CPU, 16 GB of RAM and 20 GB of storage) are
launched on the two VIMs. Figure 6 illustrates the CPU and
RAM measurement. VM1 downloads the smaller file and then
starts sending it to the VM2. A similar approach for VM2
takes place but with the larger file. As expected, VM1 utilizes
less amount of resources (up to 33.9% of CPU and 6,5 GB of
RAM) compared to the VM2 (up to 36.2% of CPU and 7,2
GB of RAM).

V. CONCLUSION

Following the modern development of tools and technolo-
gies that enable network slicing, we composed a list of several
design criteria for constructing testbeds. Then we summarized
some small-scale testbeds with their main features analyzed
through the criteria list that we composed. We also proposed
5GIIK - a testbed that performs E2E network slicing with
the capability of management and orchestration of network
resources. 5GIIK is an open-source-based architecture and
its flexibility provides the opportunity to create innovative
algorithms, patterns and solutions in the network slicing realm.
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Abstract—Network slicing enables the provision of services
for different verticals over a shared infrastructure. Nevertheless,
security is still one of the main challenges when sharing resources.
In this paper, we study how WireGuard can provide an encrypted
Virtual Private Network (VPN) tunnel as a service between
network functions in 5G setting. The open source management
and orchestration entity deploys and orchestrates the network
functions into network services and slices. We create multiple
scenarios emulating a real-life cellular network deploying VPN-
as-a-Service between the different network functions to secure
and isolate network slices. The performance measurements
demonstrate from 0.8 Gbps to 2.5 Gbps throughput and below
1ms delay between network functions using WireGuard. The per-
formance evaluation results are aligned with 5G key performance
indicators, making WireGuard suited to provide security in slice
isolation in future generations of cellular networks.

Index Terms—OSM, WireGuard, VPN, NFV, 5G, Network
slice, URLLC, eMBB.

I. INTRODUCTION

The enrollment of 5G non-standalone cellular networks is
already in operation by mobile network operators. In de-
veloping Beyond 5G (B5G) networks, several planned func-
tionalities will enable verticals to establish their services
with diverse Quality-of-Service (QoS) requirements on shared
physical infrastructure. Providing End-to-End (E2E) services
over isolated network slices is a key factor to empower
multiple services on a shared infrastructure. To develop ag-
ile B5G networks for supporting applications with different
QoS requirements, Network Function Virtualisation (NFV),
Software-Defined Networking (SDN) and Multi-Access Edge
Computing (MEC) are the main enabling technologies [1], [2].

An NFV Management and Orchestration (MANO) entity
connected to one or several Virtual Infrastructure Managers
(VIMs) controls and monitors the deployment of Network Ser-
vices (NSs) by deploying necessary infrastructure resources.
For an agile network deployment, the NFV MANO also
administrates connections between Virtual Network Functions
(VNFs), including creation of virtual networks with the help of
SDN. Therefore, instead of manually creating and connecting
the NSs together, the NFV MANO helps operators to deploy
and control Network Functions (NFs) automatically. With its
automatic and reusable functionality, a large number of NFs
and NSs can be rapidly deployed on a single or multiple VIMs.

Cloud infrastructures that can be rented or shared are
necessary to utilize resources efficiently for financial and

load distribution purposes. Introducing shared infrastructure
raises further security challenges. Securing application data
transfer over shared networks is one example of such a security
challenge. A countermeasure that can be initiated against such
security concerns is operating Virtual Private Network (VPN)
between NFs. However, establishing VPN tunnels introduces
additional overhead. For services dependent on low latency
or high throughput, the additional overhead may affect their
service performance.

NFV MANO can provide traffic isolation for NFs in NSs
by deploying VPN tunneling between NFs and interconnecting
them [3]. In this way, the secure tunneling isolates Network
Slice Instances (NSIs) and the provided NSs via the NSIs.
Nevertheless, this approach is only feasible if the VPN does
not introduce significant overhead violating QoS requirements.
The deployment of VPN between VNFs in an automatic mode
in order to provide security isolation between slices and the
effect of the introduced overhead on the performance isolation
among slices in a shared environment are still open research
questions.

In this paper, we implement and analyze the performance
of WireGuard for providing slice isolation in 5G environ-
ment. WireGuard [4] is a straightforward yet immediate VPN
solution that functions via the Linux kernel and employs
state-of-the-art cryptography approaches. Open Source MANO
(OSM) orchestrates NSs and NSIs, and establishes VPN
tunnels between the VNFs. The integrated WireGuard-OSM
architecture provides: 1) secure communication between the
involved VNFs of NSs and NSIs - slice isolation; 2) perfor-
mance isolation between the slices. The performance anal-
ysis shows that the integrated WireGuard-OSM architecture
meets the required Key Performance Indicator (KPI) values
in terms of high throughput for enhanced Mobile Broadband
(eMBB) slices and low latency for Ultra Reliable Low Latency
Communication (URLLC) slices. We make the code publicly
available1 to the research community.

The remainder of this paper is organized as follows. Sec-
tion II provides a literature overview of practical approaches
for secure isolation between slices. Section III presents the
system architecture. The implementation steps are explained in
Section IV. The performance evaluation results are presented
in Section V. Finally, Section VI concludes the paper.

1https://github.com/sondrki/TTM4905/

978-1-6654-9825-8/22/$31.00 ©2022 IEEE
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II. RELATED WORK

The isolation concept between network slices can be studied
from security, performance, and dependability aspects [5]. In
addition, the Confidentiality, Integrity and Availability (CIA)
triad is a widely used way of looking at different security
aspects. A shared infrastructure introduces security challenges
in all dimensions of the CIA triad. The key feature of shared
infrastructures is that an attack on or from another party
sharing the infrastructure should not affect the other sharing
parties. This definition of CIA is harmonic with the isolation
concept in network slicing. Other parties should also be
unaffected when it comes to performance and dependability,
extending the availability dimension. The workload, the num-
ber of resources, and hardware or software failure of another
NS should not reduce the performance of an NF in a separate
NS or NSI.

While 5G intends to fix some security issues present in the
previous generations of cellular networks, it also introduces
several new security threats. Some of them are raised by
providing services via network slices. Paper [6] explores and
classifies different security challenges of 5G networks. Proper
isolation of logical resources is essential to avoid introducing
several new risks. Eavesdropping and tampering with data,
for instance, are two vectors an attacker could use to interfere
with security if the application data is not properly encrypted.
Hantouti et al. suggest that operators should deploy encrypted
tunnels as a way to establish trust between Service Functions
(SFs) to provide packet integrity and prevent bypassing of
policies [7].

The work in [8] proposes a novel mutual authentication and
key establishment protocol utilizing proxy re-encryption. The
protocol grants specific authentication between components
of a network slice to enable secure connection for protected
key establishment among component pairs for slice security
isolation. Paper [9] offers a secure keying scheme by adopt-
ing a multi-party computation strategy, which is appropriate
for network slicing architecture in the case that third-party
applications access the slices. This mechanism ensures the
satisfaction of use cases or devices in which the data is
collected.

Both Haga et al. in [10] and Vidal et al. in [11] focus on
how a VPN can be deployed using OSM. Reference [10]
demonstrates how WireGuard can be added in VNFs and
compares the performance of WireGuard and OpenVPN. This
proof-of-concept is carried out using two VNFs in a single NS
with manual configuration of peer connectivity in WireGuard.
For the peer setup, keys and other necessary information are
obtained manually. Vidal et al. in [11] uses IPsec as VPN
solution to provide link-layer connectivity for multi-site de-
ployments. In this work, OSM deploys multiple NSs connected
through one VNF at each NFV Infrastructure (NFVI). These
VNFs handle the link layer abstraction for the other VNFs.
IPsec is used to secure the connection between the link layer
providing VNFs. Keys and connection parameters are supplied
by the operator when instantiating the NSI.

To the best of our knowledge, none of the state-of-the-
art works presents a secure service automation provisioning
utilizing complex and real-life NFs. This motivates us to
integrate WireGuard tunneling with OSM, which grants secure
communication between NFs in order to establish automated
and realistic network services. As a result, this system archi-
tecture guarantees security and performance isolation between
NSIs.

III. SYSTEM ARCHITECTURE

Day-0, Day-1, and Day-2 operations are terminologies used
in the OSM community referring to the stages of Life-Cycle
Management (LCM) of NFs. The steps in Figure 1 are used to
handle LCM of NFs via the NF onboarding process and they
link closely to Day-0 to Day-2 operations. In Figure 1,

• Day-0 phase focuses on necessary instantiation, including
charms and descriptor creation/editing, validation, pack-
aging, and emulation;

• Day-1 phase concentrates on service initialization con-
taining test, release, and deploy;

• Day-2 phase covers runtime actions comprising operate
and monitor steps.

Fig. 1. Steps for service lifecycle [12].

OSM has three inbuilt supporting applications for
LCM [13]. Cloud-init is responsible for the initial Day-0
operations like setting username and password. For Day-1
operations, Helm charts or Juju charms can be used, while
Day-2 operations are also possible with Juju. The difference
between Helm and Juju is that Helm is used solely for
Kubernetes-based Network Functions (KNFs), while Juju is
also usable at NS level and for VNFs that are not Kubernetes
(K8s) based [14], [15]. We have used cloud-init and Juju
charms for OSM onboarding in our implementation.

Further, Juju has two operation modes: native and proxy.
Native charms run operations directly inside a VNF. On the
other hand, proxy charms use a centrally placed controller,
VNF Configuration and Abstraction (VCA), to manage the
Day-1 and Day-2 actions. The VCA connects to the VNFs
through their management interface and instructs the VNFs.
The VCA-VNF connection uses the Secure Shell (SSH) proto-
col by default. In the paper, we have used proxy charms with
a VCA installed co-located and integrated with OSM. Both
the VCA and OSM are, therefore, able to access the VNFs
management interface to execute their actions.
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To build user-defined actions, Juju uses Python scripts.
The connection to the OSM instance is made through the
description files of the VNFs, NSs, Juju config files describing
metadata, and the available Day-1 and Day-2 actions. For the
OSM integration of proxy charms, the charms.osm.sshproxy
library is provided by OSM to take care of, among other tasks,
the basic Juju proxy peer setup.

In addition to running actions in VNFs, Juju can be used to
create relations between Juju units for management, scaling,
and handling dependencies across VNFs. We use Juju relations
to transfer WireGuard peer information between VNFs.

Figure 2 illustrates how we use proxy charms and rela-
tions in Juju to create a bridge for transferring information
between VNFs. The figure shows the architecture for the
multi-site demonstration. Note that we used a single-VIM,
moving the Home Subscriber Server (HSS) into VIM 1, for
the performance evaluation results presented in Section IV.
The architecture for the single-VIM setup is as illustrated in
the rightmost half of the figure showing VIM 1.

Fig. 2. Interactions between elements in our Juju proxy implementation.

Key distribution is a task that often requires manual steps
when establishing a VPN tunnel. Manual setup can be time-
consuming for dynamic environments or environments with
many interfaces that need to be secured. If the tenant man-
ager needs to do configuration, the NS is only usable after
initializing the VPN tunnels. However, if we apply the ap-
proach presented by Vidal et al. [11] and input the necessary
information, including keys, the application can start sending
data immediately after Day-1 actions have finished. Using
a Key Management System (KMS) is a similar approach.
However, OSM does not provide such functionality. To use
the KMS approach additional functionality outside of the OSM
framework must be added.

To perform key management, we use a non-standard ap-
proach using Juju relations with the requirement of using
proxy charms for our VNFs. By using Juju relations, we
create new individual keys for every new deployment of an
interface and make the application of the NS usable directly
after the Day-1 tasks finish. Furthermore, with our approach,
the private keys are only stored inside the VNFs. The public

key and other necessary information for the peer setup get
automatically transferred to the peer.

IV. IMPLEMENTATION

Fig. 3. Architecture of our implementation.

To implement WireGuard in a realistic 5G environment we
created a NS with Evolved Packet System (EPS) components
from OpenAirInterface (OAI) [16]. We then added WireGuard
connectivity on the different interfaces. Figure 3 shows the
deployed architecture. OSM is used to communicate with
MicroStack VIM [17]. The VIM hosts different VNFs, creates
virtual networks and performs routing of outgoing traffic from
the VNFs, represented by solid blue lines. WireGuard tunnel
is created automatically between the VNFs on the interfaces in
the NS, represented by the red dotted lines. In addition to the
primary VIM, we utilized a second VIM in order to explore
the EPS NS deployment in multiple sites.

A. Development

We followed these steps to prepare the deployments: 1)
compose a virtualized EPS, 2) set up a mechanism for auto-
matic WireGuard peering, 3) structure NSs into Network Slice
Template (NST), and lastly, 4) test the WireGuard connectivity
in a multi-site deployment. The code for the descriptors and
charms is publicly available on GitHub. In the following
paragraphs, we further describe the development steps for
creating the descriptors and the scripts.

1. Composing a Virtualized EPS: In [18], Dreibholz im-
plements an Evolved Packet Core (EPC) with HSS, Mobility
Management Entity (MME), and a combined Serving Gateway
(SGW) and Packet Data Network Gateway (PGW) separated in
two components, Service Packet Gateway-User plane (SPGW-
U) and Service Packet Gateway-Control plane (SPGW-C), for
user- and control-plane tasks, respectively. To extend this NS
with real-life traffic, we add a virtualized eNodeB (eNB).
Further, we create an User Equipment (UE) in a Virtual
Machine (VM) kept outside the NS. The UE is still able to
connect to the eNB after instantiating the NS with manual
network setup in MicroStack. To establish the air interface,
Uu, we have compiled and used OAI simulation option. When
connecting the UE to the eNB, we verify that the different EPS
components function as expected and provide service to the
UE. The UE connects to an outer network through the SPGW-
U via the eNB. At this first step of implementation, we still
have not included WireGuard between the components.

We chose to build the NS by spreading the EPS components
into separate VNFs. This approach allows to split the VNFs
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in the VIMs. Extending it to a multi-site environment gives us
the opportunity to emulate a scenario where other components,
for instance, MEC, are deployed closer to the end-users. The
VNFs distributed to remote sites are able to communicate with
the core securely with the help of WireGuard.

2. Automatic WireGuard Peering: Manually setting up VPN
tunnels between several interfaces can be time-consuming.
Thus, we use Juju relations for automatic peering with no extra
information given to the other end of the peer at the time of
instantiating the NS. The first step in the automatic peering
is the establishment of relationships between VNFs on both
sides. Then the paired VNFs retrieve information like public
key, endpoint, and listening port to communicate with each
other. Wireguard usually employs the following cryptographic
primitives: elliptic Curve25519 for key exchange, then HKDF
for the key derivation, and finally, the bulk encryption work is
performed by the symmetric primitive ChaCha20Poly1305 for
Authenticated Encryption with Associated Data (AEAD) [4].
All of these primitives have excellent performance in software
supporting the objective of NFV. Moreover, due to the lack of
considerable overhead and latency, and remarkable efficiency,
ChaCha20Poly1305 AEAD performs significantly in terms of
ping time and throughput for the URLLC and eMBB slices,
respectively.

To establish WireGuard connectivity on all interfaces given
in Figure 3, we changed the IP address configuration in the
components. Changing the interface addresses is necessary to
route application data over the VPN tunnel and, at the same
time to ensure that applications inside the VNF have been
installed and started correctly even when waiting for the tunnel
establishment. Besides, to verify that the NS runs WireGuard,
we connect the UE and observe that it connects and gets Packet
Data Network (PDN) service.

Further, in order to observe how resources affect the Wire-
Guard performance, we have prepared a copy of the EPS NS
with WireGuard connectivity with doubled resources.

3. NST creation: After having a working NS with Wire-
Guard connectivity between the interfaces, we include it in two
NSTs to observe if and how the performance is affected by
providing security with WireGuard. The two NSTs have differ-
ent values of quality indicators corresponding to different 5G
QoS Identifiers (5QIs) [19]. The QoS parameters correspond
to eMBB and URLLC use-cases, respectively. Further, the
NST is prepared with only the management interfaces of the
VNFs. The management interfaces are attached to the external
connection points in the NSTs.

4. Multi-site deployment: To verify that the automatic peer-
ing setup also works in a multi-site environment, we have
separated the HSS VNF to a second VIM. When using Open-
Stack/MicroStack, the external floating IP address is by default
not known inside a VM. However, the VCA can retrieve the
management IP address to perform its actions. To find the
floating IP addresses of the VNFs, we use the same function
that Juju employs for its proxypeer connection between a Juju
unit at the VCA and the Virtual Deployment Unit (VDU) in
the VNF. After the endpoint IP address is found, the MME

and HSS connect automatically with WireGuard connectivity.
A prerequisite for multi-site WireGuard connectivity is to use
a port opened in the firewalls.

B. Proof-of-Concept for VPN-as-a-Service

With the automatic peering, we presented a few steps to
add WireGuard as a VPN-as-a-Service (VPNaaS). Here we
summarize all steps to build the proof-of-concept.

1) Append installation of WireGuard in cloud-init.
2) Add name and parameters for Day-1 and Day-2 actions

in the actions.yaml file.
3) Add relations between VNFs in the metadata.yaml file.
4) Include the Python code to append the charm script.

The name of the relationship must correspond between
the name used in metadata.yaml and the listener in the

init function of the Python script.
5) Add the actions from actions.yaml into Day-1, Day-2

operations in the VNF Descriptor (VNFD). To create
the WireGuard tunnel as a Day-1 operation, the relevant
actions should be included in the initial-config-primitive
section in the VNFDs. Day-2 actions are placed in the
config-primitive section.

6) While the default implementation sets up the VPN, Day-
2 actions can be used for further configuration and
maintenance, for instance, if a new connection should
be added towards a NF.

V. PERFORMANCE EVALUATION

To assess the performance of WireGuard in the 5G network,
we conducted measurement tests in both the control and user
plane, with and without WireGuard capability. We utilized
both arbitrary data and the UE to generate realistic traffic
in the network. We observe the impact of integrating secure
communication with Wireguard on the performance metrics
that should be aligned with the 5G KPI [20].

While producing arbitrary data for high network load, we
measure the latency and Service Response Time (SRT) in
the control plane, combining multiple EPS components. In
general, the following tasks are done to test the performance
of NSs and NSIs:

• Observe SRT on the MME when the UE connects;
• Observe throughput and latency in the user plane with

the UE over S1-U interface;
• Measure throughput and latency between components in

the EPS in the control plane over S1-C and S6a interfaces.

A. Lab Environment

The primary VIM is a server running MicroStack with
resources of 56 vCPUs, 126 GB RAM, and 915 GB storage.
The second VIM, used for multi-site deployment, also runs
MicroStack but has fewer resources with a total of 9 vCPUs,
32 GB RAM, and 150 GB storage. For the EPS NS a total
of 14 vCPU, 27 GB RAM and 110 GB storage are utilized.
According to the limiting ISP, the bandwidth between the two
NFVIs is specified to be 200 Mbps. For the VNFs to communi-
cate securely across the VIMs, WireGuard tunnel is established
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between the NFVIs. Our measurement shows a throughput of
approximately 180 Mbps between the MicroStack instances. A
nested WireGuard tunnel is used when adding WireGuard on
the S6a interface for the multi-site deployment. The internal
throughput of the NFVI where the primary VIM runs is
20 Gbps. Table I gives a summary of the resources used for
the VNFs.

TABLE I
VNF INFORMATION OF THE OAI EPS NS.

VNF Operating System Number of Amount of Storage
name virtual CPUs RAM (GB) (GB)
HSS Ubuntu18.04 4 8.0 20

MME Ubuntu18.04 2 4.0 20
SPGWU Ubuntu18.04 1 3.0 20
SPGWC Ubuntu18.04 3 4.0 30

eNB Ubuntu18.04 4 8.0 20
UE Ubuntu18.04 2 4.0 20

B. Observations

Before adding the VPN tunnels, we are able to capture
connection information such as the International Mobile Sub-
scriber Identity (IMSI), network realms, and hostnames at
the VIM. However, after we introduce WireGuard, the only
information observable at the VIM is the use of the WireGuard
protocol and link-layer discovery messages.

For the control plane, we observe the SRT for the HSS
application to a connecting UE. When monitoring SRT of the
HSS application including networking from the MME, the NS
with WireGuard has the lowest average SRT. In particular,
with ten successful connections for the UE, the average SRT
of the Diameter protocol drops from 6.156 ms for the EPS
without WireGuard capability to 5.377 ms when WireGuard
is added. When doubling the resources on the EPS NS with
WireGuard, SRT of 5.607 ms is measured. Based on the other
measurements, it is likely that the HSS application itself is
the delaying part. With a reduced number of connections, we
have not observed a negative effect on the SRT when using
WireGuard.

A comparison of the latency measurements for different
instances and interfaces is shown in Figure 4. The red line in
the figure indicates 1 ms, representing one of the E2E KPI for
URLLC applications in 5G. All single-site instances achieve
lower latency than the 1 ms. However, adding WireGuard
introduces a visible overhead when comparing the NS without
WireGuard to the other instances in Figure 4. On the other
hand, we observe that the average latencies for the S1-
C interface in the eMBB and URLLC NSIs (illustrated in
grey and purple) are lower than the other two counterpart
measurements. It is worth noting that doubling the resources
does not necessarily reduce the latency, confirming that the
latency depends on multiple factors such as 5QI parameters
and the workload of components in the NS.

Figure 5 compares the throughput between components with
WireGuard enabled on different interfaces across instances.
The red line represents the 100 Mbps downlink user data
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Fig. 4. Latency comparison for different interfaces with and without Wire-
Guard functionality.

rate KPI. We highlight three main results from observing
the throughput. The first one is that, unlike the latency, the
throughput changes according to the available resources. When
comparing the NS with double resources to the others, the
throughput is higher for the NS with the double resources.
The second observation is that the throughput over the Uu
interface is significantly lower than the other measurements.
The throughput over the Uu is around 1.7 Mbps, while the
average throughput for the S1-U is over 1 Gbps making the
Uu the bottleneck of the EPS. The last observation is about
the maximum throughput when averaging over 10 minutes.
For the NS with double resources, we observe throughput of
2.2 Gbps for the S1-U. For the other instances, a range from
770 Mbps to 1.48 Gbps is measured.
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Fig. 5. Throughput comparison for different interfaces with WireGuard.

Figure 6 compares the throughput in the two NSIs. We
observe that the performance over diverse interfaces differs
when running each NSI alone and when the two NSIs are
running simultaneously. For instance, the throughput at the S6a
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interface reaches up to 1.1 Gbps for the URLLC slice when it
is operating alone and simultaneously with the eMBB slice.
However, the throughput at the S1-U interface is 1.43 Gbps for
the URLLC slice separately and it reduces a bit to 1.41 Gbps
when it is running simultaneously with the eMBB slice.
Regarding S1-C interface, the throughput reaches 1.12 Gbps
for the separate URLLC and it decreases to 0.97 Gbps when
the eMBB slice is also working. In general, the differences
between the NSIs are minor, meaning that WireGuard is a
promising solution for slice isolation of eMBB and URLLC
slices.

It should be noted that we observe a total throughput
of approximately 3 Gbps, which is lower than the internal
networking throughput of around 20 Gbps when testing with
a workload on the same logical interface for the two NSIs
simultaneously. As we approach the internal networking limit
for the throughput, we detect more considerable differences
between the NSIs based on their QoS parameters and the
allocated resources.
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Fig. 6. Throughput comparison with WireGuard for NSIs - measured
separately and simultaneously.

In the multi-site deployment, we take measurements over
the S6a interface, which is the only one that differs from the
other NSs and NSIs. As expected, the throughput is lower,
and the latency is higher than in the other instances. The
performance is lower even without WireGuard between the
VNFs. However, we observe that WireGuard adds overhead
in this scenario as well. In the multi-site NS, the average
latency over 1000 ICMP packets increases from 18.355 ms to
19.769 ms when using WireGuard. For the average throughput,
we observe a reduction from 179 Mbps to 156 Mbps, which is
expected based on the given 200 Mbps bandwidth.

VI. CONCLUSIONS

By using Juju relations and providing a proof of concept for
using WireGuard as VPNaaS, we showed that WireGuard can
be implemented with automatic peer setup after instantiating.
The performance measurements demonstrate that WireGuard
is suitable for applications with requirements corresponding to
several of the 5G KPI values. We show that WireGuard can

be used as VPNaaS in the context of 5G networks and beyond
in order to provide secure communication and slice isolation.

Replacing the arbitrary Juju relations with a KMS, using a
5G Core network instead of EPC components, adding multiple
UEs, and evaluating scenarios in which fulfilling service
requirements (especially throughput) are beyond WireGuard
capability are potential directions for future investigation.
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Abstract—One of the most challenging services fifth-generation
(5G) mobile network is designed to support, is the critical services
in-need of very low latency, and/or high reliability. It is now
clear that such critical services will also be at the core of beyond
5G (B5G) networks. While 5G radio design accommodates such
supports by introducing more flexibility in timing, how efficiently
those services could be scheduled over a shared network with
other broadband services remains as a challenge. In this paper,
we use network slicing as an enabler for network sharing and
propose an optimization framework to schedule resources to
critical services via puncturing technique with minimal impact
on the regular broadband services. We then thoroughly examine
the performance of the framework in terms of throughput and
reliability through simulation.

Keywords: B5G, eMBB, URLLC, coexistence, resource
allocation, puncturing, critical traffic.

I. INTRODUCTION

The 5G mobile network came with the promise of ten times
better performance in all directions [1]. However, the main
paradigm shift has been in supporting services from industry
which otherwise have had a dedicated network. Supporting
critical services was enabled with two main enablers: the
possibility to offer ultra-high reliability and low-latency and
the capability to share one network between services with
different needs, known as network slicing. It is now clear that
the industry support and critical services will be one of the
main targets for beyond 5G (B5G) networks.

The 5G standard has introduced classes of services in order
to encapsulate different requirements. The enhanced Mobile
Broadband (eMBB) was introduced as an advanced version
of 4G mobile broadband with higher throughput, while the
Ultra-Reliable Low-Latency Communication (URLLC) was
introduced to capture the needs of critical industry data traffic.
The goal of the eMBB service is to attain a high data rate
while delivering an acceptable reliability level. In contrast,
URLLC services require stringent latency and reliability con-
straints to support critical industries such as smart factories,
autonomous driving, or remote surgery [2]. Such supports are
addressed in the 5G New Radio (5G-NR) standard, i.e., the
3rd Generation Partnership Project (3GPP) RAN1/RAN2 [3],
[4]. These specifications entail methods for eMBB service to
obtain a high data rate and at the same time introduce flexible
numerology allowing shorter transmission time, which then

could be used for an immediate transmission of a smaller
amount of latency-sensitive data through grant-free access [5].
Scheduling URLLC traffic over the same resources that were
provisioned for eMBB introduces challenges for the eMBB
traffic; hence the rich literature on the coexistence of eMBB
and URLLC is reviewed in Section II.

Network slicing is seen as one of the leading enabling tech-
nologies for sharing network resources among multiple tenants
of a network (including vertical industries), which can provide
services with diverse requirements in B5G. Accordingly, radio
resource scheduling is crucial to efficiently utilize shared
resources between slices in order to meet various services’
requirements of the tenants [6]. Hence, 3GPP RAN1/RAN2
specifications facilitate the realization of slicing over 5G-NR
via 1) RAN awareness feature to perform traffic administration
for slices belonging to different tenants, and 2) policy enforce-
ment and radio resource management for the RAN slices [7].
Such incorporation between 3GPP RAN1/RAN2 and network
slicing drives efficient, flexible, and controllable radio resource
sharing among slices.

In this paper, we use network slicing as a concept for
sharing the network resources between URLLC and eMBB
traffic. We consider using regular Transmission Time Intervals
(TTIs) for eMBB traffic and short TTIs for URLLC traffic.
While the eMBB traffic is scheduled and will be transmitted as
planned, the URLLC traffic will be transmitted immediately by
puncturing the eMBB transmission slot. We extend an existing
loss model in the literature [8] and accurately express it to
capture the impact of this puncturing on the eMBB throughput.
To this end, the main contributions of this paper are as follows:
• Characterizing the resource allocation problem for the

coexistence of eMBB/URLLC traffic scheduling using
the puncturing technique with the main objective of
maximizing the minimum data rate of each eMBB user.

• Precisely formulating the loss function definition to cap-
ture the impact of puncturing, resulting from overlapped
URLLC traffic, on each eMBB user’s throughput and per
TTI and for every particular allocated radio resource to
each eMBB user.

• Presenting an optimization framework ensuring the loss
in eMBB throughput due to scheduling URLLC traffic
is minimal; hence achievable data rate for the eMBB
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users is not affected significantly. We define a punctur-
ing rate threshold to limit such impact. Moreover, We
benchmark our proposed solution with the state-of-the-art
approaches. Simulation results confirm that the proposed
method can 1) fulfill URLLC reliability requirements and
2) at the same time maintain the minimum achievable
rate of the worst-case eMBB user, close to the minimum
acceptable data rate for the eMBB users even for a high
amount of incoming URLLC load. Worst-case eMBB
user refers to the user located at the cell edge (with
low allocated power or poor channel gain) or the most
punctured user with the overlapped URLLC load.

The remainder of this paper is organized as follows. Sec-
tion II provides an overview of the literature on eMBB and
URLLC coexistence. Section III presents the system model we
use in this paper and problem formulation of the optimization
framework. The simulation results are presented in Section IV.
Section V concludes the paper.

II. RELATED WORK

The conventional orthogonal-based radio resource allocation
mechanism is not suited for the coexistence of URLLC and
eMBB traffic [9]. One of the proposals from the 3rd Genera-
tion Partnership Project (3GPP) to efficiently multiplex eMBB
and URLLC data transmissions via the 5G-NR is the super-
position/puncturing scheme. Superposition/puncturing [10] is
performed by applying non orthogonal-based scheduling [11]
of both eMBB and URLLC traffic on the same radio chan-
nel simultaneously. Superposition/puncturing scheme is rec-
ognized as a promising technique to enable the coexistence
of the eMBB and URLLC transmissions over the 5G-NR and
thus has attracted much attention in academia and industry.
Reference [8] models the impact of the URLLC transmission
over the scheduled eMBB traffic via loss functions caused by
the URLLC traffic. Reference [12] investigates the multiplex-
ing of the eMBB and URLLC traffic in the Cloud RAN (C-
RAN) environment. eMBB and URLLC traffic are transmitted
via multicast and unicast transmission mode, respectively. The
authors also provide a framework in order to maximize the
revenue stream of the C-RAN provider. The study in [13]
investigates mutual support of visual (over eMBB slice) and
haptic (over URLLC slice) perceptions over cellular networks.
Paper [14] suggests a two-sided matching game for a joint
user association and resource allocation problem, using an
analytic hierarchy process, which yields in enhancing resource
allocation in the downlink eMBB and URLLC transmissions
for a fog network. The authors in [15] utilize a decomposition
technique for the integrated eMBB and URLLC resource
scheduling problem into two separate problems. For the case of
eMBB, the authors employ the penalty successive upper bound
minimization method over TTIs, and for the URLLC case,
a transportation rule is applied over short TTIs. Paper [16]
considers the efficiency of adopting the orthogonal-based and
non orthogonal-based scheduling for the eMBB and URLLC
traffic in a multi-cell C-RAN system. The work outcome re-
veals the advantage of using the orthogonal-based solution for

degrading the mutual interference of the eMBB and URLLC
traffic. The authors in [10] suggest a communication-theoretic
basis for eMBB, mMTC, and URLLC services. The results
showcase the performance of both orthogonal-based and non
orthogonal-based slicing for different service types. The study
in [17] utilizes a matching game for the joint eMBB and
URLLC traffic. The authors denote an optimization approach
to maximize the minimum demanded eMBB data rate and,
at the same time, analyze URLLC reliability constraints.
Reference [18] presents a risk-sensitive strategy according to
the conditional value at risk method for eMBB reliability and
a chance constraint for URLLC reliability. The work in [19]
provides an optimization problem obtained from an intelligent
resource allocation scheme based on the puncturing approach
by considering reliability for eMBB and URLLC services. The
authors apply a deep reinforcement learning policy to discover
the total number of punctured mini-slots of the whole eMBB
users.

Unlike those works, which mainly focus on maximizing
the sum rate of the eMBB users, this paper concentrates on
maximizing individual minimum achievable data rate for the
eMBB users. We describe the resource allocation problem for
each eMBB user that experiences a negative impact on its data
rate due to the incoming URLLC traffic. Such traffic punctures
some or even all of the allocated resources to the eMBB user
in a time slot.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

In this network, we consider downlink eMBB and URLLC
traffic, i.e., transmission from the network to the pieces of
User Equipment (UEs) over a single gNB that can operate
with single or multiple antennas j ∈ J = {1, 2, ..., J}. The
gNB schedules the eMBB and URLLC traffic and transmits
the corresponding data for each service type via its antennas
towards eMBB and URLLC users over flat i.i.d Rayleigh
fading channels. The gNB serves k ∈ K = {1, 2, ...,K}
number of eMBB and n ∈ N = {1, 2, ..., N} number of
URLLC UEs. The time domain is split into equally spaced
time slots (TTIs) for the eMBB UEs’ transmissions. Each time
slot is subdivided into a fixed number of M equally spaced
mini-slots (short TTIs) where m ∈M = {1, 2, ...,M} denotes
a mini-slot. In the frequency domain, the radio resources are
divided into b ∈ B = {1, 2, ..., B} Resource Blocks (RBs).
Each RB b contains 12 sub-carriers in the frequency domain
and 14 OFDM symbols in the time domain. Since there is
no strict latency requirement for serving the eMBB users, the
RBs are allocated to them at the beginning of each time slot.
However, the sporadic URLLC requests can arrive at any time
within a time slot, and due to the extreme latency requirement
of such requests, the gNB needs to serve them immediately
in a mini-slot instead of waiting for the next time slot. The
gNB punctures previously scheduled eMBB transmissions in
mini-slots by applying zero power to these transmissions to
serve the URLLC requests promptly.

 

127



Fig. 1: eMBB/URLLC coexistence enabled by the puncturing mechanism for the numerology µ = 0.

In 5G-NR, unlike 4G, the bandwidth of a RB, fb, and time
slot duration, TTI, are not fixed, and they are set according
to specific values of sub-carrier spacing, ∆f . Hence, there
are several so-called numerologies in 5G-NR according to the
values of ∆f . Figure 1 illustrates the puncturing mechanism
for the coexistence of eMBB/URLLC traffic for the numerol-
ogy zero-labeled as µ = 0 with ∆f= 15 KHz, fb= 180 KHz,
TTI = 1 msec which contains 14 OFDM symbols, and each
short TTI ≈ 142 µsec that occupies 2 OFDM symbols. Let
consider the first mini-slot of the first time slot. The sporadic
incoming URLLC traffic in the first mini-slot m = 1 impacts
the previously scheduled eMBB users with the allocated radio
resources in this mini-slot. gNB decides to map the URLLC
traffic to some of the eMBB UEs in this mini-slot. Hence,
some of the resources of the eMBB UEs 1 and 3, k = 1, 3 are
punctured by the overlapped URLLC traffic.

Accordingly, the maximum achievable rate for an eMBB
user k at the time slot t over the whole allocated RBs can be
formulated as follows:

reMBB
k (t) = [φeMBB

k (t)− γeMBB
k (t)]× reMBB

k,peak (t) (1)

where the φeMBB
k (t) is the total amount of radio resources

allocated to the eMBB user k at time slot t, γeMBB
k (t) is

called the total loss function which indicates the fraction of
punctured resources allocated to eMBB user k at time slot t
due to the incoming URLLC requests, and reMBB

k,peak (t) is the
total achievable data rate of the eMBB user k at time slot
t. This formulation is general, and by following the Shannon
channel capacity, it can be further extended to:

reMBB
k (t) =

B∑

b=1

[(
xkb(t)fb − γeMBB

kb (t)
)
×

log2

(
1 +

J∑
j=1

pjkb(t)h
j
kb(t)

σ2

)]
(2)

where xkb(t) is the resource allocation coefficient, xkb(t) =
1 denotes that the RB b is allocated to the eMBB user k
at time slot t and xkb(t) = 0 shows no allocation; fb is the
bandwidth of the RB b; pjkb(t) is the transmission power from
the antenna j of the gNB over the RB b to the eMBB user k
at time slot t; hjkb(t) is the Rayleigh fading channel gain of
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the transmission from the antenna j of the gNB over the RB b
to the eMBB user k at time slot t; σ2 is the noise power; and
finally γeMBB

kb (t) indicates the fraction of punctured RB b that
is allocated to eMBB user k at time slot t. Now, let Dm(t) be
a random variable indicating the number of incoming URLLC
packets in the mini-slot m of time slot t. Hence, the total
incoming URLLC packets in the time slot t is equal to D(t) =
M∑
m=1

Dm(t). As a result, the γeMBB
k (t) can be formulated as

follows:

γeMBB
k (t) =

B∑

b=1

γeMBB
kb (t)

=
[ B∑

b=1

xkb(t)fb × ρkb(t)
D(t)

|B| × |M |
] (3)

where ρkb(t) ∈ [0, 1] indicates the weight of puncturing;
and |B| × |M | presents the total system capacity in terms
of frequency-time resources. The URLLC traffic is upper
bounded by total system capacity, i.e., D(t) ≤ |B| × |M |.
The ρkb(t) identifies the pattern of overlapping total URLLC
traffic in the time slot t on the eMBB user k resources in
order to utilize (puncture) them for the URLLC transmission.
According to the pattern of puncturing the eMBB resources,
the γeMBB

k (t) function can be approximated as a regular
algebraic function. In this paper, we define γeMBB

k (t) as
first and second-degree non-decreasing polynomial known as
linear and convex quadratic functions, respectively, where

γeMBB
k (t) ∈

[
0,

B∑
b=1

xkb(t)fb

]
. Hence, for each eMBB user

k in time slot t if:

• γeMBB
k (t) = 0, no puncturing occurs;

• 0 < γeMBB
k (t) <

B∑
b=1

xkb(t)fb, partial puncturing hap-
pens;

• γeMBB
k (t) =

B∑
b=1

xkb(t)fb, full puncturing appears.

It should be noted that the individual achievable data rate for
the eMBB user k in time slot t holds a higher value if this
user suffers from a resource deduction scheme following the
convex function rather than the linear function.

Until now, we have only considered the latency requirement
for the incoming URLLC requests by scheduling them on top
of eMBB transmissions. Regarding the reliability requirement
of URLLC traffic, let θmax be the outage probability threshold
and η be the URLLC packet size, then the reliability of
URLLC UEs can be represented as [18]:

Pr(error) = Pr
{ N∑

n=1

K∑

k=1

[γeMBB
k (t)

fbN
×

log2

(
1 +

J∑
j=1

pjnb(t)h
j
nb(t)

σ2

)]
≤ ηD(t)

}
≤ θmax.

(4)

Under the joint eMBB/URLLC resource allocation problem,
the objective is to maximize the data rate for each of the

eMBB UEs and at the same time fulfill the URLLC UEs’
requirements in terms of extra low delay and high reliability:

max
p,γ

min
k∈K

E{
T∑

t=0

reMBB
k (t)} (5a)

subject to Pr(error) ≤ θmax (5b)
K∑

k=1

B∑

b=1

J∑

j=1

pjkb(t) ≤ Pmax (5c)

where the Pmax is the maximum transmission power from the
gNB towards all types of the UEs.

B. Solving the coexistence optimization problem

Here we present the proposed algorithm to find an optimal
solution for Eq. (5a). In this algorithm, first, we set the
minimum acceptable data rate Rmin for the eMBB users.
Subsequently, in each time slot t we define a puncturing rate
threshold theMBB(t) according to the loss functions for all
eMBB users. The selection criteria for calculating theMBB(t)
is as follows:

theMBB(t) =





max∀k∈K{ γeMBB
k (t)},

0 ≤ γeMBB
k (t) <

B∑
b=1

xkb(t)fb;

max∀k∈K{ γeMBB
k (t)} − offset,

γeMBB
k (t) =

B∑
b=1

xkb(t)fb;

(6)
where offset indicates a constant value to tune theMBB(t)
if the second condition holds. It is worth noting that the
first condition for defining theMBB(t) is much more likely
to happen than the second one. After setting a value for
theMBB(t), we proceed to calculate the achievable rate for
each eMBB user k in the time slot t. Next, we check whether
the achievable rate is less than Rmin. If reMBB

k (t) < Rmin,
then we map the incoming URLLC load to another possible
eMBB user k′ with the allocated RB b′ if at least one of the
following conditions is fulfilled:

• higher power value, i.e. pj
′

k′b′(t) > pjkb(t);
• larger channel gain value, i.e. hj

′

k′b′(t) > hjkb(t);
• lower loss function, i.e. γeMBB

k′ (t) < γeMBB
k (t);

otherwise we hold with the current eMBB user k. In other
words, the challenge corresponds to the minimum rate be-
longing to the most punctured eMBB users, which negatively
impacts the performance of the system if the minimum rate
would be less than the Rmin. Hence, tracking each eMBB
user rate is crucial in each time slot within a frame and for
the whole transmission period. As a result, the optimization al-
gorithm protects those eMBB users with low power allocation,
bad channel quality, and less allocated RBs to avoid worsening
their date rate by over-puncturing. Algorithm 1 summaries the
steps.
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Algorithm 1 Algorithm for eMBB/URLLC coexistence

1: Input: t ∈ T, b ∈ B, k ∈ K, j ∈
J , pjkb(t), h

j
kb(t), γ

eMBB
k (t)

2: Output: Solution to Eq. (5a) for eMBB/URLLC coexis-
tence

3: Set Rmin
4: Define theMBB(t) according to Eq. (6)
5: for t ∈ T do
6: for k ∈ K do
7: for j ∈ J do
8: Calculate reMBB

k (t) based on theMBB(t)
9: if reMBB

k (t) < Rmin then
10: Map the URLLC load to eMBB user k′ in

case pj
′

k′b′(t) > pjkb(t), hj
′

k′b′(t) > hjkb(t), or γeMBB
k′ (t) <

γeMBB
k (t)

11: else
12: Puncture the current eMBB user k
13: end if
14: end for
15: end for
16: end for

TABLE I: Simulation parameters.

Simulation parameter Value

Cell radius(m) 500

Number of mini-slots 7

Number of OFDM symbols per mini-slot 2

Number of eMBB users 5

URLLC traffic model Poisson process

fb (KHz) 180

Total BW (MHz) 20

Min guard band for numerology µ = 0 (KHz) 692.5

Number of resource blocks 103

Rmin (Mbps) 5

Pmax (dBm) 40

Time slot length (msec) 1

Mini-slot length (µsec) 142

Time frame length (msec) 10

URLLC packet size (Bytes) 50

IV. PERFORMANCE EVALUATION

In this section, we verify the efficiency of our proposed
algorithm through simulations and evaluate the performance.
Our objective is to show the increase of the individual mini-
mum achievable data rate for each eMBB user in the following
analysis. We analyze and simulate the RAN domain using
MATLAB R2019b with the CVX toolbox. In our simulated
RAN, we consider one gNB located at the center of the cell
coverage zone with a 500 m radius. The gNB operates on 20
MHz in the downlink mode, which serves several eMBB and
URLLC UEs that are randomly distributed within the coverage
zone. Besides, the gNB schedules eMBB and URLLC traffic
in the downlink transmission over flat i.i.d Rayleigh fading

channels. Table I summarizes the main simulation parameters.
We benchmark the performance of our proposed solution
with the well-known state-of-the-art approaches, including:
1) Punctured Scheduling (PS) [20]: PS selects the RBs with
the highest MCS allocated to eMBB users and punctures
them in order to serve URLLC traffic; 2) Random Scheduler
(RS) [8]: RS serves the incoming URLLC traffic by randomly
selecting pre-allocated RBs to the eMBB users; and 3) Equally
Distributed Scheduler (EDS) [17]: EDS serves the incoming
URLLC traffic by equally choosing pre-allocated RBs to each
of the eMBB users.

A. eMBB data rate influenced by puncturing with URLLC load

We first investigate the performance of the proposed al-
gorithm in terms of resource allocation for the individual
minimum achievable rate of the eMBB users. The deduction
of the allocated resources to the eMBB users is represented
by the γeMBB

k (t) function in each time slot. We assume that
the type of this function for the simulation environment is
either a second-degree non-decreasing polynomial linear or
convex quadratic function. Moreover, gNB can operate either
with single or multiple numbers of antennas towards eMBB
and URLLC users. We also consider that both eMBB and
URLLC users are equipped with only a single antenna for
data transmission. Hence the operation in downlink between
the gNB and the users happens either in Single- or Multiple-
Input Single Output configurations known as SISO and MISO,
respectively. Figure 2 illustrates four different regimes that
may happen via transmission of the data in the downlink in the
form of (type of γeMBB

k (t), type of the transmission config-
uration). For each regime, we study the individual minimum
achievable eMBB data rate per user via the proposed opti-
mization algorithm, PS, RS, and EDS solutions. By increasing
the URLLC load per time slot, depending on the scheduling
strategy, some or all of the eMBB users may be influenced by
puncturing. Particularly, in the (linear, SISO) regime illustrated
in Figure 2a, for a number of 40 URLLC packets per time slot
(considered as a mid-range number of URLLC packets per
time slot), the minimum achievable rate for each eMBB user
can reach up to 3.3, 3.5, 4.2, and 5.1 Mbps for the EDS, RS,
PS, and our proposed solution respectively. By applying the
optimization algorithm, gNB searches for at least one possible
pre-scheduled eMBB candidate with higher allocated power,
higher channel gain, or lower loss function to map full or
partial URLLC load to that eMBB user while at the same time
satisfying the minimum acceptable data rate for the eMBB
users. The optimization process enhances even the worst-case
eMBB user data rate to achieve up to 5.1 Mbps which is
still greater than the Rmin. The performance of the proposed
algorithm is also prominent by increasing the minimum data
rate up to 10.1 Mbps for the low amount of URLLC packets
per time slot (10 packets). The same logic follows for the
other regimes as well. The most reliable case is (convex,
MISO) regime, presented in Figure 2d. This regime holds the
convex loss function with less puncturing impact on the eMBB
users than the linear loss function, and gNB operates with
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(a) (linear, SISO) regime. (b) (convex, SISO) regime.

(c) (linear, MISO) regime. (d) (convex, MISO) regime.

Fig. 2: Individual minimum achievable eMBB data rate for different number of URLLC packets per time slot.

multiple antennas towards all users in the downlink. In the
(convex, MISO) regime, the proposed algorithm can improve
the minimum data rate for the worst-case eMBB user up to
12.5 Mbps for 10 URLLC packets per time slot while PS, RS,
and EDS can ultimately achieve up to 10.8, 9, and 8.8 Mbps
respectively for the same user. It is worth considering that the
efficiency of the proposed algorithm is noticeable even for a
high amount of URLLC load with the rate of up to 57 packets
per time slot, where the individual minimum achievable data
rate is equal to the Rmin. Due to the sporadic nature of
such packets, the probability of having a very high number
of URLLC packets per time slot is low, and thus the proposed
algorithm is close to real scenarios. Besides, we assume the
size of a URLLC packet is 50 bytes; however, smaller packet
sizes are also expected, which results in less puncturing of the
eMBB users. By keeping the individual minimum data rate
close to the Rmin, the network guarantees that each eMBB
user receives at least minimum resources, which are required
for normal web browsing and light video streaming. However,
full HD video streaming with very high resolution demands
some buffer time. In fact, with this strategy, the network does
not allow to fully puncture eMBB users, and it keeps the data
rate at a minimum level to avoid reducing the individual eMBB
data rate significantly. The proposed algorithm outperforms
PS, RS, and EDS solutions in different regimes under the same
amount of URLLC load per time slot.

B. eMBB reliability region for different URLLC load

Here we analyze the reliability of the eMBB users. We set
Rmin equal to 5 Mbps and consider the most reliable transmis-
sion (convex, MISO) regime. As Figure 3 illustrates, applying

the proposed algorithm during the transmission towards the
eMBB users delivers a more reliable communication compared
to the other scheduling policies in the downlink. Specifically,
the eMBB users experience 91% reliable transmission for 10
incoming URLLC packets per slot while PS, RS, and EDS
can provide reliable transmission up to 86%, 82%, and 80%,
respectively. By increasing the intensity of the URLLC packets
per slot, the eMBB reliability decreases to 71% for a very high
number of URLLC packets (70 packets per time slot) which, in
fact, is less likely. The proposed algorithm surpasses the other
solutions even for a high number of URLLC packets per slot,
and the gap between our strategy and its closest competitor,
PS, is significant. The proposed algorithm is 10% more reliable
than the PS case for 70 URLLC packets per time slot.

Fig. 3: eMBB reliability for different number of URLLC
packets per slot with Rmin = 5 Mbps and (convex, MISO)
regime.

V. CONCLUSION

We investigated the coexistence problem of eMBB and
URLLC in 5G-NR. We formulated the puncturing data rate
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problem for each eMBB user in order to study the impact
of the incoming URLLC traffic, which must be scheduled
immediately within mini-slots due to its extra low latency
requirement. We proposed an optimization algorithm to en-
hance the minimum eMBB data rate per user and evaluated
its performance with various loss functions, gNB transmission
configuration regimes, and some state-of-the-art solutions. As
a result, the proposed algorithm improves the data rate per
eMBB user, even for the worst-case eMBB user. Besides,
by applying the proposed optimization algorithm, the eMBB
users experience a more reliable transmission than the other
approaches.
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ABSTRACT Network slicing has been a significant technological advance in the 5G mobile network
allowing delivery of diverse and demanding requirements. The slicing grants the ability to create customized
virtual networks from the underlying physical network, while each virtual network can serve a different
purpose. One of the main challenges yet is the allocation of resources to different slices, both to best
serve different services and to use the resources in the most optimal way. In this paper, we study the
radio resource slicing problem for Ultra-Reliable Low Latency Communications (URLLC) and enhanced
Mobile Broadband (eMBB) as two prominent use cases. The URLLC and eMBB traffic is multiplexed over
multiple numerologies in 5G New Radio, depending on their distinct service requirements. Therein, we
present our optimization algorithm, Mixed-numerology Mini-slot based Resource Allocation (MiMRA),
to minimize the impact on eMBB data rate due to puncturing by different URLLC traffic classes. Our
strategy controls such impact by introducing a puncturing rate threshold. Further, we propose a scheduling
mechanism that maximizes the sum rate of all eMBB users while maintaining the minimum data rate
requirement of each eMBB user. The results obtained by simulation confirm the applicability of our
proposed resource allocation algorithm.

INDEX TERMS B5G, eMBB, numerology, puncturing, resource allocation, URLLC.

I. INTRODUCTION

THE NEXT-GENERATION mobile networks are
intended to support the diverse requirements of the

vertical industries, thus, to support a wide range of devices
and applications. The fifth generation (5G) and beyond 5G
(B5G) networks expand not only mobile broadband services
compared to the fourth generation (4G) but also address
new service-oriented use cases that involve innovative
healthcare delivery, smart transportation systems, factory
automation, and smart grids.
To address the diversity of applications and services

served by 5G, the community categorized these services
into three classes. These include massive Machine-Type
Communications (mMTC), enhanced Mobile Broadband
(eMBB), and Ultra-Reliable Low-Latency Communications
(URLLC). mMTC is designed to provide connectivity for

thousands of devices spread over a wide coverage. mMTC
requires a low data rate and low power connectivity for enor-
mous amounts of sensor/actuator devices (i.e., the Internet of
Things (IoT)). eMBB deals with high data rates, high spectral
efficiency, and low latency and can be considered as a direct
extension of the 4G broadband services. URLLC necessitates
significantly low End-to-End (E2E) latency and ultra-high
reliability, and it is associated with tactile Internet [1].
URLLC is also referred to as mission-critical communi-
cations as it enables real-time control and automation of
dynamic processes in various fields, such as industrial pro-
cess automation and manufacturing, power distribution, or
traffic management and safety.

The major challenge in providing such diverse and abun-
dant services is that the physical infrastructure resources are
scarce to meet all requirements. Thus, these resources need
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to be deployed intelligently to deliver such services. In order
to fulfill the above-specified diverse performance require-
ments imposed by B5G use cases, the next-generation mobile
network has to be redesigned. Network slicing is a promising
paradigm, which allows heterogeneous services to coexist
within the same network architecture. The approach towards
softwarization, virtualization, and cloudification as enabling
technologies of network slicing has brought tremendous
progress and benefits in terms of programmability, flexibility,
and innovative ideas to service provisioning. Hence, network
slicing leverages the benefits of a virtualized resource sharing
environment enabled by Software-DefinedNetworking (SDN)
and Network Function Virtualization (NFV) [2], [3], [4].
Based on softwarization and virtualization, it is capable of
enabling Network-as-a-Service (NaaS) [5] and allows the
coexistence of multiple networks on the same physical infras-
tructure. An E2E network slice is composed of the Radio
Access Network (RAN), transport and Core Network (CN)
sub-network slices in between the end (user) devices [6].
In this work, we consider slicing in the RAN, which is a
constituting part of an E2E network slice.

5G New Radio (5G NR) follows the same princi-
ples of Orthogonal Frequency Division Multiple Access
(OFDMA) technology which was adopted in Long Term
Evolution (LTE) and LTE-Advanced (LTE-A). 5G NR sup-
ports multiple waveform configurations, which results in
scalable numerologies. The resulting flexible frequency-
time lattice is designed to support diverse requirements
imposed by different traffic classes. URLLC users are typi-
cally mission-critical; therefore, they need to be prioritized
over the eMBB users, which are typically considered best
effort users. The coexistence of eMBB and URLLC users
in the same mobile network is, hence, demanding given the
trade-off between simultaneously achieving high data rates
for the eMBB users and the ultra-reliability and low latency
for the URLLC users.

A. RELATED WORK
Resource allocation and orchestration are vital aspects of
network slicing as the logical E2E slices are realized upon a
shared resource pool. To this end, numerous research works
have considered radio resource allocation and proposed var-
ious scheduling algorithms. The 3rd Generation Partnership
Project (3GPP) [7] has proposed a superposition/puncturing
method for multiplexing URLLC and eMBB traffic in 5G
cellular systems. The authors in [8] study the coexistence
problem of eMBB and URLLC users in 5G networks. They
formulate a joint resource allocation problem that can sat-
isfy both eMBB user rate and URLLC interrupt probability
requirements. They assign mini-slots for URLLC users and
calculate the transmission power of URLLC users, ensur-
ing the reliability constraint. A similar study is performed
in [9], which also studies the resource slicing problem for 5G
eMBB and URLLC services. The resource slicing problem
is formulated as an optimization problem that aims at max-
imizing the eMBB data rate. The problem is subject to a

URLLC reliability constraint while considering the variance
of the eMBB data rate to reduce the impact of immedi-
ately scheduled URLLC traffic on the eMBB reliability.
An optimization-aided deep reinforcement learning-based
framework is proposed to solve the formulated problem.
The dynamic multiplexing scheme [7] is recognized as

a promising technique to enable the coexistence of the
eMBB and URLLC transmissions over the 5G NR and thus
has attracted much attention in academia and industry. The
authors in [10] evaluate the coexistence technique for eMBB
and URLLC based upon a punctured scheme. They extend
the study to formulate an optimization problem aiming to
maximize the minimum expected achievable rate of eMBB
User Equipment (UEs) while fulfilling the provisions of the
URLLC traffic. In study [11], the radio resources are sched-
uled among the eMBB UEs on a time slot basis, whereas they
are handled for URLLC UEs on a mini-slot basis. They use
a penalty successive upper bound minimization-based algo-
rithm for eMBB UEs, while the optimal transportation model
is adopted to solve the same URLLC UEs problem. They
also present a heuristic algorithm for efficient scheduling of
PRBs among eMBB UEs.
Authors of [12] model the impact of the URLLC trans-

mission over the scheduled eMBB traffic via loss functions
caused by the URLLC traffic. The work in [13] ana-
lyzes the multiplexing of the eMBB and URLLC traffic
in the Cloud-RAN (C-RAN) environment. The work in [14]
investigates the performance trade-offs between eMBB and
URLLC traffic types in a multi-cell C-RAN architecture
under Non-Orthogonal Multiple Access (NOMA) and OMA
access strategies. The work outcome reveals the advantage of
employing the orthogonal-based solution for degrading the
mutual interference of the eMBB and URLLC traffic. The
authors also demonstrate the potential benefits of puncturing
in improving the efficiency of fronthaul usage by discard-
ing received mini-slots affected by URLLC interference. The
authors in [15] present a puncturing scheme for transmitting
low latency communication traffic, multiplexed on a down-
link shared channel with eMBB. They also propose recovery
mechanisms for the impacted eMBB users to minimize the
capacity loss for eMBB users due to low latency communica-
tion traffic. A group of authors considers an optimal resource
assignment under different channel conditions within a mixed
numerology approach in [16], [17]. The work presented
in [18] focuses on the scheduling problem for heteroge-
neous services within a mixed numerology approach aiming
to maximize the number of satisfied users while meeting
latency demand and data transmission requirements. Mini-
slots enable transmissions that can be performed in a shorter
time than the regular slot duration. In higher numerolo-
gies, the use of wider Sub-Carrier Spacings (SCSs) provides
shorter slot durations. Consequently, low-latency commu-
nications can be enabled by combining mixed numerology
and mini-slot approaches. 3GPP proposed mixed numerology
with mini-slots that use single numerology with shorter slot
durations than a regular slot for that predefined numerology
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in order to support multiple services on the same carrier [19].
The work in [20] offers a model to optimize the numerol-
ogy and resource allocation for mixed numerology systems,
which employ the mini-slot approach.

The work in [21] aims to maximize the minimum expected
achieved rate of eMBB users and fairness between them by
employing a one-to-one matching game to compute appropri-
ate eMBB and URLLC pairs for URLLC resource allocation.
The authors of [22] and [23] aim at maximizing the aggre-
gated throughput of the eMBB and URLLC users while
mitigating the Inter-Numerology Interference (INI). They
consider satisfying the minimum acceptable throughput of
the eMBB and maximum allowed delay of the URLLC
users according to their corresponding service requirements.
The authors propose a deep reinforcement learning INI-
aware agent to overcome the computation complexity of the
optimization problem. Their method offers a spectrum alloca-
tion fulfilling the eMBB and URLLC service requirements
while reducing the INI. Finally, they analyze their results
delivered by the INI-aware agent when the URLLC traffic
statistic is modeled based on mobile and industrial networks.
Reference [24] formulates the RAN slicing problem between
eMBB and URLLC users as a multi-timescale problem and
proposes a hierarchical deep neural network algorithm to
assign radio resources to their corresponding users. The
authors model the selection of slice parameters within a
time slot as a partially observable Markov decision process
and present an algorithm to define configuration parameters
for the eMBB and URLLC slices efficiently.

The work in [25], the authors compute the achievable
latency for the industrial network scenario based on an
accurate system-level simulation. Their primary focus is
determining 5G NR configurations that are more relevant
for Industry 4.0 applications to analyze the effect of reserv-
ing bandwidth for URLLC services. Reference [26] defines
a context of the network based on combined statistical
characteristics from the wireless channel and UEs’ ser-
vice requirements to train a Mondrian forest to predict
an optimal mixed-numerology profile. The authors of [27]
work on solving the challenges of radio resource alloca-
tion in the mmWave band of 5G NR by proposing a deep
reinforcement learning-based scheduler. The scheduler allo-
cates resources for a list of UEs to satisfy their different
slice’s SLA requirements according to the channel quality
of each UE. Paper [28] presents a resource allocation strat-
egy that combines latency, control channel, hybrid automatic
repeat request, and radio channel quality in determining
the transmission resources for different users. The approach
minimizes the latency and bypasses unwarranted costly seg-
mentation of URLLC payloads over several transmissions.
Reference [29] addresses the problem of joint admission
control and resource scheduling for URLLC by utilizing a
standard continuous SNR model, where all allocated resource
blocks contribute to the success probability, and a binary
SNR model, where each resource block is classified as active
or inactive according to a SNR threshold. In congestion

cases, the work focuses on discovering a subset of users
that can be scheduled at the same time.
The authors in [30] develop a joint optimization problem

for power and bandwidth allocation with long-term condi-
tions of queues backlog for the eMBB users. They utilize the
Lyapunov drift-plus-penalty technique to create the relation-
ship between the long-term constraints and the short-term
optimization problem. Furthermore, they employ a one-
to-one matching procedure to solve the slicing puncture
problem. The work in [31] designs a coordinated multi-
point multi-numerology network to improve the throughput
of eMBB and latency of URLLC users. The authors solve
a subcarrier and power allocation problem with the objec-
tive of maximizing the system sum rate. They show that
their designed network has a higher sum data rate, lower
delay, and throughput outage compared to the traditional
non-coordinated multi-point single numerology scenarios.
Reference [32] concentrates on minimizing the rate loss of
the eMBB users and packet segmentation loss of URLLC
users while fulfilling the QoS requirements of eMBB and
URLLC use cases. They consider the case of one-to-one pair-
ing in which one URLLC packet can be paired with only
one eMBB. They employ a bi-level optimization problem
that includes one inner and one outer problem. The inner
problem seeks to discover the optimal power and frequency
resources for each URLLC and eMBB pair, and the outer
problem desires to search for the optimal eMBB-URLLC
pairing policy. They also generalize the problem for many-
to-many pairing while undervaluing the overhead due to
URLLC packet segmentation.
The authors in [33] aim at minimizing the decoding error

rate of URLLC users while ensuring the demand for the
throughput of eMBB users. They propose a block coordi-
nate descent optimization algorithm to obtain the optimal
bandwidth allocation, puncture weight, and transmit power.
Paper [34] focuses on studying eMBB and URLLC use cases
in networks that are assisted by a Reconfigurable Intelligent
Surface (RIS). The authors jointly optimize the power and
frequency allocation problem and the RIS phase shift matrix
to enhance the eMBB sum rate and URLLC reliability.
The work in [35] concentrates on eMBB and URLLC use
cases in a massive MIMO system by providing a unified
information-theoretic framework incorporating an infinite-
blocklength analysis of the eMBB spectral efficiency with a
finite-blocklength analysis of the URLLC error probability.
The work relies on the use of mismatched decoding and
saddlepoint approximation.

Compared to the works presented above, in our previous
work [36], we maximize the data rate for each of the eMBB
users while guaranteeing a minimum acceptable data rate
requirement per eMBB user. We develop the resource allo-
cation problem by formulating a loss function for each eMBB
user that experiences an adverse impact on its data rate due
to the puncturing by the incoming URLLC traffic. We aim
to minimize such negative impact of URLLC traffic upon
eMBB users by introducing a puncturing rate threshold. In
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TABLE 1. Comparison of related work and the proposed work in this paper for eMBB and URLLC coexistence, where �denotes that the corresponding work covers the topic
and ✗ denotes that the corresponding work does not cover the topic.

this paper, we extend our previous work by incorporating
mixed numerologies for different URLLC traffic classes.
We also introduce the MiMRA algorithm for the resource-
slicing problem between URLLC and eMBB traffic. Some
of the recent related works, such as [22], [23], [30], [32],
and [34], address the main technical challenges in the eMBB
and URLLC coexistence problem. Nevertheless, no work
considers URLLC traffic classification. Although all of the
URLLC use cases share low latency and ultra-high relia-
bility characteristics, each specific use case holds its own
distinct and exclusive value, such as the Motion control
use case compared to the Closed-loop control use case as

discussed further in Section II-B. Such URLLC use cases
also need prioritization in serving by the network. Thus,
classifying URLLC traffic is crucial. Besides, each specific
URLLC class holds a different packet size, and this fea-
ture becomes extra-critical when transmitting such packets
promptly. Moreover, considering accurate power allocation
to the eMBB and URLLC users is also vital in order to ful-
fill their service requirements while overcoming noise and
interference. Consequently, there is a need for simultane-
ously addressing puncturing over mixed numerologies while
differentiating the URLLC traffic. This motivates our con-
tributions in this paper, outlined in the next section. Table 1
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summarizes the comparison of the related work and our
proposed work.

B. CONTRIBUTIONS
The main contributions of this paper are as follows:
• We describe the radio resource allocation problem for
the coexistence of eMBB and URLLC traffic schedul-
ing by employing the puncturing method over different
numerologies. We formulate the resource allocation
problem according to the eMBB resource block allo-
cation, eMBB power allocation, and scheduling of
different URLLC traffic classes. Our main objective is
to maximize the sum rate of the eMBB users while ful-
filling the minimum acceptable data rate of each eMBB
user in order to deliver fairness in allocating radio
resources. Concurrently, the resource allocation problem
has to satisfy the extra low latency and ultra-high
reliability requirements of the URLLC users.

• We categorize the URLLC traffic into different classes.
Each class represents a portion of the traffic that has
been generated by the URLLC users belonging to a par-
ticular URLLC use case. To the best of our knowledge
and following Table 1, there is no similar work that
investigates together the puncturing method and mini-
slots with 5G NR mixed-numerology to fulfill distinct
URLLC classes’ requirements (extra low latency and
ultra-high reliability) on the one hand and to maximize
the sum rate of the eMBB users on the other hand. In
this way, apart from eMBB users, we can also differenti-
ate and prioritize URLLC traffic classes as they belong
to various URLLC use cases and thus hold different
QoS requirements.

• We define precisely a loss function of the eMBB user’s
data rate to capture the impact of puncturing by the
overlapped traffic of each URLLC class according to
the number and size of the URLLC packets within
each class. The loss function is expressed per TTI in
each specific numerology and for every particular radio
resource allocated to each eMBB user.

• We propose an optimization strategy called Mixed-
numerology Mini-slot based Resource Allocation
(MiMRA) that guarantees the loss in eMBB data
rate due to the overlapped URLLC traffic is minimal.
Consequently, the achievable data rate for the eMBB
users is not impacted immensely. Furthermore, we rep-
resent a puncturing rate threshold to limit the such
impact.

C. ORGANIZATION
The remainder of this paper is organized as follows. In
Section II we present a few fundamental concepts that
are related to this work. Section III explains the system
model of our network. In Section IV, we describe the
proposed optimization strategy for eMBB/URLLC coexis-
tence. In Section V, we illustrate the numerical results of
the analysis. Finally, Section VI concludes the paper.

II. PRELIMINARIES
In this section, we discuss a few fundamental elements upon
which the work of this paper is built.

A. 5G NEW RADIO
5G New Radio (NR) is designed to support deployment
across a wide range of frequencies. Two different frequency
ranges are designated for 5G NR named: Frequency Range
1 (FR-1) and Frequency Range 2 (FR-2) [37]. The bands in
FR-1 are envisaged to carry much of the traditional cellular
mobile communications traffic. The higher frequency bands
in the range FR-2 aim to provide short range very high data
rate capability for the 5G radio. Thus, 5G NR can operate
in both the sub-6 GHz bands, some of which are tradition-
ally used by previous standards, as well as millimeter wave
(mmWave) bands with a shorter range but higher available
channel bandwidths.

1) 5G SCALABLE NUMEROLOGIES

Distinct from LTE-A, 5G NR supports multiple waveform
configurations referred to as numerologies. A numerology
represents a set of parameters such as SCS, OFDM sym-
bol length, and Cyclic Prefix (CP). LTE supports carrier
bandwidths of up to 20 MHz with a mainly fixed OFDM
numerology (15 KHz SCS). Nevertheless, NR is designed
to offer scalable OFDM numerologies to support diverse
spectrum bands and deployment models. This is achieved
by creating multiple numerologies formed by scaling the
basic LTE SCS with 2μ, where μ is an integer between
0 and 4. The numerology is selected independently of the
frequency band, with possible SCS of 15 KHz to 240 KHz.
Regardless of the numerology, the length of a radio frame
and a subframe are always 10 ms and 1 ms, respectively.
The difference is the number of time slots within a subframe
and the number of symbols within a time slot.

Table 2 presents the main features of each of the five
numerologies defined in 5G NR [38]. The following is the
terminology used in this paper.
• Numerology: A numerology represents a set of param-
eters such as SCS, OFDM symbol length, and CP.

• Frame: Similar to LTE, 10 subframes, each lasting for
1ms construct one frame.

• Slot: A slot consists of 14 OFDM symbols and is
transmitted within a transmission time interval (TTI).

• Transmission time interval (TTI)/(eMBB) time slot:
Corresponds to 1 subframe duration (1ms) that is
required to encapsulate non delay-sensitive data (trans-
port blocks) from higher radio protocol stack layers and
deliver it to the physical layer in order to transmit it
via the radio interface.

• Resource Block (RB): In this paper, a RB in 5G
NR is defined as 12 consecutive subcarriers in the
frequency domain and 14 symbols in the time domain.
With different sizes of slots and subcarriers of differ-
ent numerologies, the size of the RB may change, as
illustrated in Figure 1.

VOLUME 4, 2023 138



ESMAEILY et al.: BEYOND 5G RESOURCE SLICING WITH MIXED-NUMEROLOGIES

TABLE 2. 5G new radio numerologies [38].

FIGURE 1. 5G flexible numerology structures.

• Resource Element (RE): RE is the smallest unit within
the 5G NR resource grid, consisting of one subcarrier
in the frequency domain and one OFDM symbol in the
time domain.

• Cyclic Prefix (CP): CP is required to eliminate Inter-
Symbol Interference (ISI) due to multipath signals. 5G
NR supports both normal CP and extended CP. With a
normal CP, each slot is formed by 14 OFDM symbols,
while 12 are only available when using an extended CP.

5G NR can support a wide range of services, devices,
and deployments. Another new concept in 5G NR is called
Bandwidth Part (BWP). A BWP is a set of contiguous RBs
configured inside a channel bandwidth; thus, the width of
a BWP may be smaller than or equal to the channel band-
width. The motivation behind introducing BWP is such that it
could be challenging to use the larger 5G bandwidths for the
UEs and to support UE bandwidth adaptation to help reduce
device power consumption [39]. Besides, BWPs can be of
various numerologies, which can be employed to decrease
the latency for particular services, such as in URLLC use
cases.

Employing multiple numerologies in the 5G NR enhances
the flexibility of scheduling use cases with diverse ser-
vice requirements via performing slicing in the RAN. With
a shorter duration of slots, transmissions can be sched-
uled much faster than a traditional LTE-based network.
Furthermore, NR enables both uplink and downlink transmis-
sions within a slot, making it possible to support low latency
traffic. In addition, different numerologies support multiple

deployment scenarios from sub-1 GHz range to mmWave
applications. The higher numerologies μ = 3 and μ = 4
support high frequencies in the mmWave range defined in
the range of FR-2. Furthermore, since the symbol length
and SCS are inversely proportional to each other, wider
SCSs reduce the CP length, which is an overhead to a
system. This is especially useful for smaller cells where
delay spread is low. For applications that tolerate longer
delay spread, narrower SCSs are preferable. In the work [40],
the authors present a criterion for selecting the most prefer-
able numerology for a set of services under given network
conditions.
However, the flexibility provided by the multi-numerology

structure of 5G NR introduces a non-orthogonality into the
system. This causes interference between the multiplexed
numerologies, known as Inter-Numerology Interference
(INI). Several papers analyze INI and present various INI
management techniques [22], [23], [41], [42], [43].

2) 5G MINI-SLOT

A slot is a unit for transmission used by the gNB scheduling
mechanism. Typically, a slot occupies either 14 (normal CP)
or 12 (extended CP) OFDM symbols (see Table 2). 5G NR
allows transmissions with a flexible start position and a dura-
tion shorter than a regular slot duration, which is referred to
as a mini-slot. A mini-slot is the minimum scheduling unit
used in 5G NR. Though, in principle, a mini-slot can be as
short as one OFDM symbol in Release 15, mini-slots are
limited to 2, 4, and 7 OFDM symbols [44]. In low-latency
scenarios such as URLLC, a transmission needs to begin
immediately without waiting for the start of a slot. Mini-slot
transmission facilitates achieving lower latency in 5G NR
architecture and minimizes interference to other RF links.
Unlike slots, mini-slots are not tied to the frame structure.
This helps in puncturing the existing frame without waiting
to be scheduled.

B. URLLC AND EMBB USE CASES
A vertical domain is an industry or group of enterprises in
which similar products or services are developed, produced,
and provided. The operation of a vertical industry is hugely
interdependent on an Information and Communications
Technology (ICT) infrastructure. Depending on the products
or the services they deliver, the underlying ICT infrastruc-
ture must be designed in a way that it can accommodate all
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TABLE 3. Communication service performance requirements for different URLLC use cases [45].

service requirements demanded by such vertical industries.
The vertical domains addressed in this paper are:

• Power distribution: Modern society is highly depen-
dent on the reliability and resiliency of the power grid.
The energy sector is currently subject to a fundamen-
tal change caused by the evolution toward renewable
energy, i.e., an increasing number of power plants based
on solar and wind power. These changes lead to bi-
directional electricity flows and increased dynamics of
the power system. New sensors and actuators are being
deployed in the power system to efficiently monitor and
control the volatile conditions of the grid, requiring
real-time information exchange. The emerging power
distribution grid is also referred to as the smart distri-
bution grid. The smartness enhances insight into both
the grid as a power network and the grid as a system
of systems.

• Power generation: This domain comprises all aspects of
centralized power generation, i.e., the centralized con-
version of chemical energy and other forms of energy
into electrical energy. Examples of pertinent systems
are large gas turbines, steam turbines, combined-cycle
power plants, and wind farms. In addition, the planning
and installation of respective equipment and plants, as
well as the operation, monitoring, and maintenance of
these plants are encompassed by this vertical domain.

• Manufacturing: The manufacturing industry is currently
subject to a fundamental change due to the fourth
industrial revolution (Industry 4.0). It requires improve-
ments in flexibility, versatility, resource efficiency, cost
efficiency, worker support, and quality of industrial pro-
duction and logistics in order to address the needs of
increasingly volatile and globalized markets.

In the following, we present several use cases within
selected 5G vertical industries requiring URLLC or eMBB
communication services, which some of them will be
considered later in a scenario for our simulations.

1) URLLC USE CASES

• Factory automation in manufacturing: Factory automa-
tion serves the automated control, monitoring, and
optimization of processes in a factory. It deals with
applications such as closed-loop control, motion con-
trollers, robotics, and computer-integrated manufactur-
ing. Factory automation is a key enabler for industrial
mass production with high quality and cost-efficiency.

Thus, related applications are characterized by strict
requirements on the underlying communication infras-
tructure regarding availability and latency.

• Process automation in manufacturing: In the closed-
loop control use case for process automation, several
sensors are installed in a plant, and each sensor per-
forms continuous measurements. The measurement data
is transported to a controller, which takes a decision
to set actuators. The latency and determinism in this
use case are crucial. Therefore, this use case has very
stringent requirements in terms of latency and service
availability.

• Fault Location, Isolation and Service Restoration
(FLISR) in power distribution: The FLISR is an essen-
tial operation to support the self-healing of power
distribution grids. Typically, in power distribution
grids, each feeder section has a controller device.
Using Peer-to-Peer (P2P) communication among the
Intelligent Electronic Devices (IEDs), the system oper-
ates autonomously without the intervention of the
control center. In P2P communication via IEC 61850
GOOSE (Generic Object-Oriented Substation Event)
messages are sent periodically (in steady-state) by each
IED to neighboring IEDs of the same feeder and are not
acknowledged. The data rate per IED is low in steady-
state, but GOOSE bursts with high data rates occur,
especially during fault situations, and require low E2E
latency and high reliability.

Table 3 presents the different communication service
performance requirements for different URLLC use cases
mentioned above.

2) EMBB USE CASES

• Remote grid surveillance in power distribution: Critical
infrastructures such as power distribution grids must
be continuously monitored and controlled. Such criti-
cal infrastructures are heavily exposed to threats posed
by malicious actors as well as potentially catastrophic
natural disasters. As a result, there is a trend for
smart distribution grids to incorporate video, photogra-
phy, Unmanned Aerial Vehicles, and drones for visual
surveillance for the supervision and observation of grid
equipment.

• Augmented (AR) or Virtual Reality (VR): Use cases and
applications also exist that require very high data rates
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as offered by eMBB, such as augmented or virtual real-
ity. Cloud-based AR/VR is the key technology enabling
games, education, training.

• Video streaming from event venues: One potential appli-
cation is large spectator events such as sports games or
concerts, where spectators are located far away from the
physical event location but are able to experience it, for
instance, via live video streaming through social media.
Also, the spectators are able to experience a front-row
view of the action despite their physical location as a
benefit of VR.

C. URLLC AND EMBB COEXISTENCE STRATEGIES
The incoming URLLC packets to a gNB have to be imme-
diately sent through the scheduled eMBB transmissions and
cannot be queued due to the strict latency requirements
of URLLC traffic. The conventional orthogonal-based radio
resource allocation mechanism is not suited for the coex-
istence of URLLC and eMBB traffic [46]. 3GPP defines
two approaches for the coexistence of these heterogeneous
services with distinct requirements.

1) DYNAMIC MULTIPLEXING

The superposition or puncturing scheme is one of the propos-
als from 3GPP to efficiently multiplex eMBB and URLLC
data transmissions via the 5G NR [7]. eMBB traffic is sched-
uled at the beginning of slots. URLLC packets may arrive
during an ongoing eMBB transmission, and URLLC traffic
can be immediately overlapped at any mini-slot. If eMBB
transmissions are allocated zero power when URLLC traf-
fic is overlapped, then it is referred to as the puncturing of
eMBB transmissions. If the gNB chooses non-zero transmis-
sion powers for both eMBB and overlapping URLLC traffic,
that is referred to as the superposition of URLLC traffic
over eMBB traffic. It is worth mentioning that there is a
tradeoff between employing superposition instead of punc-
turing. Utilizing superposition will enhance the performance
in terms of the eMBB sum rate. Nevertheless, this advan-
tage comes with the cost of 1) eMBB user’s interference over
URLLC user resulting in increasing the risk of violating the
URLLC reliability requirement, and 2) computational com-
plexity in URLLC users due to performing the Successive
Interference Cancellation (SIC) technique [47]. Besides,
there is no guarantee of delivering fairness in allocating
resources between eMBB users since the objective of super-
position is to improve the eMBB sum rate and not necessarily
to fulfill the minimum acceptable data rate of each eMBB
user. There has been a solution by allocating more power
to the URLLC user, compared to the eMBB user, in order
to reduce bit-error-rate and therefore higher reliability, and
eliminate using SIC in the URLLC user [48]. However, in
this solution, it is assumed that the gNB allocates more
power to the URLLC user. This method is against one of our
objectives, as operating such a method results in disregarding
accurate and optimum power allocation between eMBB and

URLLC users. Another solution is employing the superposi-
tion or puncturing technique according to the gNB decision.
This approach may not be feasible either, as URLLC traffic
needs to be transmitted immediately. Due to decision time,
switching time, and processing time between conducting
superposition or puncturing technique by the gNB, employ-
ing such an approach can violate the low latency requirement
of URLLC packets.

2) ORTHOGONAL SCHEDULING

The gNB pre-reserves a number of frequency channels for
URLLC traffic. Two reservation mechanisms fall under the
orthogonal scheduling; semi-static reservation and dynamic
reservation [9]. In the semi-static scheme, the gNB inter-
mittently broadcasts the frame structure configurations.
However, in the dynamic reservation, the frame structure
information is updated frequently and dynamically using
the control channel of a scheduled user. The downside
of this approach is that resources reserved for URLLC
will be wasted in case there is no URLLC transmission.
Furthermore, the dynamic scheme needs additional control
overhead compared to the semi-static scheme.

D. ASSUMPTIONS
Several assumptions are considered in the problem
formulation.

• We assume eMBB and URLLC downlink transmissions
with different service requirements in terms of data rate,
latency, and packet size. The URLLC traffic is coming
from several URLLC priority classes. Each URLLC
priority class contains data flow of a certain number
of URLLC UEs that generate packets with a specific
incoming rate (high and medium compared to the eMBB
users), and they have a particular delay requirement.

• We focus on the dynamic puncturing of allocated
resources to eMBB users by overlapping the URLLC
traffic on the same radio resources.

III. SYSTEM MODEL
In this section, we explain the system model, we formulate
the problem and we also present the proposed algorithm
for eMBB/URLLC coexistence. Table 4 summarizes the
notation used in this paper.

A. SYSTEM MODEL AND PROBLEM FORMULATION
We analyze and study downlink eMBB and URLLC traffic,
i.e., transmitting traffic from a single gNB, that can operate
with single or multiple antennas j ∈ J = {1, 2, . . . , J},
to User Equipment (UEs). For the sake of simplicity, we
consider single antenna eMBB and URLLC UEs to envision
Massive MIMO scenarios, as assumed in [49].

The gNB schedules the eMBB and URLLC traffic and
transmits the corresponding data for each service type
via its antennas towards eMBB and URLLC users over
flat independent and identically distributed (i.i.d.) Rayleigh
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TABLE 4. List of parameters used in the paper.

fading channels. The gNB serves k ∈ K = {1, 2, . . . ,K}
total number of eMBB and n ∈ N = {1, 2, . . . ,N} total
number of URLLC UEs within a set of numerologies
μ ∈ lμ.. = {0, . . . , 4}. Figure 2 illustrates a symbolic punc-
turing mechanism for the coexistence of eMBB and URLLC
traffic classes for the numerologies μ = 0, μ = 1, and μ = 2
with �f(μ=0) = 15 KHz, �f(μ=1) = 30 KHz, and �f(μ=2) =

60 KHz, fbμ=0 = 180 KHz, fbμ=1 = 360 KHz, and fbμ=2 = 720
KHz, TTI(μ=0) = 1 ms, TTI(μ=1) = 0.5 ms, and TTI(μ=2) =
0.25 ms, respectively. Within each specific numerology μ,

• The time domain is split into equally spaced time
slots (TTIs) for the eMBB UEs’ transmissions. The
time slot is then subdivided into a fixed number
of Mμ equally spaced mini-slots (short TTIs) where
mμ ∈Mμ = {1, 2, . . . ,Mμ} denotes a mini-slot within
the numerology μ.

• The radio resources in the frequency domain are divided
into bμ ∈ Bμ = {1, 2, . . . ,Bμ} RBs. Each RB bμ con-
tains 12 sub-carriers in the frequency domain and 14
OFDM symbols in the time domain.

• We refer to each eMBB user as kμ, since depending on
the gNB configuration, each eMBB user can be served
via different numerologies in the various corresponding
time slots.

According to the incoming arrival rates, the latency, and
reliability requirements of different URLLC use cases men-
tioned in Table 3, the URLLC UEs are sub-categorized into
different traffic classes i ∈ I = {1, 2, . . . , I}. In each class
i, a subset number of URLLC UEs Ni generate a traffic
volume within mini-slot mμ. Since there is no strict latency
requirement for serving the eMBB users, the RBs are allo-
cated to them at the beginning of each time slot. However,
the sporadic URLLC requests can arrive at any time within a
time slot, and due to the extreme latency requirement of such
requests, the gNB needs to serve them immediately in a mini-
slot instead of waiting for the next time slot. Therefore, the
gNB punctures previously scheduled eMBB transmissions in
mini-slots by applying zero power to these transmissions to
serve the URLLC requests promptly.
The sporadic URLLC traffic impacts the previously sched-

uled eMBB users with the allocated radio resources in some
mini-slots. Suppose there are two different URLLC traffic
classes, i and i+ 1. Let us assume that these URLLC traffic
classes arrive at the first mini-slot of the first time slot for
the three numerologies μ = 0, μ = 1, and μ = 2, as it
is shown in Figure 2. gNB determines to map the URLLC
traffic to the eMBB UEs 1, 3, and 5, i.e., k = 1, k = 3,
and k = 5. In particular, the URLLC traffic of class i and
i + 1 punctures 1) the m0 = 1 of the first slot of k = 1
with 2 OFDM symbols per mini-slot, 2) the m1 = 1 of the
first slot of k = 3 with 7 OFDM symbols per mini-slot,
and 3) the m2 = 1 of the first slot of k = 5 with 7 OFDM
symbols per mini-slot. The same idea is repeated for the last
mini-slots of the eMBB UEs k = 2, k = 4, and k = 8 in
which URLLC traffic classes i and i + 1 arrive randomly,
and gNB determines to puncture them. The URLLC traffic
of class i and i + 1 punctures 1) the m0 = 7 of the first
slot of k = 2 with 2 OFDM symbols per mini-slot, 2) the
m1 = 2 of the first slot of k = 4 with 7 OFDM symbols
per mini-slot, and 3) the m2 = 2 of the first slot of k = 8
with 7 OFDM symbols per mini-slot. The idea is that the
generated URLLC packets belonging to different URLLC
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FIGURE 2. Coexistence of eMBB and URLLC traffic classes in downlink via the puncturing mechanism for μ = 0, μ = 1, and μ = 2 numerologies.

classes are served. Hence, some of the allocated resources
to the k = 1, 2, 3, 4, 5, 8 are punctured by the overlapped
URLLC traffic.

Accordingly, the maximum achievable rate in the partic-
ular numerology μ for an eMBB user kμ at the time slot tμ
over the whole allocated RBs can be formulated as follows:

ReMBBkμ

(
tμ
) =

[
φeMBBkμ

(
tμ
)− γ eMBBkμ

(
tμ
)]× ReMBBkμ,peak

(
tμ
)

(1)

where the φeMBBkμ
(tμ) is the total amount of radio resources

allocated to the eMBB user kμ at time slot tμ, γ eMBBkμ
(tμ)

is the total loss function which indicates the fraction of
punctured resources allocated to eMBB user kμ at time slot
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tμ due to the incoming URLLC requests, and ReMBBkμ,peak(tμ) is
the peak achievable data rate of the eMBB user kμ at time
slot tμ. This formulation is general, and by following the
Shannon channel capacity, it can be further extended to:

ReMBBkμ

(
tμ
) =

Bμ∑

bμ=1

⎡

⎣
(
xkμbμ

(
tμ
)
fbμ − γ eMBBkμbμ

(
tμ
))

× log2

⎛

⎝1+
∑J

j=1 p
j
kμbμ

(
tμ
)
hjkμbμ

(
tμ
)

σ 2
Totalkμ

⎞

⎠

⎤

⎦

(2)

where xkμbμ(tμ) is the resource allocation coefficient,
xkμbμ(tμ) = 1 denotes that the RB bμ is allocated to
the eMBB user kμ at time slot tμ and xkμbμ(tμ) = 0
shows no allocation; fbμ is the bandwidth of the RB bμ;

pjkμbμ
(tμ) is the transmission power from the antenna j

of the gNB over the RB bμ to the eMBB user kμ at
time slot tμ; hjkμbμ

(tμ) is the Rayleigh fading channel
gain of the transmission from the antenna j of the gNB
over the RB bμ to the eMBB user kμ at time slot tμ;
σ 2
Totalkμ

= σ 2
ICIμ
+ σ 2

ISIμ
+ σ 2

Cherkμ
+ σ 2

INIkμ
+ σ 2

Noise indicates
the summation of Inter-carrier Interference (ICI), Inter-
symbol Interference (ISI), Channel estimation error (Cher),
INI, and noise power, respectively [20], [50]; and finally,
γ eMBBkμbμ

(tμ) indicates the fraction of punctured RB bμ that is
allocated to eMBB user kμ at time slot tμ.

Now, in each specific numerology μ, we consider
Dimμ,ni(tμ) as a random variable indicating the number
of incoming packets per mini-slot duration and ηimμ,ni(tμ)

as the instantaneous packet size of URLLC UE ni ∈
Ni = {1, 2, . . . ,Ni} belonging to the class i in the
mini-slot mμ of time slot tμ. Hence, the total incoming
URLLC traffic in the time slot tμ is equal to Dtotal(tμ) =
∑Mμ

mμ=1

∑I
i=1

∑Ni
ni=1 ηimμ,ni(tμ)Dimμ,ni(tμ). As a result, the

γ eMBBkμ
(tμ) can be formulated as follows:

γ eMBBkμ

(
tμ
) =

Bμ∑

bμ=1

γ eMBBkμbμ

(
tμ
)

=
⎡

⎣
Bμ∑

bμ=1

xkμbμ

(
tμ
)
fbμ × ρkμbμ

(
tμ
) Dtotal

(
tμ
)

|Bμ| × |Mμ|

⎤

⎦

(3)

where ρkμbμ(tμ) ∈ [0, 1] indicates the weight of punctur-
ing, and |Bμ| × |Mμ| presents the total system capacity in
terms of frequency-time resources. The URLLC traffic is
upper bounded by total system capacity, i.e., Dtotal(tμ) ≤
|Bμ| × |Mμ|. The ρkμbμ(tμ) identifies the pattern of over-
lapping total URLLC traffic in the time slot tμ on the
eMBB user kμ resources in order to utilize (puncture)
them for the URLLC transmission. The loss function is
bounded γ eMBBkμ

(tμ) ∈ [0,
∑Bμ

bμ=1 xkμbμ(tμ)fbμ]. Hence, for
each eMBB user kμ in time slot tμ if:

• γ eMBBkμ
(tμ) = 0, no puncturing;

• 0 < γ eMBBkμ
(tμ) <

∑Bμ

bμ=1 xkμbμ(tμ)fbμ , partial
puncturing;

• γ eMBBkμ
(tμ) = ∑Bμ

bμ=1 xkμbμ(tμ)fbμ , full puncturing
happens.

Regarding URLLC traffic, the data rate of URLLC UE
ni ∈ Ni = {1, 2, . . . ,Ni} belonging to the class i can be
approximated as [51], [52]:

rURLLCniμ

(
tμ
) =

Kμ∑

kμ=1

⎡

⎣

⎛

⎝
γ eMBBkμ

(
tμ
)
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× log2

⎛
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⎞

⎠

⎞
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−
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bμ=1
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niμbμ

(
tμ
)
⎤

⎦ (4)

where pjniμbμ
(tμ) is the transmission power from the antenna

j of the gNB over the RB bμ to the URLLC user ni in time
slot tμ; h

j
niμbμ

(tμ) is the Rayleigh fading channel gain of the
transmission from the antenna j of the gNB over the RB bμ

to the URLLC user ni in time slot tμ; and σ 2
Totalniμ

specifies

total interference and noise power which negatively affects
the URLLC user ni in numerology μ. The �URLLC

niμbμ
(tμ) indi-

cates the finite block-length channel coding regime in order
to calculate the achievable rate of URLLC users which is
given as:

�URLLC
niμbμ

(
tμ
)

=

√√
√√√√√

1−
(

1+ pjniμbμ(tμ)h
j
niμbμ

(tμ)

σ 2
Totalniμ

)−2

CURLLCniμbμ

(
tμ
) × Q−1

(
εdni

)

ln(2)
(5)

where CURLLCniμbμ
is the number of symbols in the mini-slot

mμ of time slot tμ for the URLLC user ni over the RB bμ;
and Q−1(.) is the inverse of the Gaussian Q-function of the
decoding error probability for the URLLC user ni.

The latency requirement of the URLLC user ni over
a particular numerology μ needs to satisfy the follow-
ing [10], [21]:

Mμ∑

mμ=1

ηimμ,ni

(
tμ
)
.Dimμ,ni

(
tμ
) ≤ rURLLCniμ

(
tμ
)

(6)

which indicates that the achieved data rate of URLLC user
ni has to be greater than the total incoming URLLC traffic
of this particular URLLC user ni in the time slot tμ in order
to satisfy its latency requirement in the numerology μ.

Regarding the reliability condition, we should know that
the requests from all the URLLC users ni of all the classes I
within time slot tμ have to be served in order to ensure that
the reliability is satisfied. Thus, if θ imax (θ imax � 1) represents
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the outage probability threshold of the URLLC class i, we
can define the reliability for each class as follows [9]:

Pr

⎡

⎣
Ni∑

ni=1

rURLLCniμ

(
tμ
) ≤

Ni∑

ni=1

Mμ∑

mμ=1

ηimμ,ni

(
tμ
)
.Dimμ,ni

(
tμ
)
⎤

⎦ ≤ θ imax

(7)

which shows that the probability, in which the total num-
ber of served URLLC users (Ni) is less than the incoming
URLLC traffic of all the users within URLLC class i,
has to be less than θ imax in order to satisfy the reliability
requirement.
As a result, the objective of the optimal resource alloca-

tion problem is to maximize the sum data rate of eMBB
users over all utilized numerologies while ensuring that the
individual data rate of each eMBB user is lower bounded
by the minimum acceptable eMBB data rate, i.e., Rmin to
guarantee the fairness between eMBB users. Besides, at the
same time, the resource allocation problem is required to
fulfill the URLLC UEs’ requirements in terms of extra low
latency and ultra-high reliability. Consequently, the sum data
rate maximization problem is formulated as follows:

P0 : max
x,p,ρ

E

⎧
⎨

⎩

4∑

μ=0

Kμ∑

kμ=1

Tμ∑

tμ=0

ReMBBkμ

(
tμ
)
⎫
⎬

⎭
(8a)

subject to :
4∑

μ=0

Kμ∑

kμ=1

Bμ∑

bμ=1

J∑

j=1

pjkμbμ

(
tμ
)

+
4∑

μ=0

I∑

i=1

Ni∑

ni=1

Bμ∑

bμ=1

J∑

j=1

pjniμbμ

(
tμ
) ≤ Pmax,

pjkμbμ

(
tμ
) ≥ 0, pjniμbμ

(
tμ
) ≥ 0 (8b)

4∑

μ=0

Kμ∑

kμ=1

xkμbμ

(
tμ
) ≤ 1, xkμbμ

(
tμ
) ∈ {0, 1},

∀bμ ∈ Bμ, ∀kμ ∈ Kμ, ∀μ ∈ lμ.. (8c)

Kμ∑

kμ=1

Bμ∑

bμ=1

xkμbμ

(
tμ
) ≤ |Bμ|,∀μ ∈ lμ.. (8d)

ρkμbμ

(
tμ
) ∈ [0, 1]

∀bμ ∈ Bμ, ∀kμ ∈ Kμ, ∀μ ∈ lμ.. (8e)

Mμ∑

mμ=1

ηimμ,ni

(
tμ
)
.Dimμ,ni

(
tμ
) ≤ rURLLCniμ

(
tμ
);

∀ni ∈ Ni, ∀i ∈ I, ∀μ ∈ lμ.. (8f)

Pr

⎡

⎣
Ni∑

ni=1

rURLLCniμ

(
tμ
)

≤
Ni∑

ni=1

Mμ∑

mμ=1

ηimμ,ni

(
tμ
)
.Dimμ,ni

(
tμ
)
⎤

⎦ ≤ θ imax,

∀i ∈ I, ∀μ ∈ lμ.. (8g)

In this resource allocation problem, constraint (8b) defines
the maximum transmission power budget via the gNB anten-
nas in the downlink, Pmax, towards all the eMBB and URLLC
users. RBs’ allocation among eMBB users is presented
via constraint (8c). RBs’ restriction in each numerology is
presented by constraint (8d). Constraint (8e) indicates the
weight of eMBB puncturing by the overlapped URLLC traf-
fic. Finally, the latency and reliability requirements of the
URLLC users are presented via (8f) and (8g), sequentially.

IV. OPTIMIZATION METHOD
In order to discover an optimal solution to the problem
P0, it is necessary to find suitable mini-slots to position
URLLC traffic on them while considering all potential RBs
and power budget combinations of the eMBB users within
different numerologies. Such a solution requires to satisfy
eMBB users in terms of high data rate and, at the same time,
URLLC users in terms of ultra-high reliability and extra
low latency. Nonetheless, this procedure makes the solving
approach complex as P0 is a non-convex problem. Since the
optimization problem is mixed-integer nonlinear program-
ming, we need to simplify this problem in order to reduce
its complexity and make it solvable in a reasonable time.
Hence, to find an appropriate solution to the P0 problem, we
employ the decomposition and relaxation-based strategy for
the eMBB and URLLC resource allocation problem. This
results in converting P0 to a convex optimization problem.
In this method, first, we decompose P0 into three sub-
problems: P1 refers to the eMBB RBs allocation, P2 leads
to the power allocation, and P3 considers URLLC traffic
scheduling. Then, we relax the binary variable xkμbμ(tμ) to
a continuous variable in problem P̄1. Then, the fractional
solution is rounded to get a solution to the original integer
problem, P1. Subsequently, we also utilize Markov’s inequal-
ity expression in order to linearly estimate (8g) requirement.
Finally, we prove the convexity of P̄1, P2, and P3 sub-
problems. Then each problem is solved individually based
on its structure in order to achieve a practical solution with
low computation complexity. The CVX toolbox [53], [54]
is then used when solving each sub-problem.

A. EMBB RESOURCE BLOCK ALLOCATION PROBLEM
By decomposing P0 problem, while assuming p and ρ

are constant values, the resource allocation problem, P1, is
represented as follows:

P1 : max
x

E

⎧
⎨

⎩

4∑

μ=0

Kμ∑

kμ=1

Tμ∑

tμ=0

ReMBBkμ

(
tμ
)
⎫
⎬

⎭
(9a)

subject to :
4∑

μ=0

Kμ∑

kμ=1

xkμbμ

(
tμ
) ≤ 1, xkμbμ

(
tμ
) ∈ {0, 1},

∀bμ ∈ Bμ, ∀kμ ∈ Kμ, ∀μ ∈ lμ.. (9b)

Kμ∑

kμ=1

Bμ∑

bμ=1

xkμbμ

(
tμ
) ≤ |Bμ|,∀μ ∈ lμ.. (9c)
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The existence of an integer variable in problem (9a) leads
us to relax the xkμbμ(tμ) to a continuous variable, x̄kμbμ(tμ),
in order to avoid complexity in solving this problem. Hence,
we can convert the original problem to P̄1 as follows:

P̄1 : max
x̄

E

⎧
⎨

⎩

4∑

μ=0

Kμ∑

kμ=1

Tμ∑

tμ=0

ReMBBkμ

(
tμ
)
⎫
⎬

⎭
+ υω (10a)

subject to :
4∑

μ=0

Kμ∑

kμ=1

x̄kμbμ

(
tμ
) ≤ 1+ ω 0 ≤ x̄kμbμ

(
tμ
) ≤ 1,

∀bμ ∈ Bμ, ∀kμ ∈ Kμ, ∀μ ∈ lμ.. (10b)

Kμ∑

kμ=1

Bμ∑

bμ=1

x̄kμbμ

(
tμ
) ≤ |Bμ| + ω, ∀μ ∈ lμ.. (10c)

where ω = max{0,
∑Kμ

kμ=1
xkμbμ(tμ)−1} is the rounding error

value introduced by relaxing the integer variable, and υ is
the weighting factor of ω with a negative value. The feasible
solution to P̄1 is obtained with the minimum rounding error
constraint, i.e., ω→ 0.
Lemma 1: For constant values of p and ρ, P̄1 is a convex

optimization problem.
Proof: It is worth noting that ReMBBkμ

(tμ) and its con-
straints are linear functions with respect to x̄kμbμ(tμ). The
same applies to (10a) and its constraints, (10b) and (10c)
concerning x̄kμbμ(tμ); thus, P̄1 is a convex optimization
problem.

Finally, we need to convert the relaxed x̄kμbμ(tμ) variable
back to the original binary variable xkμbμ(tμ) after solving
problem (9a). By determining α ∈ [0, 1] defined in [55], the
conversion can be represented as:

xkμbμ

(
tμ
) =

{
1, if x̄kμbμ

(
tμ
) ≥ α;

0, O.W.
(11)

B. EMBB POWER ALLOCATION PROBLEM
By decomposing P0 problem and presuming x̄ and ρ as
fixed values, the power allocation problem P2 is considered
as follows:

P2 : max
p

E

⎧
⎨

⎩

4∑

μ=0

Kμ∑

kμ=1

Tμ∑

tμ=0

ReMBBkμ

(
tμ
)
⎫
⎬

⎭
(12a)

subject to :
4∑

μ=0

Kμ∑

kμ=1

Bμ∑

bμ=1

J∑

j=1

pjkμbμ

(
tμ
)

+
4∑

μ=0

I∑

i=1

Ni∑

ni=1

Bμ∑

bμ=1

J∑

j=1

pjniμbμ

(
tμ
) ≤ Pmax,

pjkμbμ

(
tμ
) ≥ 0, pjniμbμ

(
tμ
) ≥ 0 (12b)

Lemma 2: For fixed values of x̄ and ρ, P2 is a convex
optimization problem.

Proof: We calculate the Hessian matrix of ReMBBkμ
in order

to investigate whether it is a convex or a concave function.
According to the definition of a semi-definite matrix, we
need to calculate the result of zT ×HR × z, which is a real
number. In this expression, z is a real column vector, zT is
the transpose of z, and HR is the Hessian matrix of ReMBBkμ
which is defined as follows:

HR = ⎢

⎡

⎢
⎣

∂2R
∂ x̄2

∂2R
∂ x̄∂ρ

∂2R
∂ x̄∂p

∂2R
∂ρ∂ x̄

∂2R
∂ρ2

∂2R
∂ρ∂p

∂2R
∂p∂ x̄

∂2R
∂p∂ρ

∂2R
∂p2

⎥

⎤

⎥
⎦ (13)

Since in P2 we consider the x̄ and ρ as fixed values in ReMBBkμ
,

thus, all of the HR elements except the (HR)3,3 = ∂2R
∂p2 are

zero. By taking the second-order derivative of the ReMBBkμ

with respect to pjkμbμ
(tμ) we obtain:

(HR)3,3 = ∂2R

∂p2

= −

∑Bμ

bμ=1

⎡

⎣
(
xkμbμ

(
tμ
)
fbμ − γ eMBBkμbμ

(
tμ
))×

(∑J
j=1 h

j
kμbμ(tμ)

σ 2
Totalkμ

)2
⎤

⎦

ln(2)×
(

1+
∑J

j=1 p
j
kμbμ(tμ)h

j
kμbμ(tμ)

σ 2
Totalkμ

)2

(14)

which obviously is always negative for any pjkμbμ
(tμ) value.

Now we calculate the result of zTHRz as follows:

z =
⎡

⎣
z1
z2
z3

⎤

⎦ ∀z ∈ R3 (15)

zT ×HR × z = z3(HR)3,3z3 = (HR)3,3z3
2 ≤ 0 (16)

The result indicates that HR is a negative semi-definite
matrix, and consequently, ReMBBkμ

is a concave function. Since
we want to maximize P2 and due to the linearity con-
straint of (12b) with respect to pjkμbμ

(tμ), P2 is a convex
optimization problem.

C. URLLC TRAFFIC SCHEDULING
In this section, first, we employ the Markov inequality
expression [56] in order to simplify the constraint (8g) to a
linear condition as follows:

Pr

⎡

⎣
Ni∑

ni=1

rURLLCniμ

(
tμ
) ≤

Ni∑

ni=1

Mμ∑

mμ=1

ηimμ,ni

(
tμ
)
.Dimμ,ni

(
tμ
)
⎤

⎦

≤
E
[∑Ni

ni=1

∑Mμ

mμ=1 ηimμ,ni

(
tμ
)
.Dimμ,ni

(
tμ
)]

∑Ni
ni=1 r

URLLC
niμ

(
tμ
) ≤ θ imax (17)

Finally, decomposing P0 problem, while supposing x̄ and
p as invariant, yields in URLLC scheduling problem, P3, as
follows:

P3 : max
ρ

E

⎧
⎨

⎩

4∑

μ=0

Kμ∑

kμ=1

Tμ∑

tμ=0

ReMBBkμ

(
tμ
)
⎫
⎬

⎭
(18a)
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subject to :

ρkμbμ

(
tμ
) ∈ [0, 1]

∀bμ ∈ Bμ, ∀kμ ∈ Kμ, ∀μ ∈ lμ.. (18b)

Mμ∑

mμ=1

ηimμ,ni

(
tμ
)
.Dimμ,ni

(
tμ
) ≤ rURLLCniμ

(
tμ
);

∀ni ∈ Ni, ∀i ∈ I (18c)

E
[∑Ni

ni=1

∑Mμ

mμ=1 ηimμ,ni

(
tμ
)
.Dimμ,ni

(
tμ
)]

θ imax

≤
Ni∑

ni=1

rURLLCniμ

(
tμ
)
,

∀ni ∈ Ni, ∀i ∈ I (18d)

Lemma 3: For invariant values of x̄ and p, P3 is a convex
optimization problem.
Proof: By considering the equivalent value of the loss

function expressed in (3) and substituting it in (2), it is
evident that ReMBBkμ

(tμ) is a linear function with respect to
ρkμbμ(tμ). Since (18c) and (18d) are also linear constraints
with respect to ρkμbμ(tμ); thus, P3 is a convex optimization
problem.

D. MIMRA AS A SOLUTION OF PROBLEM (8a)
In this section, we present our proposed Mixed-numerology
Mini-slot based Resource Allocation (MiMRA) algorithm to
find an optimal solution for Eq. (8a). First, MiMRA algo-
rithm converts P0 to P̄1, P2, and P3 sub-problems by
relaxation and decomposition technique. Next, the algorithm
sets the minimum acceptable eMBB data rate, i.e., Rmin, in
order to guarantee fairness between eMBB users. In this
way, the algorithm not only maximizes the sum rate of the
eMBB users but also ensures that each individual eMBB
user will achieve at least the Rmin value. In each iteration l
the algorithm searches for x̄(l), p(l), ρ(l) as a solution from
a feasible convex set. Then within each numerology μ, the
algorithm specifies the number of punctured mini-slots for
a particular eMBB user in that numerology, kμ, as follows:

πkμ =
⌈

ρkμbμ

(
tμ
)
Dtotal

(
tμ
)

|Bμ|

⌉

(19)

where πkμ ∈ {0, 1, 2, . . . ,Mμ}. The MiMRA algorithm also
defines a puncturing rate threshold, i.e., theMBB(tμ), accord-
ing to the loss functions for all eMBB users. The selection
criteria for calculating theMBB(tμ) is as follows:

theMBB
(
tμ
) =

⎪

⎪

⎪
⎪

⎪
⎪

⎧
⎪
⎪⎨

⎪
⎪
⎩

max∀kμ∈Kμ

{
γ eMBBkμ

(
tμ
)}

,

0 ≤ γ eMBBkμ

(
tμ
)

<
∑Bμ

bμ=1 xkμbμ

(
tμ
)
fbμ;

max∀kμ∈Kμ

{
γ eMBBkμ

(
tμ
)}− offsetμ,

γ eMBBkμ

(
tμ
) =∑Bμ

bμ=1 xkμbμ

(
tμ
)
fbμ;

(20)

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

where offsetμ indicates a constant value to tune theMBB(tμ) if
the second condition in (20) holds. After setting a value for
theMBB(tμ), the algorithm proceeds to calculate the number of
punctured mini-slots for each eMBB user and the achievable
data rate to verify whether each eMBB user can at least attain
Rmin or not. Thereafter, if

∑4
μ=0

∑Tμ

tμ=0 R
eMBB
kμ

(tμ) < Rmin,
then, depending on the ρkμbμ(tμ) ∈ [0, 1], the algorithm
maps part or the whole of incoming URLLC load, Dtotal(tμ),
to another possible eMBB user k′.
gNB holds the channel state information of the users. It

continuously tracks the eMBB users within its coverage area
by keeping a log of their channel conditions and the distance
they are located. gNB searches to find the potential eMBB
user k′ with the allocated RB in the same numerology, b′μ,
or with RB in another numerology, b′

μ′ , if at least one of the
following six conditions in Eq. (21) is fulfilled. Otherwise the
algorithm runs for another round of iteration, l+ 1, to find
another possible set of solutions, i.e., x̄(l+1), p(l+1), ρ(l+1)

until it converges.
⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

a) if k′ is allocated a higher power than k in μ or μ′:⎧
⎨

⎩

pj
′
kμb
′
μ

(
tμ
)

> pjkμbμ

(
tμ
); in μ

pj
′
k
μ′b
′
μ′

(
tμ′
)

> pjkμbμ

(
tμ
); in μ′

b) if k′ has a larger channel gain than k in μ or μ′:⎧
⎨

⎩

hj
′
kμb
′
μ

(
tμ
)

> hjkμbμ

(
tμ
); in μ

hj
′
k
μ′b
′
μ′

(
tμ′
)

> hjkμbμ

(
tμ
); in μ′

k
Dtotal

(
tμ
)

=======⇒ k′

c) if k′ has a lower loss function than k in μ or μ′:⎧
⎨

⎩

γ eMBBkμb
′
μ

(
tμ
)

< γ eMBBkμbμ

(
tμ
); in μ

γ eMBBk
μ′b
′
μ′

(
tμ′
)

< γ eMBBkμbμ

(
tμ
); in μ′

(21)

As a result, the proposed algorithm tries to maximize the
sum rate of all eMBB users while also considering each indi-
vidual eMBB user to achieve the minimum acceptable data
rate to fulfill the QoS requirement. Algorithm 1 summarizes
the above steps.

E. COMPLEXITY ANALYSIS OF THE PROPOSED
ALGORITHM
This subsection represents the computational complexity of
the proposed MiMRA algorithm. In order to calculate the
complexity of the algorithm, we notice that it is com-
posed of some nested loops. The computational complexity
of MiMRA is O(|L||lμ.. ||I||Tμ||Kμ||J|). Nevertheless, the
|lμ.. |, |I|, and |J| have finite values and cannot get very
high arbitrary values. As we know, the largest value of
numerologies, |lμ.. |, is 4. In addition, according to [57], the
URLLC traffic classes, |I|, are mainly categorized into up to
8 different classes. Finally, according to [58], the maximum
number of antennas that so far have been practically imple-
mented in Massive MIMO base stations is 64. Consequently
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Algorithm 1 MiMRA Algorithm for eMBB/URLLC
Coexistence
1: Input: μ ∈ lμ.. , i ∈ I, t ∈ T, b ∈ B, k ∈ K,

2: j ∈ J , hjkb(t),Pmax
3: Output: Solution to Eq. (8a) and providing fairness
4: between eMBB users.
5: Relax x to x̄, and decompose P0 to P̄1, P2, and P3
6: Set Rmin
7: for l← 0 to L do
8: Find x̄(l), p(l), ρ(l) from feasible convex set as a
9: solution of P̄1, P2, and P3 respectively.
10: Find x(l) via Eq. (11).
11: Define theMBB(tμ) according to Eq. (20).
12: for μ ∈ lμ.. do
13: for i ∈ I do
14: for tμ ∈ Tμ do
15: for kμ ∈ Kμ do
16: for j ∈ J do
17: Calculate πkμ , R

eMBB
kμ

(tμ) based

18: on theMBB(tμ)

19: if
∑4

μ=0
∑Tμ

tμ=0 R
eMBB
kμ

(tμ) < Rmin
20: then
21: According to ρkμbμ(tμ) map
22: part or the whole Dtotal(tμ)

23: to k′ in case of Eq. (21).
24: else
25: Go back to step: (7).
26: end if
27: end for
28: end for
29: end for
30: end for
31: end for
32: end for

the actual total computational complexity of MiMRA is
O(|L||Tμ||Kμ|).

V. PERFORMANCE EVALUATION
In this section, we demonstrate the efficiency of our proposed
algorithm through simulations and evaluate the performance
of the algorithm.

A. NETWORK SCENARIO
We consider a shared 5G NR infrastructure with several
URLLC and eMMB users in coexistence as illustrated in
Figure 2. Notice that in this scenario, we would like to serve
the generated URLLC packets belonging to different URLLC
classes according to their priority, defined in Table 5. The
common RAN physical resources are logically shared to
transmit URLLC and eMBB traffic towards corresponding
users in the downlink. The URLLC traffic is generated by
the power distribution and manufacturing verticals belonging

TABLE 5. Simulation parameter configurations.

to two distinct URLLC classes. The eMBB traffic is pro-
duced from video streaming of a popular sport tournament.
The different types of traffic are characterized by the fol-
lowing scenario which is used to determine the simulation
parameters.

• URLLC traffic class 1: Generated by the IEDs placed
in power distribution grids which broadcast GOOSE
messages when an event (e.g., alarm, failure, or any
mission-critical event) occurs [59]. We imagine that a
failure occurs in the observed geographical area (which
falls under the coverage of the gNB) and investigate
the impact of the injected GOOSE messages into the
network.

• URLLC traffic class 2: We assume a large manu-
facturing factory continuously operating in the same
geographical area. Few sensors are installed inside the
processing section to obtain measurements and perform
process automation.

• eMBB traffic: Meantime, a largely popular sport event
is assumed to be happening thus, several residents in
the area are video streaming the live broadcast of the
event with the HD quality up to 4K resolution.

B. SIMULATION SETUP
We study and simulate the 5G RAN domain in a dense
urban microcell scenario. In our simulated 5G NR, we con-
sider one gNB operating in the FR-1 with 8 antennas towards
the downlink, located at the center of the cell coverage zone
with a 500 m radius. The operating center frequency is set to
3.5 GHz and Pmax = 40 dBm. Several single antenna eMBB
and URLLC users are randomly distributed within the cov-
erage zone. Besides, the gNB schedules eMBB and URLLC
transmissions over flat i.i.d Rayleigh fading channels. The
remaining system parameters are listed in Table 5. In order
to provide practical results comparable to realistic scenarios,
the target KPI values of eMBB and URLLC services are
extracted from specification documents [60].
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FIGURE 3. Convergence of MiMRA algorithm with various gNB maximum transmit
power, Pmax = {30, 35, 40} dBm, and Rmin = 8Mbps.

Extensive simulations are carried out under the following
situations. It is considered that the gNB punctures the pre-
scheduled eMBB traffic towards the corresponding users in
the downlink by transmitting the overlapped URLLC traf-
fic classes modeled as Poisson processes. In addition, air
latency of the URLLC traffic classes is also considered in
the simulation while assuming the eMBB traffic is not delay-
sensitive compared to the URLLC traffic. The gNB utilizes
numerologies μ = 0, 1, 2 to transmit eMBB traffic over all
of the available RBs in each numerology [40], [61]. The cor-
responding time slots for each numerology, tμ=0 = 1 ms,
tμ=1 = 0.5 ms, and tμ=2 = 0.25 ms, are subdivided into
number of M0, M1, and M2 mini-slots, respectively. The
gNB punctures the eMBB traffic with URLLC traffic class
i = 1, i+ 1 = 2 over all the utilized numerologies. We first
evaluate the performance of the network in terms of the
achievable sum rate of the eMBB and different classes of
URLLC users under the total number of punctured mini-slots
in different numerologies. Then we investigate the sum rate
of the eMBB users for two various minimum acceptable rates
per eMBB user under the number of URLLC packets gener-
ated from several URLLC users within class i = 1, i+1 = 2.
After that, we repeat the previous evaluation, but this time
under different gNB transmit power values. Next, we analyze
the obtainable sum rate of the eMBB users for two diverse
maximum allowed delay requirements of the URLLC users
under different gNB transmit power values.

C. PERFORMANCE RESULTS
First, we evaluate the convergence speed of the MiMRA
algorithm. As illustrated in Figure 3, we investigate how fast
MiMRA converges according to the different values for the
maximum transmit power, Pmax, of gNB towards different
users. We can observe that the eMBB sum rate converges
fast and evolves to saturated status after around 5 iterations.
Besides, it can be noticed that we have a higher eMBB
sum rate employing higher transmit power. In particular,
the eMBB sum rate can reach up to 336Mbps for Pmax
= 40 dBm. In contrast, the eMBB sum rate can obtain less
value for smaller transmit power from the gNB. It is obvious
that the reason is because of having a higher SNR value for

FIGURE 4. Achievable eMBB/URLLC sum rates over the total number of punctured
mini-slots in different numerologies.

larger Pmax, which results in holding a larger eMBB data
rate.
In Figure 4, we illustrate the achievable sum rates of

URLLC classes i = 1, i + 1 = 2 and eMBB users over the
total number of punctured mini-slots in different numerolo-
gies. In this part, we set Rmin = 15Mbps. The figure
represents a gradual decrease/increase of the achievable
eMBB/URLLC sum rates, respectively. In this figure, we
compare the performance of the MiMRA algorithm with the
baseline approach, Sum-Rate [62] scheduler, whose objec-
tive is to maximize the average sum rate of eMBB users via
involving the puncturing strategy. As the figure reveals, the
eMBB users achieve their maximum sum rate with no punc-
tured mini-slots. By receiving URLLC traffic from either
class, i = 1 or i+ 1 = 2 or both, gNB starts puncturing the
eMBB users over various numerologies depending on the
number of RBs required to fulfill the URLLC users, the pri-
ority of the URLLC users, and their latency requirements. As
a result, the gNB assigns the demanded RBs to the URLLC
class i = 1 and then URLLC class i+1 = 2 due to their QoS
requirements. As the gNB tries to satisfy the URLLC users,
the sum rate of the eMBB users decreases. Specifically, by
puncturing up to 18 mini-slots in various numerologies and
assigning the necessary RBs, the gNB serves the URLLC
users of class i = 1 and i + 1 = 2 to reach their sum
rate up to 15Mbps and 10Mbps, respectively. These sum
rate values are appropriate to transmit the URLLC packets
towards the corresponding URLLC users in different classes
in the downlink. Regarding the eMBB users, as it can be
seen from the figure, the MiMRA algorithm outperforms the
Sum-Rate since even with a high number of punctured mini-
slots (18 mini-slots), the MiMRA algorithm is still able to
deliver the minimum acceptable data rate for each eMBB
user Rmin = 15Mbps to provide of up to 299.57Mbps as
the sum rate of the eMBB users.

We next evaluate the sum rates of the eMBB users accord-
ing to the allocated power from the gNB. We consider two
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FIGURE 5. Achievable sum rates of eMBB users with two minimum acceptable data
rate values versus different gNB transmit power.

FIGURE 6. Achievable sum rates of eMBB users affected by traffic from two URLLC
classes with two maximum allowed delay requirements versus different gNB transmit
power.

scenarios. We set Rmin = 8Mbps and 10Mbps as the min-
imum acceptable data rates for the QoS requirements of the
eMBB users in these scenarios. As Figure 5 illustrates, we
can observe that higher QoS requirement for Rmin results in
lower sum rate performance due to stringent service require-
ments. The gNB potentially requires more resources to serve
those highly-demanding eMBB users. Nevertheless, deliver-
ing the Rmin = 8Mbps for each eMBB user is more feasible
and attainable rather than the Rmin = 10Mbps in case of
increasing the number of eMBB and URLLC users.
Figure 6 demonstrates a follow-up graph to present the

achievable sum rates of eMBB users impacted by traffic from
two URLLC classes with two maximum delay requirements
versus different gNB transmit power. As it can be observed,
the sum rates of the eMBB users degrade with the stringent
delay requirement. It means that in the case of strict latency,
the system performance will confine more than the relaxed
delay requirement case. The gNB requires more RBs with
shorter time slots to satisfy the delay requirement of the
URLLC class with stricter latency, 1ms, compared to the
URLLC class with a relaxed latency, 5ms. Consequently, in

FIGURE 7. Fairness between eMBB users.

the case of incoming URLLC traffic with an even stricter
value than 1 ms, the sum rates of the eMBB users are further
reduced.

Figure 7 illustrates fairness in allocating the demanded
resources between the eMBB users. We compare the
performance of the MiMRA algorithm with the Sum-Rate
scheduler under different packet sizes of the URLLC traffic
classes. We want to investigate how much the fairness values
provided by the MiMRA and Sum-Rate differ from the ideal
(desired) case in which there is perfect fairness in allocating
the required resources between the eMBB users. The fair-
ness among the eMBB users is calculated based on Jain’s
Fairness index [63]. As it can be seen from the Figure, for
a smaller packet size of η = 70Bytes, the MiMRA algo-
rithm performs well compared to the Sum-Rate outcome as
MiMRA fairness is close to the ideal value (desired fair-
ness) even for a large number of eMBB users (20 users).
We observe the same performance for a larger packet size of
η = 100Bytes, as MiMRA again outperforms Sum-Rate.
In both cases, there is a large difference between the fairness
resulting from the MiMRA algorithm and the Sum-Rate. In
particular, for η = 70Bytes, MiMRA and Sum-Rate grant
up to 93% and 67%, and for η = 100Bytes, provide up
to 90% and 62% fairness, respectively. This performance is
due to Eq. (21) and considering Rmin = 8Mbps in order to
find the perfect candidate for puncturing.

In Figure 8, we study the sum rates of the eMBB users
versus the URLLC traffic load. In particular, we set Rmin=
6Mbps and 8Mbps as the two minimum acceptable data
rates. Then, we evaluate the performance of the network
for handling the incoming URLLC load with two maximum
outage probability threshold values, θ1

max = 0.001 and θ2
max

= 0.01, belonging to URLLC class i = 1 and i + 1 = 2,
respectively. As observed from the Figure, the eMBB users
can reach high values for their sum rates when the number
of URLLC packets is zero. As the incoming URLLC traffic
classes arrive with different outage probabilities, the gNB
punctures eMBB users to serve the URLLC traffic types. In
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FIGURE 8. Achievable sum rates of eMBB users with two minimum acceptable data
rate values URLLC load.

FIGURE 9. Comparison of eMBB sum rates with MiMRA and baselines for different
gNB transmit power when Rmin = 8Mbps.

such a situation, the gNB both tries to fulfill the requirements
for two URLLC traffic classes, and to puncture eMBB users
to the extent that each eMBB user can still achieve the
minimum acceptable data rate. By considering the fairness
provided by the MiMRA algorithm, for up to 38 URLLC
packets, including both traffic classes, we can achieve the
promised minimum data rate of up to 10.5Mbps per user
if the Rmin = 6Mbps. For the same number of URLLC
packets, we reach up to 8Mbps per user if the Rmin =
8Mbps. As the number of URLLC packets increases up
to 70 packets, the gNB can still provide 7.65Mbps if the
Rmin = 6Mbps, but it ultimately can deliver up to utmost
5.37Mbps if the Rmin = 8Mbps. It is worth mentioning
that the MiMRA algorithm performs well since the sporadic
behavior of URLLC traffic makes it rare to have such a high
value of URLLC packets (70) in a concise period of a time
slot.

Figure 9 illustrates the eMBB sum rates versus different
gNB transmit power values. In particular, we compare the
performance of MiMRA with 1) Sum-Rate that adopts a
puncturing strategy to maximize the sum-rate of all eMBB
users; 2) Random Scheduler (RS) [12] that transmits the
incoming URLLC traffic by randomly picking pre-allocated
RBs to the eMBB users; 3) Proportional Fair (PF) [64]
which attempts to use the variations of channel conditions by

FIGURE 10. Comparison of MiMRA and baselines for eMBB sum rates versus
different numerologies, μ, for Rmin = 8Mbps, Pmax = 40 dBm, and 10 URLLC packets.

assigning resources to users with the most suitable conditions
for the upcoming period; 4) Punctured Scheduling (PS) [15]
(also known as user-based puncturing) that chooses the RBs
with the highest MCS assigned to eMBB users, and it punc-
tures them to serve URLLC traffic; 5) Equally Distributed
Scheduler (EDS) [10] which equally selects pre-allocated
RBs to each of the eMBB users to serve the URLLC traffic;
and 6) Multi-User Preemptive Scheduling (MUPS) [65]. We
consider the incoming URLLC load θ1

max = 0.001 and θ2
max

= 0.01, belonging to URLLC class i = 1 and i + 1 = 2,
respectively and in total 28 packets. It is observed from the
Figure that for lower power values, Pmax = 22 dBm, MiMRA
provides up to 220.5Mbps. Under the same condition and
URLLC load, Sum-Rate, PF, PS, RS, EDS, and MUPS grant
up to 217.1Mbps, 216.4Mbps, 214.2Mbps, 212.2Mbps,
210.8Mbps, and 205Mbps respectively. This exposes that
there is a 3.4Mbps gap between MiMRA and the second
best algorithm, which is Sum-Rate. Besides, since MiMRA
exhibits high fairness, it can be inferred that each eMBB user
can achieve up to at least 11.2Mbps, which is still higher
than the Rmin = 8Mbps. MiMRA utilizes a higher power
value, Pmax = 40 dBm, to deliver up to 300Mbps in order
to perform even better than before with the price of consum-
ing higher power. In this case, Sum-Rate, PF PS, RS, EDS,
and MUPS provide 282.1Mbps, 281Mbps, 269.8Mbps,
267.9Mbps, 261.3Mbps, and 240.1Mbps, respectively. The
difference between MiMRA performance and Sum-Rate is
almost 17.9Mbps. Considering the high fairness of MiMRA,
it can deliver up to 15Mbps. As a result, by keeping the data
rate per eMBB user higher than or close to the Rmin, the
network guarantees that each eMBB user receives at least
minimum resources, which are required for full HD video
streaming with very high resolution with almost zero buffer
time. In fact, with the MiMRA algorithm, the gNB does not
permit to puncture any of the eMBB users completely, and
it maintains the data rate at a level to avoid decreasing per
eMBB data rate per user remarkably.

Figure 10 represents the performance of MiMRA in
achieving a higher eMBB sum rate compared to baselines
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with respect to the numerology values, μ. For μ = 0,
MiMRA shows a relatively similar value to what Sum-
Rate delivers for the eMBB sum rate. However, MiMRA
performance is slightly better than the Sum-Rate. As the
value of μ increases, the eMBB sum rates of different
approaches also grow. This is due to the increase in the
SCS of RB with their respective numerologies. As the value
of μ evolves, MiMRA outperforms the other solutions. In
particular, MiMRA attains almost 336Mbps while Sum-Rate
obtains 315Mbps over the employed numerologies.

Usually in order to enhance sum rate, eMBB users with
high channel gains need to be assigned more RBs than
users with low channel gains. Nevertheless, this worsens the
performance of eMBB users with poor channel conditions,
especially if they are punctured by the incoming URLLC
traffic as well. This results in acquiring significantly low fair-
ness among the eMBB users. Hence, to maximize the sum
rate, the number of RBs allocated to users with poor channel
conditions has to be high. This creates a crucial dilemma
between having high sum rate and fairness among the eMBB
users [21]. As can be comprehended from the simulation
results, the MiMRA algorithm resolves this challenge by
setting Rmin and defining theMBB(tμ) to maximize the sum
rate of the eMBB users and deliver fairness among them.
Additionally, since the B5G era incorporates dealing with
various URLLC use cases with distinct QoS requirements,
MiMRA simultaneously ensures to fulfill diverse URLLC
classes’ demands for extra low latency and ultra-high relia-
bility. Thus, URLLC traffic classes belonging to critical use
cases are served with the highest priority, as discussed in
the following.
Figure 11(a) and 11(b) illustrate the URLLC reliability of

two classes (class 1 and class 2) with two packet sizes. As
can be observed in 11(a), reliability drops as the number of
URLLC users increases. In particular, with η = 70Bytes,
for a few URLLC users (up to 12 users), MiMRA grants
reliability of up to 96% while PF provides up to 90%. As
the number of URLLC users grows (20 users), MiMRA
still guarantees the URLLC reliability of up to 94% while
PF can deliver maximum reliability of up to 76%. In the
case of 11(b), we can see that the reliability reduces even
further when the URLLC packet size increases. When the
number of URLLC users is 20, MiMRA provides up to
80% reliability while the second best, PF, offers up to
69.8% reliability.
Figure 12 compares the URLLC delay Cumulative

Distribution Function (CDF) of different baselines for 10
eMBB and 10 URLLC users of the mission-critical case with
a delay requirement of 1ms. In particular, MUPS delivers
the largest delay as it cannot counteract the strict URLLC
delay requirement with an appropriate resource allocation
that satisfies eMBB and URLLC users simultaneously. EDS
provides the second largest delay, which still cannot sat-
isfy the delay constraint of 1ms. Nevertheless, MiMRA
outperforms other baseline solutions by meeting the delay
requirement of URLLC packets.

FIGURE 11. Comparison of URLLC reliability with MiMRA and baselines versus
different numbers of URLLC users with two URLLC packet sizes.

FIGURE 12. Delay CDF of the URLLC users in class i = 1 with a delay requirement
of 1ms.

VI. CONCLUSION
In this paper, we propose an optimization framework to
solve the resource allocation problem of coexisting URLLC
and eMBB users in 5G NR over various numerologies.
Furthermore, we study the impact of the incoming URLLC
traffic, which is scheduled immediately into the mini-slots,
instead of eMBB users, due to the stringent latency require-
ment. Our main goal is to maximize the sum rate for the
eMBB users and to achieve a minimum acceptable data rate
for the individual eMBB users ensuring fairness. The sim-
ulation results show that the proposed algorithm MiMRA
enhances the sum rate of eMBB users while, at the same
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time, each eMBB user can still achieve a minimum accept-
able data rate. Thus, the eMBB users experience a more
reliable transmission than the other studied approaches.
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