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Abstract

Light plays a crucial role in the perception of the world around us, as it interacts
with objects and stimulates our eyes to create visual images. Appearance is the
result of human visual perception of the interaction of light with the surface of
objects and is defined as the aspect of visual perception by which objects are
recognised. One of the most easily quantifiable aspects of appearance is colour,
which is represented by the CIE tristimulus values. This is the sum of the product
of the spectral power distribution of light, the colour matching functions, and
the reflectance or transmittance of an object. However, this limited perception of
colour due to the response of only three types of cone cells in the retina can lead
to metamerism, that is, when two objects with different reflectances can match
in colour under one illuminant but not under another. Spectral reproduction is a
solution to this issue, but spectral data is not always available, making spectral
estimation an important area of research.

Understanding and measuring appearance attributes such as colour, gloss, translu-
cency, and texture are important to control printer attributes that enable accurate
object creation or accurate soft proofing. A generic 2.5D printing pipeline includes
having a 3D surface model and its corresponding colour map and height map to
print. The 3D surface structure is first printed primarily with white deposit, then
colours are printed on top as the final layer with half-toning using ink deposition
and drying by UV curing. The elevation of the surface is achieved by assigning
the height map corresponding to the original 3D model. The number of ink layers
required to print the elevated 3D structure layer by layer from the bottom to the
top is quantified by slicing. The final colour printed on top uses the colour map
and an ICC profile that converts the colour map values to printer colours through
the ink separation employed, as is traditionally done for 2D printing. Colour
management is currently carried out using a flat colour target that is printed,
measured, and mapped to the printer colours, and this mapping is encoded inside
the ICC profile. Such an ICC profile is also used for soft proofing in 2D printing.

The aim of this work is to establish a strong framework for spectral estimation
as a means of reducing metamerism and its integration into existing colour
management workflows and to design an appearance reproduction framework
for 2.5D printing using the current colour management architecture called iccMAX.
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Sammendrag

Lys spiller en avgjørende rolle i oppfatningen av verden rundt oss, da det inter-
agerer med objekter og stimulerer øynene våre til å skape visuelle bilder. Utseende
er resultatet av den menneskelige, visuelle oppfatningen av samspillet mellom lys
og overflaten til objekter, og det defineres som aspektet av visuell oppfatning der
objekter gjenkjennes. En av de lettest målbare aspektene ved utseendet er farge,
som representeres av CIE-tristimulusverdier. Dette er summen av produktet til
spektral-distribusjonen til lys, fargeblandingsfunksjonene og refleksjonen eller
gjennomsiktigheten til et objekt. Alikevel kan denne begrensede oppfatningen
av farge som resultat av responsen til bare tre typer tappceller i netthinnen
føre til metameri, det vil si når to objekter med forskjellige refleksjoner kan ha
samme farge under ett belysningsforhold, men ikke under et annet. Spektral
reproduksjon er en løsning på dette problemet, men spektrale data er ikke alltid
tilgjengelige, noe som gjør spektral estimasjon til et viktig forskningsområde.

Å forstå og måle egenskaper av utseende som farge, glans, gjennomskinnelighet
og tekstur er viktig for å kontrollere printerattributter som muliggjør nøyaktig
objektsgjenkaping eller nøyaktig ’softproofing’. En generisk 2,5D-utskriftspipeline
inkluderer en 3D-overflatemodell og dens tilhørende fargekart og høydekart for
utskrift. 3D-overflatestrukturen blir først primært printet ut med hvitt materiale,
deretter printes farger oppå som den siste laget med halvtoning ved bruk av
blekkskriver og tørking ved UV-herding. Høydeøkningen av overflaten oppnås
ved å tildele høydekartet som samsvarer med den opprinnelige 3D-modellen.
Antallet blekklag som kreves for å printe ut den forhøynede 3D-strukturen lag
for lag fra bunnen til toppen, kvantifiseres ved ’slicing’. Den endelige fargen
som skrives ut på toppen, bruker fargekartet og en ICC-profil som konverterer
fargekartverdiene til printerfarger gjennom den brukte blekkskilleprosessen, slik
det tradisjonelt gjøres for 2D-utskrift. Farghåndtering utføres for øyeblikket ved
hjelp av en flat fargereferanse som printes ut, måles og tilordnes printerfargene,
og denne tilordningen er kodet inne i ICC-profilen. En ICC-profil brukes også for
’softproofing’.

Målet med dette arbeidet er å etablere en solid ramme for spektral estimasjon som
et middel for å redusere metameri og integrere det i eksisterende arbeidsflyter
for fargehåndtering, samt å utforme et rammeverk for gjengivelse av utseende
for 2,5D-utskrift ved bruk av den nåværende fargehåndteringsarkitekturen kalt
iccMAX.
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Chapter 1

Introduction

Printing technology has evolved significantly over the past century, with the
advent of digital printers such as dye sublimation, laser, and inkjet printers. These
2D printing technologies have been gradually developing since the 1920s. In the
1980s, around the same time as inkjet printers, additive manufacturing emerged
as a new technology for creating 3D objects through the deposition and fusion
of material layer by layer. 3D printed objects are complex in geometry and are
mainly used to create functional parts rather than to create fine textures with
mixed colours [1]. However, recent developments in 3D printing technology, such
as Mimaki [2] and Stratasys’ [3] full-colour 3D printers and printing processes,
have enabled the creation of more detailed and visually appealing 3D printed
objects. While 3D printing has revolutionised the manufacturing industry, it is
primarily used for creating functional parts with complex geometries, rather
than for reproducing fine textures with mixed colours. In addition, 2.5D printing
technology has emerged as a viable option for reproducing textures and tactile
images on flat substrates, such as reproducing artwork. One potential advantage
of such technologies is that they can help reduce production costs and material
waste by creating objects on demand and with customised designs and dimensions.
Thus, apart from printed products being functional, it is also essential to achieve
accurate colour and appearance for their aesthetic value.

In 2.5D printing, the colourful 3D surface is created on a substrate only to a small
height of around 1-10mm. Canon Océ uses this method of inkjet printing in which
UV curing of resins/inks is carried out along each pass, and the variable surface
is created using information from a height map [4]. Mofrel, the 2.5D printer
introduced by Casio, is a 16 million-colour inkjet that prints on digital sheets
containing a layer of micropowder between the inkjet layer and the paper [5, 6].
The Swiss Center for Electronics and Microtechnology (CSEM) team developed
a method that prints lines with smoother features and at a specific height by
depositing the ink in spherical droplets, called pinning caps, which then form
liquid bridges made of ink [7]. Mimaki introduced the JFX200 series, in which
its texture-maker software is used to create a smoother surface with stepped
layers of the printed surface [8]. There are also case studies where the printing
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2 Introduction

apparatus could be modified to replicate textures that mimic a brush stroke or
wood grain rather than creating the shape with ink dots. An example of such
2.5D printing used for appearance reproduction is a study in which trials have
been carried out to reproduce an image of a waterlily based on how an artist
will paint the waterlily with different brush strokes [9]. This was achieved by
vector-driven 2.5D printing, where vectors are analogous to brush strokes, along
with nonphotorealistic rendering, where computational methods are used to
process and segment a digital image and render it with an artistic expression.

The appearance of printed objects can vary depending on the technology used.
Factors such as the number of cured ink layers, substrate properties, white and
black points, ink mixing process, number of passes, halftoning process, and
more, all play a role in determining the final appearance quality and durability.
As a result, there is a challenge to improve the existing colour management
architecture that has been used in 2D printing for so long, in order to develop a
2.5D appearance printing framework. The primary challenge is characterising
changes in appearance with respect to changes in slope. In recent years, research
focused on matching/improving the appearance of 2.5D printing has gained
momentum, with the goal of using the technology to manufacture products
where aesthetics and appearance perception are crucial. Likewise, this project
aims to develop a framework for appearance reproduction in 2.5D printing.

This Ph.D. project is part of the ApPEARS project funded by the European Union
and hosted by the Norwegian University of Science and Technology, Gjøvik, with
participation from several beneficiaries. FOGRA in Munich provided 2D printed
samples and assisted with measurements, while Canon is one of the partner
organisations that contributed to the printing of 2.5D samples. Additionally,
Barbieri Electronic snc/OG in Italy and Linköping University in Sweden are
other partners and beneficiaries, respectively, who are co-supervising this Ph.D.
programme. The project aims to explore a framework for appearance reproduction
in 2.5D printing and to identify ways to integrate it into the existing colour
management system.

This chapter sets the narrative of the work and introduces briefly the research
carried out through the Sections 1.1 Motivation, 1.2 Research Aims and Research
Questions, 1.3 List of Publications, and 1.4 Thesis Organisation.

1.1 Motivation

"Such is the importance that light is the only human response that
has an associated SI Unit, the candela."

Pointer’s quote [10] above emphasises the importance of light and its role in
illuminating objects and how it bounces and stimulates our eyes, thus letting us
perceive the world around us. Appearance is the result of human visual perception



Motivation 3

of the interaction of light with the material surface. It is defined by ASTM and
CIE as the aspect of visual perception by which objects are recognised [11, 12].
The appearance of an object, in general, implies the colour of an object, which is
the most easily quantifiable aspect of appearance. Colour represented by the CIE
tristimulus values is the sum of the product of the spectral power distribution of
light, the colour matching functions, and the reflectance or transmittance of an
object. This simulates and quantifies our colour perception, which is limited to
the response of the three types of cone cells found in the retina. This limitation
in turn leads to metamerism, i.e. two objects with different reflectances can
match in colour under one illuminant but mismatch under another illuminant.
Metamerism is a major issue in any colour reproduction workflow where an
image reproduced should match the original under different lighting conditions.
Therefore, there has always been interest in the handling of colour workflows
through spectral reproduction [13–17]. In a spectral reproduction workflow, the
most essential component is spectral data which is not always available. Hence,
the first motivation for this work is to establish a strong framework for spectral
estimation as a means of reducing metamerism and its integration into existing
colour management workflows.

However, in reality, appearance is a complex product of many attributes. There-
fore, the concept of total appearance has been introduced, which comprises
measurable visual attributes to define the appearance of an object [10]. In addi-
tion to colour, important attributes or optical properties that are measurable to
a certain degree, as recognised by the CIE, are gloss, translucency, and texture
[18]. The simplest and most frequently used method to measure gloss is using
a gloss metre that quantifies the amount of light reflected from a surface at a
particular specular angle [18]. After colour, gloss has been extensively studied
and understood. Modelling the bidirectional reflectance distribution function
(BRDF) of a material surface can also give information about gloss by studying
the specular lobe. Although there are known methodologies to characterise gloss,
it is not yet standardised, and linking gloss measurements with gloss perception is
an ongoing topic [19–21]. Both translucency and surface texture are optical prop-
erties that are challenging to define and measure. Translucency is the property
that makes an object fall between the extremes of opacity and transparency [18].
Due to subsurface scattering, how an object reflects, transmits and scatters light
and the relationship among these three mechanisms [10] affect the appearance
of colour and result in the perception of translucency. Gigilashvili et al. carried
out a comprehensive review of the current state of understanding translucency
and highlighted that the visual cues by which the human visual system (HVS)
decodes translucency are fundamentally different for see-through objects (more
transparent) and highly scattering objects (more translucent) [22]. Over the
years, multiple factors have been identified that contribute to translucency per-
ception, but tying them together into a unified translucency framework is a far
too challenging task [22]. The texture of the surface of an object is related to
perceived spatial variation [23]. Various factors such as homogeneity, uniformly
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arranged smaller structures or patterns, locally variable reflectance, resolution
scale, region, etc. of an object give rise to the perception of surface texture [24].
Therefore, texture has to be measured over an area where the smaller patterns
that create the sensation of a particular texture are encompassed. Spatially vary-
ing BRDF or bidirectional texture function (BTF) are used to capture and model
the surface texture [24–26]. These appearance attributes influence each other
and are important to understand and measure to characterise and control printer
attributes that enable accurate object creation or accurate soft proofing.

A generic 2.5D printing pipeline includes having a 3D surface model and its
corresponding colour map and height map to print. The 3D surface structure
is first printed primarily with white deposit, then colours are printed on top as
the final layer with half-toning using ink deposition and drying by UV curing.
Elevation of the surface is achieved by assigning the height map corresponding to
the original 3D model. The number of ink layers required to print the elevated 3D
structure layer by layer from the bottom to the top is quantified using slicing [27].
The final colour printed on top uses the colour map and an ICC profile (defined by
the International Color Consortium (ICC)) that converts the colour map values to
printer colours through ink separation employed, as is traditionally done for 2D
printing. That is, colour management is currently carried out using a flat colour
target which is printed, measured, and mapped to the printer colours, and this
mapping is encoded inside the ICC profile. Such an ICC profile is also used for soft
proofing in 2D printing, where, by applying the ICC profile to the input image, the
pixel values are mapped to the printer colours within the gamut. Soft proofing in
2D printing is already well established and has defined standards such as ISO 3664,
ISO 12646 and ISO 14861 [28–30]. But soft proofing of a 3D surface requires
more than just mapping diffuse colours of flat targets. The colour management
process has to take into account the possible change in the appearance of colours
printed on a 3D surface having different slopes or surface normals where different
printing parameters are affected by the stacking of stepped layers to create these
slopes. To generate a more realistic soft proof for the viewer, rendering solutions
using colour management have to also consider how the appearance of colour is
changing based on the direction of the light and the view to the surface normal
of the 3D structure. Well-designed soft proofs of printed objects can help the
viewer preview and adjust to the desired look, visualise the limited printable
gamut, reduce material waste and the cost of production. Therefore, the second
motivation is to design an appearance reproduction framework using the current
colour management architecture called iccMAX [31].

1.2 Research Objectives and Research Questions

The two main goals as discussed in the previous section are to establish a frame-
work for spectral estimation as a means to handle metamerism in existing colour
management workflows and to design a colour management integrated frame-
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work of appearance reproduction for 2.5D printed surfaces. To accomplish these
goals, the following research objectives have to be addressed.

• Investigate the efficacy of various spectral estimation methods in handling
metamerism and develop a framework for spectral estimation in a colour
management workflow.
Twenty years ago, Rosen explored spectral reproduction and the possibility
of a spectral colour management system [32]. Over the years, many spectral
reproduction workflows have been developed, e.g., for ink separation, gamut
mapping, image reproduction, etc. [14, 33, 34]. But until now, the requirements
for spectral reproduction in colour management have not been standardised or
realised. This is partly due to the fact that until recently ICC colour management
could only use colorimetric PCS, allowing only one standard viewing condition
[35]. ICC.2 has now made it possible to have ICC profiles with a spectral PCS
and the possibility of including variable viewing conditions [31]. Moreover, a
spectral reproduction workflow depends on spectral data. However, spectral
data are not readily available and, therefore, require spectral estimation of
available colorimetric data. Therefore, finding a suitable spectral estimation
method is essential with the aim of integrating it into colour management.
Another requirement is to evaluate the accuracy of the reconstructed spectra
and its role in minimising metameric mismatch.

• Investigate rendering of material appearance in 2.5D printing.
Material appearance of a 3D or elevated surface created by 2.5D printing is
affected by different printer attributes such as type of inks used, layering of
the inks, ink droplet size, half-toning and ink separation algorithms, curing
time of the inks, printmode, etc. [36, 37]. We limit the scope of this work to
investigating two material appearance attributes - colour and gloss, and how
they are affected because of 3D surface creation with different ink mixes and
along different slopes in 2.5D printing. There are many empirical or physical
optics-based models available to characterise the material appearance of a sur-
face [38, 39]. Measurement and modelling of BRDF of a surface give important
information on how the colour appearance and specular highlight(related to
surface roughness) change in different lighting and viewing directions. Such
a model can be exploited to characterise the appearance of a 2.5D printed
surface that spatially varies in colour of ink mixes and slopes.

• Design an appearance reproduction framework for 2.5D printing using
the current colour management architecture, iccMAX.
ICC.2 also provides BRDF support to communicate the necessary information
related to the appearance of a surface [31]. It also allows us to include texture
information in an ICC profile in the form of a height map or a normal map.
However, this information is included so that external software can use and
process the information. To render appearance through an ICC profile, a new
appearance reproduction framework must be developed, where the BRDF
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information is processed and the output is rendered under the desired lighting
conditions. In this work, we develop the framework to render the appearance
of 2.5D printed surfaces which will serve as soft proofing through colour
management in 2.5D printing.

We then ask the following research questions related to each of the research
objectives:

1. Why is spectral reproduction of colour important and what are its use cases
and requirements? How to obtain spectral data required for spectral repro-
duction from easily available colorimetric data? What is the performance of
spectral estimation methods in minimising metameric mismatch? How can
spectral processing be achieved through the current colour management
architecture?

2. How to model the material appearance for a 2D printed surface? Can a
workflow be developed to predict the appearance of any given mix of inks
in 2D printing? Can a similar workflow be developed to predict appearance
of a 2.5D printed surface where it also spatially varies in height? What is
the performance of this workflow in reproducing colour and gloss?

3. How to define a BRDF model inside an ICC profile? How can the appearance
reproduction framework of a 2.5D printed surface be integrated into colour
management? What are the requirements of a data exchange format for
such a framework?

1.3 List of Publications

This work includes four core articles, Articles II, III, VII and VIII, highlighted in
bold in List 1.3, which address all research objectives and find answers to the
research questions stated above. Articles I, IV, V, VI, and IX are supplementary
contributions that relate to an intermediate requirement of the above research
objectives. All articles play a crucial role in the overall discourse of this work, and
their order of narration as shown in List 1.3 below corresponds to the manner
in which the supplementary articles support and lead to the core contributions
that result in the attainment of each research objective. The overview of these
articles in relation to the research objectives is shown in figure 1.1 and this is
explained in the next section 1.4. The summary of each of these articles can be
found in Chapter 3. The core contributions, articles II, III and VIII are under
review in scientific journals, and article VII is a chapter in ‘Colour Engineering:
Fundamentals and Applications’, under production. Articles I, IV, V, VI, and IX
are published in the conference proceedings.

• Article I: T. Habib, P. Green and P. Nussbaum, ‘Spectral reproduction: drivers,
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use cases and workflow,’ Electronic Imaging, vol. 32, pp. 1–6, 2020
• Article II: T. Habib, P. Green and P. Nussbaum, ‘Spectral estimation:

Evaluation and Application (Under Review),’ Optics Express, 2023
• Article III: T. Habib, P. Green and P. Nussbaum, ‘Spectral estimation: As

a Sensor Adjustment Transform (Under Review),’ Optics Express, 2023
• Article IV: T. Habib, P. Green and P. Nussbaum, ‘Estimation of BRDF Meas-

urements for Printed Colour Samples,’ vol. 29, pp. 123–128, 2021
• Article V: T. Habib, P. Green and P. Nussbaum, ‘BRDF rendering by inter-

polation of optimised model parameters,’ in Color and Imaging Conference,
Society for Imaging Science and Technology, vol. 28, 2020, pp. 162–168

• Article VI: T. Habib, P. Green and A. Sole, ‘Implementing directional reflect-
ance in a colour managed workflow,’ in London Imaging Meeting, Society
for Imaging Science and Technology, vol. 1, 2020, pp. 119–123

• Article VII: T. Habib, ‘Colour Management of Material Appearance,’
in Colour Engineering: Fundamentals and Applications (Under Produc-
tion), P. Green, Ed., John Wiley & Sons, 2023

• Article VIII: T. Habib, P. Green and P. Nussbaum, ‘2.5D Printing: An
Appearance Reproduction Framework for Printed 3D Surfaces (Under
Review),’ Journal of Imaging Science and Technology, 2023

• Article IX: T. Habib, P. Green and P. Nussbaum, ‘A weighted goodness-of-
fit metric for comparison of spectra,’ in Sensing Colour, Proceedings of the
International Colour Association (AIC) Conference 2022, International Colour
Association, 2022, pp. 397–404

1.4 Thesis Organisation

Figure 1.1 is a diagrammatic representation of the articles included in this work
and how they are related to the research objectives. The articles are divided into
two groups; Articles I-III answer research questions related to spectral repro-
duction, and Articles IV-VIII answer research questions related to appearance
reproduction in 2D and 2.5D printing. The oval shape represents a framework,
and rectangular shapes are the essential components of the framework. Compon-
ents that are useful to another component are connected by an arrow. Articles are
shown with shaded boxes that contain the components or frameworks to which
they contribute.

Article I reviews spectral reproduction in the field of colour imaging and highlights
different components required in a spectral reproduction system, e.g. spectral
data and spectral estimation. Articles II & III evaluate various existing spectral
estimation methods and show that a priori knowledge-based spectral estimation
methods can be used to minimise metameric mismatch and produce a compre-
hensive comparison of their performance as a SAT.

Articles IV and V investigate BRDF data or measurement estimation, and BRDF
modelling, and describe a workflow to predict BRDF parameters for ink mixes or
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Figure 1.1: Diagrammatic representation of thesis organisation

colours in 2D printing. Article VI shows a paradigm for encoding and processing
BRDF in an ICC profile and obtaining a rendered output. Article VII is a chapter
on Colour Management of Material Appearance that culminated as a result of all
theoretical and experimental studies carried out related to the material appear-
ance reproduction and its application using the current ICC colour management
architecture. Article VIII uses the knowledge gained so far and extends it to
answer the complexities of rendering a 2.5D surface appearance and proposes
an appearance reproduction framework for 2.5D printing.

Article IX proposes a new metric that is an adjustable composition of existing
spectral and colorimetric metrics to assess the quality of results from spectral
estimation methods. The existing metrics mentioned in the article are also es-
sential for evaluating spectral estimation methods and for the optimisation and
evaluation of BRDF models.

Figures 5.3, 5.4 and 5.5 summarise the tasks I planned to carry out during this Ph.
D. work. They are divided into deliverables, courses and trainings to complete.
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Their status will be addressed in Chapter 5 where I summarise the conclusions of
this work.

Figure 1.2: Deliverables planned in the Ph. D. proposal at the initial stage

Chapter 2 provides the theoretical and methodological background used in the
research conducted to achieve the objectives of this work. In Chapter 3, a summary
of each article is presented, including its purpose, methods, and results. Chapter
4 highlights the research contributions made throughout the course of this Ph.D.
study. Furthermore, Chapter 5 discusses the results and analysis of these articles,
explaining how they address the research objectives and answer the research
questions. This chapter also presents the conclusions drawn from the research
conducted in these articles and the future scope of this work.
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Figure 1.3: Courses planned in the Ph. D. proposal at the initial stage

Figure 1.4: Trainings planned in the Ph. D. proposal at the initial stage



Chapter 2

Background

2.1 Colour Management in Printing

Colour management in an imaging pipeline is important for consistent and
accurate colour reproduction of a target image through different devices such
as camera, scanner, printer, projector, monitors, etc. It is defined as the means
of controlling and adjusting colours through hardware, software, and processes
across multiple devices within an imaging pipeline [49]. Each colour imaging
device has its own characteristic way of reproducing colours and is limited by
the extent of unique colours they can reproduce. This variability among devices
is efficiently handled by modern colour management by creating colour profiles
for each device that allow them to communicate through a device independent
colour space called the profile connection space (PCS) which is either CIELAB
or CIE XYZ. The colour management of a device requires two important steps,
calibration and characterisation. Calibration is the adjustment of the device to
a known state so that a consistent and reproducible device colour response is
achieved. It helps correcting for system drifts and manufacturing variations. It
is the essential first step. Colour characterisation is the mapping between the
device colours and the PCS. In printing, this mapping can be achieved by physical
models (e. g., Neugebauer, Murray-Davies, Kubelka-Munk), empirical models
(e. g., polynomial transforms, neural network) and look-up tables [50]. The
forward characterisation model maps the device colours to the PCS while the
inverse characterisation model maps the values of the PCS to the device colours.
In this case, gamut mapping is also essential to ensure that out-of-gamut colours
are adjusted to colours within the gamut of the device. A generic inkjet printer
pipeline consists of converting image colours to device colours through the PCS.
As shown in Figure 2.1, colour separation, linearisation, and halftoning are
applied to the device colours to lay the final pattern of ink drops on the substrate.
The ink layers are dried to harden them firmly to the substrate.

The 2.5D printing pipeline, instead of printing in monolayers of inks, has to build
a 3D structure on the flat substrate with layers of voxels of white deposit and

11
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Figure 2.1: A 2D printing pipeline.

then apply the halftoned ink to create colour on the final layer. A generic 2.5D
printing pipeline is shown in Figure 2.2 where the slicer uses the 3D model of
the object, height map, colour map, and ICC profile to decide the number of
layers required to build the base structure including the final colour layer on
top using halftoning. After the colour is printed, an optional varnish layer can
be applied. In this case, the printer colour characterisation step is similar to 2D
printing where a flat colour target is printed, measured and modelled.

Figure 2.2: A 2.5D printing pipeline.

In Article VIII, the colour samples were printed using a 2.5D inkjet printer on a
flat substrate and four different slopes with angles of 15◦, 30◦, 45◦, and 60◦. On
each slope including the flat target, a total of 72 colour patches of the FOGRA
Media Wedge CMYK V3.0 were printed, as illustrated in Figure 2.3. Details of
the printed samples are given in Requirements Document in Appendix C.

The International Color Consortium (ICC) is responsible for defining the PCS
framework and outlines standards and guidelines for colour management. ICC
specification document describes the structure and format of colour profiles
[49]. ICC profiles perform two distinct functions. The first is the coordinate
transformation, which relates the colour code values of a device to colorimetric
code values in the PCS. The second is colour rendering or re-rendering, which
changes the colorimetry of an original to better suit a particular reproduction
medium [51]. ICC v4 profiles have gained broad usage in the graphic arts industry
where the main purpose is to match the CIELAB colorimetry of one print to another,
while maintaining the same viewing conditions, in order to achieve the desired
visual outcome. Another common use case is specifying colour separation, which
involves converting the PCS usually CIELAB, to device-dependent colours such
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Figure 2.3: 2.5D printed colour samples.

as CMYK or CMYKOGV [52].

Another application of ICC v4 profiles is in soft proofing, a procedure where a
digital version of a printed image is displayed on a monitor, following specific
viewing conditions. Achieving accurate soft proofing entails matching the colour
appearance of the print to that of the monitor, which can be challenging because
of the difference between the media, i.e. reflective vs. emissive. Softproofing
in printing is similar to applying the inverse model a printer profile to get the
in-gamut device values and then applying its forward model to get the PCS
values to display them on a monitor through the monitor profile. Despite their
widespread use, the v4 profiles have some limitations. First, they rely on D50
and CIE 1931 2◦ colour matching functions, producing suboptimal outcomes
when viewed under non-D50 lighting. Second, v4 profiles may pose challenges
for handling photographic images and extended process printing systems that
have seven or more inks due to their size. Third, the v4 profiles cannot anticipate
colour shifts due to the fluorescence of paper and inks when objects are exposed
to different lighting environments [52].

2.1.1 ICC version 5

ICC Version 5 also called the iccMAX format an extension of the ICC v4 profile
format, maintaining the same header and tag structure. However, it introduces
novel data types and features, including non-D50 PCS, spectral PCS, fluorescence
support, procedural algorithm embedding, tagless ICC profiles, and directional
colour appearance [52].

The new capabilities of iccMAX have various practical uses. They can predict
the appearance of the colour under different lighting conditions using spectral
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colour data, which is useful in colour workflows. iccMAX can also incorporate
information about optical brightening agents, allowing accurate reproduction
of colour appearance under different lighting conditions, including UV light
[52]. Additionally, iccMAX enables the embedding of procedural algorithms in
profiles through calculator elements, leading to more compact profiles. Calculator
elements are a component that uses stack-based programming, which is Postfix
Notation [53]. The resulting profiles are more precise and flexible, suitable for
use in colour-managed workflows. This study uses iccMAX to encode spectral
and rendering frameworks in ICC profiles for accurate colour management of
printed objects.

2.2 Spectral Reproduction

Spectral reproduction in colour imaging is a method to achieve colour repro-
duction goals based on the spectral reflectance properties of an object or scene
mainly to handle metamerism. As illustrated in Figure 2.4, metamerism is the
phenomenon when two objects having different spectral characteristics might
match in colour appearance under one lighting condition but not under another.
Spectral reproduction helps improve the accuracy and consistency of colour re-
production, especially for materials with complex spectral characteristics, and is
important in fields where colour accuracy is prime. There are many examples of
spectral reproduction workflows used in printing, such as spectral printer char-
acterisation [54, 55], spectral gamut mapping [56], spectral colour separation
[33, 57–59], and soft proofing [37, 60]. This is discussed in Article I. Spectral
data drives a spectral reproduction workflow. Spectral data can be acquired by
measuring colour samples or by estimating spectral data from colorimetric data
which will be discussed in the next two Subsections 2.2.1 and 2.2.2.

Figure 2.4: Metamerism.

2.2.1 Spectral Data Acquisition

Spectral data can be acquired using a spectrophotometer or a telespectrora-
diometer. In printing, spectrophotometers are more commonly used to acquire
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the surface reflectance of a printed sample. These instruments can be a hand-held
device making a spot measurement or a scanning device making measurements
of a large number of colour patches. Spectrophotometers use a diffraction grating
that splits light coming from the surface of a sample into its spectral components
or spectrum. CIE has defined different measurement geometries for illumination
and detection. They are three versions of 45◦:0◦, 0◦:45◦, d:0◦, 0◦:d, de:8◦, and
di:8◦ [61, 62]. The 45◦:0◦ geometry illuminates the sample at a 45◦ angle and
views it at a normal angle, and it is opposite in 0◦:45◦. The d:0◦ geometry uses
diffuse illumination at an angle of no more than 10◦ from the normal and views
it at a normal angle. The di:8◦ geometry uses diffuse illumination and normal
detection with the specular component included, and de:8◦ has the same geo-
metry, but the specular component is excluded. Diffuse illumination is achieved
by using an integrating sphere. There are four measurement modes M0, M1, M2,
and M3 defined by ISO 13566 [63] for such measurement devices. M0 is a legacy
mode and commonly allows for a tungsten lamp, M1 uses the D50 illuminant that
includes the measurement of Ultraviolet (UV) light from the measurement system,
while the M2 mode excludes UV light from the system. M3 is the polarising mode
[49].

In this work, the reflectance data of the 2D printed colour samples used in Articles
II & III and Article IX were obtained from standard online databases or internal
datasets from the industry. The reflectances of 2.5D printed colour samples used
in Article VIII have been measured using GON 360 goniometer equipped with a
CAS 140CT array spectrophotometer with variable measurement geometry as
part of BRDF acquisition including 45◦:0◦ and 0◦:45◦.

Reflectance measurements in practical applications often differ from the CIE
recommended spectral range of 360nm-830nm in steps of 1nm for tristimulus
value calculations, often obtained in truncated ranges and larger intervals, such
as 10nm [64]. The spectral data used in Articles II & III and Article IX were
measured in different ranges and intervals, (380nm-780nm in 5nm and 10nm
intervals), (380nm-730nm in 10nm interval) and (400nm-700nm in 10nm in-
terval). The use of the 400nm-700nm range for tristimulus value calculations
can lead to significant errors when compared to the recommended procedure.
Therefore, the reflectance measurements of narrow ranges were extrapolated to
the 380nm-730nm range using linear interpolation recommended by CIE [65]. To
ensure that the tristimulus values were accurately calculated, optimum weighting
tables with a 10nm interval were generated using CIE illuminant and observer
functions [64, 66]. These weighting tables are bandpass corrections applied to
the weighting factors, which are essentially the products of the illuminant and
observer functions. It should be noted that narrow peak illuminants, such as
some fluorescent illuminants, cannot be accurately interpolated from 1nm to
10nm without significant errors [64, 67]. Therefore, the use of these optimum
weights is crucial to obtain accurate tristimulus values, and they can be directly
applied to the reflectances.
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2.2.2 Spectral Estimation Methods

The simplest spectral estimation method is a least squares solution, i.e., pseu-
doinverse method [68, 69]. However, the most commonly used method is PCA
[70–73]. Fairman and Brill proposed an efficient PCA-based method for estimat-
ing reflectance from tristimulus values, which was further modified by Agahian
et al. to weight the training reflectances based on minimising the colorimetric
difference from the test value. Other methods include using Cohen’s matrix R
theory to calculate fundamental stimuli and metameric black [74], the Wiener
estimation method [75], and methods that impose a non-negativity constraint on
estimated spectra [76, 77]. Dupont studied the spectral estimation of colorimetric
values using different optimisation methods, including genetic algorithms, and
used a metric that minimises the colour difference under two different lights
[78]. In addition, there are spectral estimation algorithms that use optimisation
to minimise spectral and colorimetric errors [79, 80], as well as methods that use
interpolation [81–83]. Spectral estimation methods can also be applied to achieve
colour-constant estimated spectra [84]. van Trigt proposes a spectral estimation
method that always creates a generic reflectance curve for a tristimulus value,
achieved by generating the least variation or the smoothest reflectance for a
tristimulus value [85, 86]. In this work, some of the spectral estimation methods
using least squares fit are used to find a suitable method that can be integrated
into colour management. They are discussed next.

The task of least-squares fit is to find a solution to an overdetermined set of
equations by minimising residuals. This is done by finding a solution x to Ax ≃ b
by minimising the residuals ||Ax − b||, where A and b are known matrices [87].
This equation can be rewritten to obtain spectral estimates from the tristimulus
values, as shown in Equation 2.3. In this case, r is the spectral reflectance, n
is the number of wavelengths, T is the tristimulus value, and M is the linear
mapping that minimises residuals. To estimate spectral reflectance from a test
tristimulus value, we need to determine the matrix M first using a training dataset
with the number of samples j. The size of the matrix r is, therefore, nxl that
holds the training reflectances, and the size of the matrix T is 3xl that holds the
corresponding training tristimulus values in Equation 2.1. M can then be used to
recover the spectral reflectance r̂ from any test tristimulus value T as shown in
Equation 2.2.

r = M T (2.1)

r̂ = M T (2.2)

The XYZ tristimulus value T is obtained by multiplying the illuminant spectral
power distribution (SPD) E, the colour matching functions O, and the surface
reflectance r at each wavelength and summing the products. Weighted colour
matching functions AT can be obtained by multiplying the transposed colour
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matching functions OT with a diagonal matrix diag(E) of the illuminant SPD
and normalising with a constant k. The tristimulus values can be represented in
matrix form using AT and r as shown in Equation 2.3.

T = AT r (2.3)

The simplest way to determine the matrix M is the pseudoinverse method. This
involves determining M using Equation 2.4, by finding the inverse of matrix T
in Equation 2.3. As T is not a square matrix, its inverse cannot be calculated
directly, and instead the Roger-Penrose inverse, or the pseudoinverse method,
must be used.

M = rT T (T T T )−1 (2.4)

Using the Wiener inverse is another spectral estimation method that uses a cor-
relation matrix µ to determine the matrix M as shown in 2.5. µ can be the
correlation matrix of the training spectral reflectance r [75]. Using a straightfor-
ward method to determine spectral similarity, this method produces estimates of
spectral reflectance that are relatively unaffected by the illuminant [88].

M = µA(ATµA)−1 (2.5)

Fairman and Brill introduced a classical mean-centred PCA method for spectral
reflectances. This involves determining the mean reflectance Vo of the training
dataset r, calculating the first three eigenvectors V from the mean-centred spectral
reflectance of the training dataset (r − Vo), and determining the C ∈ R3 that
contains the principal component coordinates [71], as shown in Equation 2.6.
Using principal components this method maximises the variance in the dataset
by determining a projection matrix. Therefore, in this case, the tristimulus value
constrained principal component coordinates C have to be determined to find
the spectral reflectance estimate r̂ using Equation 2.7.

r = V C + V0 (2.6)

r̂ = V0 + V C (2.7)

C can be calculated by substituting Equation 2.6 into 2.3 and rearranging for C
as shown in Equation 2.8, where T is the test tristimulus value.

C = (AT V )−1(T − AT V0) (2.8)

Agahian et al. proposed a weighted approach to the PCA spectral estimation
method that calculates the weighted reflectance r ′ = rW using the weight matrix
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W in Equation 2.9. The authors obtained the weighted coordinates C using
Equation 2.7 first by computing the principal components V and the mean
reflectance V0 from r ′, leading to a more accurate reflectance estimate compared
to classical PCA. Babaei et al. also aimed to increase the accuracy of pseudoinverse
spectral estimation by weighting the training tristimulus values based on their
similarity or dissimilarity to the test tristimulus values. The new weighted basis
M is calculated by replacing T and r in Equation 2.4 with weighted tristimulus
values T ′ = TW and weighted reflectances r ′ = rW , respectively. The weight
matrix W in Equation 2.9 is a diagonal matrix where j is the total number of
samples in the training dataset and e = 0.01 is a small constant to prevent division
by 0.

W =
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(2.9)

The method of pseudo-inverse spectral estimation can be changed to use a polyno-
mial fit. To use a polynomial, the tristimulus value (represented as T = (X , Y, Z))
must be expanded according to the chosen polynomial order, as specified in Table
2.1. The expanded tristimulus values are then used in Equation 2.4 to generate
the basis matrix M . This matrix can be used to estimate the spectral reflectance,
where the test tristimulus value also needs to be expanded in Equation 2.2 accord-
ing to the polynomial order. However, it is crucial to keep the number of terms
significantly lower than the number of samples, as increasing the polynomial
order too much can result in overfitting.

Table 2.1: Polynomial expansion

Sl. No. Order Terms
1. Second 1, X , Y, Z , X Y, X Z , Y Z , X 2, Y 2, Z2

2. Third 1, X , Y, Z , X Y, X Z , Y Z , X 2, Y 2, Z2, X Y 2, X Z , X 2Y, X 2Z , Y 2Z , Y Z2, X Y Z , X 3, Y 3, Z3

The Waypoint method, as proposed by Derhak, employs spectral reflectance
decomposition to represent spectral reflectance as a sum of scaled non-selective
reflectance and characteristic reflectance [89]. The non-selective reflectance is
a vector that reflects the same amount of light at every wavelength, making it
invariant to wavelength. Meanwhile, the characteristic reflectance, which is the
wavelength-selective component, is obtained by normalising a reflectance vector
such that the minimum value becomes 0 and the maximum value becomes 1.
This is known as the primary reflectance, according to Chau.

In this method, the tristimulus values are first converted to Waypoint (Wpt)
coordinates (W, c, h) using the Wpt normalising matrix determined for the source
observing conditions. The Waypoint hue (Wpt h) is then used to determine
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its corresponding characteristic reflectance. Although Munsell reflectances are
typically used to determine characteristic reflectances, they can also be obtained
from other measured reflectances. These characteristic reflectances are divided
into groups with constant hues, forming a hue-plane. From this group, one
of the characteristic reflectances is selected to represent the hue-plane. The
Wpt coordinates (W, c, h) of the characteristic reflectances and non-selective
reflectance are then calculated.

To determine the scalar of spectral whiteness (g) and the scalar of spectral
saturation (s), the W and c coordinates of the characteristic reflectance and the
W coordinate of the non-selective reflectance are used. Finally, a reflectance
vector is estimated by scaling the non-selective reflectance with g, scaling the
characteristic reflectance with s, and then combining them, as described in [90].

2.3 Chromatic Adaptation

The way we perceive colour is heavily influenced by the lighting conditions under
which we observe objects. Different lighting conditions can alter the colours
of objects. But due to colour constancy we perceive object colours as being
relatively constant under varying lighting conditions, which enables us to identify
objects and recognise them under these different lighting conditions. Colour
constancy is achieved by one of the important sensory processes called chromatic
adaptation [91]. Thus, chromatic adaptation is the mechanism by which the HVS
adjusts to these variations induced by different lighting conditions to preserve
the appearance of object colours [92].

The basis for modelling chromatic adaptation was established by von Kries, who
assumed that HVS adapts to changes in the spectral composition of light by
adjusting the sensitivity of its three types of photoreceptors, generally known
as cones [93]. This can be mathematically obtained by scaling factors applied
to cone excitations based on the ratio of the destination whitepoint and the
source whitepoint in the cone space as shown in Equation 2.10, where (X1, Y1, Z1)
and (X2, Y2, Z2) are the tristimulus values under the source illuminant and the
destination illuminant, respectively, (Lw1, Mw1, Sw1) and (Lw2, Mw2, Sw2) are the
cone excitations of the source illuminant whitepoint and the destination illu-
minant whitepoint respectively, and M is the matrix to linearly transform the
tristimulus values to the cone space. Over the years, many different models have
emerged where the transformation matrix M is optimised in different ways to fit
the corresponding colour data. Corresponding colours are two different stimuli
that match in colour appearance under two different illuminants [92]. That is,
a pair of tristimulus values T1 under the source illuminant and T2 under the
destination could be perceived as the same colour as illustrated in Figure 2.5.
Corresponding colour data is obtained through different experiments, such as
haploscopic matching, memory matching, or magnitude estimation.
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Figure 2.5: Corresponding colour match.

In this work, the term sensor adjustment transform (SAT) defined by Derhak
is followed, which is an umbrella term to define a transform that adjusts cone
excitations without considering the specific method or intent behind the transform.
A SAT is further divided into a chromatic adaptation transform (CAT) and material
adjustment transform (MAT)[94]. This is discussed in the next section.

2.3.1 Sensor Adjustment Transforms

Two goals can be realised through a SAT, colour constancy, or material constancy.
Material constancy can be said to be attained when the colour appearance of an
object under an illuminant is predicted based on the spectral property such as
surface reflectance of the object, i.e. keeping the material properties constant. A
SAT that tries to achieve colour constancy is called a CAT and a SAT that tries
to achieve material constancy is called a MAT [94]. Most CATs try to predict
corresponding colour data. The well-known CATs used in this work are discussed
next.

The ICC v4 specification recommends using the Linear Bradford CAT for chromatic
adaptation, which is based on the Bradford CAT developed by Lam, but with a
non-linear correction in the blue region which is removed [95]. Finlayson et al.
compared the performance of Bradford CAT, and linear Bradford CAT against
a sharp adaptation transform that uses spectral sharpening and showed that
Bradform transform performs no better than the sharp adaptation transform [96].
To obtain the chromatically adapted destination tristimulus value (X2, Y2, Z2), the
source tristimulus value (X1, Y1, Z1), source illuminant whitepoint (Xw1, Yw1, Zw1),
and destination illuminant whitepoint (Xw2, Yw2, Zw2) in Equation 2.10 are first
converted to the cone excitation space by replacing M with MLBF D given in
Equation 2.11.
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MLBF D =





0.8951 0.2664 −0.1614
−0.7502 1.7135 0.0367
0.0389 −0.0685 1.0296



 (2.11)

CIE TC8-01 [97] proposed the CIECAM02 colour appearance model, which
uses CAT02 for chromatic adaptation. To convert the tristimulus values (XYZ)
to sharpened cone responses (RGB), the transform matrix MCAT02 as shown in
Equation 2.12 is used. Considering full adaptation, CAT02 can be calculated
similarly to the von Kries transformation, as shown in Equation 2.13, where
(Rw1, Gw1, Bw1) and (Rw2, Gw2, Bw2) are the sharpened cone responses of the source
and destination whitepoints, respectively, while (X1, Y1, Z1) and (X2, Y2, Z2) are
the source tristimulus value and the destination tristimulus value, respectively.

MCAT02 =





0.7328 0.4296 −0.1624
−0.7036 1.6975 0.0061

0.003 0.0136 0.9834



 (2.12)
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Li et al. developed CAT16 to address the computational challenges caused by
CAT02. They optimised the CAT16 transformation matrix MCAT16 as shown in
Equation 2.14 with several corresponding colour datasets. Similarly to Equation
2.13, a chromatically adapted tristimulus value can be obtained for full adaptation
when the luminance of the source and destination illuminants are equal. However,
in this case, the matrix MCAT02 is replaced by MCAT16 [98].

MCAT16 =





0.401288 0.650173 −0.051461
−0.250268 1.204414 0.045854
−0.002079 0.048952 0.953127



 (2.14)

Li et al. also developed a two-step CAT16 transformation based on the CAM02
model, which used illuminant E as an intermediate or reference illuminant [99].
This two-step process involves a transformation to and from illuminant E. To adapt
a source tristimulus value (X1, Y1, Z1) to a destination tristimulus value (X2, Y2, Z2),
where full adaptation is considered and the luminance of the illuminants matches
each other, Equation 2.15 can be used.
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A MAT uses least dissimilar colour matching proposed by Logvinenko to achieve
material constancy under changing illuminants. It is based on the concept that
the appearance of a stimulus changes when the illuminant varies, but the human
visual system can still identify the material to some extent because of a second-
ary mechanism. Following Logvinenko’s proposal, Derhak et al. proposed the
Waypoint transform, which maps the colour of an object to Waypoint coordin-
ates (W, p, t), where W , p, and t represent perceptive lightness and perceptive
chromaticness, respectively. It is a colour equivalency representation used to
navigate between the source and destination colour viewing conditions. The
aim of deriving a colour equivalency representation is to achieve orthogonality
between lightness and chromaticness, with linear loci of constant hue and cir-
cular contours of constant chroma if possible. Equations 2.16 and 2.17 provide
optimised Waypoint-based material adjustment transform matrices from source
colorimetry CIE 1931 2◦ Standard Observer and illuminants D65, D50, A, and
F11, respectively, to Waypoint representation. [94].

M2◦,D65 =





0.02964 0.97487 −0.00280
4.83916 −4.73122 0.12117
0.54248 1.30671 −1.67368



 , M2◦,D50 =





−0.06265 0.03839 0.02669
4.68561 −4.82563 0.37293
0.28350 1.50053 −1.15101



 (2.16)

M2◦,A =





−0.33810 1.30006 0.20048
4.40232 −5.32134 1.36425
−0.41103 2.17849 −4.85343



 , M2◦,F11 =





−0.12366 1.05659 0.10608
4.38611 −4.63611 0.32299
0.37476 1.29098 −2.59413



 (2.17)

Oleari developed a method for CAT by optimising the conversion of tristimulus
values under various viewing conditions to an ABC reference frame. This ABC
reference frame has three independent primaries A, B, and C that have mutually
dependent chromatic opponency, and it is obtained by mixing and transforming
LMS cones. The method assumes complete illuminant adaptation and perfect
colour constancy under a set of illuminants, and an adaptation matrix is derived
that converts the cone space to the ABC space [100]. These matrices are available
in their article [100]. This approach ensures that colour constancy is maintained,
meaning that different cone excitations under different illuminants and observers
produce the same perceived colour. However, Derhak contends that Oleari’s CAT
are actually MAT because they optimise cone excitations. In this work, these
transforms are regarded as Oleari’s MAT.

Burns proposed a new method for CAT that uses spectral estimation without
relying on the corresponding colour datasets for training. The method is an



Appearance Reproduction in Printing 23

improvement over traditional CATs, ensuring that the tristimulus values rendered
under a destination illuminant do not fall outside of the spectral locus. Burns
modified Van Trigt’s approach to spectral estimation [85], which uses optimisation
of the minimum slope squared integrated over the wavelengths of the visible
range to find the unique reflectance curve that produces the source tristimulus
value. Burns performed this optimisation in the log space of the reflectance curve
to create a strictly positive reflectance curve. Two spectral power distributions
are estimated to represent the source and destination whitepoints. Using these
illuminants, the estimated reflectance curve and colour matching functions, the
source tristimulus value and the destination tristimulus value are calculated. The
destination tristimulus value is further adjusted to preserve its chromaticity while
matching the relative luminance Y value of the source tristimulus value. This
adjusted tristimulus value is the predicted corresponding colour. In this work,
Burns’ method are regarded as a CAT because it aims to predict the corresponding
colours well without achieving material constancy.

MAT is especially important in colour reproduction, where the spectral reflect-
ance or transmittance of the material used can affect the final product’s colour
appearance. These transforms are critical to ensure accurate colour reproduction
across different devices and materials, which is important in many fields such as
photography, printing, and colour science.

2.4 Appearance Reproduction in Printing

The accurate reproduction of appearance is crucial for various applications in
printing, including softproofing. Softproofing is a critical tool in the graphic arts
industry for accurately controlling print properties such as colour, glossiness,
and texture. It is a widely used practice in 2D digital printing that allows users
to preview and adjust the appearance attributes of an object before printing,
ensuring that the final product meets their specifications. Although it mainly
strives in reproducing appearance of diffuse colour. Softproofing in 2.5D and
3D printing is less common, and it requires surface appearance reproduction
of non-planar surfaces. HP has developed a 3D printing softproofing system
that uses an Appearance Reference Object (ARO) to demonstrate the printing
system’s colour capabilities using 3D sub-objects [101]. Additionally, a 2.5D
softproofing approach based on a four-flux theory colour prediction model has
been shown to be effective for relief prints in 2.5D printing [37]. However, this
system only takes into account colour prediction and not appearance, which
involves the prediction of colours changing under different light and viewing
directions. BRDF is vital to model the appearance of objects under different light
and viewing directions. Current colour management allows the incorporation of
material appearance information into ICC profiles which has paved the way for
appearance management.
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2.4.1 Bi-direction Reflectance Distribution Function

The bidirectional reflectance distribution function (BRDF), is a mathematical
function that characterises the reflection of light from a surface. Specifically, it
determines the amount of light reflected in various directions based on incidence
and viewing angles (θi,φi,θv,φv) as shown in Figure 2.6. A BRDF model has
to follow two important properties: energy conservation to ensure that it is
impossible for a surface to reflect more light than was incident on it and Helmholtz
reciprocity, which means that the BRDF must be unchanged when the angles of
incidence and exitance are swapped. BRDF is essential to accurately model surface
appearance under different lighting conditions, particularly in computer graphics,
3D printing, and virtual reality applications. Incorporating BRDF data into ICC
profiles is critical in managing material and surface appearance information[39,
102].

Figure 2.6: Bidirectional Reflectance Distribution Function.

2.4.2 BRDF Data Acquisition

BRDF data acquisition involves measuring the BRDF of a surface, that is the
light reflected from the surface at different angles and wavelengths. The BRDF
is measured by illuminating a flat surface with a collimated light beam with
direction (θi,φi) and measuring the spectral radiance reflected in an output
direction (θv,φv) as shown in Figure 2.6. An isotropic BRDF has a reduced
angular domain whose dimension is less by one (θi,θv,φi −φv). The BRDF can
only be measured over finite spatial and angular intervals because it is a derivative
quantity. A gonioreflectometer is a classic device for measuring anisotropic BRDF.
The detector is linked to a spectroradiometer or other optical assembly that allows
the recording of dense spectral measurements for each configuration of the source
and detector. While this method provides high angular resolution, precision, and
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repeatability, it is also time-consuming [103, 104]. If acquisition is limited to
isotropic BRDFs, acquisition time and equipment cost can be reduced. The next
method involves a dome-shaped frame with multiple detectors and light sources
that can capture the full BRDF at once without moving any component [105,
106]. However, this system is expensive and bulky. To address this issue, Ben-Ezra
et al. have developed a smaller dome-shaped system that uses light-emitting
diodes as both emitters and detectors [106]. Alternatively, an image-based system
has been developed that uses a digital camera, a light source, and a spherical
sample to acquire BRDF measurements [107–109]. However, this method does
not provide spectral data, which is necessary to analyse material characteristics
with accuracy.

In Article V, 17 colour samples were printed on a flat glossy paper using a 2D
printer and in Article VIII, 23 colour patches printed using a 2.5D printer for each
type of surface, including flat, 15◦, 30◦, 45◦, and 60◦ slopes. BRDF measurements
were carried out for a total of 65 reflectance measurements for each colour
patch using a GON 360 goniometer with a CAS 140CT array spectrophotometer.
Measurements were taken at incidence angles (θi) of 0◦, 15◦, 30◦, 45◦, and 60◦,
with viewing angles (θr) ranging from 30◦ to -65◦ in 5◦ intervals with respect to
the incidence angle space.

2.4.3 BRDF Models

This section will cover some simple BRDF models. According to Montes et al.
[39], a BRDF model can be described empirically or physically. Empirical models,
such as the Blinn-Phong and Ward models, are straightforward, while the Cook-
Torrance model is a physical model. The parameters of these models can be
obtained by fitting the BRDF measurements.

The simplicity of the Blinn-Phong model has made it a popular choice for render-
ing systems. The diffuse reflection component, expressed as tristimulus values or
spectral values, is represented by kd

π . This model is a modification of the Phong
model, in which the dot product between the viewing direction and the direction
of perfect reflection of incident light is replaced by N .h to estimate specular
reflection. The distance of a surface from the direction of perfect reflection is
determined by N .h or the cosine of θh, where N is the surface normal and h is
the half-angle vector between the incidence direction ωi and reflection direction
ωv. The sharpness of the specular lobe is determined by the value of α, and the
specular reflection component is represented by ks. The specular lobe is respons-
ible for creating the appearance of shininess on a surface [110]. The Blinn-Phong
model is represented in equation 2.18.

fr(ωi,ωv) =
kd

π
+ ks(cosθh)

α (2.18)

The Ward model is an empirical model that can be used to fit BRDF measurements.
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This model is elegant in its simplicity, using three parameters ks, αx , and αy to
create an anisotropic specular lobe with a Gaussian distribution. The α terms
control the sharpness of the lobe in the x and y directions of anisotropy. Equation
2.19 represents the isotropic Ward model. In an isotropic BRDF, the object’s
appearance remains the same when it is rotated around the surface normal, while
keeping the light and viewing directions fixed. This is achieved in the Ward model
when αx = αy = α [111].

fr(ωi,ωv) =
kd

π
+

ks

4πα2
p

cosθicosθv

e−
tan2θh
α2 (2.19)

The Cook Torrance model is a BRDF model based on the theory of microfacets that
is grounded in physics. This model assumes that only the microfacets oriented
towards the half-angle vector contribute to the final reflection. To generate
the specular term, three essential concepts are used: a term D describes the
distribution of microfacets, a Fresnel term F determines how light is reflected off
each microfacet, and G is the geometric attenuation factor that determines how
light is affected due to shadowing and masking of one microfacet onto another
[112]. The Fresnel term can be determined using Schlick’ approximation as
shown in equation 2.21 where n is the refractive index of the material. Typically,
a Gaussian distribution with the α term is used to describe D. [39] as shown in
equation 2.22. The Cook Torrance model is represented in equation 2.20.

fr(ωi,ωv) =
kd

π
+

ks

πcosθicosθv
F DG (2.20)

Ro =
�

1− n
1+ n

�2

, F = Ro + (1− Ro)(1− cosθi)
5 (2.21)

D =
ex p−[ tanθh

α ]2

α2 cos4 θh
, G = min{1,

2 cosθh cosθi

n.v
,
2 cosθh cosθv

n.v
} (2.22)

2.5 Evaluation Metrics

In a colour reproduction or spectral reproduction workflow, it is important to
evaluate the quality of the output. To evaluate colour reproduction, the most
commonly used metrics are CIE recommended colour differences such as ∆E∗

ab,
∆E∗

00. The ∆E∗
ab equation is a simple colour difference equation that takes into

account the differences in lightness (L∗), chroma (C∗), and hue angle (h∗) between
two colours. The ∆E∗

00 equation is an advanced colour difference equation that
considers the non-uniformity of the CIELAB colour space and is more accurate
than the ∆E∗

ab. Manufacturers often want their products to look the same under
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different lighting sources. Therefore, Colour Inconstancy Index (CII) measures
how much the colour of an object changes when viewed under different lighting
conditions. To calculate CII, the colour of an object is measured under a reference
light source and then under a test light source. The tristimulus value obtained
under the test light source is chromatically adapted to the reference light, i.e. its
corresponding colour is predicted. The difference between the measured colour
and the predicted corresponding colour under the reference light is the CII [113].

To evaluate spectral data or estimated reflectances, root mean square error
(RMSE) is most often used to find the error between the reference and estimated
reflectance curves or metameric difference is used by calculating the tristimulus
values of the reflectance curves under two different illuminants and then adding
their absolute difference under each illuminant. But visual colour difference and
curve fitting approaches are insufficient on their own to provide accurate inform-
ation, and the relative importance of these two approaches may vary depending
on the application [114]. To address this issue, Nimeroff and Yurow developed
a metameric difference that correlates well to the chromaticity spread among
observers [115]. This difference is a weighted sum of the absolute difference
between two spectra. Similarly, Viggiano developed Spectral Comparison Index
(SCI), which derives weights according to the CIELAB values of the observed
spectrum [116]. This metric considers both human vision and the difference
between light and dark colours. In a study of non-metameric pairs, it was found
that the SCI assumed values around 2.6 times that of the total colour difference of
CIELAB. According to Imai et al., the advantage of this metric is that it considers
both colorimetric and spectral differences, although its resulting unit may be less
intuitive. López-Álvarez et al. proposed a metric that calculates both spectral and
colorimetric similarity using annealing search algorithms, but it has limited and
specific application. Green has developed a method to measure the smoothness
of a colour transform, which involves calculating the second derivative of points
on a curve and then determining the median of these values [117]. This same
approach can be used to assess the smoothness of a reflectance spectrum, and is
referred to in this work as Smoothness Index (SI).





Chapter 3

Summary of the Included Articles

This chapter presents an overview of the articles in sequence of summarising the
core contributions first and then the supplementary contributions that constitute
this thesis. Among them, Articles II, III, and VIII have been submitted to scientific
journals, while Article VII is a chapter included in a book that is currently in
press [46] and they form the core contributions of this work. Articles I, IV, V, VI,
and IX are conference proceedings and they are the supplementary contributions.

3.1 Core Contributions

This section outlines the core contributions presented in the thesis, which include
Articles II, III, VII and VIII.

3.1.1 Article II: Spectral Estimation: Evaluation and Applica-
tion

T. Habib, P. Green and P. Nussbaum, ‘Spectral estimation: Evalu-
ation and Application (Under Review),’ Optics Express, 2023

The aim of this article is to evaluate different existing spectral estimation methods
and different training datasets to determine their performance and precision in
estimating the reflectance from tristimulus values. The paper aims to answer
two main questions: first, whether a training dataset selected based on material
similarities with the test dataset can increase the accuracy of spectral estimates,
and second, what is a suitable spectral estimation workflow that can be easily
integrated into colour management.

The spectral estimation methods were used to estimate reflectance or emission
spectra from tristimulus values obtained under D50 illuminant and CIE 1931 2◦

Standard Observer colorimetry. Tristimulus value calculations, according to CIE

29
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recommendations, should use a spectral range of 360 nm-830 nm with a step
size of 1 nm [64]. However, in practical applications, measurements are often
obtained in truncated ranges and larger intervals, which can result in errors.
In addition, narrow-peak illuminants, such as certain fluorescent illuminants,
cannot be interpolated to 10 nm from 1 nm without creating large errors [64,
67]. Therefore, reflectance measurements with a narrow range were extrapolated
to the range of 380nm-730nm using linear interpolation [65], and optimum
weighting tables of 10nm intervals were generated using respective CIE illuminant
and observer functions to ensure accurate calculations [64, 66]. These tables can
be applied directly to reflectances to obtain tristimulus values.

The spectral estimation methods evaluated are Wiener estimation, Classical PCA,
Weighted PCA, Pseudo Inverse, Weighted Pseudo Inverse, Second-Order Polyno-
mial, Third-Order Polynomial, and Waypoint methods as given in Section 2.2.2.
Seven spectral datasets were selected to evaluate the spectral estimation of sur-
face reflectance from tristimulus values; they are Munsell [118], FOGRA51 [119],
web offset print on lightweight coated, cold-set offset on newsprint, and digital
print on textile datasets. These datasets belong to different printing conditions
and cover the printable gamut as described in Table 3.1.

Table 3.1: Description of spectral reflectance datasets

Dataset Substrate (L*, a*, b*) No. of samples Spectral range Use
Munsell glossy colour chip (M1) - 1600 380nm-780nm interval 5 nm Training
Offset litho on premium coated (F1) (95, 1.5, -6) 1617 380nm-730nm interval 10 nm Training
Web offset on lightweight coated (W1) (88.8, -0.18, 3.7) 1600 400nm-700nm interval 10 nm Training
Cold-set offset on newsprint (N1) (81.9, -0.79, 5.08) 1485 380nm-730nm interval 10 nm Training and test
Cold-set offset on newsprint (N2) (82.9, 0.31, 4.45) 1485 380nm-730nm interval 10 nm Training and test
Digital print on textile (T1) (87, 4.55, -19.33) 1485 380nm-780nm interval 10 nm Training and test
Digital print on textile (T2) (94.52, 2.26, -14.7) 1485 380nm-780nm interval 10 nm Training and test

Three tests were conducted. Test 1 divided each spectral reflectance dataset in
Table 3.1 into training and test datasets using k-fold cross-validation with k =
5. Each spectral estimation method was evaluated by calculating the mean and
maximum values of RMSE and ∆E∗

ab between the estimated reflectances and
the reference reflectances for each dataset. This test evaluated spectral estim-
ation methods when the training and test data belonged to the same dataset.
In Test 2, the spectral estimation methods were evaluated when the training
and the test belonged to different datasets, for example, the training data is M1
and the test data is W1 in Table 3.1. Nine different combinations of training
and test datasets were evaluated using the eight spectral estimation methods,
and the mean and maximum of RMSE and ∆E∗

ab were reported. The aim was
to understand how close the material match of a training dataset must be to
minimise metameric mismatch under different lighting conditions. Tests 1 and 2
showed that when a training dataset was used with similar material components,
such as similar primary colourants and substrate (and therefore having similar
reflectance curves), the RMSE errors and metameric differences under different
illuminants are the lowest. In this scenario, the metric results are the lowest for
datasets with lower variability, such as newspaper datasets. Both tests show that
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using polynomial bases (Second-Order & Third-Order Polynomial) or colorimetric
weighted bases (Weighted PCA & Weighted Pseudo Inverse) with least-squares
fit produced estimated reflectances with low metameric mismatches under dif-
ferent illuminants. Test 2 also showed that for newsprint datasets, Third-Order
Polynomial performed the best when a different newsprint dataset was used for
training, while for textile datasets, Weighted Pseudo Inverse had the lowest mean
RMSE when a different textile dataset was used for training. Furthermore, in
the cases where W1 was used as a training data set to make spectral estimates
for N2, the metameric mismatch under different illuminants was within accept-
able limits with a mean ∆E∗

ab below 1 for the best cases and when F1 (paper
containing OBA) was used as training data to make spectral estimates for T2
(textile containing OBA) the metameric mismatch under different illuminants
was comparable to the performance of T1 that is when another textile dataset
was used as a training data with a mean ∆E∗

ab below 2.4 for the best cases.
The accuracy of the least-squares fit was reduced for textile datasets due to the
presence of fluorescent whitening agents, which resulted in sharper peaks in
the blue region. Test 3 evaluated spectral estimation methods on the radiance
datasets of different displays. Results showed that spectral estimation performed
well when training and test data were from the same dataset, but performed
poorly when using data from a different display dataset with similar technology.
Given that there are no practical spectral reproduction use cases that require the
estimation of radiance spectra from tristimulus values of a display, the evaluation
of spectral estimation workflows in colour management for display technologies
is not further considered.

The results showed that even when training reflectances have some dissimilarity,
the results still lead to acceptable metameric differences because their reflect-
ances are smooth and have similar peak wavelengths. Therefore, depending on
the degree of similarities in the material components, many spectral datasets
or printing conditions can be grouped together, and a single reflectance dataset
can represent a common training dataset for the reflectance estimation of that
group. Although, Third-Order Polynomial and Weighted Pseudo Inverse spectral
estimation methods performed the best in the tests, Second-Order Polynomial
and Weighted PCA are not significantly different. These methods are also compu-
tationally not costly or complex to implement. Third-Order Polynomial spectral
estimation method can be easily and efficiently encoded in an ICC profile as
matrices using iccMAX calculator element programming, which is given in List-
ing B.2 in the attached Appendix C. The results of this study show that spectral
datasets based on printing conditions can be standardised and help develop
efficient and accurate colour management workflows with spectral PCS useful
for various industries.

I carried out a literature review, picked the relevant spectral estimation methods,
implemented the different methods, analysed the results with respect to different
methods and training data, developed the colour management workflow for
spectral estimation, compiled all the findings, drew important conclusions, and



32 Summary of the Included Articles

wrote the article.

3.1.2 Article III: Spectral Estimation: As a Sensor Adjustment
Transform

T. Habib, P. Green and P. Nussbaum, ‘Spectral estimation: As a
Sensor Adjustment Transform (Under Review),’ Optics Express, 2023

In this article, we discuss the issue of illuminant metamerism, which occurs when
two objects with different reflectance functions appear to be the same colour
under one light but different under another due to differences in the spectral
power distribution between the two lights. When the spectral reflectance of
an object is not available, its colour appearance under different illuminants in
the colorimetric domain is predicted by a sensor adjustment transform (SAT),
which may be a chromatic adaptation transform (CAT) that tries to achieve colour
constancy or a material adjustment transform (MAT) that tries to achieve material
constancy under varying illuminants, as discussed in Section 2.3.1.

A CAT predicts the corresponding colours and is derived from experimental
data where the observers match the colours under different illuminants. CATs
include Linear Bradford CAT [120], CAT02 [62], and CAT16 [98], which use the
corresponding colour data to optimise transformation matrices that are applied to
convert tristimulus values to and from a sharpened cone space. In the case of MATs,
a material match of the object (i.e., its surface spectral reflectance) is predicted
rather than an appearance match. Logvinenko defined a metameric mismatch
volume, which is for a given colour under one illuminant its corresponding
volume that contains all the possible colours under another illuminant [121].
Zhang et al. evaluated this theory by choosing all metameric reflectances under
one illuminant from a large collection of measured reflectances and creating
its corresponding metameric mismatch volumes by rendering tristimulus values
under different illuminants [122]. It was found that the centroid value of this
volume can be used to predict colours with a minimum metameric mismatch
compared to the well-known CATs. Derhak developed a MAT that uses a colour
equivalency representation called Wpt (Waypoint) [94]. Oleari developed CATs by
optimising the conversion of tristimulus values under different viewing conditions
to an ABC colour space such that it preserves colour constancy [100] but Derhak
states that these CATs relate to material constancy because they optimise cone
excitations and refers to them as Oleari’s MATs [94]. Burns developed a spectral
estimation-based CAT, which ensures that tristimulus values rendered under
a destination illuminant do not fall outside of the spectral locus and do not
depend on the corresponding colour datasets for training or fine-tuning [123].
This method is a modification of the spectral estimation algorithm proposed by
van Trigt that finds the unique reflectance curve with a minimum slope squared
integrated over the wavelengths of the visible range without the need for training
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reflectance data [85]. After spectral estimation is performed, the tristimulus
value calculated under the destination illuminant is further adjusted to match
the luminance Y of the source tristimulus value that completes this CAT.

In Article II, we established that a priori knowledge-based spectral estimation
methods created estimated reflectances that are a close material match to the
reference, and thus minimise metameric mismatches under different lighting
conditions. In this article, we compare the results of the two best performing
estimation methods Weighted Pseudo Inverse and Third-Order Polynomial from
Article II along with different training datasets with the results of the CAT’s and
MATs discussed in the previous paragraph in predicting the colorimetry of a
stimulus under different destination lights. That is, the comparisons are made
against Linear Bradford CAT, CAT02, CAT16, Oleari’s MAT, Waypoint MAT, Burns
spectral estimation, and Burns CAT (Burns spectral estimation and luminance
scaling together). Here, we aim to assess how well different methods perform to
achieve material constancy or minimise metameric mismatch.

Mean, 95th percentile and maximum∆E∗
00 were reported for the stimulus adapted

to and from CIE illuminants D50, D65, A, F11 and LED-VI. For the Munsell dataset
[118], the a priori knowledge-based spectral estimation methods (training and
test data belong to Munsell dataset) performed the best for all combinations of
source and destination illuminants. In this case, the Waypoint MAT and Burns
spectral estimation were comparable and performed significantly better than the
rest of the CATs.

For the newspaper dataset N2 from Table 3.1, the two a priori knowledge-based
spectral estimation methods performed the best compared to the rest of the
methods when the training data and test data belonged to the same dataset or
training data is another newspaper dataset N1. When web offset on lightweight
coated paper (W1) is used as training data, the two spectral estimation methods
still perform better than the other CATs and MATs. Although, in the case of textile
dataset containing OBA, all three cases where the training data belonged to T2
itself, T3 (another textile data) or Fogra data F1 (offset litho on premium coated
containing OBA) performed significantly better than the rest of the methods.
Burns spectral estimation, Waypoint MAT and Oleari MAT performed similarly
to each other and were better than the CATs, which is expected as CATs try to
achieve colour constancy instead of material constancy.

This article also investigated the performance of the two spectral estimation
methods (Weighted Pseudo Inverse and Third-Order Polynomial) in predicting
colorimetry of the corresponding colours by estimating reflectances of the cor-
responding colour data using three different training datasets (M1, N2, and T2).
The corresponding colour datasets used for this analysis and their source and
destination illuminants are CSAJ (D65, A), Helson (C, A), Lam & Rigg (D65, A),
and LUTCHI (D65, D50). Mean ∆E∗

ab were reported for the spectral estimation
methods, CATs and MATs. In these cases, all the results from all the methods were
comparable, although CAT s performed slightly better than spectral estimation
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methods and the MATs. This may be due to the fact that all the reflectances used
for training are from inks/pigments, which are smooth reflectances and tend to
preserve colour constancy.

Therefore, this study finds that spectral estimation methods, such as Weighted
Pseudo Inverse and Third-Order Polynomial, perform better in minimising meta-
meric mismatches when good training data is used. However, when the training
dataset is not a good material match or has high variability, the metameric
mismatch increases. The results show that spectral estimation can be a good
alternative to traditional CATs and MATs for predicting tristimulus values under
different illuminants, especially when material constancy is the objective. To
attain colour constancy, training data that contain smooth reflectances that tend
to preserve colour constancy can be an option.

The spectral estimation methods used here were evaluated in previous work by
me. I used the chosen spectral estimation methods to reproduce colour under
different illuminants and to evaluate its role as a sensor adjustment transform
(SAT). I also made comparisons of the results with other known SATs and made
important conclusions about the performance of spectral estimation methods as
a SAT. In addition, I compiled all the analyses and conclusions and wrote the
article.

3.1.3 Article VII: Colour Management of Material Appearance

T. Habib, ‘Colour Management of Material Appearance,’ in Colour
Engineering: Fundamentals and Applications (Under Production), P.
Green, Ed., John Wiley & Sons, 2023

This section provides a summary of several supplementary contributions that
were important intermediate requirements leading to the core contributions and
helped in answering the research objectives during the course of the Ph.D.

Article VII is a chapter written as part of a book in press [46]. This chapter
introduces material appearance rendering, describes the support for material
appearance in the iccMAX colour management system, and explains a custom
workflow of material appearance rendering encoded inside an ICC profile. This
chapter makes use of Article V and Article VI to develop the colour-managed
workflow to render material appearance. A summary of this chapter is given
below.

The ICC.1 [35] specification defines the architecture for communicating colour
using a PCS based on D50 colorimetry and the CIE 1931 2◦ Standard Observer.
Although this framework works well to manage the colour appearance under
various viewing conditions of flat images or surfaces, it is highly constrained
when it comes to providing support for PCS other than reference PCS, including
spectral data in a transform and no support for 3D surface appearance.
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The development of 2.5D and 3D printing, 3D imaging systems, augmented reality,
and virtual reality imaging systems has made it necessary to understand and
communicate the colour of a 3D environment, including material appearance and
3D appearance information in the ICC profiles. Therefore, instead of just managing
the colour appearance, it is now essential to manage the material appearance
information in ICC profiles. One way to describe the material appearance of
an opaque object is by defining a bidirectional reflectance distribution function
(BRDF). A BRDF defines how light falling on an object interacts with its surface.
By including support for BRDF and texture information in the form of a height
map or a normal map, the iccMAX architecture has made it possible to encode
material appearance information in an ICC profile [31]. BRDF support present
in iccMAX is used to generate parameters for variants of the Blinn-phong, Ward,
Cook-Torrance and Lafortune BRDF models. There are two direct ways to provide
BRDF information in an ICC profile. The first method involves using BRDFStruct
type tags to provide BRDF parameters directly to a 3D rendering system. The
second method of providing BRDF information in an ICC profile involves using
BRDFFunction type tags that would require external fitting of the included
information to a BRDF model to acquire BRDF parameters for 3D rendering
[31]. Alternatively, a BRDF model can also be encoded in an ICC profile using
Calculator Elements Programming. In this chapter, a novel custom workflow to
encode a BRDF model inside an ICC profile is described.

To implement this workflow, a TIFF file containing the BRDF parameters related
to a BRDF model is required. The BRDF parameters can be obtained by measuring
the appearance of a colour target using an appearance measurement device or
by fitting BRDF measurements to a model. A profile can be created that maps the
device colours to the appropriate BRDF parameters using the interpolation-based
optimised BRDF parameters algorithm based on interpolation described in Article
V. This profile can convert the device colours to BRDF parameters and store them
in a TIFF file or can be directly connected to the custom BRDF profile workflow
described next. The custom workflow uses the iccMAX paradigm to BRDF render-
ing presented in Article VI with the modification that this workflow also processes
a normal map to render a complete 3D surface appearance. Therefore, the input
in this workflow can be BRDF parameters without texture information in the
form of a normal map or BRDF parameters and a normal map. The Multiplex
Connection Space (MCS) present in iccMAX is used to pass data between profiles
using multiplex channels with identical multiplex channel type values. To create
a connection space that identifies multiplex channels, Multiplex Identification
(MID) profile is defined, that is, this profile identifies and converts device values
to multiplex channel values. The profile class Multiplex Visualisation (MVIS) is
defined to utilise the multiplex channels for visualisation. This MVIS profile needs
to define the colour transform inside the multiprocessing elements type tag.
Here, the BRDF model can be encoded using Calculator Element Programming to
generate a surface appearance output. The light and viewing directions to these
workflows are provided as run-time variables. A diagrammatic representation
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of this 3D appearance rendering workflow for connecting an MID profile to an
MVIS profile similar to Figure 3.2 is provided in the chapter attached as Article
VII.

This opportunity to furnish a chapter[46] in a book was presented by my main
supervisor, who is also the editor of the book. I designed the didactic flow of the
chapter, tailored and streamlined all the knowledge gained so far through the
research on the topic of colour management of material appearance, performed
analysis, and generated results and diagrams for the chapter. I am the sole author
of the chapter. This chapter was peer-reviewed by experts in the field.

3.1.4 Article VIII: 2.5D Printing: A Framework for Appearance
Reproduction of Printed 3D Surfaces

T. Habib, P. Green and P. Nussbaum, ‘2.5D Printing: An Appearance
Reproduction Framework for Printed 3D Surfaces (Under Review),’
Journal of Imaging Science and Technology, 2023

In this paper, a stepwise appearance reproduction framework for 2.5D printing
is presented. The framework is designed to produce BRDF parameters for an
image with XYZ values measured at 0◦:45◦ geometry. A workflow was previously
developed for 2D printing, where an interpolation method was used to predict
BRDF parameters from the XYZ values and BRDF parameters of the primary and
secondary printed colours of a particular printer and substrate. However, 2.5D
printing has a spatially variable height, which causes the device colours printed
on surfaces of different slopes to differ from the same device colours printed on
a flat surface. To account for this change in colour due to the change in surface
slope, we developed a colour adjustment algorithm that adjusts the colour of
the tristimulus values of the flat target to predict the corresponding tristimulus
value on a surface with some slope. These adjusted colours are then used by the
BRDF interpolation algorithm to predict the BRDF parameters for each pixel with
a particular slope. The output is an image with channels that have the BRDF
parameters and the normals from the normal map.

For 23 colour patches printed on a flat substrate and the same set of colour patches
printed on sloped surfaces at angles of 15◦, 30◦, 45◦, and 60◦, the diffuse colours
were measured at 0◦:45◦ geometry. It was observed that both the mean and
maximum ∆E∗

00 values between the flat colour patches with their corresponding
colours on each sloped surface increase with increasing slope angle, with the
45◦ slope having the most colour inconsistency compared to the flat target. This
highlights the need for a colour adjustment algorithm to predict the colours of
sloped surfaces from the colours of the flat target. The mean and maximum ∆E∗

00
values obtained after applying the colour adjustment algorithm minimise the
colour between flat colours vs. sloped colours.

Two versions of the Cook-Torrance BRDF model with seven and nine parameters



Core Contributions 37

Table 3.2: Colour difference between optimised BRDF (OB) results and interpol-
ated BRDF parameters algorithm (IB) and adjusted interpolated BRDF parameters
algorithm (AIB) for 15 test colour patches at different incidence and reflection
angles for all slopes toegther

Mean ∆E∗
00 Median ∆E∗

00 Max ∆E∗
00

IB AIB IB AIB IB AIB
Optimised BRDF1 (OB) 4.39 3.95 4.46 3.84 18.97 14.23

were used for the modelling. The colour difference between the measured BRDF
and the optimised BRDF obtained for the primary and secondary colours of the
flat target was calculated. The results show that the optimised BRDF had a mean
∆E∗

00 of around 5 for all colour patches for both versions of the BRDF model. It
was observed that there is no significant difference in using the model with nine
parameters. Therefore, the framework was carried forward with the BRDF model
with seven parameters due to efficiency.

The colour difference between the optimised BRDF of 15 test colours on each slope
and the interpolated BRDF (IB) of the flat target and the colour difference between
the optimised BRDF of 15 test colours on each slope and its corresponding slope
colour-adjusted interpolated BRDF (AIB) of the flat target were calculated. The
colour differences were calculated for three regions: diffuse reflection, specular
reflection, and near-to-specular reflection. The AIB method minimises the mean
∆E∗

00 for all cases except specular reflections. However, the number of specular
reflections is a handful, and ∆E∗

00 colour difference at high reflections might not
relate to perceived colour difference the same way it relates to the perceived
colour difference of diffuse reflections. The grand mean, median, and maximum
∆E∗

00 values considering all test colour patches of all slopes together were also
computed. It was observed that the AIB method yields the lowest ∆E∗

00 values as
shown in table 3.2.

Tiff file with in-gamut flat XYZ 
and normal map  combined

Tiff file with XYZ values rendered using 
custom light and viewing direction

Display profile

Figure 3.1: A practical appearance reproduction framework for 2.5D printing.

This AIB method can be used to predict the BRDF parameters for a TIFF file con-
taining XYZ values and surface normals from a normal map that is used to retrieve
the slope information for each pixel and apply the adjusted colour algorithm
accordingly. The output will be a TIFF file containing the BRDF parameters along
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with the surface normals, which can be used for BRDF rendering through iccMAX
based MCS profiles to reproduce the material appearance for any global light
and viewing direction passed at runtime to this colour management pipeline as
shown in Figure 3.1.

3.2 Supplementary Contributions

In this section the supplementary contributions are discussed that helped in
achieving the goals in the core contributions.

3.2.1 Article I: Spectral reproduction: drivers, use cases and
workflow

T. Habib, P. Green and P. Nussbaum, ‘Spectral reproduction: drivers,
use cases and workflow,’ Electronic Imaging, vol. 32, pp. 1–6, 2020

The vast majority of colour reproduction systems are based on trichromacy, which
involves stimulating the three cones of the human visual system in ratios that
match the desired appearance. This approach is efficient and flexible, but it has
several limitations; the most significant being that matches may not hold when the
viewing illumination varies due to metamerism. Therefore, as discussed in Section
2.2 spectral reproduction approach is preferred, whereby colour reproduction is
carried out using spectral data, that is, more than three channels. In this paper,
we discuss the advancement in technology that enables a spectral reproduction
system today, present use cases to highlight the need for such a system, and give
an overview of the components required to realise such a system.

There are many fields where precise spectral information or colour-accurate
reproduction is very important, such as in the field of medical imaging, cultural
heritage preservation, graphics and arts, cosmetics, packaging industry, etc. The
increasing interest in the use of spectral data has led to the development of spectral
acquisition systems (e.g. multispectral and hyperspectral devices), fast processors,
and efficient storage devices to store and handle spectral and multichannel data. It
can be considered a cycle where the need for spectral data boosts the development
of technologies, and these advancements, in turn, provide the ground for it to
be used to solve many new spectral reproduction goals. Some use cases where
spectral reproduction is desired or can be used are discussed next.

In spot colour reproduction, spot colour printed on a particular substrate has to
be matched to process inks printed on the same substrate. The reflectance data
of spot colour are stored in the ICC profile and/or PDF file using the CxF/x4
file format. This spectral information is used to find the optimal combination of
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process inks that would create spot colour reproduction of minimum metameric
mismatch. This can be achieved by spectral matching, such as inverting a spectral
printer model to find the optimal ink set [58]. There are other workflows in which
a model is developed to predict the colour (either colorimetric or spectral) of the
overprints, that is, when a spot colour is printed on a process colour or another
spot colour [124, 125]. Similarly, in a printing pipeline, when ink is changed or
the ink sequence is switched, then the printer needs to be characterised again to
map the new state. This characterisation can also use a spectral printer model
[55, 126, 127] and reflectance of the inks can be stored and accessed from the
CxF/x4 file. Spectral matching is also required when two prints from two different
printers or a print and a reference have to match or have the least metameric
mismatch possible under different lighting conditions [128]. Substrate colour
adjustment is another important step in printing when the characterisation data
white point is different from the substrate whitepoint and a correction is required.
This is usually done colorimetrically as defined in ISO 12647-2 [129] and a spec-
tral variant this is shown by Gudzenchuk et al. [130]. A photorealistic rendering
system is used to create an image that looks like a real scene, which is another use
case where spectral reproduction is essential. This system requires a database of
natural spectra that matches what an observer would see in real life with support
for various physical effects such as fluorescence, diffraction, and polarisation
[131, 132]. A multispectral approach is used to implement high-fidelity colour
reproduction, which is crucial in medical imaging and the reproduction of art-
work [133, 134]. In medical imaging, high-fidelity colour and spectral data can
aid in disease quantification and treatment assessment. Observer metamerism,
where colour matching functions differ between observers, can lead to difficulties
in matching colour accurately on a display. Wide colour-gamut displays, with
their spectrally narrow primaries, can exacerbate this problem. One solution is
to apply individual colour matching functions to spectra to achieve personalised
reproduction. Several studies argue for a personalised spectral softproofing to
reduce observer metamerism [135–137]. Spectral data of an image can be used
for embedding watermarks for copyright protection, temper detection, authentic-
ation, etc. Metameric pairs of a colourant can be used to implement watermarks
where watermarks are invisible under normal lighting conditions, but can be
deciphered by illuminating the printed image with infrared light, narrow-band
illumination or UV light depending on the characteristics of the watermark[138].
These are some of the use cases that highlight the immediate need for spectral
reproduction workflows and could be handled by colour management itself in
the future.

All of the above use cases make it clear that the most important component is spec-
tral data that are not easily available. Therefore, spectral processing techniques,
such as spectral estimation, can be applied to multispectral or colorimetric data
to convert them to spectral reflectance or radiance when needed. This approach
can also be used when spectral data is compressed to lower-dimensional data
for storage efficiency. The evaluation of different spectral estimation methods



40 Summary of the Included Articles

and their performance in minimising metameric mismatch will be addressed in
Articles Article II: Spectral Estimation: Evaluation and Application and Article III:
Spectral Estimation: As a Sensor Adjustment Transform (Sections 3.1.1 & 3.1.2).

The various use cases of spectral reproduction have some common components
in their workflows. The workflow involves taking an input image, performing
some intermediate spectral processing, and creating an image that meets the
reproduction goal. Therefore, the following units are identified as essential to
a spectral reproduction system, an input unit and an output unit that can be
colorimetric, spectral, or multispectral image, and the processing units pertaining
to a reproduction goal as shown in the figure. The colour management architec-
ture, iccMAX, allows support for spectral data, flexibility in using any illuminant
or colour matching function, and programmable transforms using calculator
elements [31], which can be used to develop a spectral reproduction system. The
encoding of a spectral estimation method using iccMAX has been successfully
implemented and a profile is created to produce the estimated reflectance of an
XYZ image; the A2B and B2A tags of such a profile are given in the Listing B.1 in
the attached Appendix C.

I reviewed existing use cases and workflows, established the importance of the
topic, proposed how different workflows can be connected, put all the work
together and authored this article.

3.2.2 Article IV: Estimation of BRDF Measurements for Printed
Colour Samples

T. Habib, P. Green and P. Nussbaum, ‘Estimation of BRDF Meas-
urements for Printed Colour Samples,’ vol. 29, pp. 123–128, 2021

To model the material appearance of a surface, the bidirectional reflectance distri-
bution function (BRDF) is crucial. Measuring the BRDF necessitates information
about the position of the surface, the direction of the incident light, the direction
of reflection, and the amount of light reflected. The BRDF is evaluated over a
hemisphere by altering the angles of the light source and the detector, making it
possible to measure the reflected light over a variety of incident and reflection
angles. There are several ways to measure BRDF, including using a goniore-
flectometer [103, 104], a dome-shaped system [105, 106], or an image-based
system [107–109]. A gonioreflectometer makes very precise BRDF measurements,
but measuring BRDF for printed target colours requires measuring each colour
patch, which is very time-consuming. To simplify the process, in this article, we
propose a BRDF measurement estimation method that reduces the number of
measurements needed to acquire the BRDF of any printed colour patch related
to a particular printer and substrate. In addition, BRDF of primary and second-
ary colours can be used to render the appearance of any printed surface for a
particular printer and substrate which will be discussed in the article V.
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The BRDF of 17 flat printed samples on glossy paper was measured using a GON
360 goniometer equipped with a CAS 140CT array spectrophotometer. These
reflectances were measured in the range of 380 to 780 nm in 5 nm steps, for five
incidence angles (-60◦, -45◦, -30◦, -15◦, and 0◦) and over a range of reflection
angles (-30◦ to 65◦ in intervals of 5◦). The training set for the estimation of
the BRDF measurements of the printed colour patches included the measured
BRDF of the substrate (white, cyan (100,0,0,0), magenta (0,100,0,0) and yellow
(0,0,100,0) printed samples and the BRDF of 13 test samples were measured for
evaluation. For this work, we consider test samples that are a mix of white, cyan,
magenta, and yellow only, and (100,100,100, 0) is considered black.

The colour of a material is determined by measuring diffuse reflection usually at
a 0◦:45◦ geometry, while the specular reflection at mirror angles is primarily the
colour of the light source. The remaining intermediate angles combine diffuse
and specular reflections. Reflectances with dominating diffuse reflections have
a spectral shape similar to the 0◦:45◦ measurement, whereas the reflectances
from adjacent reflection angles to the specular peak have dominating specular
reflection. As measurements move away from the specular peak, the influence of
specular reflection is reduced. This allows for the modelling of specular reflection
at mirror angles separately from the rest. The reflectance at other reflection angles
with dominating diffuse reflection and near-to-specular reflections (reflection
angles that are within 10◦ from the mirror angle) are modelled using the same
predictor reflectances in this article.

To estimate the BRDF measurement, a third-order polynomial regression model
was used. A regression model was created for each combination of the incidence
angle and the reflection angle, resulting in 91 total combinations. The predictor
set included two base reflectances of substrate (xw1 & xw2), cyan (xc1 & xc2),
magenta (xm1 & xm2), and yellow (xy1 & xy2) samples chosen at specific
incidence and reflection angles (-45◦,45◦) and (-60◦,65◦) respectively. These
reflectances were combined to form the predictor matrix X as shown in Equation
3.1. The response vector Y as shown in Equation 3.1 was a combination of
the training reflectances of the substrate (yw), cyan (yc), magenta (ym) and
yellow (yy) measured at the same set of incidence and reflection angles for
which the estimation model was created. For example, if the estimation model is
for incidence and reflection angles at (-30◦,40◦), respectively, then the training
reflectances of the four primary colour patches measured at those angles formed
the response vector Y.

X =







xw1 xw2
xc1 xc2
xm1 xm2
x y1 x y2






, Y =







yw
yc
ym
y y






(3.1)

As described above, the two defined base reflectances at angles (-45◦,45◦) and
(-60◦,65◦) of a test sample were required to predict the reflectances at any other
combination of incidence and reflection angles using its corresponding estima-



42 Summary of the Included Articles

tion model. Similarly, we proposed the use of two base reflectances measured at
(-45◦,45◦) midrange and (-60◦,60◦) highest specular reflection to model the re-
flectance of the specular reflection at any combination of incidence and reflection
angle. Therefore, this article shows that, to estimate the BRDF measurements
of a test sample, four measurements of the sample at (-45◦,45◦), (-60◦,60◦),
(-45◦,0◦) and (-60◦,65◦) are required. This approach reduces the measurement
requirement from 100 reflectances to just 4 for each test sample, which is a mix
of the primary inks and the substrate.

BRDF measurements were estimated for 13 test samples at five incidence angles
and 20 reflection angles, except for angles with shadowed reflections. The norm-
alised root mean square difference (NRMSD) and the colour differences ∆E∗

00
and ∆EI PT were calculated relative to the reference measurements. The results
were analysed on the basis of diffuse, near-to-specular, and specular reflections.
The estimated spectra of diffuse reflections had low NRMSD and colour differ-
ences, while the estimated spectra of near-to-specular reflections had the highest
NRMSD and colour differences. The estimated spectra of the specular reflections
had moderate NRMSD and colour differences.

Article IV shows that polynomial regression with two predictors can estimate
spectra at diffuse reflection angles well, although specular reflectances are overes-
timated. Spectra at near-to-specular reflections are difficult to estimate accurately.
Large colour differences occur at near-to-specular peak areas, and because the
spectral shape is not properly estimated, visible hue differences are seen in near-
to-specular angles. Luminance values are well estimated for both diffuse and
specular reflections. There is no definite best or worst estimate based on colour
samples, indicating that combining primary colours to estimate the spectra of
other ink mixes is effective. However, a new method is necessary to model near-
to-specular and specular spectra in the future. Despite this limitation, using this
model can reduce the necessary BRDF measurements at diffuse reflections to just
two for each printed colour patch.

I looked into this research idea due to the lack of measured spectral BRDF data
and therefore the need for estimated spectral BRDF data of printed colours. I
developed the new methodology of estimating the measured BRDF using primary
colours’ BRDF data, analysed the results and found the accuracy, possibilities and
limitations of the methodology. I wrote the article stating all the findings along
with the methodology. The measured data set used here is the same as the data
used in previous work by me with a different aim. This data set was measured by
FOGRA as acknowledged in the article.

3.2.3 Article V: BRDF rendering by interpolation of optimised
model parameters

T. Habib, P. Green and P. Nussbaum, ‘BRDF rendering by interpola-
tion of optimised model parameters,’ in Color and Imaging Conference,



Supplementary Contributions 43

Society for Imaging Science and Technology, vol. 28, 2020, pp. 162–
168

To achieve accurate material appearance reproduction, we need to understand
the different components of appearance in relation to the human visual system.
Colour management in printing uses diffuse colour measurement at a single light
and detector geometry to map device values to the measured tristimulus values
that form the PCS. When this workflow is used for softproofing of printed objects,
it can reproduce colours well under a single geometry but does not have adequate
information to reproduce a realistic appearance that includes colour and/or gloss
reproduction under different light and viewing directions. To measure colour
with gloss and surface geometry, bidirectional reflectance distribution function
(BRDF) must be used. BRDF measurements fitted to a BRDF model can describe
the appearance of a material surface accurately. In printing, it is then required
to print a colour target and find the optimised BRDF parameters to a model for
each target colour which can then be used to model the material appearance of
printed colour for a particular printer and substrate. Therefore, a framework is
needed which involves choosing a BRDF model, fitting BRDF parameters, and
finding an efficient method to obtain from the PCS, i.e., the tristimulus values
their corresponding BRDF parameters. In this article, an interpolation method is
developed to map any 45◦:0◦ geometry tristimulus value to their corresponding
BRDF parameters. The interpolation method can be used to create a lookup table
that can be encoded in an ICC version 4 profile ICC.1 or encode the interpolation
method itself in an ICC version 5 profile (iccMAX) [31].

The BRDF measurements of the eight primary and secondary printed colours and
nine test samples were measured by FOGRA. These measurements were also used
in the previous Article IV. The BRDFs of the substrate (white), C, M, Y, CM, CY,
MY, and CMY samples were fitted to the Ward and Cook Torrance BRDF models.
The BRDF parameters have diffuse components Rx ,Ry ,Rz that define the colour
of the material and specular components k and m that define the specular lobe.
An interpolation method has been developed from the Shepard interpolation
and Neugebauer model to find the BRDF parameters of a BRDF model for an
input tristimulus value of 45◦:0◦ geometry. The algorithm is a modification of the
Shepard interpolation with inspiration from the Neugebauer model to mix eight
secondaries and primaries in an irregular space.

Algorithm for Interpolation of BRDF Parameters from an Irregular Lattice:

Let the input tristimulus value be the vector I, and the tristimulus values of the
eight primary and secondary colours be the vectors Ii and their corresponding
BRDF parameters be the vectors Bi where i ∈ 1,2, 3, . . . , 8 and Bi ∈ R5.

Calculate the chromaticity coordinates vector C of I and the chromaticity coordin-
ates vectors Ci of Ii, respectively, where i ∈ 1,2, 3, . . . , 8. For a given tristimulus
value, the chromaticity coordinates x , y, z are given by: x = X/(X + Y + Z),
y = Y /(X + Y + Z), z = Z/(X + Y + Z).
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Find the distance between the vectors C and Ci, based on Lp norm as follows:
di = |C−Ci|p, where p can be chosen accordingly. In this case, we have chosen
p = 2, which reduces it to the Euclidean distance.

Create vectors Si that store the index i of di in ascending order of distance values
in vector di, i changes from 1 to 8.

Set n= 1 and do the following:

1. Set the variable of colour difference E= 1000.
2. Calculate the distance Di = ||I− ISi

||, where i changes from 1 to n.

3. Calculate the tristimulus value T′ as: T′ =
∑n

i=1 ISi
Dµi
∑n

i=1 Dµi
where µ can be chosen

accordingly. In this case, we have chosen µ= 1.
4. Calculate the colour difference E′ using ∆E∗

00 between T′ and I.
5. If E′ < E, then set E = E′, interpolated tristimulus vector T = T′, and

calculate interpolated BRDF parameters vector B as: B=
∑n

i=1 BSi
Dµi
∑n

i=1 Dµi
6. Increment n and continue step 2 to step 6 until n= 8.

Once we have the closest tristimulus value T and its corresponding BRDF para-
meters B, then we need to scale each tristimulus coordinate (Tx ,Ty ,Tz) of T to
the tristimulus coordinates (Ix , Iy , Iz) of I and apply the same individual scaling
to the diffuse components (Rx ,Ry ,Rz) of B, respectively:

a =
Ix

Tx
, b =

Iy

Ty
and c =

Iz

Tz

By scaling with a, b and c we get T = (Ix , Iy , Iz) and the diffuse component of
the BRDF is B= (aRx , bRy , cRz).

The above interpolation method was applied to obtain the interpolated BRDF para-
meters for the nine test samples. Reference BRDF measurements and optimised
BRDF parameters for these nine samples were used to evaluate the performance
of the interpolated BRDF parameters. The results showed that the interpolated
BRDF parameters lie within the accuracy obtained by the optimised parameters.
Therefore, the accuracy of the interpolated BRDF method depends on how well
the optimised BRDF parameters and the model used for the primary and second-
ary inks describe their material appearance. This interpolation method can be
integrated into colour management such that given a file with diffuse tristimulus
values an ICC profile can generate the corresponding BRDF parameters and these
parameters can be used by the iccMAX-based BRDF rendering paradigm described
in Article VI to generate the material appearance of a printed surface.

I selected the essential data for the proposed workflow, performed BRDF op-
timisation, designed and developed 2D printing rendering workflow through
the interpolation of BRDF parameters, generated and analysed the results, and
authored the article. Measurement of selected data was carried out by FOGRA,
which is acknowledged in the paper.
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3.2.4 Article VI: Implementing directional reflectance in a
colour managed workflow

T. Habib, P. Green and A. Sole, ‘Implementing directional reflect-
ance in a colour managed workflow,’ in London Imaging Meeting,
Society for Imaging Science and Technology, vol. 1, 2020, pp. 119–
123

Article VI describes a colour management framework to render the material
appearance of flat printed samples. BRDF models, such as the Cook-Torrance and
Ward models, are commonly used to model material appearance properties. The
article uses BRDF measured by Sole et al. to optimise the isotropic Ward BRDF
model to obtain the BRDF parameters for different printed samples. These BRDF
parameters along with the BRDF model can be used to compute the colorimetry
of a sample in the incident and viewing directions. The objective of this article
is to show that a BRDF workflow is possible using iccMAX and describes the
implementation, performance, and limitations of this workflow.

Sole et al. [109] used wax-based inks printed on a matte-coated white paper
as samples. Seven different colour samples, white, red, cyan, Pantone 10309C,
magenta, Pantone 10213C and Pantone 10253C were printed using an OCE
ColourWave 600 printer. Then they were pasted as strips on a circular structure
with a marked angular ruler at the bottom and measured using an image-based
setup for 10 different illumination angles. The illumination source was configured
to approximate a point light source, and a Nikon D200 DSLR camera was used
as the acquisition system. The captured RGB intensities were converted to XYZ
using the camera spectral sensitivity and the CIE 1931 2◦ Standard Observer, and
the light and viewing angles for each pixel were computed. These XYZ along
with the light and viewing directions were then fitted to Ward BRDF model to
obtain the BRDF parameters. This is how Sole et al. obtained BRDF parameters
that can be used to render the material appearance of printed samples. They also
measured the BRDF of the printed samples using a telespectroradiometer for a
range of incidence angles and reflection angles. In this article, we used these
BRDF measurements in the colorimetric domain (XYZ) to optimise the Ward
BRDF model and obtain the respective BRDF parameters. Then a workflow is
developed where the Ward BRDF model is encoded inside an ICC profile, the
light and viewing directions are given at runtime as environment variables, the
input is a file containing the optimised BRDF parameters and the output is a
file containing the new XYZ values rendered under the given light and viewing
directions.

The workflow described in the previous paragraph involves using the iccMAX
colour management framework to transform input data into a simulation of the
directional appearance on a display. Such a workflow is useful for softproofing.
The core task is to transform from an XYZ space representing the diffuse re-
flectance (0◦:45◦ geometry) to an adjusted XYZ representing the appearance
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of the material once the given angles of illumination and viewing have been
taken into account. This transformation cannot be handled by the ICC.1 colour
management architecture [35] since it specifies a point-wise transform with a
limited set of transform elements, and the aprofile connection space (PCS) is
defined to represent a matte, diffusely reflecting planar surface measured with a
0◦:45◦ geometry and under D50 illuminant colorimetry. To overcome this limita-
tion, the ICC.2 architecture is used, i.e. iccMAX [31], which extends the ICC.1
architecture and provides much richer support for colour management of other
types of material and other geometries of measurement. iccMAX supports a wider
range of transform elements and fully directional illumination, measurement,
and viewing geometries. It also includes an option to use Calculator Element
Programming, a scripting language that makes transforms fully programmable.

In the proposed workflow, the BRDF model is encoded in a calculatorElements
tag in the main function using a Multiplex Connection Space (MCS) framework
as shown in Figure 3.2. The MCS comprises the Multiplex Identification (MID)
and the Multiplex Visualisation (MVIS) profiles. The BRDF model-optimised
parameters for each sample are passed through the input channels to the MID
profile and then used by the BRDF model encoded in the MVIS profile. The light
and viewing directions are passed as runtime variables to the MVIS profile. The
MVIS profile processes the input and uses the encoded BRDF model to generate
the XYZ in the appropriate light and viewing geometry. The output channels
containing the rendered XYZ values are then passed through the MVIS profile,
which connects them to the colorimetric PCS, performing any processing needed
to convert them to this PCS. MultiplexTypeArrayTags are defined to assign
channel names and are used to match channels in and out of the Multiplex
Connection Space (MCS) and to verify channel compliance with any subset
requirements between profiles. Optional multiplexDefaultValuesTag defines
default values for channels. The MID profile uses an AToM0 tag to provide
the transform from device channel data to MCS channel data, while the MVIS
class profile uses MToB0 (colorimetric) tags to provide the transform from MCS
channel data to PCS channel data.

The tristimulus values rendered from the BRDF parameters optimised using the
BRDF measured by the telespectroradiometer and the tristimulus values rendered
from the BRDF parameters optimised by Sole et al. in different light and viewing
directions are used to analyse the colorimetric output of the ICC profile-based
rendering workflow implemented in this work. The mean ∆E∗

00 obtained for each
case was less than 1 for all samples. The luminance Y obtained from the ICC
profile and the reference (i.e. XYZ obtained from the BRDF measured by the
telespectroradiometer) at one incidence angle and different reflection angles
were plotted for evaluation. The findings indicate that the Ward BRDF model
behaves as predicted, generating a Gaussian output with a seamless effect when
incorporated into an ICC profile. Additionally, these results demonstrate that the
BRDF rendering achieved through ICC profile encoding matches the efficiency of
other computational workflows used for rendering.
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Figure 3.2: iccMAX-based appearance rendering workflow using MID and MVIS
profiles for encoding a BRDF model.

I conceived the research idea, developed the colour management workflow, car-
ried out the practical implementation of BRDF optimisation and profile creation,
performed an analysis of the results, and authored the article. The experimental
data used here were gathered by the third author in his previous work.

3.2.5 Article IX: A weighted goodness-of-fit metric for compar-
ison of spectra

T. Habib, P. Green and P. Nussbaum, ‘A weighted goodness-of-fit
metric for comparison of spectra,’ in Sensing Colour, Proceedings of the
International Colour Association (AIC) Conference 2022, International
Colour Association, 2022, pp. 397–404

Article IX discusses the challenge of evaluating the ability of spectral estimation
procedures to predict the original spectra with existing metrics that fulfil only
a specific criterion such as minimising the spectral difference or colorimetric
difference [114]. This article describes various existing metrics used to evaluate
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spectral data, such as RMSE, metameric difference (∆M), Colour Inconstancy In-
dex (CII), Smoothness Index (SI) and Spectral Comparison Index (SCI) discussed
in Section 2.5. Then a new spectral estimation metric is proposed that considers
both colorimetric and spectral differences and can be adjusted according to the
target application goal. The article establishes criteria for spectral matches that
relate to real-world colour reproduction objectives, such as minimising colour
difference, spectral difference, hue difference, metameric mismatch, and non-
smoothness. Then, the metrics corresponding to each of these criteria are defined
and computed for a diverse set of original spectra and their estimated spectra or
calculated from their tristimulus values. The resulting metric combines RMSE,
∆ M, the difference in CII and the difference in SI into a single figure of merit
that describes the fit between two spectra. The metric weights are adjusted to
correlate well with SCI, which is another metric that considers both minimising
the spectral difference and the colorimetric difference, but without the flexibility
of adjustable weights. Since the new metric Combined Index (CI) has adjustable
weights, it provides a useful means to compare spectra that can be adapted to
particular criteria for a wide range of applications.

The new metric CI was used to evaluate the two best performing spectral estima-
tion methods, Weighted Pseudo Inverse and Third-Order Polynomial described in
Article II. The evaluation was carried out using three reflectance datasets cold-set
offset on newsprint (D1), digital print on textile (D2) and web offset on light-
weight coated paper (D3). Three cases were considered to determine the degree
of metamerism between the estimated spectra and the reference spectra, case 1
where the test data and training data belonged to the same dataset D1, case 2
where the test dataset is D1 and the training dataset is D2 having similarly shaped
spectral curves, and case 3 where the test dataset D2 and the training dataset D3
have quite different spectral curves between each other. This study analyses the
correlation between CI and SCI with other metrics. The weights chosen for CI
were found to correlate differently to different metrics. The results suggest that
both CI and SCI can determine metamerism under different illuminants for the
three cases of estimated spectra with varying degrees of metamerism in them.
However, neither CI nor SCI showed any correlation with the difference in colour
inconsistency (∆CII) and difference in spectral smoothness ( ∆SI).

The CI metric, with adjusted weights, performs similarly to SCI in evaluating
estimated spectra with different degrees of metamerism when the given weights
are used. Both metrics are effective in determining metamerism between two
spectra under different illuminants. The weights of CI can be adjusted to op-
timise the outcome to a desired attribute, such as smoother spectra, low RMSE,
metamerism, or colour inconstancy, depending on the target application.

I conceived the idea of the study, carried out the required literature review,
implemented the workflow, and performed analysis to develop the metric. I also
made comparisons with other metrics and wrote the article with the results
obtained.



Chapter 4

Research Contributions

4.1 Fundamental Contributions to the Field of Re-
search

To begin with, Article I highlighted the significance of spectral reproduction
workflows and their components. It specifically emphasised the need to consider
spectral estimation methods to implement these workflows in current colour man-
agement systems. Articles II provided insights into the effectiveness of various a
priori knowledge-based spectral estimation methods to estimate reflectances. It
also suggested grouping spectral datasets or printing conditions based on sim-
ilarities in material components and offered practical guidance for integrating
spectral estimation methods into a colour management workflow. Article III com-
pared the effectiveness of spectral estimation with traditional CATs and MATs in
predicting tristimulus values under different illuminants when material constancy
is the objective. It concluded that simple spectral estimation methods can be used
as a sensor adjustment transform to minimise metameric mismatches. Article
V demonstrated the limitations and potential of using polynomial regression to
estimate BRDF measurements for 2D printed samples with mixed inks. It also con-
tributed to a significant reduction in the number of BRDF measurements required
at diffuse reflections. Article IV introduced a novel method that uses interpolation
to derive BRDF parameters from XYZ values of 2D printed surface colours with
mixed inks. Additionally, the simplicity and efficiency of this interpolation method
make it a suitable candidate for integration into colour management as a lookup
table in ICC version 4, or the method can be encoded using ICC version 5. Article
VI developed an efficient BRDF model workflow for appearance rendering using
ICC profiles for any incident light angle and viewing angle pair. Article VII is a
chapter in the book [46], Fundamentals and Applications of Colour Engineering,
which is currently in press. The official cover of the book is shown in Figure 4.1.
It explained in detail how material appearance can be rendered using normal
maps in an iccMAX workflow, building upon the knowledge gained from Articles
V & VI. This workflow has the potential to provide the necessary information
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for softproofing of 2.5D or 3D printed surfaces. Article VIII provided a compre-
hensive framework to render the appearance of 2.5D printed objects that can be
used for softproofing. It extended the knowledge gained in Articles V & VI and
Article VII to 2.5D printing. Moreover, it also describes a file format required to
hold appearance information in the framework. Lastly, Article IX contributed to
the development of a new goodness-of-fit metric, CI with adjusted weights. The
weights of CI can be adjusted to optimise the result for a desired attribute such
as smoother spectra, low RMSE, metamerism, or colour inconstancy according to
the target application.

Figure 4.1: The official cover of the book, Fundamentals and Applications of
Colour Engineering, which is currently in press [46].

4.2 Additional Contributions to the Field of Research

During my Ph.D. programme, I engaged in collaborative efforts with both aca-
demic and industrial institutions. As a part of the International Color Consortium
(ICC), I made significant contributions to ISO/TC 130/JWG 7 which is a collabor-
ative workgroup responsible for addressing standardisation in the field of colour
management. These contributions were informed by my research in spectral
estimation methods and the implementation of spectral profiles using iccMAX.
The source codes that I developed as a part of these endeavours have been made
accessible to a wider community on https://www.color.org/index.xalter.

During "ICC DevCon 2020: The Future of Color Management" event, I conducted
three workshops on Spectral Reproduction, iccMAX BRDF Implementation, and
Calculator Element Programming, which are included in Appendix A. The Spec-
tral Reproduction workshop covered various use cases that require a spectral
workflow, as well as the necessary processing requirements. This oral contribution
incorporates work from Article I. In the iccMAX BRDF Implementation workshop,
I provided an introduction to the theory of bidirectional reflectance distribution
function (BRDF), BRDF modelling, and its support in the current colour man-
agement architecture. I also explained a framework for material appearance
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rendering using iccMAX, which included work from Article VI. The Calculator
Element Programming workshop consisted of a comprehensive programming
lecture on the scripting language Calculator Element Programming, which is used
within iccMAX profiles. This workshop also included two programming examples
for implementing spectral estimation and BRDF modelling within a Version 5 ICC
profile.

In addition to my previously mentioned contributions, I have actively engaged in
other industrial collaborations and colour-related activities. I had the opportunity
to pay industrial visits and training related to metrology at FOGRA, Munich, and
another related to physically based rendering at Covision Lab, Brixen. I presented
at "Colourlunch," a regular internal meeting at NTNU featuring experts discussing
different colour topics every week. I also presented at the Colourlab workshop on
material appearance, where I shared my insights on "Integrating Appearance in
Colour Management." Furthermore, I have delivered didactic lectures on material
appearance rendering and spectral reproduction to graduate students in colour
science. I have also facilitated hands-on programming sessions and provided
subject matter expertise to students working on their course projects, offering
guidance and support.





Chapter 5

Discussion and Conclusion

5.1 Investigate the efficacy of various spectral es-
timation methods in handling metamerism and
develop a framework for spectral estimation in
a colour management workflow.

Spectral reproduction, as discussed in Section 2.2 is a framework that uses spectral
information of an object or scene to improve the accuracy and consistency of
colour reproduction, that is, especially to deal with the problem of metamerism.
Article I describes use cases that employ or have the potential to employ a spectral
workflow to achieve their colour reproduction goals. In printing, the spectral
reflectance of a spot colour is used to find the best spectral match that can be
obtained with process colours. Spectral printer characterisation is already an
established pipeline and has widely known models such as the Kubelka-Munk
model, the spectral Neugebauer model, and the cellular Yule–Nielsen spectral
Neugebauer. Such models can be used to characterise a printer’s new state when
ink is switched or the ink sequence is changed. Another use case is substrate colour
adjustment, where the characterisation data have to be adjusted to the whitepoint
of the substrate in use. ISO 12647-2 [129], defined how to apply this adjustment in
the colorimetric domain, and recently this correction of the characterisation data
due to the change in the whitepoint of the substrate has been solved in the spectral
domain [130]. Scene-referred spectral reproduction requires a database of natural
spectra that would match the visual impression of an observer to virtual scenes. Hi-
fidelity colour reproduction is important in medical imaging and the reproduction
of artworks that make use of multispectral or spectral data. These use cases
underscore the importance of having procedures in place to accurately reproduce
spectral characteristics through spectral reproduction workflows and indicate the
need for colour management systems to switch from colorimetric workflows and
communicate through a spectral PCS. Article I also shows that input and output
components in a spectral reproduction workflow can be colorimetric or spectral
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data. If the input data is colorimetric data, then additional processing is needed
to estimate spectral data from the input, allowing for the implementation of a
spectral workflow. Thus, the most important requirement in spectral reproduction
is spectral data that can be measured or estimated.

Since measured spectral data are not easily available, spectral estimation methods
have to be evaluated and standardised to use them in colour management. Article
II investigated various spectral estimation methods and found their accuracy in
predicting colour under different illuminants and proposed a suitable method
that can also be encoded inside an ICC profile using iccMAX with ease. Using
polynomial bases or colorimetric weighted bases with least-squares fit produced
estimated reflectances with low metameric mismatches under different CIE illu-
minants (D50, D65, A, F11 and LED-VI). Article II also demonstrated that when
training data are selected by matching material components with the test data, it
is possible to obtain spectral estimates with satisfactory spectral and colorimetric
outcomes. For example, when the test data was a newsprint dataset (cold-set
offset on newsprint) and the spectral data for training were another newsprint
dataset or a dataset like web offset on lightweight coated paper that has some
dissimilarities in material components, it resulted in spectral estimates with an
acceptable metameric mismatch. A similar trend was observed for the spectral
estimates of textile data when spectral data from a different textile dataset or
Fogra dataset (offset litho on premium coated paper) were used for training.
Although in this case, both the textile and Fogra dataset had substrates containing
OBA with reflectances having sharp peaks in the blue region, which made the
Fogra dataset have spectral similarities with the textile dataset but the presence
of sharp peaks reduced the accuracy of the least squares fit compared to the news-
print dataset. These findings also suggest that, on the basis of printing conditions,
spectral data can be grouped together so that a single training dataset can be
used for training spectral estimation models to predict spectral estimates of the
colorimetric print dataset belonging to that group. The condition for combining
such printing conditions is that spectral estimates should produce low metameric
mismatches under several different illuminants. Finally, Article II proposed that
Third-Order Polynomial spectral estimation can be used for spectral estimation
from XYZ data as it produces low mean and max metameric differences and
shows that it can be easily encoded within an iccMAX based ICC profile given in
Listing B.2 in the attached Appendix C. Thus, this article provides an efficient
solution to spectral PCS or spectral processing through current colour manage-
ment architecture using a simple a priori knowledge-based spectral estimation
method and carefully selected training data.

Article III evaluated the performance of the two best performing spectral estima-
tion methods (Third-Order Polynomial and Weighted Pseudo Inverse methods)
found in Article II along with the selection of training data to minimise meta-
meric mismatch, that is, to preserve material constancy compared to existing
CATs and MATs. In this work, we follow the distinction established by Derhak,
a SAT that tries to achieve colour constancy is a CAT and that tries to achieve
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material constancy is a MAT. Comparisons were made against Linear Bradford
CAT, CAT02, CAT16, Oleari’s MAT, Waypoint MAT, Burns spectral estimation,
and Burns spectral estimation based CAT given in Section 2.3.1 for a fifteen
combination of source and destination illuminants using CIE illuminants (D50,
D65, A, F11 and LED-VI). The colour difference ∆E∗

00 between the predicted
destination tristimulus values and the reference tristimulus values obtained using
the measured reflectance under the destination illuminant was reported. The
results proved that with good training data selection as discussed in the previous
paragraph, the metameric mismatch under the 15 combination of illuminants
was the lowest for the two a priori knowledge-based spectral estimation methods
when used to predict colorimetry of the Munsell dataset, newsprint dataset and
textile dataset using k-fold cross-validation. For datasets like Munsell where the
variability is high, the Burns spectral estimation method and Waypoint meth-
ods performed similarly to each other and were better than the other CATs and
MATs. Zhang et al. carried out the prediction of colorimetry under a destination
illuminant by finding the centroid of a metameric mismatch volume obtained
from a collection of metameric reflectances under the destination illuminant
[122]. Table 5.1 shows the results obtained by Zhang et al. in their work for
the prediction of Munsell data colour under two combinations of source and
destination illuminants and the results obtained by the a priori knowledge-based
methods assessed in Article III. The table shows that the two spectral estimation
methods performed significantly better and these estimation methods are also
simple to implement.

Table 5.1: Mean and 95th percentile of ∆E∗
00 between reference destination

tristimulus values and predicted tristimulus values obtained by Zhang et al. using
the centroid method [122] and the results obtained using Weighted Pseudo
Inverse and Third-Order Polynomial spectral estimation methods, going from the
source illuminant A and F11 to the destination illuminant D65, respectively.

Mean ∆E∗
00 95th percentile of ∆E∗

00
Method A-D65 F11-D65 A-D65 F11-D65
Centroid method (Zhang et al.) 1.27 1.82 3.42 4.99
Weighted Pseudo Inverse 0.74 0.95 1.90 2.68
Third-Order Polynomial 0.79 1.05 2.39 2.75

Article III also shows that both a priori knowledge-based spectral estimation
methods produce the lowest mean and maximum ∆E∗

00 values when the training
dataset is either from the same dataset or another dataset with similar reflectance
characteristics. For example, when the training dataset is either from the same
newsprint or another newsprint dataset, the grand mean ∆E∗

00 across all combin-
ations of illuminant pairs from source and destination is less than 0.5, and the
average of the maximum ∆E∗

00 values is less than 2. When the training dataset is
different in material components from the test dataset, such as using web offset
on lightweight coated as training data, the mean and maximum ∆E∗

00 values of
the two spectral estimation methods are still significantly better than other CATs
and MATs. The grand mean ∆E∗

00, in this case, is less than 0.8, and the average
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of the maximum ∆E∗
00 values is less than 3. Similarly, for the textile dataset, both

spectral estimation methods produce the smallest mean and maximum ∆E∗
00

values when the training dataset is from the same dataset or another dataset with
similar reflectance characteristics. When the training dataset has some difference
in material components, such as using the Fogra dataset as training data, which
has an optically brightened substrate that is premium coated paper rather than
textile, the mean and maximum ∆E∗

00 values are still significantly low and, inter-
estingly, the results were comparable to the results obtained when the training
data used was textile. These findings solidify the outcome of Article II that simple
a priori knowledge-based spectral estimation methods with training data selected
based on a material match to test data performed extremely well in minimising
metameric mismatch and also prove that such methods performed significantly
better than existing SATs.

Article II also compared the performance of the two a priori knowledge-based
spectral estimation methods using three different training datasets Munsell (M),
newsprint (N), and textile (T) to predict the colorimetry of the corresponding
colour data against the performance of other CATs and MATs. The corresponding
colour datasets selected for this analysis and their source and destination illumin-
ants are CSAJ (D65, A), Helson (C,A), Lam & Rigg (D65, A) and LUTCHI (D65,
D50). The results shown in Table 5.2 suggest that the two a priori knowledge-
based spectral estimation methods performed similarly to the MATs, although they
did not perform significantly worse than the CATs. For the Helson dataset, the a
priori knowledge-based spectral estimation methods performed similarly to CATs.
The use of different training datasets did not show any significant differences in
the results. This may be due to the smooth reflectances of the training datasets
which tend to preserve colour constancy despite the slight inaccuracy that arises
from the use of standard illuminants in the tristimulus values calculation of the
estimated spectra, while the measured illuminants in the corresponding colour
datasets are slightly different from these standard illuminants. Therefore, this
provides enough evidence that such methods along with the training dataset can
be a good alternative to a MAT and depending on the smoothness of the training
reflectances and the variability of the dataset, such methods can also be used to
achieve colour constancy.

The findings and analyses presented in Article I and Articles II & III address the
research questions that were initially proposed. Specifically, Article I highlights the
significance of spectral reproduction in colour workflows, emphasising the crucial
role that spectral data and estimation procedures play in this process. Article II
proposes a workflow for integrating spectral estimation into the current colour
management system, outlining the training data requirements, and evaluating its
performance. Lastly, Article III provides empirical evidence supporting the use
of spectral estimation methods as a viable alternative to existing SATs, as they
effectively reduce metameric mismatches in a variety of illuminants.
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Table 5.2: Overall ∆E94 between destination tristimulus values of correspond-
ing colours and adapted/estimated tristimulus values under varying destination
illuminants. Spectral estimation methods estimated reflectances of correspond-
ing colours using Munsell (M), newsprint (N) and textile (T) as training data,
respectively.

Method CSAJ Helson Lam & Rigg Lutchi Average
Cat02 3.67 3.60 2.98 3.41 3.42
Cat16 3.94 4.13 3.47 3.30 3.71
Linear Bradford 3.71 3.47 2.84 3.43 3.36
Burns CAT 3.81 4.19 3.15 3.68 3.71
Oleari’s MAT 4.63 4.72 3.89 4.27 4.38
Waypoint MAT 4.28 4.02 3.83 4.53 4.17
Weighted Pseudo Inverse(M) 4.14 3.76 3.48 4.51 3.97
Third-Order Polynomial (M) 4.22 3.77 3.51 4.46 3.99
Weighted Pseudo Inverse (N) 4.71 3.65 3.42 4.29 4.02
Third-Order Polynomial (N) 4.39 3.76 3.47 4.34 3.99
Weighted Pseudo Inverse (T) 4.69 3.65 3.46 4.36 4.04
Third-Order Polynomial (T) 4.35 3.57 3.31 4.37 3.90

5.2 Investigate rendering of material appearance
in 2.5D printing.

In previous chapters, we have discussed that to render the material appearance
of an object, BRDF measurements of the surface and its modelling are essential.
To measure BRDF accurately a goniospectroradiometer is used and reflectance
measurements are taken over a hemisphere for different light and viewing dir-
ections. However, such measurements are very time-consuming. Especially, if
BRDF measurements for several surfaces are desired as in the case of printing,
when the material appearance of printed objects depends on ink mixes and
substrates used. Article IV tries to address the problem of acquisition of large
numbers of BRDF measurements for different printed colours by suggesting a
BRDF measurement estimation workflow for different surface colours that are a
combination of halftoned primary inks and the substrate. This workflow uses the
measured BRDF of the primary inks cyan, magenta, yellow, and the substrate.
Evaluation of 13 test samples that were different colour patches with different
surface reflectance properties was carried out. The workflow estimated BRDF
measurements for five incidence angles and 20 reflection angles, except for the
shadowed and missing reflections. The results were analysed for diffuse reflec-
tion, near-to-specular reflection, and specular reflection sections. The estimated
BRDF measurements at diffuse reflection angles showed low overall NRMSD
values, with a minimum of 0.005 and a maximum of 0.008. Similarly, the colour
differences for these measurements were low, with a mean ∆E∗

00of 0.329 and a
mean ∆EI PT of 0.004. For specular reflection, the NRMSD values were higher
than for diffuse reflection, with a mean NRMSD of 0.104. The colour differences
for specular reflection measurements were also comparatively high, with a mean
∆E∗

00 of 2.147 and a mean ∆EI PT of 0.016. Near-to-specular reflection meas-
urements showed the highest NRMSD and colour differences compared to the
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estimated spectra of diffuse reflection and specular reflection. The mean NRMSD
was 0.166, and the maximum was 0.947. The mean ∆E∗

00 was 10.991, and the
mean∆EI PT was 0.148. The results show that the BRDF measurement estimation
workflow was accurate for diffuse reflection measurements, but less accurate for
specular and near-to-specular reflection measurements. Article V calculated the
optimised BRDF parameters for eight colour samples using the Ward and Cook
Torrance BRDF models. Tristimulus values were calculated for five incidence
angles and a range of reflection angles. The mean ∆E∗

00 values for the Ward
and Cook Torrance BRDF models compared to the reference were 6.79 and 6.5,
respectively. The specular peaks of the measured data were observed to increase
with increasing incidence angle. The results showed that the BRDF parameters
obtained from the interpolation method lie within the accuracy obtained by the
optimised parameters for both the Ward and Cook Torrance models. All these
results were important to finally proceed towards creating a framework for 2.5D
appearance reproduction. Article VIII demonstrates this framework in which
printed samples of flat and sloped targets were printed and measured. Following
the work in Article V, the interpolated BRDF method was used to find the BRDF
parameter of an XYZ value of any slope using the interpolated BRDF method with
the optimised BRDF of primary and secondary colours of the flat target. It was
observed that the colour difference between a colour patch on the flat target and
the corresponding colour patch on the sloped surface increased with an increase
in slope angle. Therefore, a colour adjustment method was developed to adjust
the flat XYZ values to an XYZ value on a slope where the slope values of the
colours are extracted from the normal map.

5.3 Design an appearance reproduction framework
for 2.5D printing using the current colour man-
agement architecture, iccMAX.

Article VI demonstrated that the Ward BRDF model can be encoded in an ICC
profile. This custom workflow of implementing a BRDF model within a ICC profile
is achieved through an MCS connection where the light and view direction are
supplied at run-time. The BRDF parameters were passed pixelwise using a TIFF
file as input. The colour-managed workflow produced identical results to the
Ward model implementation in Matlab for the equivalent adapted colorimetry
and agreed well with previous results. This was further extended in Article VII
to include a normal map along with the BRDF parameters in the TIFF file. The
generated images are useful for simulating the appearance of printed inks and for
softproofing. A complete workflow from the XYZ tristimulus values to the BRDF
parameters and then applying the BRDF model through multiplex connection
space to obtain XYZ values in the light and viewing directions passed at run-time
is shown in Figure 5.1. The normal map is passed along with XYZ values as input
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which is read by the MVIS profile.

Figure 5.1: Appearance reproduction framework for 2D printing (upper row)
and with surface normals (lower row)

Article VIII extends this framework to reproduce the material appearance of
2.5D printed surfaces where the slope information is used to adjust the colour for
surfaces with slopes greater than 0◦ using the adjusted interpolated BRDF profile
shown in figure 5.2. The framework also describes a file format required to store
and communicate material appearance information. This file format channels
have BRDF parameters and surface normals which are utilised by ICC profiles for
appearance rendering.

Figure 5.2: Appearance reproduction framework for 2.5D printing.

5.4 Conclusion

First, we showed from the findings in Article II that the estimated reflectances
show reduced metameric mismatches under different illuminants when the train-
ing dataset contains similar material components as that of the test dataset.
Additionally, the results indicate that even when the training reflectances are dis-
similar, acceptable metameric differences are achieved, owing to the smoothness



60 Discussion and Conclusion

of their reflectances and similar peak wavelengths, albeit varying in amplitudes.
For instance, the training reflectances of offset-litho on premium-coated paper can
be employed to estimate reflectances of textile datasets due to their resemblance
in fluorescence and having reflectance curves with sharp peaks in the blue region.
This implies that, based on material components, various spectral datasets or
printing conditions can be combined, and a single reflectance dataset can repres-
ent a common training dataset for reflectance estimation of the entire group. In
addition, in Article III, a comparison was made between two spectral estimation
methods and several well-known CATs and MATs. The results showed that the
two spectral estimation methods, namely Weighted Pseudo Inverse and Third
Order Polynomial, were found to perform significantly better than other CATs and
MATs in minimising metameric mismatch, provided that the training data used
was carefully selected. Thus, we showed the importance of using good training
datasets, as even simple spectral estimation methods can be used as a sensor
adjustment transform to minimise metameric mismatches or achieve material
constancy, and if colour constancy is desired, then a training dataset with smooth
reflectance that tends to preserve colour under different lighting conditions can
be used. These findings are important in colour management, where profiles
often depend on chromatic adaptation transforms to predict colours when using a
different colorimetry than the standard D50. Articles II and III provide evidence
to adopt spectral estimation methods for spectral PCS.

Article VII explains how to render material appearance using colour manage-
ment in a didactic manner. It introduces a workflow to extract BRDF parameters
and perform appearance rendering through ICC profiles for any incident light
angle and viewing angle pair. The results of this colour-managed workflow were
consistent with the implementation of the Ward model in Matlab. Furthermore,
this article also showed how to incorporate a normal map along with the BRDF
parameters in colour management. A file format that includes the BRDF paramet-
ers and the normal map channels pixel-wise is required to realise this workflow
and render spatially varying BRDF. This rendering workflow was based on 2D
printing, i.e. flat, homogeneous surface colours. Article VIII showed how material
appearance rendering can be achieved for a surface with spatially varying height,
that is, for a 2.5D printed surface. This article also achieved an efficient rendering
workflow to reproduce the appearance of any printed colour with varying surface
normal and light and viewing direction by mixing the BRDF of primary and
secondary colours of a flat target and adjusting the colours according to the angle
of slope. This workflow also showed that only the BRDF of the primaries and
secondaries inks printed on a flat surface and reflectance measurement at 0◦:45◦

geometry of white and black samples printed for a number of sloped surfaces are
enough for this rendering workflow. This can be a practical and effective way to
softproof a 2.5D printed object. However, the accuracy of the workflow depends
on the accuracy of the optimised BRDF obtained for the primary and secondary
colours and the minimisation technique used in the BRDF interpolation method
discussed in Article V. This workflow can be integrated into colour management
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using the iccMAX encoding described in Article VII together with the normal
map. This framework required a file format that carries BRDF parameters and
surface normals in its channels.

Supplementary article IV, proposed the use of two predictors and polynomial
regression to accurately estimate spectra for diffuse reflections of BRDF measure-
ments. However, this model tends to overestimate specular reflectances, while
preserving their relative distribution reasonably well. It does not accurately pre-
dict spectra for near-to-specular reflections at angles of 5◦ and 10◦ from the
specular peaks, indicating the need for a different approach to model these re-
flectances. The luminance Y values are estimated precisely for both diffuse and
specular reflections. However, this model reduced the requirements for measuring
BRDF for diffuse reflections to just measuring for two light and viewing direction
pairs, and then estimating for the rest of the directions. Article V provided a novel
algorithm for obtaining BRDF parameters for any 0◦:45◦ XYZ by interpolating the
optimised BRDF parameters of the printed primary and secondary colours. We
showed how this can be used to handle the appearance reproduction of a 2.5D
printed surface in Article VIII. Similarly, Article VI showed an elegant way to
render the material appearance of a 2D printed surface with an isotropic BRDF
model encoded within a ICC profile.

Supplementary Article IX proposed a goodness-of-fit metric, which applies weights
to different metrics based on selected criteria and combines them to assess the fit
between two spectra. This metric is helpful because it allows the weights of the
components of this metric to be adjusted according to their relative importance
in a given application.

Figures 5.3, 5.4 and 5.5 summarise the tasks completed that were set out during
the initial stage of the Ph. D. which was discussed at the end of Chapter 1.
Every deliverable, course and training planned was completed except for one.
Deliverable, Evaluation of reproduction using psychophysical experiments and
objective quality metrics was not completed due to time constraints and left as
future work.

5.5 Future Scope

Articles II & III suggested that training datasets can be grouped together based
on their similarity in printing conditions, this can be further evaluated with
reflectance datasets for industrial use cases and can be adopted by ICC recommend
standard training datasets required for implementing spectral estimation through
ICC profiles. In addition, spectral estimation can be adopted to connect colour
profiles through a spectral PCS. Moreover, the same estimation procedure can
be recommended as a sensor adjustment transform whenever a profile needs to
connect to another profile having different colorimetry. This work opens the door
to the realisation of different workflows for spectral reproduction through ICC
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Figure 5.3: Status of deliverables that were planned in the Ph. D. proposal at
the initial stage

colour management, which will require a good testing paradigm that can assess
both spectral and colorimetric quality.

Articles VII & VIII provide an appearance reproduction framework for 2.5D
printing which can be encoded into an ICC profile using iccMAX. This workflow
should be further tested by conducting a psychophysical experiment by printing
a 2.5D object and comparing its appearance with its corresponding softproof
created using the workflow. This can also be categorised according to texture
information from normal maps such as surface with high textural detail and low
textural detail, and evaluate the quality of the softproof based on such categories.
There is also potential for this workflow to include BRDF measurements of a
varnished surface and model gloss. This would require the black and white
slope samples to be printed with the varnish allowed by the printer and then
measured and modelled. The BRDF modelling can be improved by choosing
models according to the material surface, improving the optimisation technique
or changing to log space or Jacobian space for optimisation. This should be tested
because the accuracy of the BRDF model will also improve the accuracy of the
BRDF interpolation method. It is also interesting to see if the adjusted colour
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Figure 5.4: Status of courses that were planned in the Ph. D. proposal at the
initial stage

Figure 5.5: Status of trainings that were planned in the Ph. D. proposal at the
initial stage

algorithm for slopes can be modified to characterise a 2.5D printer based on
colour varying with respect to slopes. The BRDF dataset obtained for 2.5D printed
samples can be further used for printer characterisation purpose. In this work,
23 samples of the 72 printed samples were measured because the acquisition of
BRDF measurements was time-consuming. The BRDF measurement estimation
method developed in Article IV could be used to minimise the number of diffuse
measurements, and only specular and near-to-specular reflection measurements
should be taken at a denser light and viewing angles encompassing the specular
lobe. This workflow should be tested for different printed materials along with
varnished surfaces.
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Estimation of BRDF Measurements for Printed Colour Samples 
Tanzima Habib, Phil Green and Peter Nussbaum, Norwegian University of Science and Technology, Gjøvik, Norway 

Abstract 
In this paper, we describe a method to estimate BRDF 

measurements for different printed colours, using just the BRDF 

measurements of the substrate and the primary inks. A model is 

trained using the BRDF measurements of the unprinted substrate 

and the cyan, magenta, and yellow inks, where four different diffuse 

and specular measurements of each are used as predictors to find 

the reflectance factor at a different lighting and viewing angle. In 

this approach only four spectral measurements of each test colour 

are required to estimate BRDF. This reduces the number of 

measurements required to estimate BRDF of a printed surface and 

to estimate the spectral reflectances that describe its material 

surface characteristics.   

Introduction 
Obtaining the bidirectional reflectance distribution function 

(BRDF) for a material surface is essential in modelling surface 
appearance. To measure BRDF we need to know the position on the 
surface, the direction of the incident light, the direction of the 
reflection and the amount of light that is reflected. BRDF is 
measured over a hemisphere where the incident light angle and 
reflection angle changes direction parameterized by the azimuth 
angle and the zenith angle, making it a somewhat tedious and time-
consuming process. 

There are many ways to measure BRDF, including, a gonio-
reflectometer, a dome-shaped system and image based BRDF 
measurements. A gonio-reflectometer illuminates the flat target and 
detects the reflectance using a sensor over a hemisphere around the 
target. This method of measuring BRDF is very precise with high 
angular resolution but also very time consuming [1-2]. The second 
type uses multiple detectors and light sources that are installed on a 
dome shaped frame and the full BRDF can be captured at once 
without moving any component [3-4]. A drawback of this system is 
that its installation requires many detectors and light sources which 
is expensive, and this also makes the system bulky as the size 
increases with the increase in resolution [3]. However, Ben-Ezra et 
al. has demonstrated that a smaller dome shaped system can be 
created by using light emitting diodes that both act as emitters and 
detectors. To avoid time consuming processes and high cost, much 
research has been done to acquire BRDF measurements using an 
image-based system where a digital camera, a light source and a 
spherical sample are used [5-8]. But an image-based system does 
not give us spectral data, which provides more information about the 
material characteristics.  

Now if we need to measure BRDF for printed samples we will 
have to measure each colour patch. We make use of the ink mixing 
model for a print dataset such that using the BRDF measurements 
of the substrate and the primaries we can estimate the BRDF of other 
ink combinations.  

In this paper, we present a BRDF measurement estimation 
method that addresses the requirement to reduce the number of 
measurements in order to model BRDF for a particular printer and 
substrate. These measurements then can be used to optimize a 

BRDF model and obtain BRDF parameters to reproduce surface 
appearance of a particular printed surface.   

In earlier work [9-10], we showed how a BRDF workflow is 
possible within an ICC profile using iccMAX and, given a 
tristimulus value obtained using 45⁰:0⁰ measurement geometry, how 
we can estimate the BRDF parameters for that ink combination and 
substrate. For this work BRDF parameters are estimated by 
optimizing a BRDF model based on BRDF measurements. 
Estimating the BRDF measurements will simplify the process of 
implementing the BRDF workflow described.  

Method 
In this section, we discuss the method used to estimate BRDF 

measurements.   

BRDF Measurements 
The BRDF of seventeen printed samples on glossy paper were 

measured. The range of these reflectances is 380nm to 780nm, in 
steps of 5nm. A GON 360 goniometer equipped with CAS 140CT 
array spectrophotometer was used, and the BRDF at reflection 
angles from -30° to 65° in intervals of 5° were measured for five 
incidence angles 0°, -15°, -30°, -45° and -60°. Figure 1 shows the 
training set for BRDF measurement estimation. Samples chosen 
were the substrate, cyan, magenta, and yellow.   Figure 2 shows the 
thirteen test samples whose BRDF were measured for evaluation.  

Figure 1. Visual representation of the substrate and the primaries cyan, 

magenta, and yellow that forms the training set.  

Figure 2. Visual representation of the thirteen test samples whose BRDF were 
measured.  

Observations 
Figure 3 and 4 shows the plots of reflectance factors obtained 

for incidence angle -60° and incidence angle -45° respectively with 
reflection angles -30° to 65° in steps of 5°, excluding the specular 
peak of the substrate and cyan sample respectively. The specular 
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reflections are primarily the illumination of the source spectral 
power distribution. Diffuse reflection at 0°:45° measurement 
geometry is the color of material. The intermediate angles combine 
both diffuse and specular reflections. The dominating diffuse 
reflections have spectral shape similar to the spectral shape of 0°:45° 
measurement.  While the two reflectances at the adjacent reflection 
angles to the specular peak i.e., reflection angles 5° away from the 
specular peaks have dominating specular reflection, which can be 
seen in figure 3 and 4, and have reflectance factors relative to a 
perfect diffuser that are greater than1.  This is also seen for 
measurements at other incidence angles. It is also observed that 
among the dominating diffuse reflection spectra, the spectrum with 
the highest reflectance factors has a small degree of influence of 
specular reflection and thus changes its spectral shape slightly from 
the diffuse spectra. These spectra are with reflection angles 10° 
away from the specular peak. Thus, as the measurements move away 
from the specular peak the influence of specular reflection reduces. 
This helps us to separate the modelling of specular reflection from 
the rest and to select the predictor reflectances from the training set 
accordingly.  Therefore, we decided to model spectra with 
dominating diffuse reflection and the near-to-specular reflection 
using the same predictor reflectances.  

 
Figure 3. BRDF measurement plot of the substrate for incidence angle -60° and 
reflection angles -30° to 65° in steps of 5° excluding the specular peak. 

 
Figure 4. BRDF measurement plot of cyan for incidence angle -45° and 
reflection angles -30° to 65° in steps of 5° excluding the specular peak. 

Estimation Method 
A third-order polynomial regression was used to estimate the 

BRDF measurement. A regression model was created for each 

combination of incidence angle and reflection angle. In this case, we 
have 5 incidence angles and 20 reflection angles forming a total of 
100 combinations.  When the reflection angle is close to the 
incidence angle of light, the detector occludes some light and the 
reflectance cannot be measured. In figure 5, the grey patches and the 
patches enclosed by black squares are the shadowed areas. These 
sets of incidence and reflection angles combination were not 
modeled because of this shadowing. Also, those combinations of 
angles for which measurement data were missing were not used for 
modelling. This finally gives us 91 combinations of incidence and 
reflection angles for which we can create the estimation models.  
 The predictor set comprises of two base reflectances of the substrate 
(xw1,xw2), cyan (xc1,xc2), magenta (xm1,xm2) and yellow 
(xy1,xy2) samples chosen at a particular  set of (incidence angle, 
reflection angle) e.g.: (-45⁰, 0⁰) and (-60⁰,65⁰). These reflectances 
are each of size 1x81 and are combined as shown in equation 1, to 
form the predictor matrix X.    

                            𝑋 = (

𝑥𝑤1′ 𝑥𝑤2′
𝑥𝑐1′ 𝑥𝑐2′
𝑥𝑚1′ 𝑥𝑚2′
𝑥𝑦1′ 𝑥𝑦2′

)                                (1) 

The response vector Y in equation 2 is the combination of 
training reflectances of yw, yc, ym and yy measured at (incidence 
angle, reflection angle) for which we are creating the estimation 
model.  Once the model is created, for prediction we require the two 
defined base reflectances of the test samples. Using the same two 
base reflectances of a test sample we can predict the reflectances at 
any other combination of incidence and reflection angles using its 
corresponding estimation model.  

                                  𝑌 =  

(

 

𝑦𝑤′

𝑦𝑐′

𝑦𝑚′

𝑦𝑦′)

                                              (2) 

 

 
Figure 5. sRGB representation of the BRDF measurements of test sample 5 
with incidence angles on the y-axis and reflection angles on the x-axis. 

In figure 5, the white patches outside the brown squares are the 
specular peaks where incidence angle = -reflection angle. At these 
specular angles the reflectance spectra are predominantly the 
illumination spectra. The patches marked by the brown squares have 
a mix of specular reflection and diffuse reflection. As the area nears 
to the specular peak the specular reflection dominates diffuse 
reflection. We call these mixes near-to-specular reflections. The rest 
have dominating diffuse reflection. 

Thus, while modelling, the two bases chosen for specular 
reflection, are (-45⁰,45⁰) midrange specular reflection and (-60⁰,60⁰) 
highest specular reflection for the training and test data. For patches 
with diffuse reflection and near-to-specular reflection are modelled 
with the same two bases, one at (-45⁰,0⁰) and another at (-60⁰,65⁰) 
the lightest patch of the training and test data that is not a specular 
peak.    Therefore, to estimate BRDF measurements of a test sample, 
we will need in total of four measurements of that samples at (-
45⁰,45⁰), (-60⁰,60⁰), (-45⁰,0⁰) and (-60⁰,65⁰). This reduces the 
requirement of measuring 100 reflectances per test sample to just 4. 
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Results and Discussion 

For all the 13 test samples, the BRDF measurements have been 
estimated for five incidence angles and 20 reflection angles except 
for the shadowed and missing reflections. For all the estimated 
measurements, the normalized root mean square difference 
(NRMSD) was calculated relative to the reference measurements as 
shown in table 1. CIELAB based colour difference ∆E00 and colour 
difference ∆EIPT in IPT colour space were calculated as shown in 
table 2 and 3 respectively.  These colour difference models 
correspond to colour spaces that are designed for luminance levels 
from slightly above zero to that of a perfect diffuse white [11]. As 
the reflectance factors relative to the perfect diffuse reflector at near-
to-specular peak go beyond 1 (i.e., they are brighter than a perfect 
diffuser), these colour difference models have a less defined 
relationship with perceived difference for these brighter colours. 
Colour difference in IPT colour space are said to be more 
perceptually uniform [12]. We show results for both ∆E00 and ∆EIPT 
to illustrate the quality of prediction for these specular highlights. 
Figures 9-13 show how estimated luminance Y varies at every 
incidence angle and reflection angle combination compared to its 
reference.  The results are discussed according to diffuse reflection, 
near-to-specular reflection and specular reflection sections next. 

Diffuse reflection 
Figure 6 shows the estimated BRDF measurement (blue solid 

line) and reference (red solid line), for all the test samples at 
incidence angle -30⁰ and reflection angle -10⁰. The mean NRMSD 
of these estimated spectra is 0.008. The BRDF estimation at diffuse 
reflection angles have low overall NRSMD, with minimum at 0.005 
corresponding to sample 1 while the maximum is for sample 4 
(Black, [100,100,100,0]).  Similarly, ∆E00 and ∆EIPT differences are 
low for these set of estimated spectra. ∆EIPT of 0.01 is considered as 
a just noticeable difference (JND). The mean ∆E00 is lowest at 0.329 
corresponding to sample 5 and mean ∆E00 is highest at 2.147 
corresponding to sample 4. The mean ∆EIPT is lowest at 0.004 
corresponding to sample 5 and mean ∆EIPT is highest at 0.016 
corresponding to sample 4.  The maximum ∆EIPT is 0.072 
corresponding to sample 11. 

 

Figure 6. Estimated BRDF measurements plot of all the test samples at 
incidence angle -30⁰ and reflection angle -10⁰ with mean NRMSD of 0.008. Red 

solid line depicts reference measurement, and blue solid line depicts estimated 
measurement. 

Specular reflection 
Figure 7 shows the estimated BRDF measurement (blue solid 

line) and reference (red solid line), for all the test samples at 
incidence angle -30⁰ and reflection angles 30⁰. The mean NRMSD 
of these estimated spectra is 0.104. There are only four specular 
reflections at angles (-60⁰, 60⁰), (-45⁰, 45⁰), (-30⁰,30⁰) and (-15⁰,15⁰) 
per sample. Two of these were used as predictors, and therefore only 
(-30⁰,30⁰) and (-15⁰,15⁰) specular reflectances have been estimated. 
The NRMSD is higher than NRMSD for diffuse reflections. Mean 
NRMSD is minimum at 0.029 corresponding to samples 3 and 13. 
The maximum is for sample 5 at 0.181. Similarly, ∆E00 and ∆EIPT 
are comparatively high for these set of estimated spectra. The mean 
∆E00 is lowest at 0.456 and mean ∆EIPT is lowest at 0.012 
corresponding to sample 13 and the mean ∆E00 is highest at 5.677 
and mean ∆EIPT is highest at 0.227 corresponding to sample 5.  
Maximum ∆EIPT is 0.381 for sample 5. 

 

Figure 7. Estimated BRDF measurements plot of all the test samples at 
incidence angle -30⁰ and reflection angle 30⁰ with mean NRMSD of 0.104. Red 
solid line depicts reference measurement, and blue solid line depicts estimated 

measurement. 

Near-to-specular reflection 
Figure 8(a) shows an example of estimated BRDF 

measurement (blue solid line) and reference (red solid line), for test 
sample 5 at incidence angle -45⁰ and reflection angle 50⁰ and figure 
8(b) shows the estimated BRDF measurement (blue solid line) and 
reference (red solid line), for test sample 5 at incidence angle -45⁰ 
and reflection angle 55⁰. These spectra are reflectance factors of 
near-to-specular reflection i.e. reflection angle that is at most 10⁰ 
away from specular reflection. This is specific to this BRDF dataset. 
The highest NRMSD and colour differences occur at these estimated 
spectra compared to the estimated spectra of diffuse reflection and 
specular reflection. Since, these are mixed reflections, the model is 
not able to fit properly using the base predictors. The mean NRMSD 
is lowest at 0.166 corresponding to sample 2. The maximum is for 
sample 7 at 0.947.  The mean ∆E00 is lowest at 5.553 corresponding 
to sample 13 while mean ∆EIPT  is lowest at 0.062 corresponding 
sample 8. The mean ∆E00 is highest at 10.991 corresponding to 
smaple 6  and mean ∆EIPT  is highest at 0.148 corresponding to 
sample 7.  Maxium ∆EIPT  is 0.484 corresponding to sample 7. 
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Figure 8. Estimated BRDF measurements plot of sample 5 at (a) incidence 
angle -45⁰ and reflection angle 50⁰ and (b) incidence angle -45⁰ and reflection 
angle 55⁰. Red solid line depicts reference measurement, and blue solid line 
depicts estimated measurement. 

Table1: Mean and max NRMSD of 13 test samples calculated 

category wise diffuse, specular, and near-to-specular. 

Table2: Mean and max ∆E00 of 13 test samples calculated 

category wise diffuse, specular, and near-to-specular. 

Table3: Mean and max ∆EIPT of 13 test samples calculated 

category wise diffuse, specular, and near-to-specular. 

Luminance Comparison 

Figure 9. Luminance Y plot of test sample 3 at incidence angle 0⁰ and reflection 
angles in x-axis, with mean ∆EIPT of 0.0048. Red circle depicts reference Y, and 
blue asterisk depicts Y. 

Sr. No.

Mean NRMSD 

Diffuse

Max NRMSD 

Diffuse

Mean NRMSD 

Specular

Max NRMSD 

Specular

Mean NRMSD 

Near Specular

Max NRMSD 

Near Specular

1 0.005 0.028 0.024 0.056 0.198 0.560

2 0.010 0.065 0.033 0.080 0.166 0.336

3 0.007 0.048 0.023 0.052 0.493 2.038

4 0.134 0.924 0.033 0.079 0.637 1.345

5 0.008 0.042 0.117 0.198 0.218 0.737

6 0.009 0.048 0.027 0.062 0.200 0.589

7 0.006 0.026 0.028 0.065 0.617 3.003

8 0.012 0.100 0.036 0.087 0.257 0.932

9 0.043 0.383 0.032 0.074 0.412 0.831

10 0.018 0.155 0.042 0.098 0.365 0.996

11 0.022 0.192 0.046 0.111 0.356 0.773

12 0.031 0.110 0.041 0.097 0.241 0.809

13 0.026 0.180 0.023 0.055 0.790 2.205

Sr. No.

Mean DEIPT 

Diffuse

Max DEIPT 

Diffuse

Mean DEIPT 

Specular

Max DEIPT 

Specular

Mean DEIPT 

Near Specular

Max DEIPT 

Near Specular

1 0.007 0.033 0.044 0.109 0.088 0.151

2 0.012 0.045 0.041 0.100 0.075 0.113

3 0.007 0.037 0.038 0.094 0.131 0.313

4 0.016 0.040 0.054 0.128 0.073 0.128

5 0.004 0.025 0.227 0.381 0.063 0.129

6 0.010 0.037 0.051 0.121 0.088 0.157

7 0.005 0.015 0.056 0.142 0.148 0.484

8 0.007 0.041 0.075 0.183 0.062 0.198

9 0.011 0.046 0.063 0.151 0.080 0.134

10 0.008 0.053 0.063 0.151 0.073 0.131

11 0.010 0.072 0.080 0.194 0.084 0.158

12 0.011 0.024 0.065 0.158 0.064 0.210

13 0.010 0.049 0.012 0.025 0.103 0.227
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Figures 9-10 show luminance Y for sample 3 at incidence 
angles 0⁰, -15⁰, -30⁰, -45⁰ and -60⁰ respectively. Y value rises 
close to 700 at specular peaks. Y values are the worst 
predicted for reflection angles 5⁰ and 10⁰ away from specular 
peaks. For diffuse reflections the Y values are well predicted.   

 
Figure 10. Luminance Y plot of test sample 3 at incidence angle -15⁰ and 
reflection angles in x-axis, with mean ∆EIPT of 0.0316. Red circle depicts 
reference Y, and blue asterisk depicts Y. 

 
Figure 11. Luminance Y plot of test sample 3 at incidence angle -30⁰ and 
reflection angles in x-axis, with mean ∆EIPT of 0.0283. Red circle depicts 
reference Y, and blue asterisk depicts Y. 

 
Figure 12. Luminance Y of test sample 3 at incidence angle -45⁰ and reflection 
angles in x-axis, with mean ∆EIPT of 0.0252. Red circle depicts reference Y, and 
blue asterisk depicts Y. 

 
Figure 13. Luminance Y plot of test sample 3 at incidence angle -60⁰ and 
reflection angles in x-axis, with mean ∆EIPT of 0.0213. Red circle depicts 
reference Y, and blue asterisk depicts Y. 

Visual representation 
 The reference and estimated BRDF measurements are 
converted to sRGB values, using which the reference sRGB and 
estimated sRGB images are created for visualisation purpose. Figure 
14 shows that the diffuse part is quite accurately represented, when 
we compare the reference sRGB images to the estimated sRGB 
images. Large colour differences occur near-to-specular peak areas, 
and since the spectral shape is not properly estimated, visible hue 
differences are seen in near-to-specular angles. The luminance of 
the specular peak and at reflection angle of 5⁰ around it is greater 
than that of the perfect diffuser, and therefore no colour difference 
can be represented as it is clipped to white in sRGB.  
 

 
 

Figure 14. Visual representation of the BRDF measurements for samples 1,4,8 
and 11. Reference and Estimated sRGB images are created using the 
measured BRDF and estimated BRDF respectively and representing them as 
patches in sRGB colour space for different incidence and reflection angles. 
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Conclusions 
The results suggest that using polynomial regression and two 

predictors, spectra at diffuse reflection can be estimated well. 
Specular reflectances are overestimated but the relative distribution 
is reasonably well preserved. This model fails to estimate spectra at 
near-to-specular reflections, with reflection angles 5⁰ and 10⁰ from 
the specular peaks shows biggest error in this dataset. A different 
approach is needed to model these reflectances. The luminance Y 
values are well estimated for both diffuse and specular reflections.  
No colour sample has the overall best predicted results or the worst 
predicted, which suggests that mixing primaries to estimate spectra 
for other ink mixes works in this case. However, the worst 
prediction for diffuse spectra is for sample 1 i.e., black [100,100,100 
0].  

In the future, the specular and near-to-specular spectra should 
be modelled with a different approach such as a physically based 
BRDF model. Since printed substrates normally contain optical 
brightening agents, the fluorescent component of reflectance will 
need to be addressed. It will also be interesting to test BRDF datasets 
with different inks and substrates. 
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BRDF rendering by interpolation of optimised model 
parameters
Tanzima Habib, Phil Green and Peter Nussbaum, Norwegian University of Science and Technology, Gjøvik, Norway.

Abstract
In this  paper,  we discuss  an interpolation method which

can be used to create a look up table to map tristimulus values
to  BRDF  parameters.  For  a  given  tristimulus  value,  we
interpolate  the  XYZ  lattice  formed  by  eight  primaries  and
secondaries  that  were  printed  and  measured,  and  their
corresponding  optimised  BRDF  parameters.  The  BRDF
parameters  are obtained by  careful  optimisation  of  the  Ward
model and Cook Torrance model with the BRDF measurements
of these primaries. The interpolated BRDF parameters of nine
test samples from the same printed samples were then evaluated
against  the  optimised  BRDF  parameters  and  their  reference
BRDF measurements.  The  results  show that,  this  simple  and
efficient  interpolation  method  produces  consistent  BRDF
parameters that preserves the diffuse colour of the input sample.

Introduction
Accurate  reproduction  of  the  appearance  of  a  scene  has

always been a goal of colour imaging and it remains a challenge.
This requires understanding different components of appearance
w.r.t.  the human visual  system.  Colour has been successfully
described and measured using defined colour spaces and metrics
like  colour  difference  for  various  viewing  conditions  and
material  properties [1].  But  to  measure colour with gloss  and
surface  geometry,  the  bidirectional  reflectance  distribution
function (BRDF) must be used. 

Adding  surface  appearance  information  to  colour
management  will  help  describe  the  appearance  for  different
lighting  and  viewing  conditions  and  give  the  possibility  of
connecting  different  geometries  between  profiles.  Although,
there  are  rendering  software  applications  that  can  model
appearance,  there  is  still  the  need  to  include  appearance
reproduction  in  colour  management  in  order  to  implement  it
during acquisition,  production and process control.  To do that
we need to have a good framework. The first important decision
is to choose a BRDF model, use it to fit BRDF parameters, and
then find an efficient method that can map tristimulus values to
corresponding BRDF parameters. 

Previously, we have used optimised BRDF parameters
data from Sole et al.  [2] and provided a framework using the
iccMAX colour management framework that can produce XYZ
data  at  given  incidence  angle  and  reflection  angle  using
multiplex  connection  space  [3].  Prior  to  iccMAX,  ICC.1
architecture has been in use for profile creation which is well
defined but highly constrained. iccMAX architecture addressed
these constraints by making it possible to use connection space
other than D50, providing support for spectral data both as an
input or as a PCS, making profiles programmable by including
calculator  element  programming,  allowing  the  passing  in  of
environment  variables  at  run  time,  and  allowing  the  use  of
directional appearance by providing support for BRDF models
and Multiple Connection Space [4].    Given,  this flexibility,  we
implemented  a  framework  where  a  TIFF  file  storing  the
optimised BRDF of the individual samples as input is used to
obtain a TIFF file of corresponding tristimulus values with the
geometry  of  any  incidence  angle/reflection  angle  provided
during runtime while applying the ICC profiles. The Multiplex

Connection  Space  (MCS)  was  used  to  implement  the
framework. Two components of the architecture which provide
source data to the MCS are the Multiplex Identification (MID)
profile and the Multiplex Visualisation (MVIS) profile [5]. First
the MID profile was applied to the TIFF file that identifies the
BRDF  parameters  pixelwise  and  passes  them  to  the  MVIS
profile.  The BRDF model  (in  our  case the Ward model)  was
encoded in this MVIS profile that uses the BRDF parameters
from the input channels, and the incidence and reflection angles
that were provided as variables at runtime. The output is a TIFF
file containing tristimulus values at that geometry. This paper is
an extension of that preliminary work [3] which is limited to use
only the known BRDF parameters and outputs tristimulus for a
limited set of samples. In this paper, we explore the possibility
of  obtaining  BRDF  parameters  from  any  given  45⁰:0⁰  XYZ
(which  corresponds  to  the  standard  ICC  profile  connection
space, PCS) such that the material connection space profiles can
then be applied to create a TIFF file of XYZ at any geometry
(incidence angle and reflection angle provided at runtime).       

Therefore,  the  idea  is  to  measure  the  BRDF  of  eight
possible combinations of CMY inks. The eight samples are the
substrate  or  white(0,0,0),  C(100,0,0),  M(0,100,0),  Y(0,0,100),
CM(100,100,0),  CY(100,0,100),   MY(0,100,100),   and
CMY(100,100,100)  from  the  FOGRA  Media  Wedge  CMYK
V3.0  [6].   These  BRDF  measurements  are  used  to  find  the
optimised  BRDF  parameters  of  each  sample  using  a  BRDF
model.   We then  developed an  interpolation  method that  can
map  45⁰:0⁰  geometry  tristimulus  values  to  BRDF  parameters
using  the  45⁰:0⁰  geometry  tristimulus  values  of  the  eight
primaries  and  secondaries  and  their  corresponding  BRDF
parameters.  Thus, the objectives of this paper are: (a) to develop
a simple and efficient interpolation method to map any 45⁰:0⁰
geometry tristimulus value to BRDF parameters and (b) to use
this interpolation method to either create a lookup table that can
be  encoded  in  a  version  4  ICC  profile  or  to  encode  the
interpolation method in a version 5 (iccMAX) ICC profile.   

Method
The  BRDF  measurements  of  the  eight  primaries  and

secondaries and the nine test samples shown in figure 1 chosen
from the FOGRA Media Wedge CMYK V3.0 used in this paper
were  measured  by  FOGRA  [6].  We  then  calculated  the
tristimulus values of eight primaries and secondaries and the test
samples at 45⁰:0⁰ geometry using the D65 illuminant and CIE
1964  colour  matching  functions.  (We  are  considering  0⁰:45⁰
geometry analogous to 45⁰:0⁰ geometry and thus will be using
only  45⁰:0⁰  geometry  hereafter.)  We  used  the  BRDF
measurements  and  Ward  BRDF  model  and  Cook  Torrance
model to fit the BRDF parameters. This gives us the irregular
lattice formed by the tristimulus values of the primaries and the
secondaries and their corresponding BRDF parameters irregular
lattice. We developed an interpolation method that will find the
BRDF  parameters  for  any  given  tristimulus  value  of  45⁰:0⁰
geometry  by  interpolating  the  irregular  lattices.  For  the
interpolation  method,  we  have  modified  the  Shepard
interpolation  method  [7]  for  irregular  lattice/space  combined
with the Neugebauer equations [8] for mixing eight primaries
and secondaries. We discuss the method used in detail next.

This work is licensed under the Creative Commons
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Figure 1. Eight primaries and secondaries and the nine test samples chosen from 

the FOGRA Media Wedge CMYK V3.0.

BRDF Measurements 
All  the samples were printed on a glossy white paper at

FOGRA.  The  reflectance  factor  of  the  eight  primaries  and
secondaries and the nine test samples were measured using GON
360  goniometer  equipped  with  a  CAS  140CT  array
spectrophotometer.  The  measurements  were  performed  at
incidence  angles  (θi)  0°,  15°,  30°,  45°  and  60°  and  viewing
angles (θr) that varies from 30° to -65° in intervals of 5° w.r.t.
incidence angle space.

Ward BRDF
The isotropic and planar Ward BRDF model, in equation 1,

gives the relationship between the colorimetric output at a point
p, the intensity of the light source at that point p, the illuminant
angle, reflection (detector) angle and the BRDF parameters. The
specular  lobe  in  this  model  is  assumed  to  have  a  Gaussian
distribution [9].  For the purpose of this analysis we consider the
light source to be a point source and therefore, the incident light
intensity will be the same in all direction. 

Ip is the tristimulus value at point P with incident angle  θi and
reflection angle  θr.  Ii is the incident light intensity,  RdX, RdY and
RdZ are  the  spectral  diffuse  reflectance  components,  ks  is  the
specular coefficient of the sample and δ = (θi – θr)/2 at point P. 

Cook Torrance BRDF
The  Cook  Torrance  BRDF is  a  physically  based  BRDF

model  based on the idea that  only those microfacets  oriented
towards the H vector contribute to the final reflection at angle θi

as show in figure 2 [10]. 

Figure 2. Angles and vectors used in the BRDF equations [10].

The specular term  Rs in this case is the compound of the
functions  D,  F and  G as shown in equation 2, where  D is the
microfacets distribution,  F is the Fresnel factor that is reflected
from the entire surface with angle  α  between the  H vector and
the reflected light direction as shown in figure 2, and  G is the
geometric attenuation factor (i.e. light that is not accounted for
due to shadowing and masking) as shown in equation 3.  D is
typically a Gaussian distribution and,  in this case, we use the

Beckmann  distribution  as  shown  equation  4  [11]  and  F  is
considered to be 1.  

The simplified isotropic Cook Torrance BRDF model used
in  this  paper  is  given  in  equation  5.  For  each  primary  and
secondary  sample,  the  tristimulus  values  calculated  using  the
measured reflectance data, D65 illuminant and CIE 1964 colour
matching functions are then used to fit and optimise the BRDF
parameters  ks,  Rdx,  RdY,  Rdz and  m using  the  Nelder-Mead
downhill simplex algorithm [12] and  ΔE00 colour difference as
the objective function [2] i.e. the ΔE00 between the measured and
estimated tristimulus values was minimized.  

Ip is the tristimulus value at point P with incident angle  θi and
reflection angle  θr.  Ii is the incident light intensity,  RdX, RdY and
RdZ are  the  spectral  diffuse  reflectance  components,  ks  is  the
specular coefficient of the sample and δ = (θi – θr)/2 at point P.
The term IaRa is the ambient light which is assumed to be zero as
the experiment was performed in dark conditions. The specular
component Rs is already given in equation 2.

Neugebauer model
The  Neugebauer  model  is  used  to  predict  spectra  or

colorimetry of  halftoned  colour prints.  This  model  states  that
using the probability of  area  coverage  by  cyan,  magenta  and
yellow inks, we can predict any colour formed in between. The
probability of area coverage of these ink can be interpreted from
the fractional area covered by cyan,  magenta and yellow inks
[8]. Let these probabilities be c, m and y then the probability of
absence  of  these  inks  will  be  (1-c),  (1-m) and  (1-y)
respectively. Therefore, the probability of white i.e. the substrate
will be  (1-c)(1-m)(1-y). The probability of pure cyan will bec(1-m)(1-y), or a mix of cyan and magenta but no yellow will
be  cm(1-y) and so on. Therefore, the spectrum or colorimetry
can be obtained by mixing respective spectra/colorimetry of the
eight  primaries  and  secondaries  according  to  the  ink
probabilities.  This  mixing can be obtained using interpolation
methods like trilinear  interpolation where the CMY primaries
and secondaries form a regular lattice mapping to an irregular
lattice. The Neugabauer equations can be surmarised as below,
where given, Xi,Yi,Zi, the tristimulus values of the eight primaries
and  secondaries  and  the  probabilities  c,  m  and  y  then  the
corresponding  tristimulus value (Xcmy, Ycmy, Zcmy) is given by: 
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Shepard Interpolation
The  Shepard  interpolation  is  useful  in  interpolating  data

forming irregular lattice or scattered points [7].  It  is a simple
form of inverse distance weighted interpolation. Let  there be a
set of n scattered data points xi and yi where i∈{1,2,…,n}, xi∈ RN
and  yi∈ RM. For any point  x the corresponding  y value can be
interpolated by weighting yi with the inverse distance of x withxi. Let distance Di=||x – xi||p where p is the Lp norm and can be
chosen accordingly [13]. Then,

Interpolation Method
An  interpolation  method  has  been  developed  from  the

Shepard interpolation and Neugebauer model to find the BRDF
parameters of a BRDF model for an input tristimulus value of
45⁰:0⁰  geometry.  This  is  done by mixing the 45⁰:0⁰  geometry
tristimulus  values  of  the  eight  primaries  and  secondaries  and
their corresponding BRDF parameters obtained using the BRDF
model.  This  algorithm  is  a  modification  to  the  Shepard
interpolation with inspiration from the Neugebauer model to mix
eight secondaries and primaries but in an irregular space. The
modification is done to preserve the chromaticity of the input
first, by sorting the primaries and secondaries according to the
closest  chromaticity  to  the  input.  The  top  closest  group  of
primaries and secondaries in chromaticity is chosen such that the
inverse distance interpolation of  the tristimulus values of  this
group of  primaries  and  secondaries  produces  the  least  colour
difference with  the input.  This  helps in  choosing the  optimal
number of primaries and secondaries required to mix. Once the
closest  interpolated  tristimulus  value  and  its  corresponding
BRDF parameters are obtained then the diffuse components of
the  interpolated  BRDF parameters  are  scaled  with  individual
factors such that these factors scale the interpolated tristimulus
value to the input tristimulus value. The specular coefficient and
the  standard  deviation  obtained  by  the  distance  weighted
interpolation then describes the specular lobe. The algorithm is
described below.

Let  the  input  tristimulus  value  be  the  vector  I, and  the
tristimulus values of the eight primaries and secondaries be the
vectors  Ii and  their  corresponding  BRDF  parameters  be  the
vectors Bi where i ∈ {1,2,3,…,8} and Bi∈R5. 

Calculate the chromaticity co-ordinates vector  C of  I and
the chromaticity co-ordinates vectors Ci of Ii respectively, wherei ∈ {1,2,3,…,8}.

For a given tristimulus value the chromaticity co-ordinates
x, y, z are given by:x = X/(X+Y+Z); y = Y/(X+Y+Z); z = Z/(X+Y+Z);

Find the distance between vectors  C and  Ci, based on Lp

norm as follows: di=||C – Ci||p, 
where  p can be chosen accordingly, in this case we have

chosen p = 2 which reduces it to Euclidean distance.
Create vectors  Si that store the index  i of  di in ascending

order of distance values in vector di, i changes from 1 to 8.
Set n = 1 and do the following: 
a Set colour difference variable E = 1000.
b Calculate distance Di = || I – ISi||, where i changes 
from 1 to n.
c Calculate tristimulus value T’ as:

where, μ can be chosen accordingly. In this case, 
we have chosen μ=1.

c.d Calculate the colour difference E’  using ΔE00 betweenT’ and I.
c.e If E’ < E, then set E = E’, interpolated tristimulus

vector T = T’, and calculate interpolated BRDF 
parameters vector B as:

c.f  Increment n and continue step b. to step f. until n = 8.
Once  we  have  the  closest  tristimulus  value  T and  its

corresponding BRDF parameters  B, then we need to scale each
tristimulus  co-ordinates  (Tx,Ty,Tz) of  T to  the  tristimulus  co-
ordinates (Ix,Iy,Iz) of  I  and apply the same individual scaling to
the diffuse components (Rx,Ry,Rz) of B respectively:a = IX/TX , b = IY/TY , and  c = IZ/TZ ,
By scaling with a, b and c we get T = (IX, IY, IZ) and the diffuse
components of  B = (aRX,bRY,cRZ).  This ensures that the input
colour  is  preserved.  It  is  possible  because  the  diffuse
components and the input tristimulus value share a relationship,
and multiplying, both T and the diffuse components of B by the
same ratios we still maintain the same relationship between the
two.

Results and Discussion
The tristimulus values and the optimised BRDF parameters

were calculated for white,  C,  M, Y, CM, CY, MY and CMY
samples for the Ward and Cook Torrance BRDF models.  Using
these  optimised  BRDF  parameters  and  their  corresponding
BRDF equation  i.e.  equation  1  or  equation  5,  the  tristimulus
values were calculated for the five incidence angles 0⁰, 15⁰, 30⁰,
45⁰ and 60⁰ (θi space) and reflection angles -30⁰ to 65⁰ (θr space)
in intervals of 5⁰. ΔE00 is calculated between these values and the
corresponding tristimulus  values  obtained using  the  measured
reflectance data. The overall mean ΔE00 was 6.79 (Ward BRDF),
6.5 (Cook Torrance BRDF) for the eight primary and secondary
samples. The specular peaks of the measured data in terms of Y
(relative  luminance)  cd/m2 increases  with  increasing angle  of
incidence.   It  should  be  noted  that  the  tristimulus  values  of
diffuse reflection obtained using the two models are scaled by
cos(θi) which  decreases  the  overall  brightness  value  as  the
incidence angle increases. The BRDF parameters obtained from
the  Ward  model  create  specular  peaks  such  that  the  scaling
reverses the relationship of relative luminance with respect to the
increase  in  incidence  angle  i.e.  peak  Y  values  decrease
accordingly. This overall decrease in brightness as the incidence
angles increases also occur in  the case of the Cook Torrance
model while the specular peaks still hold the same relationship
after scaling as in the case of the reference BRDF measurements.
The root mean square differences (RMSD) between the Y values
of the reference specular highlights and the specular highlights
obtained from the optimised BRDF parameters of the primaries
and  secondaries  were  also  calculated.  Figure  3a  shows  the
relative luminance plot of the primary sample (yellow) with the
highest RMSD i.e. 1.20x102 cd/m2 in the case of Cook Torrance
model.  Figure  3b  shows  the  relative  luminance  plot  of  the
sample (cyan) with the highest RMSD i.e. 1.40 x102cd/m2 in the
case of Ward model, respectively.
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(a)

(b)

Figure 3.  The Y values obtained from measured BRDF (red line) and optimised

BRDF (black dotted line) parameters are plotted against the reflection angles for

each incidence angle. Plot (a) is of primary Yellow which has the highest RMSD in

Y for Cook Torrance model. Plot (b) is of secondary Cyan which has the highest

RMSD in Y for Ward model.  

The  plot  in  figure  3a,  shows  that  the  specular  peaks
obtained from the Cook Torrance model at incidence angle 30⁰
15⁰ and 45⁰ are close to the measured specular peaks, while for
60⁰ incidence angle the specular peak is overestimated. In the
case of the Ward Model, figure 3b shows that the specular peaks
obtained  are  underestimated  for  all  the  incidence  angles;
however,  as  the  incidence  angles  decrease  the  difference
between  the  measured  and  the  estimated  specular  peaks
decreases.  We will  use these optimised BRDF parameters for
our interpolation method. 

The  main  objective  in  this  paper  is  to  derive  an
interpolation method and evaluate it  by comparing the BRDF
parameters output  to the optimised BRDF parameters and the
reference BRDF measurements. Given the results shown above,
the BRDF parameters obtained from our interpolation method
can be seen to lie within the accuracy obtained by the optimised
parameters.  (We  limited  our  evaluation  to  the  incidence  and
reflection  angles  used  in  the  optimisation  model  in  order  to
maintain reliability.) 

Another observation is that, for tristimulus values around
the specular peak, the Y (relative luminance) value goes above
100 cd/m2. The Jzazbz colour difference [14] was considered as
the objective function but  as  it  is  designed for  high dynamic
range data, the colour differences obtained were very low which
required  the  optimisation  tolerance  value  to  be  reduced
substantially.  The  optimised  BRDF  parameters  thus  obtained
were not significantly better than the parameters obtained using

ΔE00 as the objective function. For this reason, we chose to use
ΔE00 as the objective function. 

The interpolation method was applied to nine test samples
that  have black value K = 0 from the FOGRA media wedge
shown  in  figure  1  and  evaluated  for  both  Ward  and  Cook
Torrance models.  The reference BRDF measurements and the
optimised  BRDF  parameters  were  obtained  for  these  nine
samples to evaluate the performance of the interpolated BRDF
parameters. The root mean square differences (RMSD) between
the  interpolated  BRDF  and  the  optimised  BRDF  parameters
were calculated. For illustration purposes, the samples with 50 th

percentile  and  maximum of  RMSD obtained  using  the  Cook
Torrance model are shown in figures 5 and 6, respectively, as
sRGB representations. Figure 7 and 8 are sRGB representations
of samples for which the RMSD between the interpolated BRDF
and the optimised BRDF parameters using the Ward model is
50th percentile and the highest, respectively. The black patches
depict  reflection  angles  at  which  the  measurements  were  not
possible when measuring the BRDF.   

Figures 4a and 4b show the relative  luminance  obtained
from the  measured  BRDF,  optimised BRDF and interpolated
BRDF parameters, plotted against reflection angles of samples
with 50th percentile and maximum of RMSD obtained using the
Cook  Torrance  model.  Figure  9a  and  9b  show  the  relative
luminance against reflection angles plotted for the four incidence
angles of samples with 50th percentile and maximum of RMSD
using the Ward model. The red solid line, dotted line and dashed
line  correspond  to  relative  luminance  values  obtained  from
reference  BRDF  measurements,  optimised  BRDF  parameters
and  the  interpolated  BRDF  parameters  respectively.   The
specular  peaks obtained using interpolated method as  seen  in
these plots follow the same characteristics found in the case of
optimised  BRDF  of  the  primaries  and  secondaries  discussed
earlier.  

We  also  calculated  the  average  RMSD  between  the  Y
values  obtained  using  interpolated  BRDF  parameters  and
reference Y values at specular highlights, and between Y values
obtained  from  optimised  BRDF  parameters  and  reference  Y
values at specular highlights for each incidence angle for all the
nine test samples as shown in table 1.

Table 1:  Average RMSD of the nine test samples between
the Y values obtained using interpolated BRDF parameters
&  reference  Y  values  and  RMSD  between  the  Y  values
obtained using optimised BRDF parameters & reference Y
values at specular highlights.

15⁰ 30⁰ 45⁰ 60⁰
Interpolated BRDF 
parameters & reference 
BRDF measurements

CT 0.48 0.37 0.66 2.24

Ward 0.72 0.57 0.62 2.03
Optimised BRDF 
parameters & reference 
BRDF measurements

CT 0.82 0.66 0.54 1.61

Ward 0.70 0.58 0.68 2.07

From  the  table  we  can  see,  that  in  the  case  of  Cook
Torrance model the predicted Y values are close to the reference
Y values at incidence angles 30⁰, 45⁰ and 15⁰.   For incidence
angle 60⁰ the Y values are overestimated at the specular peak
with an RMSD of above 2 i.e. around 200 cd/m2. The Y values
of  the  specular  peak  obtained  from  interpolated  BRDF
parameters overestimates specular peaks more than the specular
peaks from optimised BRDF parameters at 60⁰ incidence angle. 

In  the  case  of  Ward  model,  the  Y  values  of  specular
highlights  obtained  using  interpolated  BRDF  parameters  are
close  to  the  Y  values  obtained  using  reference  BRDF  at
incidence angles 30⁰, 45⁰ and 15⁰. The RMSD of Y value is 2.03
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i.e. around 203 cd/m2  at incidence angle 60⁰.  Results from the
interpolated BRDF parameters and optimised BRDF parameters
are similar in this case. 

Estimation  of  specular  peaks  using  interpolated  BRDF
remain  consistent  for  all  the samples.  The  Y values obtained
using  optimised  BRDF  parameters  are  not  as  consistent  and
close  to  the  reference  for  all  the  samples.  Specular  peaks
predicted using optimised BRDF parameters might suffer due to
local minima.

(a)

(b)

Figure 4. (a) is the plot for relative luminance Y that corresponds to test sample

with  50th percentile  of  RMSD,  (b)  is  the  plot  for  relative  luminance  Y  that

corresponds  to  test  sample  with  the  maximum  of  RMSD  obtained  between

interpolated  BRDF  parameters  and  optimised  BRDF  parameters  for  Cook

Torrance model. Red solid line depicts BRDF measurements, dotted line depicts

optimised  BRDF  parameters  and  dashed  line  depicts  interpolated  BRDF

parameters.

Figure 5. This figure corresponds to colorimetric representation of the reference

BRDF  measurements  (top),  optimised  BRDF  parameters  (middle)  and  the

interpolated  BRDF parameters  (bottom) of  the sample that  is  50th percentile  of

RMSD between interpolated BRDF parameters and optimised BRDF parameters

for Cook Torrance model.

Figure 6. This figure corresponds to colorimetric representation of the reference

BRDF  measurements  (top),  optimised  BRDF  parameters  (middle)  and  the

interpolated BRDF parameters (bottom) of the sample that had maximum of RMSD

between interpolated BRDF parameters and optimised BRDF parameters for Cook

Torrance model.

Figure 7. This figure corresponds to colorimetric representation of the reference

BRDF  measurements  (top),  optimised  BRDF  parameters  (middle)  and  the

interpolated  BRDF parameters (bottom)  of  the sample that  is  50th percentile  of

RMSD between interpolated BRDF parameters and optimised BRDF parameters

for Ward model.

Figure 8. This figure corresponds to colorimetric representation of the reference

BRDF  measurements  (top),  optimised  BRDF  parameters  (middle)  and  the

interpolated BRDF parameters (bottom) of the sample that is maximum of RMSD

between interpolated BRDF parameters and optimised BRDF parameters for Ward

model.
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(a)

(b)

Figure 9. (a) is the plot for relative luminance Y that corresponds to test sample

with  50th percentile  of  RMSD,  (b)  is  the  plot  for  relative  luminance  Y  that

corresponds  to  test  sample  with  the  maximum  of  RMSD  obtained  between

interpolated BRDF parameters and optimised BRDF parameters for Ward model.

Red solid line depicts BRDF measurements, dotted line depicts optimised BRDF

parameters and dashed line depicts interpolated BRDF parameters.

Table  2  shows  the  average  ΔE00 of  diffuse  reflections
calculated  between  tristimulus  values  obtained  using
interpolated BRDF parameters, reference BRDF measurements
and optimised BRDF for all the test samples. The average ΔE00

between the interpolated and optimised BRDF is close to 1.  The
overall  colour  difference  obtained  between  the  two  BRDF
models is similar. This shows that once BRDF parameters of the
primaries  and  secondaries  are  carefully  obtained  then  mixing
these  vertices  using  the  interpolation  method  can  retain  the
BRDF  characteristics  contributed  by  the  optimised  BRDF
parameters  of  the  primaries  and  secondaries  and  the  input
sample’s  diffuse  colour.  Since  to  obtain  optimised  BRDF
parameters, the tolerance value, training data, initial parameters,
optimisation method etc. must be properly chosen and tested for
each  sample  every  time,  this  interpolation  method  is  a  more
reliable  and  efficient  method  to  predict  BRDF  for  a  large
number of samples.

Figure  10a  shows,  that  for  all  nine  test  samples  the
chromaticity  of  diffuse reflection is  preserved by  interpolated
BRDF parameters (white asterisks) and optimised BRDF (red
dots) parameters and are as close to the chromaticity obtained
from the reference BRDF measurements (black circles). Figure
10b shows that for all the nine test samples the chromaticity at
specular reflection is close to D65 (black circle) for interpolated
BRDF parameters (white asterisks) and optimised BRDF (red
dots) parameters while the average chromaticity obtained from
reference BRDF measurements (black dots) is (0.2789, 0.2908).

Table 2: Average colour difference of diffuse reflection of all
test samples calculated between tristimulus values obtained
from  interpolated  BRDF  parameters,  reference  BRDF
measurements  and  optimised  BRDF parameters  for  Cook
Torrance and Ward Model.

CT
ΔE(diffuse)

Ward
ΔE(diffuse)

Interpolated BRDF parameters/ 
reference BRDF measurements 5.02 5.09
Optimised BRDF parameters/ 
reference BRDF measurements 4.74 4.85
Optimised BRDF parameters/ 
Interpolated BRDF measurements 1.17 1.11

 (a) (b)

Figure  10. Mean  chromaticity  obtained  from the  optimised  BRDF parameters,

interpolated  BRDF parameters  and  reference  BRDF measurements  for  all  the

nine-test  sample.  (a)  Chromaticity  of  diffuse  reflections  (b)  Chromaticity  of

specular reflections plotted for measured BRDF (black circles), optimised BRFD

(red dots) add interpolated BRDF (white asterisks).   

Conclusions
From  the  results  it  is  seen  that  the  interpolated  BRDF

parameters remain consistent when used to derive the tristimulus
values  and  the  specular  lobe  w.r.t  incidence  angles.  The
interpolation method is able to predict the specular co-efficient
ks and standard deviation  m reasonably well.  When using the
reference BRDF measurements, the fitted ks and m values were
quite similar among the primaries and secondaries.  While the
prediction  has  preserved  the  diffuse  colour  and  obtained  an
acceptable specular peak for 45⁰, 30⁰ and 15⁰ incidence angle,
the relative luminance difference increases for the 60⁰ incidence
angle, which is a limitation of the BRDF optimisation. The Cook
Torrance  model  was  able  to  predict  the  specular  peaks’
relationship  to  incidence  angle  seen  in  the  reference  BRDF
measurements for all the samples, better than the Ward model.
The interpolated BRDF parameters were also able to preserve
these  relationships.  The  chromaticity  at  diffuse  reflection  is
preserved  for  all  the  samples  while  there  is  a  shift  in
chromaticity at the specular highlights and as expected is closer
to the chromaticity of the illumination used.

Other BRDF models such as Lafortune BRDF and Strauss
BRDF  should  also  be  tested  to  see  the  performance  of  the
interpolation method for different types of BRDF models. With
an improved model and well optimised BRDF parameters for the
primaries and secondaries, the interpolation method is expected
to  be  able  to  predict  parameters  accurately  for  different
incidence  angles.  Further,  it  is  important  to  evaluate  the
interpolation method for  samples  with  more  complex  surface
properties. Due to its simplicity and efficiency this interpolation
can be integrated into colour management as a lookup table in
ICC version 4 or the method can be encoded using ICC version
5. These profiles that map XYZ to BRDF parameters along with
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the previous work [3] done to obtain XYZ for a given geometry
by applying ICC profile to the BRDF parameters in a TIFF file
defines a complete framework to map tristimulus values from
45⁰:0⁰ geometry (PCS) to tristimulus values at another geometry.
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Implementing directional reflectance in a colour managed 

workflow 

Tanzima Habib, Phil Green and Aditya Sole, Norwegian University of Science and Technology, Gjøvik, Norway. 

Abstract 
This paper implements an appearance rendering workflow 

using the iccMAX architecture with the aim of reproducing the 

directional appearance of surface colours on a display. In 

previous work, the prints were measured bidirectionally using 

an image-based measurement setup, and the bidirectional 

reflectance distribution function of the materials was estimated 

using the well-established Ward reflectance model. This function 

was applied in a colour managed workflow using the ICC.2 

architecture to render the appearance of the prints on a display. 

The seven used as samples to the renderings.  

Introduction 
Colour management is increasingly concerned with the 

rendering of appearance rather than solely colorimetry. While 
3D rendering softwares like Mitsuba renderer is able to apply 
sophisticated models to generate realistic simulations, there is a 
need to integrate appearance reproduction into existing colour 
management frameworks that can be implemented in production 
and process control. 

Modeling the appearance of a material/object surface 
should take into account the directions of incident light and 
viewing, together with the optical properties of the material. A 
reflectance model such as Cook-Torrance or an empirical Ward 
model is commonly used in computer graphic to model material 
reflectance properties and estimate the bidirectional reflectance 
distribution function (BRDF) [1]. Reflectance models can be 
classified into physical or phenomenological models. Physical 
models use optics and physics to define the function using the 
micro facet theory, while phenomenological models use 
analytical models to fit measured data and estimate reflectance 
[1].  

A series of directional measurements can be used to 
optimize reflectance model coefficients which can then be used 
to estimate material BRDF at a given incident and viewing 
direction. Bi-directional reflectance can be measured with a 
goniospectrophotometer but this can be relatively time 
consuming [2]. To overcome this limitation, image-based 
measurement setups have been proposed and used [2-4]. 
Marschner et. al. [3] demonstrates such a measurement setup to 
measure a variety of different samples like paints, and human 
skin. A similar setup was used by Sole et. al. [5,6] to measure 
packaging print materials and estimate material BRDF by 
optimizing the coefficients of the Cook-Torrance [7] and the 
isotropic Ward [8] models. In [5], a printed sample that is 
wrapped around a cylinder of known radius is illuminated using 
a point light source and the resulting radiance from the curved 
sample is measured using an RGB camera as detector. Figure 1 
shows the schematic of the measurement setup used by Sole et. 
al [5, 6].  

The measurements thus obtained were used to optimize 
reflectance model coefficients to estimate the full BRDF of the 
measured samples [2, 6]. These optimized reflectance model 
coefficients can be used to obtain a rendering of the materials at 
different illumination and viewing directions.  

A software renderer such as Mitsuba [10] can apply 
different reflectance models to generate realistic simulations 

either spectrally or in the sRGB domain. Integrating the renderer 
into existing colour management frameworks however can be a 
challenge. The ICC.2 (iccMAX) architecture [16] recently 
introduced by the International Color Consortium (ICC) 
incorporates a stack-based scripting language that makes it 
possible to encode a functional transform such as BRDF [11] 
within the profile. 

 
Figure 1. Image-based measurement setup [9]. 

In this paper, we use the BRDF coefficients calculated by 
Sole et. al. to optimize the isotropic Ward reflectance model. The 
coefficients were used as input data to the Ward model encoded 
in an iccMAX profile, which was then used to compute the 
colorimetry of a sample at different incident and viewing 
directions. 

The objectives of the work presented in paper are: 
1. to show a BRDF workflow is possible using iccMAX 
2. to describe the implementation, performance and 

limitations of this workflow. 

Image-based measurement 
The samples used by Sole et al [5] were wax based inks 

printed on a matte coated white paper. They were pasted as strips 

on a circular structure with a marked angular ruler at the bottom 

as shown in Figure 1. Seven different colour samples namely, 

white, red, cyan, Pantone 10309C, magenta, Pantone 10213C 

and Pantone 10253C were printed using an OCE ColourWave 

600 printer. These samples were measured using the image-

based setup for 10 different illumination angles.  

A tungsten illumination source was configured to 

approximate a point light source and the acquisition system was 

a Nikon D200 DSLR camera. The setup is shown in Figure 1 

where the semi-circle S is the sample with radius R and center O. 

C is the position of the sensor (camera) placed normally from the 

mid-point of S at a distance dC from O. L is the position of the 

light source at a distance dL from O. The RGB intensities were 

taken from the raw images of the samples and the incident and 

reflected angles at each pixel (P) were calculated from the 

illumination angles (θL). (Full details can be found in Sole et. al. 

[5, 6]). The captured RGB intensities were converted to XYZ 

using the matrix M derived using the camera spectral sensitivity 

and the CIE 2° observer colour matching function [12].  
The cyan and magenta samples were measured by Sole et. 

al. in [5] using a telespectroradiometer. These measurements 

provide a reference for analysis of the colorimetric output from 

the ICC profiles implemented in the present study. 
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Ward Model  
As the samples are isotropic and planar, the isotropic Ward 

model was used to fit the measured reflectance data [5]. The 

equation for the isotropic and planar Ward model in this case is 

given by equation 1. 

 
 

where Ip is the camera colorimetric output (XYZ) at pixel P 

with incident angle θi and reflection angle θr. Ii is the incident 

light intensity, Rdx, RdY and Rdz are the spectral diffuse reflectance 

components, ks is the specular coefficient of the sample and cosδ 

= cos((θi – θr)/2) at pixel P [5].  

Obtaining Ward Model coefficients 
Reflection coefficients Ks, Rdx, RdY and Rdz and m were fitted 

and optimized using the Nelder-Mead downhill simplex 
algorithm [13], with ∆E00 colour difference as the objective 
function [5]. 

Method 

Workflow using iccMAX 
A colour management framework applies a series of 

transforms in order to connect the source values to a destination 

colour space. In our case we wish to connect input data to a 

simulation of the directional appearance on a display. The 

connection from source device to XYZ, and from XYZ to display 

device, can be handled by device profiles, and so the core task 

addressed in this paper is to transform from XYZ representing 

the diffuse reflectance to an adjusted XYZ representing the 

appearance of the material once the angles of illumination and 

viewing have been taken into account.  

Implementing the Ward model as described above is not 

possible within the colour management architecture defined by 

ICC.1 [14, 15] since this specifies a point-wise transform with a 

limited set of transform elements (curve, matrix and look-up 

table), and the Profile Connection Space (PCS) is defined to 

represent a matt, diffusely reflecting planar surface measured 

with a 0:45 geometry, and with a D50 illuminant. 

ICC.2 [16], however, extends the ICC.1 architecture and 

provides a much richer support for colour management of other 

types of material and other geometries of measurement and 

viewing. Of relevance to our application, ICC.2 supports a wider 

range of transform elements, and fully directional illumination, 

measurement and viewing geometries. 

ICC.2 incorporates the curve, matrix and LUT elements of 

ICC.1, but with fewer restrictions - unlike the fixed element 

sequence in ICC.1 transforms, they are defined more flexibly and 

can be applied in any number and order. ICC.2 also includes an 

option to use the 'calc' element, a script language which makes 

transforms fully programmable. 

There are two basic modes in which BRDF data can be 

incorporated in an ICC.2 profile. Where it is expected that an 

external application, such as 3D rendering software, will perform 

the processing, BRDFStruct tags allow parameters for a BRDF 

model to be provided with the image data. Such an example was 

outlined by Vogh [17]. Where it is desired that the colour 

management module (CMM) use the device data and BRDF 

parameters to compute PCS values representing the appearance 

of a material at a given illumination and viewing angle, the 

required processing can be performed by the ICC.2 CMM. In this 

case the transform must be defined by the profile creator, since 

while ICC.2 includes tags which allow angular geometry to be 

input with the image data, a conforming CMM is not required to 

have the ability to apply a BRDF model. 

Although other ICC.2 transform elements could in principle 
be used to specify a BRDF transform, the most direct way to 
encode such a model is to use a calc element. A calc element is 
incorporated in a multiProcessingElement, which can be 
included in many of the ICC.2 transform types. BRDF Function 
tags, for example, provide four channels for specification of 
illumination and viewing angles in terms of both azimuth and 
elevation, in addition to the channels representing the source 
colour space. However, in our application we wish to define five 
optimized parameters for each colour for the Ward BRDF model, 
as described above, and rather than specify illumination and 
viewing angles for each pixel we only define a single set of 
angles for the image. 

The brdfBToA1Tag provides additional channels for 
specification of illumination and viewing angles, but not for 
parameters as defined by the Ward model.  

Other options for defining these parameters include: 
- using an xCLR colour space, where x would be the number 

of source colour space channels plus four, in conjunction 

with an AToB1 tag. 

- using a multiplex connection space (MCS) that supports 

the additional channels. 

Since the model parameters identify the material rather than 

the colour, in this initial implementation we have chosen to use 

an MCS to connect input XYZ data and optimized coefficients 

with the visualization. 

Multiplex Connection Space 
Data representing multiple channels is passed into an MCS 

by a Multiplex Identification (MID) profile. Once in the MCS, 
the channels can be routed through different pathways depending 
on the requirements. A Multiplex Visualization (MVIS) profile 
can be used to connect the channels to a colorimetric or spectral 
PCS, performing any processing needed to convert to this PCS 
[18]. The multiplexTypeArrayTags is defined to assign channel 
names and is used to match channels in and out of the MCS, and 
check channel compliance to any subset requirements between 
profiles. The optional multiplexDefaultValuesTag defines 
default values for channels. A MID class profile uses an AToM0 
tag to provide the transform from device channel data to MCS 
channel data while MVIS class profile can use MToS0 (spectral) 
or MToB0 (colorimetric) tags to provide transform from MCS 
channel data to PCS channel data. Once the source and 
destination profiles are connected, the source MCS channels 
connect to the destination MCS channels with matching names 
[16]. The workflow of MID – MVIS connection with no subset 
requirements is used to encode the Ward model as shown in 
Figure 3. The Ward model is encoded in a calculatorElements 
tag as a main function [19]. 

In this workflow, the BRDF model optimized coefficients 

(Rdx, RdY, Rdz,, ks and m) for each sample are passed through 

‘nc0005’ input channels to the MID profile. These 5 input 

channels are passed to the MVIS profile through MCS 

connection. The desired viewing angles θi and θr are passed in at 

run-time as environment variables (incident and reflection 

respectively) to the MVIS profile, where the Ward model is 

encoded as in Eqn. 1 inside the calculator element tag of MToA0 

tag. The MVIS profile takes the 5 input channels, together with 

the environment variables for incident and viewing angles, and 
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applies the encoded Ward model to output PCS XYZ [19]. This 

workflow was implemented as follows: 

1.  A TIFF file is used to store per pixel the five BRDF 

coefficients Rdx, RdY, Rdz,, ks and m. 

2. A MID profile reads these channels from the TIFF file 

and passes them to the MCS.  

3. An MVIS profile then takes the channels from the 

MCS and applies the BRDF ward model using the parameters 

pixelwise. Finally, a new TIFF file is created with the estimated 

XYZ values for the given incidence and viewing angles. 

 
 

 
Figure 2. MID-MVIS to encode Ward Model workflow. 

Custom PCS 
The measured radiance of the source light used to illuminate 

the samples [5], after normalization, was (0.97, 1, 0.484). Since 

this is different from the standard D50 PCS used in ICC colour 

management, a customToStandardPccTag has to be defined with 

the tag signature ‘c2sp’ as a multiProcessElementType. This tag 

converts from the custom colorimetry to standard D50 

colorimetry. The matrix to be included inside this tag is the 

chromatic adaptation transform matrix from custom white point 

as the source to D50 white point as the destination. Similarly, a 

standardToCustomPccTag using tag signature ‘s2cp’, is required 

to define the inverse of this chromatic adaptation transform 

matrix.  The linear Bradford chromatic adaptation transform was 

used to create the 3x3 transform matrix from custom source 

white point to D50, as recommended in the ICC specification.  A 

spectralViewingConditions tag is also defined to include the 

spectral power distribution of the illuminant, colour matching 

functions (CMFs) of the observer and the lighting levels of the 

surround [16]. 

Results and discussion 
The profiles created were applied to TIFF files containing 

BRDF parameters to obtain XYZ values for different pairs of 
(incidence, reflection) angles, for each sample. A summary of 

the results is given in Table 1, a selection of reflectance functions 
for cyan and magenta are compared with measured values In 
Figures 3-8, and a visualization of the results is shown in Figures 
9-12.  

Performance of profiles relative to Ward model 
predictions 

Table 1. shows the ΔE2000 calculated between the 
estimated XYZ obtained by applying the ICC profile and the 
estimated XYZ obtained by Sole et. al. [5] and ΔE2000 
calculated between the estimated XYZ obtained by applying the 
ICC profile and the estimated XYZ obtained by isotropic Ward 
model implemented in MATLAB for cyan sample with 
incidence and reflection angles as (40⁰, -10⁰), (40⁰, 0⁰), (40⁰, 
10⁰) and (40⁰, 30⁰). In this paper, reflection angle is synonymous 
to viewing direction. The ΔE2000 calculated between MATLAB 
is negligible while the ΔE2000 with Sole et.al. is less than 1.0. 

 
(θi, θr) ΔE2000   

(a) 
ΔE2000  

(b) 
(40⁰, -10⁰) 0.6407 0.0011 
(40⁰, 0⁰) 0.6644 0.0010 

(40⁰, 10⁰) 0.7157 5.8370e-04 
(40⁰, 30⁰) 0.8636 1.2928e-04 

Table 1. (a) ΔE2000 between estimated XYZ obtained by Sole. et. al. and 

estimated XYZ obtained using ICC profiles and (b) ΔE2000 between 

estimated XYZ obtained using MATLAB and estimated XYZ obtained using 

ICC profiles for cyan sample with incidence and reflection angles as (40⁰, -

10⁰), (40⁰, 0⁰), (40⁰, 10⁰) and (40⁰, 30⁰).Performance of Ward model 

encoded as ICC profile in predicting directional measurements 

In Figure 3, Figure 4 and Figure 5 for incidence angles 30⁰, 
45⁰ and 60⁰ respectively of the cyan sample, the Y values of the 
estimated XYZ using the MVIS profile, estimated XYZ adapted 
to D50, D65 and A illuminants and the reference XYZ with D50 
white point are plotted for reflection angles ranging from 80⁰ to 
-80⁰ in steps of 5⁰. The estimated Y curves predict the specular 
lobe on the left of the y-axis at the correct reflection angles when 
compared to the reference Y curve.  Although in Figures 4 and 
5, as the incidence angle increases the Y values near the specular 
lobe are somewhat underestimated.  

 

 
Figure 3. For cyan sample and incidence angle 30⁰, the reference Y, 

estimated Y, estimated Y adapted to D50, adapted to D65 and adapted to 

A values are plotted in the y-axis and reflection angles from -80⁰ to 80⁰ in 

the x-axis. 

Similarly, in Figures 6-8 for the magenta sample and 
incidence angles 30⁰, 45⁰ and 60⁰respectively, the Y values of the 
estimated XYZ using MVIS profile, estimated XYZ adapted to 
D50, D65 and A illuminants and the reference XYZ with D50 
white point are plotted for reflection angles ranging from 80⁰ to 
-80⁰ in steps of 5⁰. Although in Figure 6 the Y values near the 
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specular lobe are overestimated, in Figures 7 and 8 as the 
incidence angle increases the Y values near the specular lobe are 
largely underestimated.  
 

 
Figure 4. For cyan sample and incidence angle 45⁰, the reference Y, 

estimated Y, estimated Y adapted to D50, adapted to D65 and adapted to 

A values are plotted in the y-axis and reflection angles from -80⁰ to 80⁰ in 

the x-axis. 

 
Figure 5. For cyan sample and incidence angle 60⁰, the reference Y, 

estimated Y, estimated Y adapted to D50, adapted to D65 and adapted to 

A values are plotted in the y-axis and reflection angles from -80⁰ to 80⁰ in 

the x-axis. 

 
Figure 6. For magenta sample and incidence angle 30⁰, the reference Y, 

estimated Y, estimated Y adapted to D50, adapted to D65 and adapted to 

A values are plotted in the y-axis and reflection angles from -80⁰ to 80⁰ in 

the x-axis. 

Figures 9 -12 are sRGB images of estimated XYZ at 
incidence angles -30⁰, 0⁰, 45⁰ and 60⁰ for reflection angles from 
[-80⁰,80⁰] in steps of 5⁰ of cyan, magenta, Pantone 10309C and 

Pantone 10213C samples respectively, used by Sole et al [5]. 
These sRGB images are created after adapting the estimated 
XYZ values to D65 and then converting them to sRGB. From the 
images the increased reflectance of the specular lobe can be seen, 
and as the difference between the incidence angle and the normal 
at 0⁰increases, the shades become darker. 

 

 
Figure 7. For magenta sample and incidence angle 45⁰, the reference Y, 

estimated Y, estimated Y adapted to D50, adapted to D65 and adapted to 

A values are plotted in the y-axis and reflection angles from -80⁰ to 80⁰ in 

the x-axis. 

 
Figure 8. For magenta sample and incidence angle 60⁰, the reference Y, 

estimated Y, estimated Y adapted to D50, adapted to D65 and adapted to 

A values are plotted in the y-axis and reflection angles from -80⁰ to 80⁰ in 

the x-axis. 

 
Figure 9. sRGB image of estimated XYZ at incidence angles -30⁰, 0⁰, 45⁰ 

and 60⁰ for reflection angles from [-80⁰,80⁰] in steps of 5⁰ of cyan sample. 

 
Figure 10. sRGB image of estimated XYZ at incidence angles -30⁰, 0⁰, 45⁰ 

and 60⁰ for reflection angles from [-80⁰,80⁰] in steps of 5⁰ of magenta 

sample. 

 
Figure 11. sRGB image of estimated XYZ at incidence angles -30⁰, 0⁰, 45⁰ 

and 60⁰ for reflection angles from [-80⁰,80⁰] in steps of 5⁰ of cyan sample. 
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Figure 12. sRGB image of estimated XYZ at incidence angles -30⁰, 0⁰, 45⁰ 

and 60⁰ for reflection angles from [-80⁰,80⁰] in steps of 5⁰ of cyan sample. 

The results show that the Ward BRDF model behaves as 
expected with a smooth Gaussian output when encoded in an 
ICC profile. These results also show that the performance of an 
ICC profile encoded BRDF rendering is equivalent to rendering 
with other computational tools.  

Conclusions 
Based on a method to obtain fast and low-cost multi angle 

measurements [5], this paper demonstrates how to extract the 

BRDF parameters and perform appearance rendering through 

ICC profiles for any incident light angle and viewing angle pair. 

Using the MCS connection an efficient reflection model 

workflow was implemented to render final colorimetric (of 

device) values for the seven samples with the incident and the 

reflection angles passed at runtime. The BRDF parameters were 

passed pixelwise using a TIFF file. This colour-managed 

workflow gives identical results to the Ward model 

implementation in Matlab for the equivalent adapted 

colorimetry, and agrees well with previous results [5]. 

The Ward model as implemented accurately predicts the 

reflection angle of the specular lobe. While it performs well in 

estimating the measured reflectance at different angles of some 

of the samples, in others it performs less well. This may be due 

to a failure to take the angular reflectance properties fully into 

account in deriving the optimized model parameters. 

In the future, other reflectance models beyond the isotopic 

Ward model should be tested. These preliminary results have 

highlighted some of the limitations and the improvements 

required. Different metrics could be chosen for optimization of 

BRDF parameters, with weighting for different appearance 

parameters such as hue, lightness or chroma, if required. Other 

BRDF measurement setup should be compared to the one 

discussed here. For non-planar surfaces the workflow could 

incorporate incidence and/or viewing angles per pixel in addition 

to model parameters. 
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Abstract 

Spectral estimation methods are being increasingly used to create spectral data 
for colour reproduction applications. Therefore, a good spectral matching metric 
is required that can minimize colour differences, metamerism as well as errors in 
the spectral domain. A goodness-of-fit metric is proposed that applies weights to 
different metrics based on selected criteria and combines them to a single value 
to assess the fit between two spectra. Acknowledging that for different 
applications the individual criteria may be more or less relevant, we propose the 
components of this metric are weighted according to their relative importance in 
a given application. 

Keywords: Spectral matching, quality metric, spectral estimation, metamerism 

Introduction 

Spectral data is of increasing importance in colour reproduction, and in certain 
cases it is desirable to use spectral data in a workflow when the available source 
data is colorimetric. In such cases spectral estimation procedures can be used to 
generate spectral data. When considering such methods, the challenge is to 
evaluate their ability to predict the original spectra. Neither visual colour 
difference nor curve fitting approaches can by themselves provide sufficient 
information, but the relative importance of the two approaches may vary 
depending on the application, Imai et al. (2002). 

Nimeroff, & Yurow (1965) developed a metamerism index which is a weighted 
sum of the absolute difference between two spectra that correlates well to the 
chromaticity spread found among observers. Based on similar principles, 
Viggiano (1990) developed a Spectral Comparison Index (SCI) that derives weights 
depending on the CIELAB values of the observed spectrum. This metric was 
further evaluated using non metameric pairs in Viggianno (2004) and it was 
found that this index assumed values around 2.6 times of total colour difference 
of CIELAB. According to Imai et al. (2002) the advantage of this metric is that it 
considers human vision and differences between light and dark colours although 
the resulting unit could be more intuitive. López-Álvarez (2005) et al. proposed a 
metric that calculates both the spectral and colorimetric similarity of any pair of 
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skylights by optimizing with annealing search algorithms which has a specific 
and limited application.    

Our goal is to propose a spectral estimation metric that considers both 
colorimetric and spectral differences, whose unit is intuitive, and it can be 
adjusted to minimize attributes depending on the target application.  To achieve 
that, we establish criteria for spectral matches that relate to real-world colour 
reproduction objectives, including minimization of colour difference, spectral 
difference, hue difference, metameric mismatch, non-smoothness, and 
wavelength inaccuracy for spectral features. We then select or define metrics 
corresponding to each of these criteria and compute them for a large set of 
original spectra and their corresponding spectra estimated from tristimulus 
values using a range of different spectral estimation methods. We observe that 
most of the metrics tend to rank the estimation methods similarly. These values 
are then combined to give a single Figure of merit to describe the fit between 
two spectra. The metric weights are adjusted such that it correlates well to 
Viggiano’s Spectral Comparison Index due to its advantages.  The proposed 
metric provides a useful means of comparing spectra which can be adapted to a 
wide range of applications. 

Spectral and Colorimetric Comparison Indices 

For a good spectral match both spectral and colorimetric comparisons have to be 
carried out. Different metrics are used for spectral and colorimetric comparisons 
that are discussed as follows. 

Mean Absolute error 

Mean absolute error (∆R) is the mean of the sum of the absolute difference 
between two spectra. 

Root mean square error 

Root mean square error (RMSE) is the square root of the mean of the squared 
difference between the reference and test spectra.  It measures accuracy of an 
estimation method however as it is scale dependent it cannot compare results 
obtained between datasets with different scales. 

Metameric Difference 

Metameric Difference (∆M) quantifies the difference in colour between two 
spectra under a source illuminant and a test illuminant. The squared difference 
between the L*, a* and b* of the test and reference spectra are calculated under a 
source illuminant and the same is calculated under a test illuminant. ∆M is given 
by the square root of the sum of these squared differences.   
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Colour Inconstancy Index 

Colour Inconstancy Index (CII) quantifies the degree to which the colour 
appearance of a spectrum differs under a source illuminant and a test illuminant, 
Luo (2003) & Derhak (2020). In manufacturing it is often desired that objects are 
colour constant i.e. the object does not change its appearance appreciably from 
one illuminant to another for e.g. illuminant D65 to A, Luo et al (2003).  

The tristimulus value of a spectrum is calculated under a source illuminant and 
then a chromatic adaptation transform is applied to calculate the corresponding 
colour under a test illuminant. CII is obtained by calculating the colour difference 
between the corresponding colour and tristimulus value of the spectrum 
calculated under the test illuminant. ∆CII is the absolute difference between CII 
obtained for the reference spectra and CII obtained for the estimated spectra. 

Smoothness Index 

Green (2008) defines a smoothness metric for evaluating the smoothness of a 
colour transform. The second derivative of the points that lie on a curve is 
calculated and the median of the second derivative describes the smoothness of 
a curve. The same can be applied to evaluate the smoothness of a reflectance 
spectrum and we call it the Smoothness Index (SI).  ∆SI is the absolute difference 
between SI obtained for the reference spectra and SI obtained for the estimated 
spectra. 

Spectral Comparison Index 

Viggiano (1990,2002) describes a metric for comparison of radiance ratio spectra 
based on both spectral and colorimetric principles. It is called the Spectral 
Comparison Index (SCI) and can be used as a metric to evaluate metamerism 
between two spectra. A spectral match between two spectra is considered 
excellent if the SCI is less than 3. SCI is computed as below: 

Mv=∑𝑛
𝜆=1 𝑤(𝜆)||∆𝛽(𝜆)|| (1) 

Where, ∆β(λ) is the difference between the two spectra and the weights w(λ) are 
computed as below: 

𝑤(𝜆) =  √(
𝑑𝐿∗

∆𝛽(𝜆)
)

2
+ (

𝑑𝑎∗

∆𝛽(𝜆)
)

2
+ (

𝑑𝑏∗

∆𝛽(𝜆)
)

2
(2) 
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Method 

In our experiment, we have selected four different metrics to be combined 
namely RMSE, ∆M, CII, and SI. RMSE is the most common metric to evaluate two 
different spectra. ∆M and CII evaluate the colorimetric performance of the 
estimated spectrum under different illuminants. CII is calculated for each 
reference and test spectra. The goal is to minimize ∆CII, the difference between 
the two colour inconsistencies. Smoothness is another desirable property in a 
surface reflectance spectrum, manipulating which can cost accuracy. Therefore, 
minimizing ∆SI or SI, one can choose the smoothness of the spectrum to be like 
that of the reference spectrum or better respectively. We introduce weights to 
combine each of these metrics into a new goodness-of-fit metric, and we call it 
the Combined Index (CI). These weights were obtained by adjusting until CI 
values correlated well to SCI. Thus, CI is made up of RMSE, ∆M, ∆CII and ∆SI as 
shown in equation 3. 

CI = 10*RMSE+(∆MD65+∆ME+∆MA+∆MF12) +(∆CIID65 +∆CIIE) +100*∆SI (3) 

Ten different classical spectral estimation methods were tested to generate 
spectra from tristimulus values which produce ∆E00 of around 1e-13 i.e. 
approximately 0 under the same source illuminant (D50) and colour matching 
functions (CIE 1931 2-degree observer) used for the estimation process. Therefore, 
the estimated spectra generated by each of these methods are metameric to the 
reference spectral data.  These spectral estimation methods were also evaluated 
based on their ∆M, RMSE, ∆CII and ∆SI. In this paper, we use the top two 
performing spectral estimation methods namely, weighted pseudo inverse 
method (WPI) and third order polynomial (Poly 3) to create the estimated spectra 
for a reflectance dataset. These estimated spectra are then used to calculate CI 
and SCI and their correlation with individual metrics ∆R, RMSE, ∆MD65, ∆ME, ∆MA, 
∆MF12, ∆CII and ∆SI. 

The above spectral estimation and evaluation of metrics are carried out using 
three reflectance datasets, cold-set offset on newsprint (D1), digital print on textile 
(D2) and web offset on lightweight coated (D3) as shown in Table 1. Three cases 
are considered, (1) test dataset and training dataset are part of the same 
reflectance dataset D1, i.e. the  estimated spectra are close metamers of the 
reference, (2) the test dataset is D1, and training dataset is D3 where D1 and D3 
have similar spectral curves i.e. the estimated spectra are metamers resembling 
the spectral characteristics of the training data D3 thereby increasing the degree 
of metamerism slightly and (3) the test dataset is D2 and training dataset is D3 
where D2 and D3 have quite different spectral curves i.e. the  estimated spectra 
are metamers resembling the spectral characteristics of the training data D3 
thereby creating a higher degree of metamerism.  
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Dataset Range Description 

Cold-set offset on newsprint (D1) 380nm-730nm interval 10 nm Training and test 

Digital print on textile (D2) 380nm-780nm interval 10 nm Training and test 

Web offset on lightweight coated (D3) 380nm-780nm interval 10 nm Training 

Table 1. Reflectance datasets used for spectral estimation from tristimulus value 

Results and Discussion 

Table 2 lists the different cases of spectral estimation workflow and the overall 
mean RMSE, ∆MD65, ∆ME, ∆MA, ∆MF1, ∆CII, ∆SI, SCI, and CI. A CI of 2 units is a very 
good spectral match and its value increases gradually as the metamerism under 
various illuminants and RMSE increases (table 2). 

Table 2. The average metric values for each type of spectral estimation workflow 

The correlation values are calculated for SCI and CI with other metrics, viz. ∆R, 
RMSE, ∆MD65, ∆ME, ∆MA and ∆MF12. In Figures 1a,1b and 1c, the graphs show the 
correlation obtained between SCI and other metrics depicted using bars with 
slanted lines while the correlation values obtained between CI and other metrics 
are depicted with solid bars. The blue bars correspond to estimated spectra 
created using third order polynomials and orange bars correspond to estimated 
spectra created using weighted pseudo inverse method.  The correlations show 
that the weights chosen for CI makes it correlate to other metrics the same way 
SCI correlates to those metrics for all the three different cases of metameric 
spectra generation. SCI and CI showed no correlation with ∆CII and ∆SI.  

The results suggest that both CI and SCI can determine metamerism under 
various illuminants for all the three cases of estimated spectra with different 
degrees of metamerism.  CI can also be used for optimization, where depending 
on the application the weights can be adjusted to minimize the desired attribute. 

In Figure 1a, the results correspond to estimated spectra obtained using dataset 
D1 as training and test data. In this case, the RMSE and overall ∆M obtained was 
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very low. Both SCI and CI have a strong correlation with ∆MD65, ∆MA and ∆MF12 i.e., 
greater than 0.9 and a good correlation with ∆R and RMSE i.e., between 0.8 - 0.9. 

In Figure 1b, the results correspond to estimated spectra obtained using dataset 
D3 as training data and D1 as test data. In this case, the RMSE and overall ∆M 
obtained was low. Both SCI and CI have a strong correlation with ∆MD65, ∆MA and 
∆MF12 i.e., greater than 0.9 and a less than moderate correlation with ∆R and RMSE 
i.e., between 0.7-0.5.

In Figure 1c, the results correspond to estimated spectra obtained using dataset 
D3 as training and D2 as test data. In this case, the RMSE and overall ∆M obtained 
was slightly high. Both SCI and CI have a good correlation with ∆MD65. SCI has 
good correlation with ∆MA and CI has moderate correlation i.e. between 0.7-0.8. 
While CI has good correlation with ∆MF12, and SCI has less than moderate 
correlation. Both SCI and CI have less than moderate correlation with ∆R and 
weak correlation with RMSE i.e., less than 0.5. In all the three cases the correlation 
of SCI and CI with ∆ME has been weak or less than moderate. 

Figure 1. Graph of metric correlations obtained for spectra estimated using (a) D1 as both training 
and test data, (b) D1 as test data and D3 as training data and (c) D2 as test data and D3 as training 
data – where spectral estimation methods used WPI (blue) and Poly 3 (orange). Slanted lines depict 
SCI and solid depict CI correlations to metrics ∆R, RMSE, ∆MD65, ∆ME, ∆MA and ∆MF12, respectively. 
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Figure 2. Example of reference vs estimated spectra plot when metric values are (a) low and (b) 
high. 
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Figure 2 shows an example of reference spectra vs estimated spectra plot when 
metric values are (a) low and (b) high. 

Conclusions 
The new goodness-of-fit metric, CI with adjusted weights behaves like SCI while 
evaluating estimated spectra with various degrees of metamerism. Both SCI and 
CI can determine metamerism well between two spectra under source illuminant 
D50 and test illuminants D65, A and F12.  The weights of CI can be adjusted to 
optimize the outcome to a desired attribute such as smoother spectra, low RMSE, 
metamerism or colour inconstancy based on the target application. 
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Appendix A

Oral Contributions

A.1 Spectral Reproduction

Tanzima Habib. Spectral Reproduction. Presented at ICC DEVCON 2020: The
Future of Colour Management. https://www.color.org/DevCon/devcon2020/
presentations/02-DevCon2020_Habib.pdf
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A.2 iccMAX BRDF Implementation

Tanzima Habib. A BRDF Implementation Using iccMAX. Presented at ICC
DEVCON 2020: The Future of Colour Management. https://www.color.org/
DevCon/devcon2020/presentations/06-DevCon2020_Habib.pdf

https://www.color.org/DevCon/devcon2020/presentations/06-DevCon2020_Habib.pdf
https://www.color.org/DevCon/devcon2020/presentations/06-DevCon2020_Habib.pdf
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A.3 Calculator Element Programming

Tanzima Habib. Calculator Element Programming. Presented at ICC DEVCON
2020: The Future of Colour Management. https://www.color.org/DevCon/
devcon2020/presentations/16-DevCon2020Workshop-Tanzima-Calc.pdf
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Appendix B

iccMAX Profiles in XML

B.1 iccMAX Profiles for Spectral Estimation

Code listing B.1: A2B and B2A Tags of an iccMAX Profile for Spectral Estimation
using PCA

<AToB3Tag>
<multiProcessElementType>
<TagSignature>A2B3</TagSignature>

<MultiProcessElements InputChannels="41" OutputChannels="3">
<CalculatorElement InputChannels="41" OutputChannels="3">

<Imports>
<Import Filename="PCAMatrixImportData.xml"/>

</Imports>
<Macros>

<Macro Name="RefToXYZ">mtx{Ref2XYZ}</Macro>
</Macros>
<MainFunction>
{

in(0,41)
call{RefToXYZ}
out(0,3)

}
</MainFunction>
</CalculatorElement>

</MultiProcessElements>
</multiProcessElementType>

</AToB3Tag>
<BToA3Tag>

<multiProcessElementType>
<TagSignature>B2A3</TagSignature>

<MultiProcessElements InputChannels="3" OutputChannels="41">
<CalculatorElement InputChannels="3" OutputChannels="41">
<Imports>

<Import Filename="PCAMatrixImportData.xml"/>
</Imports>
<MainFunction>
{

in(0,3)
1 mtx{AVo}
sub(3)
mtx{AV}
1 mtx{Vo}
add(41)
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out(0,41)

}
</MainFunction>

</CalculatorElement>
</MultiProcessElements>

</multiProcessElementType>
</BToA3Tag>

Code listing B.2: A2B and B2A Tags of an iccMAX Profile for Spectral Estimation
using Third Order Polynomial

<AToB3Tag>
<multiProcessElementType>
<TagSignature>A2B3</TagSignature>

<MultiProcessElements InputChannels="41" OutputChannels="3">
<CalculatorElement InputChannels="41" OutputChannels="3">

<Imports>
<Import Filename="polynomialMatrixImportData.xml"/>

</Imports>
<Macros>

<Macro Name="RefToXYZ">mtx{Ref2XYZ}</Macro>
</Macros>
<MainFunction>
{

in(0,41)
call{RefToXYZ}
out(0,3)

}
</MainFunction>
</CalculatorElement>

</MultiProcessElements>
</multiProcessElementType>

</AToB3Tag>

<BToA3Tag>
<multiProcessElementType>
<TagSignature>B2A3</TagSignature>

<MultiProcessElements InputChannels="3" OutputChannels="41">
<CalculatorElement InputChannels="3" OutputChannels="41">
<Imports>

<Import Filename="polynomialMatrixImportData.xml"/>
</Imports>
<Macros>

<Macro Name="Poly3Expansion">
1
tget(0,1)
tget(1,1)
tget(2,1)
tget(0,1) 2 gama(1)
tget(1,1) 2 gama(1)
tget(2,1) 2 gama(1)
tget(0,1) tget(1,1) prod(2)
tget(0,1) tget(2,1) prod(2)
tget(1,1) tget(2,1) prod(2)
tget(0,1) 3 gama(1)
tget(1,1) 3 gama(1)
tget(2,1) 3 gama(1)
tget(0,1) 2 gama(1) tget(1,1) prod(2)
tget(0,1) 2 gama(1) tget(2,1) prod(2)
tget(1,1) 2 gama(1) tget(0,1) prod(2)
tget(2,1) 2 gama(1) tget(0,1) prod(2)
tget(1,1) 2 gama(1) tget(2,1) prod(2)
tget(2,1) 2 gama(1) tget(1,1) prod(2)
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tget(0,1) tget(1,1) tget(2,1) prod(3)
</Macro>

</Macros>
<MainFunction>
{

in(0,3)
tput(2,1) tput(1,1) tput(0,1)
call{Poly3Expansion}
mtx{M}
out(0,41)

}
</MainFunction>

</CalculatorElement>
</MultiProcessElements>

</multiProcessElementType>
</BToA3Tag>

B.2 iccMAX Profile for BRDF Rendering

Code listing B.3: M2B Tag of an MVIS iccMAX Profile for encoding isotropic
inplanar BRDF model

<multiProcessElementType>
<TagSignature>M2B0</TagSignature>

<MultiProcessElements InputChannels="5" OutputChannels="3">
<CalculatorElement InputChannels="5" OutputChannels="3">

<SubElements/>
<MainFunction>
{

in(0,5)
env(tI) not if {pop 0}
env(tR) not if {pop 45}
tput(1,1)
tput(0,1)
tput(2,1)
tget(0,2)
pi pi mul(2)
180 180 div(2)
cos(2)
prod(2)
0.5 gama(1)
div(1)
tput(3,1)
tget(0,1)
tget(1,1)
sub(1)
2 div(1)
pi mul(1)
180 div(1)
tan(1) 2 gama(1)
tget(2,1) 2 gama(1)
div(1)
-1 mul(1)
exp(1)
4 pi mul(1)
tget(2,1) 2 gama(1)
mul(1)
div(1)
tget(3,1)
mul(1)
tput(4,1)
1 1 1 pi pi pi div(3) mul(3)
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tget(4,1) tget(4,1) tget(4,1) add(3)
tget(0,1) tget(0,1) tget(0,1)
pi pi pi 180 180 180 div(3) mul(3)
cos(3)
mul(3)
0.97 1 0.484 mul(3)
out(0,3)

}
</MainFunction>

</CalculatorElement>
</MultiProcessElements>

</multiProcessElementType>

<tagArrayType>
<TagSignature>mcta</TagSignature>
<ArraySignature>utf8</ArraySignature>
<ArrayTags>
<utf8TextType><TextData>MX</TextData></utf8TextType>

<utf8TextType><TextData>MY</TextData></utf8TextType>
<utf8TextType><TextData>MZ</TextData></utf8TextType>
<utf8TextType><TextData>Mks</TextData></utf8TextType>
<utf8TextType><TextData>Mm</TextData></utf8TextType>

</ArrayTags>
</tagArrayType>



Appendix C

Additional Documents

C.1 Requirements Document of the 2.5D printed
targets
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2.5D Printer Target Samples  
 

 

The description of the target samples to be printed are discussed below.  The FOGRA Media 
Wedge TIFF V3.0 has to be printed. Each colour patch should be at least 1cm x 2.7cm in 
size. 

The FOGRA Media Wedge and its CMY values are given in ANNEXURE 2. The size of the 
triangular side of each wedge is given in fig: 1. The length of each wedge must be 32.4cm 
having 12 colours printed on it. Two wedges will share the height axis as shown in figure 1. 

 

Figure 1: The measurements of the triangular side of wedges to be printed. 

The chart must be printed in 5 different angles and height.  

1. 15° wedge sample: In this case a wedge must be printed on the substrate with slope 
angle = 15 °, height = 1cm, depth = 3.73cm, length = 32.4 cm.  12 colour patches 
must be printed on the sloped surface with width of each colour patch being 2.7 cm. 
Therefore, 6 wedges must be printed to print all the 72 colours in the chart.    

2. 30° wedge sample: In this case a wedge must be printed on the substrate with slope 
angle = 30 °, height = 1cm, depth = 1.73cm, length = 32.4 cm.  12 colour patches 
must be printed on the sloped surface with width of each colour patch being 2.7 cm. 
Therefore, 6 wedges must be printed to print all the 72 colours in the chart.    

3. 45° wedge sample: In this case a wedge must be printed on the substrate with slope 
angle = 45 °, height = 1cm, depth = 1cm, length = 32.4 cm.  12 colour patches must 
be printed on the sloped surface with width of each colour patch being 2.7 cm. 
Therefore, 6 wedges must be printed to print all the 72 colours in the chart.    

4. 60° wedge sample: In this case a wedge must be printed on the substrate with slope 
angle = 60 °, height = 0.577cm, depth = 1cm, length = = 32.4 cm.  12 colour patches 
must be printed on the sloped surface with width of each colour patch being 2.7 cm. 
Therefore, 6 wedges must be printed to print all the 72 colours in the chart.    
 
The 45° wedge and the 60°wedge can be printed together where they share the height 
axis and the same surface colour (colour patches). Similarly, the 15° wedge and the 
30°wedge can be printed together where they share the height axis and the same 
surface colour (colour patches). An example of 45° wedge and 60° wedge sample is 
given in ANNEXURE 1. 
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GLOSS SAMPLES 
Only flat samples are required to be printed with different gloss.  The FOGRA media 
wedge should be printed on the substrate directly completely flat, slope angle = 0 °, 
with 72 colour patches of size 1.5cm x 2.5 cm each. The media wedge can be rearranged 
to form 6 rows as shown in the figure 2 below. Each such chart must be printed with 
different gloss. If possible, it will be good to have four different gloss at least. 
 

 

Figure 2: Example of gloss sample print requirement. 
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ANNEXURE 1 - AN EXAMPLE OF 45° WEDGE SAMPLE 

 
Figure2: FOGRA Media Wedge Tiff V3.0  printed on 45° and 60° wedges height 1cm, 

sharing the height axis and the same surface colour .  
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A

 
 

Figure2: FOGRA Media Wedge Tiff V3.0  printed on 45° and 60° wedges height 1cm, 
sharing the height axis and the same surface colour.  
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ANNEXURE 2 - FOGRA MEDIA WEDGE TIFF V3.0 

 
Table 1: CMYK Values of FOGRA Media Wedge Tiff V3.0  

No. C M Y K No. C M Y K 
1 100 0 0 0 37 40 0 40 0 
2 70 0 0 0 38 20 0 20 0 
3 40 0 0 0 39 10 0 10 0 
4 20 0 0 0 40 10 6 6 0 
5 10 0 0 0 41 20 12 12 0 
6 0 100 0 0 42 40 27 27 0 
7 0 70 0 0 43 60 45 45 0 
8 0 40 0 0 44 80 65 65 0 
9 0 20 0 0 45 100 85 85 0 

10 0 10 0 0 46 100 0 0 100 
11 0 0 100 0 47 20 100 70 60 
12 0 0 70 0 48 70 0 70 80 
13 0 0 40 0 49 100 100 100 0 
14 0 0 20 0 50 70 70 70 0 
15 0 0 10 0 51 40 40 40 0 
16 0 0 0 10 52 20 20 20 0 
17 0 0 0 20 53 10 10 10 0 
18 0 0 0 40 54 20 70 70 0 
19 0 0 0 60 55 40 70 70 20 
20 0 0 0 80 56 40 100 100 20 
21 0 0 0 100 57 40 100 40 20 
22 0 100 0 100 58 40 40 100 20 
23 0 70 70 60 59 100 40 100 20 
24 0 0 70 80 60 100 40 40 20 
25 100 100 0 0 61 100 100 40 20 
26 70 70 0 0 62 10 40 40 0 
27 40 40 0 0 63 0 40 100 0 
28 20 20 0 0 64 0 100 40 0 
29 10 10 0 0 65 40 100 0 0 
30 0 100 100 0 66 40 0 100 0 
31 0 70 70 0 67 100 0 40 0 
32 0 40 40 0 68 100 40 0 0 
33 0 20 20 0 69 0 0 0 0 
34 0 10 10 0 70 0 0 100 100 
35 100 0 100 0 71 0 70 0 60 
36 70 0 70 0 72 70 0 0 80 

 
 

 

 

 
Figure 3: FOGRA Media Wedge Tiff V3.0  
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