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Abstract—The need for reliable information about the status
of electrical power systems is an increasingly relevant concern
within the current trend of electrification and deployment of
power electronics-based devices. In this scenario, methods of real-
time monitoring of power system long-term voltage stability using
synchronized phasor measurements play an important role. This
paper conducts the assessment and comparison of three well-
established approaches to this issue, based solely on local mea-
surements, in terms of different types of loads, line disconnection
events, placement of monitoring devices and presence of noise in
the synchronized measurements. The comparative analyses are
derived from dynamic simulation data of a 3-bus test system
as well as of the IEEE 9-bus network, both modelled in the
open-source Python-based power system simulator DynPSSimPy.
Results focus on the robustness and accuracy of each method in
detecting the point of maximum power transfer, showing their
advantages and drawbacks under different system conditions.

Index Terms—Voltage stability, synchrophasors, dynamic sim-
ulation, real-time monitoring, maximum power transfer.

I. INTRODUCTION

A. Motivation and Background

Electrical power grids throughout the world have been
changing significantly with the increasing penetration of power
electronics-interfaced technologies, such as wind power and
photovoltaic generation. This scenario, combined with the
progressive increase in load demand and lack of necessary
transmission grid reinforcements, leads to challenges to the
proper operation and control of power systems in a robust,
reliable and efficient way. In recent years, these developments
have reinforced the need to update definitions of previously
well-known stability phenomena, with the introduction of two
new categories of stability: resonance and converter-driven [1].

Risks associated to insufficient stability margins are sub-
stantial (rise of incidents such as system splits, cascading
faults, equipment damage, blackouts, etc.), and the changing
nature of electrical power grid characteristics is prone to
making stability issues become as common and as important
as congestion management is today. Therefore, research and
development of new technological contributions towards stable
grid operation, such as advanced monitoring and control, are
a key demand of system operators [2], [3].

A particularly relevant feature is the transmission system’s
load supply capabilities as a means to avoid voltage instability
issues - considered by many as the biggest threat to power
system operation. In this context, a real-time voltage stability
index (VSI) that accurately pinpoints voltage stability margins
and allows for sufficiently fast triggering of corrective mea-
sures whenever applicable, with the end goal of enhancing
network reliability, is a desirable asset to the ongoing trend of
modernization of grid control centers [4].

B. Relevant Literature

Literature related to this research topic is extensive, and
several approaches have been proposed to the development
of VSIs suitable for real-time monitoring [5]. Many of these
VSIs are inspired by the use of synchronized Phasor Mea-
surement Units (PMUs), due to their high sampling rate and
pervasiveness throughout electrical power systems worldwide
[6], [7]. Some of these methods rely solely on PMU data
[8]–[10], whereas others require additional network topology
information [11]–[13].

In [14], a VSI that identifies Thévenin voltage and
impedance equivalents from local PMU measurements of an
extra high voltage bus was presented. A large Italian power
system was modelled and used to evaluate sensitivity, reliabil-
ity, robustness and effectiveness of the proposed algorithm.

In [15], a VSI that works with variations of the apparent
power and impedance given by PMU measurements was
presented. The algorithm is applicable to transmission and sub-
transmission systems, and was validated through simulations
of a 130 kV subsystem in Northern Norway with real PMU
data from the Nordic power grid.

In [16], local PMU measurements were used to calculate
changes in active power and in the apparent conductance seen
by the target bus, resulting in a novel VSI formulation suited
for both radial and meshed systems. The IEEE Nordic Test
System was the benchmark chosen to validate the algorithm
in terms of dependability and security.

C. Contributions and Organization

The present paper highlights the most significant advantages
and disadvantages of each method. Furthermore, a contribution
is made towards the ongoing discussion on how the placement
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of monitoring devices impacts the accuracy of different VSIs.
The paper is organized as follows: Section II provides an
overview of the theoretical background of the three aforemen-
tioned VSIs; Section III describes the methodology adopted
for the dynamic simulations of both a 3-bus test system and
the IEEE 9-bus network; Section IV presents the results of
the performance assessment, which covers sensitivity analyses
related to different load types, line disconnection events and
presence of measurement noise; and Section V concludes the
paper.

II. VOLTAGE STABILITY INDICES BASED ON PMU
MEASUREMENTS

A. Adaptive Method (AD)

The Adaptive Method (AD) is a VSI based on the Thévenin
equivalent presented in [14]. This VSI is suited for high
voltage transmission-level buses, where it is possible to assume
that the Thévenin resistance is negligible (Rth ≈ 0). The main
equations used in this algorithm are:

β = arccos

(
VL cos θ

Eth

)
(1)

Xth =
Eth sinβ − VL sin θ

IL
(2)

where VL is the load voltage magnitude, IL is the load
current magnitude, θ is the angle between load voltage and
load current, Eth is the Thévenin voltage magnitude, β is the
angle between Thévenin voltage and load current and Xth

is the Thévenin reactance. The first three variables are known
from PMU measurements, whereas the last three are unknown.

The idea behind this method is to set Eth as a free variable
and iteratively guess its value for every new available PMU
measurement. Increments or decrements are made depending
on whether the previous guess is under or over-estimated,
respectively, in order to direct Eth towards its real value.
The initial guess and iterative variation of Eth are given
respectively by:

Eth0
=

1

2
(Ethmax

+ Ethmin
) =

1

2
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cosβmax
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)
(3)
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th k
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where Ethmin
is the minimum value of Eth, Ethmax

is the
maximum value of Eth, βmax = arctan((1 + sin θ)/ cos θ),
i is the corresponding time step, and k is a pre-specified
parameter that usually ranges from 0.0001 to 0.001.

After estimating Eth0 from (3), Eth is updated according
to the variations of load impedance (∆ZL) and Thévenin
reactance (∆Xth) as follows:

• If ∆ZL and ∆Xth have the same sign, Ei
th is to be

increased by εE .
• If ∆ZL and ∆Xth have opposite signs, Ei

th is to be
decreased by εE .

• If ∆Xth = 0, convergence is achieved.
With the updated value of Eth, β can be calculated from

(1) and Xth from (2). If the correct value of Eth is achieved,
then β and Xth will have reached their correct value as well.

The VSI itself can thus be defined as in (5), so that the
point of maximum power transfer happens when Xth = ZL.

AD =
Xth

ZL
(5)

B. S-Z sensitivity indicator (SZI)

The VSI named S-Z sensitivity indicator (SZI), proposed in
[15], can be defined as:

SZI =
∆S

∆Z
(6)

where ∆S and ∆Z represent, respectively, the difference
between two consecutive measurements of apparent power and
impedance as seen by the PMU device.

For this VSI, a negative value during a load increase
scenario (∆Z < 0) means that the system is providing the
required load demand (∆S > 0) and maximum power transfer
has not been reached. On the other hand, a positive SZI value
during a load increase scenario means that the system is not
meeting the load demand (∆S < 0) and maximum power
transfer has been reached. Therefore, the point of maximum
power transfer happens when SZI is equal to zero.

Since this index is based on differences (∆S and ∆Z),
certain considerations have to be made so as to prevent false
alarms that might arise from random variations, measurement
noise, short-term dynamics, etc. First, only two consecutive
measurements that result in a negative and sufficiently large
∆Z are considered. By doing so, the impact of noise in the
PMU measurement is mitigated, and the SZI output focuses
only on load increase scenarios, which are the most critical
from a voltage stability standpoint. Moreover, after computing
the SZI from ∆S and ∆Z, a moving average filter must be
applied to provide the final index.

In order to facilitate the comparative analysis with the other
VSIs assessed in this paper, the preferred definition for SZI is
as given in (7). With this adjustment, maximum power transfer
occurs instead when the index reaches the unit value.

SZI = 1 +
∆S

∆Z
(7)

An interesting feature of the SZI which is outside the scope
of this paper is that it can also be used to estimate Thévenin
parameters of the system.

C. New Local Identification of Voltage Emergency Situations
Index (NLI)

The VSI named New Local Identification of Voltage Emer-
gency Situations Index (NLI) presented in [16] can be defined
as:

NLI =
∆P

∆G
(8)



where ∆P and ∆G represent, respectively, the difference
between two consecutive measurements of active power and
conductance as seen by the PMU device.

The main concept of this method is that, for a continuous
increase in conductance, the NLI remains positive up to the
maximum power transfer condition and becomes negative past
this point. This occurs because ∆G remains positive whereas
∆P becomes negative after reaching maximum power transfer.

An important aspect of this VSI is that, since it relies
on differences (∆P and ∆G), a proper filtering technique
needs to be applied in order to mitigate the influence of
measurement noise and short-term dynamics in the index
results. Additionally, an even better NLI performance can be
attained by disregarding measurements that provide negative
or negligible values of ∆G. The filtering approach employed
in this paper consists of several layers of moving average
calculations.

A slight modification in the NLI definition, similar to what
was done in the SZI case, is made in this paper as a means
to facilitate the comparative analysis. This is shown in (9),
indicating that the point of maximum power transfer occurs
instead when the index reaches the unit value.

NLI = 1− ∆P

∆G
(9)

III. METHODOLOGY

Performance assessment and comparisons of the three VSIs
were based on data from dynamic simulations carried out
in the open-source Python-based power system simulator
DynPSSimPy [17]. All simulations had a sampling rate of 50
Hz, i.e., voltage and current phasors required for the VSI al-
gorithms were acquired every 20 ms just as is done via PMUs.
Loads within the test systems were increased throughout the
analyses so as to reproduce conditions conducive to voltage
instability scenarios.

A. Simple 3-Bus test system

A simple 3-bus test system, illustrated in Fig. 1, was used to
investigate how the placement of monitoring devices impacts
the accuracy of VSIs. To this end, voltage and current phasor
measurements were obtained from buses B2 and B3. The load
was modelled as constant impedance, with a constant power
factor of 0.98, and varied over time as shown in Fig. 2.

Eth=1.03∠0º

B3

Zload

Xg=0.2 p.u.

B2B1

XL1
=0.5 p.u. XL2

=0.5 p.u.

Fig. 1. Single-line diagram of the 3-bus test system.

Fig. 2. Variation over time of load impedance magnitude.

B. IEEE 9-bus network

The IEEE 9-bus network (Fig. 3) was used to conduct the
impact assessment of different load types: constant power,
constant current, constant impedance and ZIP model. The
loads in buses B5, B6 and B8 were increased relative to their
base values in a rate of 0.1%/s, 0.2%/s and 0.3%/s respectively.

Furthermore, performance evaluations of the VSIs were con-
ducted in three scenarios: disconnection of Line 4-5 (located
between buses B4 and B5), disconnection of Line 8-9 (located
between buses B8 and B9) and presence of Gaussian noise in
phasor measurements. The ZIP load model was adopted in
all three cases, and line disconnection events were set to take
place after 70 seconds of simulation.

The latter of the three scenarios refers to the addition of
Gaussian noise with standard deviation of σ = 0.01/3 and
mean value µ = 0 to both magnitude and phase of current
and voltage measurements, which is described in [16] as a
worst-case scenario.

B1

B2 B3

B6B5

B4

B7 B8 B9

Fig. 3. Single-line diagram of the IEEE 9-bus network.

IV. RESULTS

Dynamic simulation results are presented in this section,
accompanied by a discussion on the accuracy of each of the
three methods in identifying the point of maximum power
transfer (PMPT). In order to facilitate its visualization, figures
also include the PMPT as a black dot and a subplot focused
on the VSI profiles in the vicinity of this point. Furthermore,
a black dashed line was added to the plots to better indicate
the moment when each VSI reaches the unit value, as per
equations (5), (7) and (9).



A. Placement of monitoring device

Fig. 4 shows the VSIs for the case where measurements
are taken from the test system in Fig. 1, exactly at the load
bus B3. The AD and SZI methods are able to identify the
PMPT roughly at the same time, with almost no delay when
compared to the actual PMPT. The NLI method, on the other
hand, has a delay of around 4 seconds in detecting the PMPT,
which can be explained by the extra filtering steps needed in
this method. It is worth mentioning that all VSIs require a
certain amount of initialization time to stabilize.

It is evident that the SZI method behavior differs widely
from the other two VSIs. This happens because, in this VSI,
the overall closeness to the unit value is not as meaningful
as the general indicator movement towards this value and the
speed in which this trajectory is delineated. This illustrates
that small differences in VSI formulation lead to different
interpretations of output data.

Fig. 5 shows the VSI responses with the point of measure-
ment changed to bus B2. In this scenario, the NLI is the only
method capable of identifying that the PMPT has been reached
within the chosen simulation time window. The detection delay
is approximately the same as in the previous case, which attests
to the indicator’s robustness to PMU placement.

Between the two remaining indicators, the AD is clearly
less accurate. This is a direct consequence of the method’s
necessary condition for accuracy: measurements have to be
obtained from a constant power factor bus [16]. The same
logic applies to a lesser extent to the SZI method, since it
depends on apparent power iterative variations.

Fig. 4. VSIs - B3 bus as the place of monitoring.

B. Different types of load

Results within this subsection are derived from the test
system of Fig. 3, and are intended to assess VSI performance
under different load models: constant power (Fig. 6), constant
current (Fig. 7), constant impedance (Fig. 8) and ZIP (Fig. 9).
In this network, the load increasing results in the restriction of
generators’ field voltage by their respective automatic voltage
regulators, starting between 300s and 400s of simulation and
ultimately leading the system towards instability.

Among all scenarios, smaller VSI errors in identifying the
PMPT are achieved with constant power loads, as Fig. 6
indicates. In this case, the NLI method presents the biggest

Fig. 5. VSIs - B2 bus as the place of monitoring.

delay at around 1.26 seconds, whereas the AD method presents
the lowest delay at around 0.75 seconds.

For constant current loads, Fig. 7 shows that the maximum
VSI delay of approximately 4 seconds comes from the NLI
method, whereas the AD and SZI methods fare much better
with delays of less than 1 second.

The worst-case scenario arises from modelling the loads
as constant impedances, as shown in Fig. 8. This happens
because the non-linearity of system equations as the load
model becomes more voltage-dependent tends to worsen
PMPT detection by the VSIs. Nevertheless, the SZI method is
robust enough to postpone PMPT detection by only 1 second.
As in the constant current case, the NLI method is able to
maintain its delay in the region of 4 seconds. Conversely,
the AD indicator presents a severe delay of 23 seconds in
identifying the PMPT, which constitutes a clear performance
limitation of the adaptive method.

Lastly, Fig. 9 shows VSI responses to a ZIP load model. The
hybrid nature of ZIP parameters makes it so that overall VSI
behavior is very similar to the constant current case, average
individual delays included.

It is worth noticing that both the SZI and NLI methods
produce consistent results regardless of the load model, with
the SZI being the most accurate indicator overall. On the
other hand, the AD method increasingly struggles to detect
the PMPT as loads get more voltage-dependent, responding
particularly poorly to the constant impedance model.

Fig. 6. VSIs - System with constant power loads.



Fig. 7. VSIs - System with constant current loads.

Fig. 8. VSIs - System with constant impedance loads.

C. Line disconnection events

Results for the line disconnection events carried out in
the 9-bus network are shown in Fig. 10 and Fig. 11. It
can be observed that all indicators go through a transient
period immediately after the disconnection events at t = 70
seconds, lasting around 15 seconds in total. This time span
for adaptation to the reconfigured system is unavoidable, since
all VSI formulations iteratively depend on past measurements.
However, the impact on each method’s behavior is different:
whereas the AD trajectory only changes slightly, the NLI and
SZI methods present significant spike responses, which raise
the concern of triggering false alarms.

Fig. 10 shows that, when the line closest to the monitored
bus is disconnected, both indicators surpass the unit value

Fig. 9. VSIs - System with ZIP loads.

threshold, thereby prompting a false alarm of voltage instabil-
ity. The situation is less severe in Fig. 11, where disconnection
of a line distant from the point of monitoring leads to a false
alarm via the SZI method, but not via the NLI method (albeit
by quite a small margin). The results from these VSIs could
be improved by increasing the number of samples of their
moving averages. However, considering the potential delay in
detecting the PMPT due to increased dependence on previous
measurements, a cost-benefit analysis is recommended.

Regarding PMPT detection, the SZI and NLI methods
remain consistent in both cases in terms of time delays, with
the SZI being the most accurate overall. Conversely, the AD
method responds much better to the disconnection of Line 4-
5 than of Line 8-9, meaning that proximity to the point of
monitoring markedly affects its accuracy for this network.

Fig. 10. VSIs - Disconnection of Line 4-5.

Fig. 11. VSIs - Disconnection of Line 8-9.

D. Presence of noise in the measurements

Fig. 12 shows VSI performance for the scenario of Gaus-
sian noise in the measurements. When compared to previous
studies of the 9-bus network, it is noticeable that the presence
of noise significantly affects the performance of all indicators.

VSI responses vary widely in terms of trajectory and PMPT
detection: the AD method presents the cleanest trend among
the VSIs studied due to its inherent filtering characteristic [18],
but it underestimates the PMPT by more than 100 seconds;
the NLI method is also able to handle the added error, but it
identifies the PMPT with around 11 seconds of delay; the SZI
method, however, is not suited for this application as it triggers



several consecutive false alarms. For the latter, it is evident that
a better adjustment of the employed moving average, or the
inclusion of extra filtering steps along the iterative process,
would greatly benefit its robustness to measurement noise.

Fig. 12. VSIs - Measurements with added Gaussian noise.

V. CONCLUSION

This paper provided a performance assessment and compar-
ative analysis of three on-line VSIs based solely on synchro-
nized phasor measurements. Different system conditions were
addressed within the discussion of each indicator’s robustness
and accuracy in detecting the PMPT.

The Thévenin-based AD method has a straightforward ac-
curacy condition, which makes it ideally suited for load bus
monitoring, constant power load modelling and line discon-
nection events. However, it gets progressively less accurate if
the power factor is not constant at the point of monitoring,
and as load models become more voltage-dependent. It might
also lead to conservative PMPT estimations in the presence of
measurement noise.

The sensitivity-based SZI method is remarkably effective in
dealing with different load models, especially as they get more
voltage-dependent. Its main drawback relates to its tendency of
triggering false alarms both during line disconnection events
and, to a much larger extent, when noise is involved. Further
work on filtering adjustments is expected to improve the
indicator’s robustness in this regard.

Finally, the sensitivity-based NLI method presents the best
results for different points of monitoring and for the scenario
involving Gaussian noise. The main concern regarding this
method is also its tendency of triggering false alarms during
line disconnection events.

It is clear that, for the VSIs to be used in control center
applications to provide alarms of voltage instability events, a
threshold lower than one needs to be defined considering the
system dynamics, response time of corrective actions, and the
desired level of grid security.

Future work aims to expand the scope of the comparative
study, including the influence of on-load tap changers, over-
excitation limiters and power electronics-based devices on VSI
accuracy. Furthermore, special focus will be placed on the
Nordic power grid, through analyses derived from real data

for past voltage instability events that will provide valuable
insights for determining the appropriate threshold for this grid.
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