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Abstract: Students may encounter problems concentrating during a lecture due to various reasons,
which can be related to the educator’s accent or the student’s auditory difficulties. This may lead
to reduced participation and poor performance in the class. In this paper, we explored whether the
incorporation of the humanoid robot Pepper can help in improving the learning experience. Pepper
can capture the audio of a person; however, there is no guarantee of accuracy of the recorded audio
due to various factors. Therefore, we investigated the limitations of Pepper’s speech recognition
system with the aim of observing the effect of distance, age, gender, and the complexity of statements.
We conducted an experiment with eight persons including five females and three males who spoke
provided statements at different distances. These statements were classified using different statistical
scores. Pepper does not have the functionality to transcribe speeches into text. To overcome this
problem, we integrated Pepper with a speech-to-text recognition tool, Whisper, which transcribes
speech into text that can be displayed on Pepper’s screen using its service. The purpose of the study
is to develop a system where the humanoid robot Pepper and the speech-to-text recognition tool
Whisper act in synergy to bridge the gap between verbal and visual communication in education.
This system could be beneficial for students as they will better understand the content through the
visual representation of the teacher’s spoken words regardless of any hearing impairments and
accent problems. The methodology involves recording the participant’s speech, followed by its
transcription to text by Whisper, and then evaluation of the generated text using various statistical
scores. We anticipate that the proposed system will be able to increase the student’s learning
experience, engagement, and immersion in a classroom environment.

Keywords: Pepper; speech-to-text; whisper; social robot

1. Introduction

Social robots have the potential to bring a progressive change in our way of living
and can have a tremendous impact on numerous sectors, including education. They can
intelligently interact with humans [1]. They can offer interesting and engaging learning
experiences to individuals [2,3]. By incorporating social robots into classroom settings,
we can enhance educators’ capacity to deliver lectures more efficiently [4,5]. Social robots
can play various roles in the education field, such as teaching assistant, playmate, and
entertainer. Alemi et al. [6] observed that students’ comprehension improved significantly
when learning with the assistance of robots. Furthermore, Kennedy et al. [7] found that
children who interacted with robots displayed better nonverbal behavior and showed
significant improvements in their learning. Mishra et al. [8] found that students’ enjoyment
of learning programming increased when it involved robots rather than computer-based
coding. Pandey et al. [9] also showcased how social robots connect with primary-level
students in quiz-based interactions, emphasizing their interactive capability in educational
settings. Previous studies suggest that social robots can significantly benefit and improve
learning outcomes and achievements [9–11]. However, robot-assisted learning is not
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effective for all subjects, as found by Rani et al. [12], who showed that the utilization of
social robots is more effective for programming than for mathematics. With the progression
of robotics technology, there is scope for social robots to provide a wide range of benefits,
making them applicable to various fields and subjects.

Students may often encounter difficulties in understanding the accent of a teacher,
particularly if the teacher is not a native speaker of the language [13]. A potential solution
could be the use of assistive technologies such as the use of speech recognition systems
and automated subtitling of spoken words. In this study, we used the humanoid robot
Pepper, as it has a speech recognition system and a screen where the text can be displayed
corresponding to spoken words. However, there is a need to find the effectiveness of
a robot’s speech recognition system. In order to evaluate the accuracy of the speech
recognition system, experiments were performed. The objective of the experiment was to
examine the impacts of various factors such as age, gender, distance, and complexity of
statements on the speech recognition system of a robot. Further, a better understanding of
spoken words can be received through visual aids such as screens and tablets. With this idea,
we propose a system that converts the person’s speech into text and displays that on the
humanoid robot Pepper’s screen. Figure 1 presents the overview of the proposed system.
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The Pepper robot [14] was developed by SoftBank Robotics, and it is a humanoid robot
with the potential to interact and perceive its environment through sensors, cameras, and
microphones. Pepper has four microphones on its head, through which it can capture sound
from different directions. Additionally, it has a speech recognition system through which it
can establish communication with humans and record their speech statements. However,
this speech recognition system does not have the facility to transcribe the recorded audio
to text. This limitation inhibits the robot from providing written spoken language repre-
sentations on its screen. Along with this incapability, there are many challenges associated
with this system as well. Speech recognition is the most significant challenge, as Pepper
struggles to understand different accents. Furthermore, due to its limited vocabulary, it is
difficult for Pepper to comprehend complex words. Meanwhile, background noise poses
another problem for Pepper to accurately perceive spoken utterances. Consequently, these
issues collectively highlight the insufficiency of Pepper as an effective communicator in
educational settings. To overcome the inherent limitations of Pepper’s speech recognition
system, we propose a novel solution of establishing synergy between Pepper and an exter-
nal speech-to-text recognition tool so that the text subtitling of spoken statements can be
displayed on Pepper’s screen. Our research aims to increase the ability of the Pepper robot
by seizing its existing restrictions in speech processing, eventually helping both teachers
and students.

Speech-to-text recognition is a crucial component of human–robot interaction, as it
enables people to interact with robots naturally and conveniently. Additionally, it promotes
greater accessibility for individuals who have hearing impairments [15]. It is widely used
in various domains, including hospitals and education. Shadiev et al. [16] reviewed speech-
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to-text technology in education, including its capabilities. Speech-to-text recognition can
help to enhance learning [16]. Debnath et al. [17] showed that audio-visual information in
combination with automatic speech recognition can effectively provide education to people
with disabilities. Gross et al. [18] conducted a survey, and their findings showed speech
recognition technology is generally perceived as useful for clinical documentation, though
they recognized some challenges associated with its use.

Currently, many open-source speech-to-text conversion tools are available. Pande
et al. [19] compared various speech recognition tools, such as Google speech recognition,
Vosk, CMUSphinx, DeepSpeech, and Whisper speech recognition tools on the basis of
evaluation metrics and found that Whisper has the best accuracy among them. OpenAI
developed Whisper [20], is an open-source speech recognition tool. It recognizes speech
in multiple languages and performs various tasks efficiently. Whisper is an innovative
development and is currently being utilized in various research studies to leverage its
capabilities. The findings of Correa et al. [21] suggested that using synthetic data to
adapt Whisper-based Automatic Speech Recognition (ASRs) for specific domains leads
to performance improvements. Machacek et al. utilized Whisper for real-time speech
transcription [22]. Spiller et al. [23] suggested that the use of Whisper for audio transcription
in mental health research can greatly simplify the transcription process and streamline
data analysis. Considering all of these research findings, we decided to integrate the
Whisper speech-to-text recognition tool with Pepper’s speech recognition system for the
present study.

In the past, few studies incorporated speech recognition systems with robots. Fujii
et al. [24] demonstrated the dialogue established between humans and robots about food
and recipes by integrating open-source speech recognition systems along with different
components of a robot system. Deuerlein et al. [25] integrated a cloud-based speech
recognition system along with human–robot interaction for different purposes. Grasse
et al. [26] showed that the use of robots, which could be controlled by speech, could
safely deliver items in healthcare settings. However, it has been found that none of these
studies explored the integration of speech-to-text conversion with humanoid robots in
educational settings. Although existing studies have highlighted the potential benefits of
using social robots to increase student engagement and enjoyment in educational settings,
they often focus on programming and language learning. To the best of our knowledge,
the utilization of social robots’ speech recognition systems integrated with speech-to-text
recognition tools for better understanding and conveying the teacher’s speech statements
is an unexplored area.

The goal of this study is to assess the speech recognition capability of Pepper based
on four factors: age, gender, distance, and sentence complexity. The other objective of the
study is to implement a system that combines a humanoid robot, ‘Pepper’, with the speech-
to-text recognition OpenAI tool ‘Whisper’, which can be applied to classroom settings. We
aim at creating an environment that will be more engaging, immersive, and interactive
for students. Furthermore, this system can help students to increase their understanding
of the material being taught, as well as foster their critical thinking and communication
skills. Additionally, this system can provide support in accessibility for students who may
have difficulty with auditory processing. The proposed system will have the potential
to help people with special needs [27,28]. The structure of the paper is as follows. The
methods utilized in this study are outlined in Section 2. The results and related discussions
are presented in Section 3. Finally, the conclusions and future work are summarized in
Section 4.

2. Materials and Methods

In the present paper, an experiment was performed to explore the functionality of
the speech recognition system of Pepper. The experiments were conducted in the Edu-
cational Technology Laboratory of NTNU Gjøvik, Norway. The laptop utilized in this
experiment had an 11th Gen Intel(R) Core (TM) i5-1145G7 @ 2.60GHz 1.50 GHz processor,
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16 GB RAM, and was running the Windows 10 operating system. Two services, namely
ALAudioRecorder [29] and ALTabletService [30], were utilized by Pepper. To accomplish
this task, we used Python version 2.7.16 and Python version 3.9.13. The overall working of
proposed system is shown in Figure 1.

2.1. Experimental Setup

Eight persons were recruited for this experiment including five females and three
males. Their age was in the range of 15 to 55. The sample included participants with
diverse educational backgrounds, including bachelor’s, master’s, and Ph.D. degrees. None
of the participants speak English as their first language. Six randomly selected statements
were provided to participants to say, and they were recorded at distances 1 m, 3 m, and
5 m from Pepper. These statements were classified into three categories based on their
complexity; they were simple, moderate, and complex sentences. The experiment duration
was around 30 min for each participant.

2.2. Complexity of Statements

The nltk library [31] was used to import word_tokenize and cmudict packages. Tokenizers
help in dividing the sentence into smaller substrings and form a list of these substrings. The
CMU pronouncing dictionary was used for syllable counting based on pronunciation. A text-
stat [32] library was also used to get the statistical information from the sentences. Different
scores were obtained using textstat such as flesch_reading_ease, flesch_kincaid_grade, gun-
ning_fog, coleman_liau_index, smog_index, automated_readability_index, lix, and dale_chall_
readability_score. The overall complexity of statements was obtained by adding all of these val-
ues. Further, these statements were categorized into simple, moderate, and complex sentences
by imposing a threshold on overall complexity. The definitions of these scores are as follows:

1. Flesh reading ease: This refers to easiness of reading the text [33];
2. Flesh Kincaid grade: This is mostly used in the education field. It indicates the

necessary level of education to comprehend a text [34];
3. Gunning fog: This is a test utilized for readability in English writing [35];
4. SMOG: This is a readability index that determines the required year of education to

comprehend the text [36];
5. Automated Readability Index: This is used to determine whether or not a text is

comprehended [34];
6. LIX: This denotes the challenges related to text reading [37]:
7. Dale–Chall Readability: This is related to understanding problems that the user faces

during text reading [38].

2.3. Pepper Robot Function

This paper utilized the Pepper robot for two functions (Figure 2). Firstly, it captures
the human voice and stores it within its system. This was made possible using the ALAu-
dioRecorder service, which allowed the robot to record audio using its microphones. The
generated audio format is ‘.wav’. Additionally, the ALTabletService enabled the Pepper
robot to display text on its screen. To create instances of these two services, Python 2.7.16
was employed. The instance of the ALAudioRecorder module was created by using the
ALProxy (“ALAudioRecorder”, pIp, PORT) command, where “pIp” represents the IP ad-
dress of Pepper and “PORT” represents the port number. Although there are four channels
available for recording on Pepper, we only used the front channel. The “startMicrophoneRe-
cording” and “stopMicrophoneRecording” methods were used to start and stop recording,
respectively. The audio files were saved with the “.wav” extension. The ALTabletService
was used to create tablet applications that could be displayed on Pepper’s screen. The
method “showWebview” was used to display the text on the tablet, and we utilized a text
file generated by an audio file as the input to this method.
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2.4. Paramiko Function

Paramiko [39] is a Python library that enables secure communication with remote
servers using the SSH protocol. Paramiko can be installed in a computer system using
the pip command. Paramiko allows establishing an encrypted connection to a remote
server by authenticating either with a private key or password and facilitates secure
file transfer between the computer and Pepper robot. A connection set up with Pepper
required the creation of a transport object using ‘paramiko.Transport(pIp, PORT)’. The
‘pIp’ parameter demonstrates the IP address of the Pepper robot, while the ‘PORT’ pa-
rameter indicates the port. After the creation of the transport object, authentication is
required with a username and password. For setting up the SSH connection, there is a
need for an SFTP client object from the transport object (‘t’) which can be made using the
‘paramiko.SFTPClient.from_transport(t)’ method.

2.5. Whisper Function

Whisper [40] is an open-source speech recognition model with a wide scope of ap-
plications. A comprehensive collection of audio data is used to train it. Whisper can be
used to perform multiple tasks, such as speech recognition in multiple languages, speech
recognition, and translation. The audio recordings from Pepper can be transferred to the
computer system, which can be then used as input for Whisper. With the help of Whisper,
the corresponding text file of recorded audio can be generated. Further, Pepper can be
programmed to display this generated text on its screen.

We used Python 3.9.13 to convert audio into text. The Whisper library can be installed
in and imported into Python code. Next, a pre-trained model called ‘base’ was loaded. The
pre-trained model was already trained on a large quantity of audio data and can convert
speech to text efficiently. This model was applied to convert the recorded audio data (with
the ‘.wav’ extension) into a text format using the transcribe () method.
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3. Results

We were able to establish the connection between the computer system and Pepper.
However, we encountered problems while retrieving audio files from Pepper directly. It
was guessed that the challenges could be due to errors in Pepper’s file system or other
technical issues. In order to ensure that Pepper was able to record a person’s speech, all
audio files were transferred using the Paramiko library to the computer system. All audio
files were successfully downloaded and saved in a designated path using this approach.

3.1. Integration of Pepper with Speech-to-Text Recognition Tool Whisper

The original statements that were given to participants were saved in the computer as
reference files in text format. The recorded audio files were provided as input to Whisper to
transcribe them in text format. A new text file was generated for each audio file by Whisper.
There is the possibility of the misspelling of some words by the user, which can result in
differences between the Whisper-generated text file and the reference file.

The audio-generated text was displayed on Pepper’s tablet. For this purpose, audio-
generated text from the computer’s notepad was taken as input to Pepper’s ALTabletService.
The display for the corresponding text of the recorded audio file is shown in Figure 3.
Pepper displays the text corresponding to the recorded audio. If the speaker misspells a
word, the incorrect spelling of that word is displayed on Pepper’s screen. A student can
read the sentence on screen and either infer the meaning by himself or can request that
a teacher repeat the sentence. This helps to make sure that any important material is not
skipped during the lecture.
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3.2. Exploring the Effectiveness of the Speech Recognition System based on Various Factors

For the first experiment, a total of 144 audio recordings were made, which include
six sentences each stated by eight persons at three different distances from Pepper. Six
statements were categorized into three categories based on their complexity. These cate-
gories were named simple, moderate, and complex sentences and denoted by 1, 2, and 3,
respectively. To evaluate the efficacy of Pepper’s speech recognition system, we converted
the speech to text by using Whisper. We used the original sentence as a reference text and
compared them with Whisper-generated text using evaluation measures such as the Word
Error Rate (WER) [41], Match Error Rate (MER) [42], Word Information Lost (WIL) [43],
and Character Error Rate (CER) [44].

Figure 4 illustrates the characteristics used in this study, such as the demographics
of the participants, statement numbers, distance from Pepper, and different evaluation
measures present in the dataframe. This dataframe contains 144 records, out of which
8 records are displayed in Figure 4. Since some recordings contained no speech, we received
no values for WER, MER, WIL, and CER and assumed them to be missing values. Missing
values were imputed using the mean value for that particular column. Furthermore, the
analysis of evaluation measures was done with the help of box plots. Figure 5 suggests
that there were two outliers for WER and CER, which corresponds to one of the statements.
That statement was dropped for further analysis.
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Figure 6 contains the overall visualization pairplot, which is used to analyze the
relationships and distributions among the key variables: age, distance, and complexity
of statements. The data points are distinguished based on color provided by the WER’s
varying values. Each graph in the matrix shows information about the interactions between
these variables. By using the pairplot, the possible patterns and correlations within the
dataset can be identified, which can help in gaining insights into the data and making
informed decisions. The scatter plots present in Figure 6 will be examined in detail later on
in the present section.
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The boxplot in Figure 7 shows how the variables age, distance, WER, and complexity of
statements are distributed. Each variable’s interquartile range (IQR) is represented by a box
with a median line inside the box. This visualization provides valuable insights into each
variable’s spread and central tendency, helping to understand how they are distributed.
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In Figure 8, the correlations among the variables age, distance, WER, and the com-
plexity of statements are depicted. The correlation between age and distance reveals an
extremely weak and practically negligible relationship. Similarly, the correlation between
age and WER demonstrates a very weak negative relationship. Age’s correlation with
the complexity of statements also indicates an extremely weak and almost negligible rela-
tionship. On the other hand, the correlation between distance and the WER of statements
shows a positive but weak relationship. In contrast, the correlation between distance and
the complexity of statements is extremely weak and practically negligible. Lastly, the
correlation between the complexity of statements and WER exhibits a very weak negative
relationship. Thus, the correlation matrix does not give any insight into how one variable
affects another. To further explore, it is important to focus on variables depending on
varying ranges of WER.
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In Figure 9, age, distance, and complexity of statements were focused on. The scale of
the WER showed the range of WER values. A lower WER value indicates higher speech
recognition accuracy [45]. The blue bubbles in Figure 9 indicated the WER values less than
0.5. The darker color of blue represented high accuracy, while the red bubbles denoted
the WER values greater than 0.5. The dark red color was indicative of less accuracy.
Some WER values overlapped, making it difficult to interpret any pattern. Thus, further
exploration is required to visualize this more efficiently. Hence, 2-dimensional values of
these characteristics were considered.

Electronics 2023, 12, x FOR PEER REVIEW 9 of 17 
 

 

In Figure 8, the correlations among the variables age, distance, WER, and the com-
plexity of statements are depicted. The correlation between age and distance reveals an 
extremely weak and practically negligible relationship. Similarly, the correlation between 
age and WER demonstrates a very weak negative relationship. Age’s correlation with the 
complexity of statements also indicates an extremely weak and almost negligible relation-
ship. On the other hand, the correlation between distance and the WER of statements 
shows a positive but weak relationship. In contrast, the correlation between distance and 
the complexity of statements is extremely weak and practically negligible. Lastly, the cor-
relation between the complexity of statements and WER exhibits a very weak negative 
relationship. Thus, the correlation matrix does not give any insight into how one variable 
affects another. To further explore, it is important to focus on variables depending on var-
ying ranges of WER. 

 
Figure 8. Correlation matrix of variables age, distance, WER, and statement category. 

In Figure 9, age, distance, and complexity of statements were focused on. The scale 
of the WER showed the range of WER values. A lower WER value indicates higher speech 
recognition accuracy [45]. The blue bubbles in Figure 9 indicated the WER values less than 
0.5. The darker color of blue represented high accuracy, while the red bubbles denoted the 
WER values greater than 0.5. The dark red color was indicative of less accuracy. Some 
WER values overlapped, making it difficult to interpret any pattern. Thus, further explo-
ration is required to visualize this more efficiently. Hence, 2-dimensional values of these 
characteristics were considered. 

 
Figure 9. Demonstration of WER values for age, distance, and complexity of statements. Figure 9. Demonstration of WER values for age, distance, and complexity of statements.



Electronics 2023, 12, 3995 10 of 16

The relationships between age and distance were observed for simple, moderate, and
complex statements with varying ranges of WER values. It is evident from Figure 10a
that when simple statements were considered, irrespective of the age of the persons, the
values of WER were high when the person stood at a maximum distance (5 m) from Pepper.
These WER values suggest that accuracies were highest when the person was standing
near Pepper, i.e., a 1 m distance away.
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In the case of moderate statements, Figure 10b shows that the value of the WER was
high when a person was placed at a 3 m distance away from Pepper. But again, the lowest
values of WER could be found at a 1 m distance from Pepper. Figure 10c illustrates that for
complex speeches, the WER values were high for even a 1 m distance. From this, it could
be inferred that Pepper faces difficulty in understanding complex statements. With the
increased distance from Pepper, the accuracy of the speech recognition system decreases.

Next, statements spoken at different distances were considered to further explore the
accuracy of Pepper’s speech recognition system based on different age groups. Four age
groups were considered here, ages below 20, ages from 21 to 30, ages from 31 to 40, and
ages above 50. Figure 11 demonstrates the WER values based on the distance from Pepper
and the spoken statements’ complexity. It should be noted here that many WER values
overlapped, due to which it was difficult to interpret anything. As we were interested in
knowing the limitations of Pepper’s speech recognition system, only the maximum WER
values in different age groups were taken into account (Figure 12).

Figure 12a illustrates that with a below-age-20 person, Pepper’s speech recognition
system did not have a problem recognizing statements of various complexity spoken by a
person standing at a 1 m distance. However, higher WER values were reported for 3 m and
5 m distances with moderate and complex statements, respectively. This analysis suggests
that the best selection of distance from Pepper is 1 m for the age group below 20.

Figure 12b shows that Pepper’s speech recognition system got mostly high WER
values for the age group of 21 to 30. At a distance of 1 m, the maximum WER value was
for complex statements. For the 3 m distance, there were two maximum WER values for
moderate and complex statements. Meanwhile, for a 5 m distance, irrespective of sentence
complexity, maximal WER values were obtained every time. This suggests that Pepper
faces difficulty in understanding statements in this age group.
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Figure 12c explains that Pepper’s speech recognition works properly with a 1 m
distance for the age group ranging from 31 to 40. However, the WER was highest for a 5 m
distance even for a simple statement. For other distances and complexity of statements,
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WER values were higher, but not maximum. This analysis indicates that 1 m is the best
distance at which to place a person from Pepper.

Figure 12d describes that for the age group above 50, a 1 m distance is the best
selection irrespective of the complexity of statements. The WER values were maximal at a
3 m distance in the case of moderate statements, while at a 5 m distance, WER values were
found to be high for both simple and moderate statements.

4. Discussions

Research has shown that speech recognition systems can be significantly impacted
by the age and complexity of statements spoken. Often, there may be some variations in
children’s pronunciation when they state a word. Li et al. [46] demonstrated that children’s
voices are more difficult for automatic speech recognition systems to process accurately
compared to adults. Kennedy et al. [47] highlighted the importance of improving speech
recognition for children, as it poses challenges for robots to comprehend. Speech features
commonly observed in older people, including speech rate, pauses, redundancies, and
diminished articulation and pronunciation, have been recognized by previous studies for
increasing the Word Error Rate in automated speech recognition systems [48–51]. Differ-
ences in speech patterns and articulation between younger and older individuals can pose
a challenge for automatic recognition systems. Due to above-mentioned challenges, the
present study included participants from other age groups and identified that the WER is
not affected by the age of the participant in the included age groups. This finding is also
supported by Aman et al. [52], who explored elderly persons’ voice effects on ASR and
showed a significant 34% increase in the average Word Error Rate between elderly and
non-elderly individuals; however, they also showed that WER is not associated with age.

Research on speech recognition has explored gender-based differences in speech,
including variations in vocal tract length [53] and pitch [54] between males and females
that can impact recognition systems. Decker et al. [55] demonstrated that average speech
recognition was better for females than males for English and French speech. Garnerin et al.
showed [56] that there was a large difference in the performance of ASR when compared
on the basis of the WER of men and women. In contrast to these studies, the findings of
the present study did not identify any differences between male and female utterances in
terms of their impact on the speech recognition system.

The distance between the speaker and the speech recognition system can impact
audio quality and accuracy. Rodrigues et al. [57] also demonstrated that the accuracy of
speech recognition was decreased with the increasing distance between the user and the
microphone. Nematollahi et al. [58] suggested that the lesser distance provides better
accuracy outcomes for speech recognition. The present study confirms the same.

From the overall analysis of present study results, it could be inferred that the distance
between the person and Pepper should be small. For most of the age groups, it was
found that the speech recognition system understood every statement properly from a 1 m
distance, except for the age group of 21–30. There could be many possible reasons which
might have impacted these results. One such possibility is different speech patterns. Speech
patterns may vary depending on people’s accents and pronunciations [59]. This might cause
Pepper’s speech recognition system to understand the same statements differently. The
other reason could be the energy levels of a person during the experiment, as it may impact
the person’s speech. Background noise also influences the speech recognition capability
of Pepper to properly understand the statements. Attawibulkul et al. [60] suggested
that environmental noise can be one of the major challenges for the speech recognition
system of robots. Gnanamanickam et al. [61] showed that noise signals can be suppressed
using different methods, such as iterative signal enhancement, subspace-based speech
enhancement, and nonlinear spectral subtraction.
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5. Conclusions, Limitations, Implications, and Future Work

Traditional classroom teaching and learning can present challenges for students and
educators both. Students may struggle to understand lectures for a variety of reasons.
In some cases, educators may also feel frustrated by the lack of performance of students.
Multimodal learning, which allows students to learn through both spoken words and text
displayed on a humanoid robot’s screen, may offer a potential solution to these issues. The
integration of a humanoid robot with the speech-to-text recognition tool Whisper will assist
in conveying communication. Further, from the results, it can be observed that the gender
and age of a person did not have an impact to a similar extent. By integrating speech
recognition tools with a humanoid robot, this proposed system could enhance students’
understanding of lectures and improve accessibility, eventually motivating students to
engage and participate more enthusiastically in classrooms.

The Pepper robot was selected for this study since it is one of the robots with a
screen capable of displaying text subtitles, and due to its availability to the research team.
However, there is a challenge with the speech recognition system of Pepper in that it
cannot transcribe speech to text. Through a series of experiments, the other limitations of
Pepper’s speech recognition system were noticed. The findings suggest that one of the
limitations is related to variability in accent, pronunciation, and speech patterns. It was
identified through the analysis of evaluation measures that Pepper understood the same
stated sentence differently. The limited vocabulary of Pepper also imposes another issue in
understanding the complex words present in the statements. Background noise is another
hindrance that inhibits the proper recognition of utterances.

Integrating a social robot with Whisper, a speech-to-text conversion tool, has significant
implications across various domains, including education. This synergistic integration
between social robotics and advanced speech recognition technology has the potential to
bring forth a range of benefits and applications. Healthcare is one of the settings where
this integration can help, by transcribing patient–doctor interactions. Health practitioners
and patients both will benefit; patients with communication challenges can express their
problems more conveniently, and patients can better understand their doctor’s advice, by
reading it on the robot’s screen. The other domain is the service industry, such as retail,
hotels, and tourism. In the service industry, customer service can be provided with the help
of a social robot, which can assist customers in displaying particular information, such as
product information, menus, and travel information on its screen. Additionally, a social
robot can provide multilingual support to customers.

To validate the potential advantage of the proposed system, we plan to experiment
in a real-world educational setting in the future. In this context, the present study is an
important step, since it is crucial to be aware of and address the limitations of the proposed
system in laboratory settings before employing it in a real classroom setting. The findings of
this study suggest that distance from Pepper and speech complexity affect Pepper’s speech
recognition capability. Based on our research, it is recommended that teachers should be
positioned within a minimum distance from the robot. As part of our ongoing research
efforts, we have yet to investigate whether the positioning of the microphone device on
participants relative to Pepper can impact Pepper’s speech recognition. Additionally, we
will aim to include the robot’s responses alongside the text on its screen, which, we believe,
will increase human–robot interaction and engagement. In order to improve the learning
experience, we plan to synchronize the robot’s screen with a projector in the future. This
will enable students to view the text displayed on the projector screen that corresponds
with what the teacher is saying. This will not only lead to better understanding but also
ensure that all students have access to the same information at the same time. The proposed
system will serve as the foundation for enhanced speech understanding through which the
teaching–learning process will be strengthened.

In order to better understand user preferences, the gathering of qualitative data is
important. In the future, in the classroom setting, interviews and surveys can also be
conducted among students and teachers to get their feedback about the system. The
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interviews will focus on collecting insights from user experience. This experience will
include the person’s perceptions regarding the correctness of recorded speech. Furthermore,
we will also identify any challenges they faced and collect their suggestions for further
improvement. A more comprehensive analysis can be done by incorporating qualitative
insights along with quantitative results, which can provide a complete understanding of
the performance of the speech recognition system and enhance the findings of this study.
This will help us to improve the system further.
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