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Recently, several countries have been trying hard to facilitate the integration of disabled people into their
societies by ensuring equal opportunities through ease of access to social services, daily human necessi-
ties, and the labor market. Deafness is considered one of the major disabilities separating the deaf from
their society. To integrate the deaf fully into society, a two-way mode of communication is required: one
from the deaf to the hearing people, and the other from the hearing to the deaf. Communication from the
hearing person to the deaf is generally easy and can be done through speech recognition and text-to-sign
representations, but communication from the deaf to the hearing is somewhat difficult and requires a
sign recognition module that recognizes the sign motions from the deaf and translates it to a text; follow-
ing this, a speech synthesis module will translate this text to speech. To build the sign recognition mod-
ule, a sign language dataset is required. This paper contributes to the literature by introducing a
comprehensive survey of 17 Arabic sign language datasets and by developing a well-organized frame-
work that is used to build a sign language dataset. This paper also contributes to the literature by creating
the largest Saudi Sign Language (SSL) database—the King Saud University Saudi-SSL (KSU-SSL data-
base)—with 293 signs, 33 signers, 145,035 samples, and 10 domains (healthcare, common, alpha-bets,
verbs, pronouns and adverbs, numbers, days, kings, family, and regions). This paper also contributes to
the literature by introducing a convolutional graph neural network (CGCN) architecture for sign language
recognition and applying the proposed architecture to the built KSU-SSL database. The architecture is
made up of a small number of separable 3DGCN layers, and is augmented with a spatial attention mech-
anism. This study is a part of the project that aims to develop a two-way communication system for Saudi
deaf individuals.
� 2023 The Authors. Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Over one billion people, globally, experience disability accord-
ing to the WHO (World Health Organization). This accounts for
one of seven people who suffer from disability (Pellegrini et al.,
2020). The Demographic Survey 2017 (Nicodemo et al., 2021),
issued by the General Authority for Statistics – Kingdom of Saudi
Arabia KSA, states that 1,810,358 Saudi residents suffer from dis-
abilities, i.e. 7.1 % of the population are disabled. 360 million peo-
ple over the world have a hearing disability, 9% of them are
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children, as stated by the WHO (Pellegrini et al., 2020). In KSA, the
number of deaf is about 720,000 (Al-Nafjan et al., 2015). Deaf per-
sons have great difficulty in communicating with other people in
the society. Only a small number of them know and use sign lan-
guage to communicate with others. The lack of sign language inter-
preters (BaHammam et al., 2006, Alhusseini and Alqahtani, 2020,
Al-Musharaf et al., 2021) amplifies the difficulty of the deaf in com-
municating with the rest of society, especially in the government
services, specifically in healthcare as stated by this study
(Maschendorf Thomaz et al., 2019).

To help the deaf people get involved in the society and integrate
with it, we aim to develop a system for a two-way translation of
Saudi sign language based on Avatar. This system will be imple-
mented in a carry-on electronic device (laptop, tablet, or mobile)
and integrates four basic functions:

� Recognizes the speech of the hearing person and produces the
corresponding text.

� Converts the recognized text of the hearing person to sign lan-
guage and performs the sign by the Avatar. This allows the deaf
person to understand the speech of the hearing person.

� Recognizes the sign performed by the deaf person and produces
the corresponding text.

� Converts the text of the recognized sign that the deaf person
performed into speech. This allows the hearing person to under-
stand the sign of the deaf person.

This allows the hearing person to understand the sign of the
deaf person. This system will help the deaf in two ways. First,
the system can be carried anywhere they go and can be used to
communicate with the rest of society. Second, it can be used to
teach sign language to the deaf, especially to children. Communica-
tion from the hearing person to the deaf is easy and can be
achieved with speech recognition and text-to-sign representa-
tions; however, communication from the deaf to the hearing per-
son is somewhat difficult and requires a sign recognition module
that recognizes the sign motions from the deaf and translates them
to a text, after which a speech synthesis module will translate this
text to speech. To build the sign recognition module, a sign lan-
guage dataset is required; but due to the lack of a public and rich
Arabic sign language (ArSL) dataset, many research groups have
developed their own local recordings. These local datasets might
contain tens or hundreds of signs, but they are domain-specific
or contain few signs and variations or are performed by few sign-
ers. Overall, these locally recorded signs do not exceed several hun-
dred in number and have only a few signers. After surveying the
databases used in research in recognizing Arabic signs and summa-
rizing their findings in a table, we made three observations. First,
the number of the signers does not generally exceed a set of tens
of signers and some are for less than ten signers; the number of
recorded signs varies inversely, and teams were obliged either to
increase signers or signs. The second observation involves the vari-
ety of recording devices, which starts from simple cameras such as
webcams to RGB + depth cameras to cameras using infrared. The
third observation is that most datasets include words and short
sentences as a sequence or single images cropped around the
hands.

The significance of this work comes from its contributions to
the literature: First, a comprehensive survey of 17 ArSL datasets
is conducted. This survey describes each dataset and its availabil-
ity. The datasets are categorized by year, number of signers, num-
ber of signs, samples, type of signs, and accessibility. This survey
can help readers understand the progress of ArSL datasets and
the current limitations. Second, this paper introduces a new frame-
work for constructing a sign language dataset used to build a
robust and accurate sign language dataset. This framework consists
2

of four phases: the pre-recording phase, the recording phase, the
verification phase, and the labeling and archiving phase. Third, this
research creates the largest SSL database, the KSU-SSL database.
The KSU-SSL dataset was recorded using three types of recording
sources: a fast RGB (Red, Green, and Blue) cam-era, an infrared
(IR) camera, and a mobile camera. The use of different types of
cameras is in-tended to make the database richer and can be used
with different applications. This database includes 10 domains and
consists of 293 signs, 33 signers, and 145,035 samples. The health-
care domain consists of 133 signs and 65,835 samples; the com-
mon domain consists of 39 signs and 19,305 samples; the
alphabets domain consists of 37 signs and 18,315 samples; the
verbs domain consists of 20 signs and 9900 samples; the pronouns
and adverbs domain consists of 18 signs and 8910 samples; the
numerical domain consists of 11 signs and 5445 samples; the
day domain consists of 11 signs and 5445 samples; the Saudi Kings
domain consists of nine signs and 4455 samples; the family
domain consists of eight signs and 3960 samples, and the domain
of regions consists of 7 signs and 3465 samples. Fourth, this study
proposed CGCN architecture for sign language recognition and
applied the proposed architecture to the built KSU-SSL database.
The proposed architecture is made up of a small number of separa-
ble 3DGCN layers, and is augmented with a spatial attention mech-
anism. By using a limited number of layers, the proposed
architecture is able to overcome the common problem of over-
smoothing in deep graph neural networks.

Based on the authors’ knowledge, this is the first research in the
literature that introduces a novel framework for constructing a
sign language dataset. If you are interested in the dataset and need
access, please email the corresponding author.

This paper is organized as follows. First, a literature review of
relevant ArSL is presented. Second, the proposed framework is
described. Third, the pre-recording phase, recording phase, verifi-
cation phase, and the labeling and archiving phase are described.
The KSU-SSL database is presented, and all its statistics are dis-
cussed. Finally, the proposed architecture (implementation and
experiments) are described.

2. Related work

In the literature on the Arabic Sign Language ArSL dataset, sev-
eral datasets have been built in the past few years. This section sur-
veys 17 ArSL dataset to summarize and compare their key criteria
and motivate the contribution of the proposed one in this paper. In
2007, the ArSL dataset reported in (Shanableh and Assaleh, 2007) is
an isolated words dataset. It was created by the College of Engi-
neering at the American University of Sharjah. It contains 23
(Table 1) gesture classes performed by three participants, without
restriction on image background or clothing. Each participant
repeated the gestures 50 times in three sessions. Therefore, there
are a total number of 3450 samples in that dataset, distributed
evenly among the 23 classes such that each class has 150 samples.
An analog camcorder was used to record that dataset.

Another ArSL was introduced by M. Mohandes, S. Quadri, and
M. Deriche in 2007 at King Fahd University of Petroleum
(Mohandes et al., 2007). It consists of 300 classes selected from
the ArSL dictionary. (The exact dictionary is not identified.) This
dataset was recorded by a single hard-of-hearing fluent signer,
with each sign repeated 15 times, to produce a dataset containing
4,500 samples in total. The video recording camera (Sony DVD
Handycam, model no. DCR-DVD 200E) was placed directly in front
of the standing signer, and a frame rate of 25 frames per second
was maintained throughout the recording. Moreover, a high-
intensity halogen light source was used to avoid any shadow
effects in the environment. A whitewashed wall background was
also set to match the clothes of the signer, thus making it easy to



Table 1
The 23 words of ArSL dataset reported in (Shanableh and Assaleh, 2007).

No. Word No. Word No. Word No. Word No. Word

1 قيدص Friend 6 ملاسلامكيلع Peace upon you 11 لاهسولاها Welcome 16 انا I/me 21 سما Yesterday
2 راج Neighbor 7 لكاي To eat 12 اركش Thank you 17 عمسي To listen 22 بهذي To go
3 فيض Guest 8 ماني To sleep 13 لضفت Come in 18 تكسي To stop talking 23 يتاي To come
4 ةيده Gift 9 برشي To drink 14 بيع Shame 19 مشي To smell
5 ودع Enemy 10 ظقيتسي To wake up 15 تيب House 20 دعاسي To help
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isolate the hand of the signer from the background based on the
hand color. As the authors mentioned in the study, an ArSL expert
was also involved in helping with the dataset recording. In 2014,
an ArSL image and video dataset called SignsWorld Atlas was intro-
duced by S. M. Shohieb, H. Elminir, and A. Riad (Shohieb et al.,
2015). It was developed in Mansoura and Kafr El-Sheikh Universi-
ties in Egypt to evaluate their methods for real-time ArSL gesture
and posture recognition. The dataset contained handshapes in iso-
lation and in single signs, Arabic alphabets, the numbers, move-
ment in single signs, movement in continuous sentences, lip
movement in Arabic sentences, and facial expressions. The dataset
was performed by 10 participants with ages ranging from three to
30 years under controlled lighting conditions. The dataset was
acquired by a Canon Power Shot A490 digital camera with an
image quality of 1024 � 768 pixels and video samples of 10 MB
each. Another ArSL dataset introduced in 2015 (ElBadawy et al.,
2015) contains 20 gesture classes performed by two participants.
Each participant was asked to repeat the gestures 100 times. The
20 signs consist of five facial expression signs (Table 2)—happy,
sad, normal, surprised, and looking up—as well as body + lips
motion. The body movement tracking is mainly concerned with
both hand positions against the body and shoulder movements.
The hand positions are collected and arranged as 16 different posi-
tions (4 positions for each hand). The shoulder movements are five
movements (left shoulder up, right shoulder up, left shoulder front,
right shoulder front, normal).

Another ArSL dataset build by G. Latif et al. is called ArSL2018
(Latif et al., 2019). ArSL2018 is an image-based dataset for 32 Ara-
bic Alphabets (the basic 28 Arabic alphabets and the extended four
alphabets (’ لا’،’لأ’،’ة’،’ئ ’. The ArSL2018 consists of 54,049 images in
gray scale with 64 � 64 dimension. The images were collected by
recording 40 participants in different lighting conditions and with
different backgrounds. This dataset was made publicly available. In
the same way as ArSL2018, in (Al-Jarrah and Halawani, 2001) the
authors used a dataset of 1800 Gy-scale images for 30 Arabic
alphabets in which each sign was recorded by 60 signers. More-
over, in (Albelwi and Alginahi, 2012) AlBelwi et al. used a dataset
of 180 Gy-scale images, in which each sign from a total of six signs
was repeated 45 times by two signers. In (SamirElons et al., 2013,
Guesmi et al., 2016) the authors also proposed an alphabet dataset
consisting of 948 and 840 sign simples successive. In (Assaleh et al.,
2008) Assaleh et al. present a dataset of ArSL for 80 sentences, in
which each sentence was performed 19 times; in total, this dataset
consists of 1520 simple signs. Also in (Tolba et al., 2012), the
authors used a dataset of 100 sentences for a continuous sentences
recognition system. In (Youssif et al., 2011), Youssif et al. used an
ArSL dataset for 20 signs, with each sign repeated 45 times; the
dataset consists of 900 simple signs for ArSL words. Furthermore,
Table 2
The 20 words of ArSL dataset introduced in (ElBadawy et al., 2015).

ماما Front ديعب Far بناجب Beside

ضرا Ground حاير Wind ءامس Sky
رز Button فلم File لقن Move
دعاسي Helping قلاط Divorce باب Door

3

in (Al-Rousan et al., 2009) Al-Rousan et al. used an ArSL dataset
consisting of 540 simple signs for 30 Arabic words, in which each
word was recorded by 18 volunteers. In (Amin et al., 2015), Amin
et al. present an HMM-based translator for ArSL; the dataset used
for this translator contains 60 Arabic words recorded 40 times with
a Kinect camera; in total, the dataset used in this work consists of
2,400 simple signs. In (Sidig et al., 2021), Sidig et al. presented an
ArSL dataset named KArSL (KFUPM ArSL); this dataset contains
502 sign words from many domains such as numbers, letters, fam-
ily, common verbs, health, and so on. Each sign from the 502 sign
words was recorded by three signers and each signer performed
each sign 50 times. This dataset, therefore, consists of 75,300 sim-
ple signs which is the largest ArSL until now; however, the number
of signers is too small, which means this dataset has too little vari-
ance and is not good for training models for signer independence.

Furthermore, the ArSL dataset reported in (Alfonse et al., 2015)
was established based on an ArSL dictionary approved by the Lea-
gue of Arab States. The total number of sign classes in this dataset
is 1,216 signs, including the Arabic alphabets and numbers. The
entire dataset was recorded by four sign language experts and
reviewed and validated by the other two experts. The four experts
who recorded the dataset are a mix of right-handed and left-
handed persons. Three different sensors were used to collect the
dataset: ordinary HD camera, Kinect 2, and leap motion. The data-
set videos were captured from four different viewing angles (0, 270
then 315, and 225), with four different frame rates (5, 10, 30, and
50 frames per second); hence, the database size is
4 � 1216 � 4 = 19,456 samples. The samples of this dataset were
recorded in different lighting conditions and involve facial expres-
sions in most of the cases. The samples were presented in the form
of RGB videos, infrared, and depth maps, as well as the skeleton
indexes produced by the lip-motion sensor.

By contrast, the KSU-ASL dataset reported in (Al-Hammadi
et al., 2020) and (Bencherif et al., 2021) consists of 80 gesture
classes. It was created by the Center of Smart Robotics Research
with collaboration from the Higher Education Program for the Deaf
and Hard of Hearing at King Saud University. The dataset com-
prises selected gestures from common ArSL words and expres-
sions. These expressions contain single- handed actions as well
as two-handed actions. Forty non-deaf subjects were recorded,
and the recordings were attended by one knowledgeable in sign
language. Each subject was asked to perform the gestures five
times. Different devices such as RGB cameras and Microsoft Kinect
were used for recording this dataset. The dataset recording ses-
sions were performed without restrictions in an uncontrolled envi-
ronment. There were no constraints on the clothing of the
participants, the lighting conditions, or the background color.
There was also some variation in the distances between the
لكاي Eating برشي Drinking

تاباختنا Elections زاوج Marriage
دسا Lion دوقن Money
تيب Home قوستي Shopping



Table 3
Existing ArSL datasets.

Ref Year signers signs Repetition
per signer

Total
Samples

Type of sign Devices Modality Recorded by a sign
language expert

PubliclyAvailable Country

(Shanableh and Assaleh,
2007)

2007 3 23 50 3450 WordsPhrases Video camcorder Upper body No No UAE

(Mohandes et al., 2007) 2007 1 300 15 4500 WordsPhrases Sony DVD Handy Camera Upper body No No Saudi
Arabia

(Shohieb et al., 2015) 2014 10 500 – – AlphabetWordsSentences Canon Power Shot A490
Camera

Hands + Upper body + Facial
expression + Lips motion

No No Egypt

(ElBadawy et al., 2015) 2015 2 20 100 4000 Words Leap Motion + 2 Cameras Facial expression + Body + Lips
motion

No No Egypt

(Latif et al., 2019) 2018 40 32 42 54,049 Alphabet CameraGray Images Hands No Yes Saudi
Arabia

(Al-Jarrah and Halawani,
2001)

2001 – 30 60 1800 Alphabets Camera Hands No – –

(Albelwi and Alginahi, 2012) 2012 2 6 15 180 Alphabets Camera Hands – – Saudi
Arabia

(SamirElons et al., 2013) 2013 – – – 948 Alphabets Camera – – – –
(Guesmi et al., 2016) 2016 2 28 15 840 Alphabets Camera – – – Tunisia
(Assaleh et al., 2008) 2008 1 80 19 1520 Sentences Camera – – – UAE
(Tolba et al., 2012) 2012 – 100 – 100 Sentences Camera – – – –
(Youssif et al., 2011) 2011 – 20 45 900 Words Camera – – – –
(Al-Rousan et al., 2009) 2009 18 30 – 540 Words Camera – – – –
(Amin et al., 2015) 2015 1 60 40 2400 Words Kinect – – – Egypt
(Sidig et al., 2021) 2021 3 502 50 75,300 Letters, Numbers, Words Microsoft Kinect V2 – – – Saudi

Arabia
(Alfonse et al., 2015) 2015 4 1216 4 19,456 WordsSentences Leap MotionKinectV2,

Digital Cam
Upper body+Facial expression No Yes Egypt

(Al-Hammadi et al., 2020,
Bencherif et al., 2021)

2020 40 80 5 16,000 AlphabetNumbersWordsphrases -Kinect V1-Kinect V2-Sony
Handy Cam

Full Body+ Skeleton No No Saudi
Arabia

Our database(KSU-SSL) 2022 33 293 5 145,035 AlphabetNumbersWordsFor
daily life and medical field

-RGB color camera-
infrared camera- Mobile

Upper body Yes No Saudi
Arabia

M
.A

lsulaim
an,M

.Faisal,M
.M

ekhtiche
et

al.
Journal

of
K
ing

Saud
U
niversity

–
Com

puter
and

Inform
ation

Sciences
35

(2023)
101642

4



M. Alsulaiman, M. Faisal, M. Mekhtiche et al. Journal of King Saud University – Computer and Information Sciences 35 (2023) 101642
camcorder device and the signers. Because of this restriction-free
recording, KSU-SSL is a challenging dataset. In most cases, the sign-
er’s hands are blurred and difficult to detect and track. In Table 3
below, we present the comparison between surveyed databases
discussed above and our proposed KSU-ArSL.

3. Proposed framework for KSU-SSL dataset

To build a robust and accurate SSL dataset, we started by
designing a well-organized framework (Fig. 1). The proposed
KSU-SSL database framework consists of four phases: the pre-
recording phase, the recording phase, the verification phase, and
the labeling and archiving phase. The pre-recording phase is
mainly used to prepare for the recording process and consists of
five steps: selecting the signs (293 signs including letters, numbers,
days, family, pronouns, adverbs, verbs, common, Saudi Kings,
regions, medical, and common); types of signs (static and dynamic
signs); preparing the recording environment—the studio and cam-
eras (color camera, infrared camera); and building the recording sys-
tem. The recording phase includes three steps: selecting the
volunteers, training the volunteers, and recording. The verification
phase is used to verify the correction of the performed signs and
has two steps of verification: during the sign recording and after
the recording. The last phase is the labeling and archiving phase
which consists of the proposed protocol to save and archive the
verified signs.

4. Pre-Recording phase

The pre-recording phase is the initial phase, used to prepare for
the recording environment, and consists of five steps: selecting the
signs (293 signs including letters, numbers, days, family, pronouns,
adverbs, verbs, common, Saudi Kings, regions, medical, and com-
Fig. 1. Proposed KSU-SSL

5

mon); types of signs (static and dynamic signs); preparing the
recording environment—studio and cameras (color camera and
Infrared camera); and building the recording system.
4.1. Selection of the signs

In this study, we present SSL dataset for the KSA Dialect; there-
fore, we adhered to the Saudi sign dictionary produced by the
Saudi Association for Hearing Impairment (Senkov et al., 2018).
There are other variants of the signs used in KSA, and sometimes
the deaf do not follow the dictionary; but it is extremely difficult
to include all the variants, and we have to follow the most accepted
and agreed upon standard, which is the Saudi sign dictionary. The
dictionary is subdivided into sections of varying importance, rang-
ing from the name of towns to daily usual words, words from the
medical domain, and so on. The sign selection is an important step
in order to produce a pilot system that will convey the importance
and usefulness of the dataset and be appealing to the deaf and non-
deaf community. Moreover, the Saudi sign dictionary contains
more than 3,000 signs, and it will be difficult to cover them in this
study. Therefore, we focused on certain important domains. Our
team (including sign language experts) considered many domains
such as government services, education, healthcare, children’s sto-
ries, courts, and other law institutions). We realized that the med-
ical field is an important area where many deaf people have
difficulties explaining their illness and/or pain, and our system
can be used immediately and be beneficial. Therefore, we selected
the signs from the medical field. In addition to the medical field, we
selected other daily life signs that are needed to build a system in
the medical field and are also needed in daily life communications.
The team has four sign specialists with good contact with the deaf
community; hence, these members suggested the initial draft list
of the signs. This list was discussed and refined many times until
database framework.



Table 4
List of the 293 selected signs.

Alphabets (37 Sign)

e ب لا آ ا ئ إ ؤ أ ء

b al e i o a hamza

س ز ر ذ د خ ح ج ث ت
s z r DH d KH h DJ th t
ك ق ف غ ع ظ ط ض ص ش
k q f GH e DH t DH s ch
yي ى و ه ن م ل

y w h n m l
Numbers (11 Sign)
9 8 7 6 5 4 3 2 1 0
10
Days (11 Sign)

ةعمجلا سيمخلا ءاعبرلأا ءاثلاثلا نينثلاا دحلاا تبسلا موي ةنس عوبسا
Friday Thursday Wednesday Tuesday Monday Sunday Saturday Day Year Week

سمأ yesterday
Family (8 Signs)

جاوز marriage ةرسأ ةنبا نبا تخأ خأ مأ بأ
family daughter son sister brother Mother Father

Pronouns and adverbs (18 Sign)
مث تحت دعب نودب تنأ انأ مامأ ىلإ ىلعأ لفسأ
Then Under after without You Me ahead to upper Down
ذنم since عم لبق يف قوف ىلع امئاد فلخ

With before in above upon Always behind
Verbs (20 signs)

عمسي ظقيتسي عيطتسي محتسي دعاسي لخدي جرخي يفتخي سلجي لكأي
To hear To Wake-up Can To shower To help To enter To go out To disappear To sit To eat

لزني ماني يشمي فقي حتفي قلغي رهظي دعصي مشي برشي
To descend To sleep To walk To stand up To open To close To appear To ascend To smell To drink
Common (39 Sign)

تارمثلاث تيب ةباوب ببسب نيأ لاهسولاهأ رونلا مكيلعملاسلا ريخلا مسا
three times House Gate Because where Welcome light Peace on you Goodness Noun
ادغ اوفع حابص اركش ةعاس مسقسيئر سيئر ةعاسعبر هايمةرود انسح

tomorrow Excuse me morning Thanks hour Head of Department President quarter an hour W.C Okay
ةرم ىتم اذام تحمسول اذامل لا فيك مك مسق جراخلايف

Once when what Excuse me Why No How How many? Department out
ملاسلامكيلعو May peace be upon

you
راسي نيمي له هذه اذه راهن ءاسم نيترم

left right Does? This(female) This (male) day evening twice
Kings (9 Signs)

لصيفكلملا King Faisal دهفكلملا هللادبعكلملا زيزعلادبعكلملا ناملسكلملا دوعسكلملا دلاخكلملا ناملسنبدمحمريملأا دوعسلآ
King Fahd King Abdullah King Abdulaziz King Salman King Saud King Khaled Prince Mohammed bin Salman Al (family) Saud

Regions (7 Signs)
ةمركملاةكم Makkah ةدج نازاج ةرونملاةنيدملا ضايرلا مامدلا اهبأ

Jeddah Jazan Medina Riyadh Dammam Abha
Healthcare (133 Sign)

ةثارو هجو يمظعلكيه فتاه فيزن ةيبلقةمزأ ةلازإ قرأ نامدإ ضاهجإ
heredity Face Skeleton phone bleeding Heart attack Removal insomnia addiction abortion

رذتعا ةقاعإ ةيعمسةقاعإ ةباصإ رزيلةعشأ عاعشإ لاهسإ نانسأ فاعسإ مادختسا
Apologize Obstruction Impaired hearing infection laser beams radiation Diarrhea teeth Ambulance Usage

ريخب راشتنا كاسمإ سفنلا ملأ يسفنلابطلا ةحصلا ةمدخلا باهتلا بائتكا
Fine Spread constipation self pain Psychiatry Health In service inflammation Depression

سفنت ريرقت رييغت بعت كيلدت مدليلحت نيمأت قاهب جنب نطب
Breathing report To change fatigue massage blood analysis insurance vitiligo Anesthesia Belly

ناتئر عارذ ةيساسح قورح يرورمثداح طغضلاسايقزاهج ةرارحلاسايقزاهج نيعلانفج حرج مروت
lungs arm sensitive burns Traffic accident Blood pressure device Temperature measuring device Lid injury swelling

M
.A

lsulaim
an,M

.Faisal,M
.M

ekhtiche
et

al.
Journal

of
K
ing

Saud
U
niversity

–
Com

puter
and

Inform
ation

Sciences
35

(2023)
101642

6



Ta
bl
e
4
(c
on

ti
nu

ed
)

A
lp
h
ab

et
s
(3
7
Si
gn

)

نذأةعامس
مس

ةرود
ةيرهش

راود
ءاود

مد
يح

ض
مح

ى
لمح

ةنقح
h
ea

dp
h
on

e
po

is
on

M
en

st
ru

al
pe

ri
od

V
er
ti
go

M
ed

ic
in
e

bl
oo

d
m
en

st
ru

at
io
n

Fe
ve

r
Pr
eg

n
an

cy
In
je
ct
io
n

يبط
ب

دامض
بط

ي
ركس

ةتكس
ةيبلق

ريرس
رس

ناط
ماكز

ةبقر
ر

عيض
محر

D
oc

to
r

m
ed

ic
al

ba
n
da

ge
su

ga
r

H
ea

rt
fa
il
u
re

be
d

ca
n
ce
r

co
m
m
on

co
ld

n
ec
k

in
fa
n
t

w
om

b
ةدغ

ةنيع
ربتخم

غض
ط

مدلا
ةيلديص

لديص
ي

وص ةر
ةعشأ

ادص
ع

للش
ن

فص
ي

روعش
نييارش

gl
an

d
la
b
sa
m
pl
e

bl
oo

d
pr
es
su

re
ph

ar
m
ac
y

ph
ar
m
ac
is
t

X
-r
ay

h
ea

da
ch

e
h
em

ip
le
gi
a

Fe
el
in
g

ar
te
ri
es

مدق
وريف

س
ةيانع

دومع
رقف

ي
ةيلمع

ارج
ةيح

ع
مظ

ةبوزع
ودع

ى
مدع

رهظ
Fo

ot
vi
ru

s
A
tt
en

ti
on

B
ac
kb

on
e

Su
rg
er
y

bo
n
e

ce
li
ba

cy
in
fe
ct
io
n

n
il

B
ac
k

وك
ع

عك
مدقلاب

وريف
س

انوروك
ف

ك
نادقف

ةعانملا
لشف

ك ول
ي

ةاشرف
نانسأ

ف
ح

ص
حف

ص
ريرس

ي
حف

ص
نلا

رظ
el
bo

w
H
ee

l
C
or
on

a
V
ir
u
s

u
n
ti
e

Im
m
u
n
od

efi
ci
en

cy
R
en

al
fa
il
u
re

To
ot
h
br
u
sh

ex
am

in
at
io
n

C
li
n
ic
al

ex
am

in
at
io
n

Ey
e
ex

am
in
at
io
n

نخدي
ريدم

سرك
ي

دبك
ايق

عمسلاس
ةعقوق

لق
ب

فق
ص

ردص
ي

ق
ةرط

ق
ةبص

ةيئاوه
sm

ok
es

di
re
ct
or

a
ch

ai
r

li
ve

r
au

di
om

et
ry

co
ch

le
a

h
ea

rt
C
h
es
t

D
ro
p

Tr
ac
h
ea

انم
ةع

رمم
ةض

اردخم
ت

ربتخم
ليل

مل
مهفأ

حل
ظ ة

لا
ص

ق
ورج

ح
لا

أب
س

لا
تسي

عيط
im

m
u
n
it
y

n
u
rs
e

dr
u
gs

la
bo

ra
to
ry

n
ig
h
t

I
do

n
ot

u
n
de

rs
ta
n
d

O
n
e
M
om

en
t

A
dh

es
iv
e
w
ou

n
ds

Fi
n
e

ca
n
’t

و
ةدلا

و
ةفص

ةيبط
لم

ح
غم

ص
انسأنوجعم

ن
م

دعص
فشتسم

ى
يرم

ض
مهرم

رم
ركسلاض

B
ir
th

Pr
es
cr
ip
ti
on

sa
lt

co
li
c

to
ot
h
pa

st
e

el
ev

at
or

h
os

pi
ta
l

Si
ck

oi
n
tm

en
t

D
ia
be

te
s

يتن
ةج

re
su

lt
بن

اض
ت

لقلا
ب

نازيم
ةرارح

h
ea

rt
be

at
s

Th
er
m
om

et
er

M. Alsulaiman, M. Faisal, M. Mekhtiche et al. Journal of King Saud University – Computer and Information Sciences 35 (2023) 101642

7

we narrowed it to 293 signs. The selection of the signs concen-
trated mostly on those that will most probably be used in the daily
medical experience of dialogue between a deaf or hard-of-hearing
person and a nurse or doctor. This selection took a long time of
reflection and consultation as the medical signs within the dic-
tionary consist of about 150 signs; in a practical sense, the more
signs there are to video record in multiple sessions, the more the
time for each signer increases. This might be a burden for some
signers and require more time than is feasible for the project time
frame. In this context, we selected 293 signs, as presented in
Table 4.

4.2. Types of signs

Some of the signs are just a simple fixed hand position of one or
two hands (called static signs), while the rest of the signs use a
moving action with one or two hands (called dynamic signs). In
all cases, any sign can be viewed as dynamic if the pre-action
(hands up) and post-action (hands down) are included in the entire
sign video. Since we hope that our systemwill allow the deaf to use
it live with minimal restrictions, all signs will be considered
dynamic, in which we consider that the middle frames of interest
of each sign are preceded and followed by some transition frames.
A sample sign language performed by the hands is shown in Fig. 2.

4.3. Preparation and testing the recording environment

Recording videos of high quality requires considerable experi-
menting with people and material, as well as a stable recording
machine and excellent programming skills. In this context, our spe-
cialist in charge managed to create a video recording studio as
shown in Fig. 3.

The designed studio is comprised of the material listed in
Table 5. We opted for this design after many trials and recording
tests, as well as changing numerous lighting and camera positions.

Different setups and configurations were tried for the recording
studio until we reached an optimal setup and configuration as
illustrated below.

4.3.1. Environment configuration
The recording of the signs was done inside the arena of the Cen-

ter for Smart Robotics Research at the College of Computer and
Information at King Saud University, where a special computer
with high specifications was prepared so that it could record high
definition videos at a high speed. The recording setup contained
the computer with a recording system, two screens, two cameras,
a mobile, and the cameras stand. One of the two screens is facing
the team member who is working on the recording system, and
the other screen is facing toward the volunteer who performs the
signs to display the reference videos to the volunteer.

The signs recording studio contains a place marked with a yel-
low box, where the volunteer stands to record; to his right, a screen
has been placed showing a video of the sign to be recorded so that
it is easier for him to perform the signs correctly, as shown in Fig. 3.

A white LED lighting has also been added to the studio to
improve the quality of the captured videos, and a green back-
ground has been added behind the recording location to facilitate
the video processing after recording.

A red and green LED was added to the recording system so that
the volunteer can know when the recording is started and stopped.

4.3.2. Cameras configuration
The recording is done using three cameras, the high-speed color

camera, mobile camera, and an infrared camera. The cameras are
on a stand. The volunteer stands in front of the cameras at a dis-
tance of two meters so the upper body of the volunteer will occupy



Fig. 2. Example of the sign language gesture –week.

Fig. 3. Recording studio designed by our expert. Fig. 4. Support for the cameras and the phone.
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most of the camera’s field of view. The expert sits on a chair at an
angle that allows him to watch the volunteer perform the sign to
be recorded and corrects him when needed.

The cameras were connected to the recording computer, where
the recording program records videos for each repetition of each
sign from the cameras at the same time. As for the mobile camera,
Table 5
Recording studio components.

Item Description

acA1920-150uc - Basler ace RGB color camera
ELP-USBFHD05MT-KL36IR Infrared camera
Huawei P20 pro Mobile
LED Light stand
First Screen 3200 screen
Second Screen 3200 screen
Camera Holder Holds RGB and infrared cameras and mobile
Chair Blue chair
Marked space in the floor Marked space where the volunteer will stand
Paper background The paper background behind the volunteer

8

the recording takes place throughout the session, and then later
the signs can be cut manually.

For the color camera, in order to avoid the blurring effect gener-
ated by low fps cameras where some fast actions are not well
recorded and appear as shadowed actions, our expert investigated
the use of a very advanced camera with high fps. We choose an
Remarks

High speed frame rate up to 150fps
Used to record IR videos
To record with a phone camera
Used for better light conditions
For recording team member
For the volunteer to see reference videos
Made by the team
For sign specialist
To make sure all volunteers will be facing the camera at the same distance
To facilitate the video processing after recording



Fig. 5. Recording software interface (sample sign on the right).
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industrial camera (acA1920-150uc - Basler ace) with a high frame
rate. The camera originally is capable of 120 fps; however, we
noticed during testing that 60 fps was quite satisfactory, and the
actions or recorded signs could be tracked easily with all the
images of the video. This camera can record videos with
1920*1200 px at 150 fps, but at high fps the images will be some-
what dark because the sensor will not have enough time to receive
the light from the lens. To solve this issue, we first changed the lens
of the camera with a new lens that has a large aperture; then, in
the second step, we reduced shooting the frame rate to 120 fps
so as to get the best recorded videos with our light conditions.
The second issue encountered is that the recording PC was taking
too much time to save those videos to the drive and was occupying
a large amount of memory; therefore, we decided to change the
camera setting to keep shooting videos at 120 fps but send only
60 fps to the recording PC.

The infrared camera is a special camera that captures the reflec-
tion of infrared rays on objects. This camera was chosen in order to
avoid the problem of lighting, as these cameras depend on IR LEDs
that are installed around the lens. To further improve performance,
the technical team added an additional IR LED to the camera.

As our videos are recorded from three sources: a color camera,
an infrared camera, and a mobile phone camera, and in order for all
the videos to be captured from the same location, the technical
team designed a special stand as shown in Fig. 4 to hold the cam-
eras and the phone, so all recordings will be from the same direc-
tion at the same distance.
4.4. Building the recording system

Our technical team developed a system to record the videos of
the required signs. The system contains reference video clips of all
the signs to be recorded. The reference video clip for each sign is
9

shown to the volunteer before recording the sign, to help him
remember the correct way to perform the sign. The recording sys-
tem has been developed in accordance with the following points:

� The program contains a ‘‘signer#” field to specify the volun-
teer’s number.

� When the recording member presses the ‘‘Open” button, as
shown in Fig. 5, the program opens the sub-folder of the
selected signs and creates folders for saving those signs auto-
matically, in order to avoid errors and standardize the pattern
of saving in the database.

� The program records the signs from the cameras (color and
infrared) connected to the device at the same time, as shown
in Fig. 5.

� The recording member can choose the number of sign repeti-
tions to record by entering the number of repetitions in the field
‘‘Max_rep”, as shown in Fig. 5.

� The program also contains a ‘‘Color” check button, which can be
specified by the recording member to record signs with colored
hands.

� When recording begins, the program displays a video illustrat-
ing the way the sign is performed, as shown in the right display
part of Fig. 5.

� The program records each sign several times in succession,
according to the number of repetitions entered, then moves to
the next sign automatically and displays the reference video
for it.

� The recording system contains a list of the signs to be recorded.
It also contains a box for the sign number ‘‘Current Rep” where
the recording coordinator can choose any sign and specify the
repetition number to be recorded in case the coordinator wants
to re-record a specific sign.

� The program, as shown in Fig. 5.



Fig. 7. Colored hands sign recording.
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� contains a ‘‘Start REC” button to start and stop recording, and an
‘‘Ignore” button to cancel the recording in case something went
wrong.

� The red and green LEDs indicate for the volunteer the status of
the recording system. First, when the system is ready to record,
the green LED will be solid ON and the red LED will be OFF to
show the volunteer that the system is ready to record and so
that he can prepare himself to record the requested sign; then,
when the recording coordinator presses ‘‘Start REC” button, the
green LED will be OFF and the red LED will be solid ON to show
the volunteer that the system is recording so that he will start
performing the sign. Finally, when the recording coordinator
presses the ‘‘STOP REC” button, the system starts saving the
recorded videos and the green LED starts blinking until the sav-
ing process is finished, showing the volunteer that the system is
saving the videos so that he can move freely and relax a little;
then, it will turn to solid ON to show the volunteer that the sys-
tem is ready to record again so that he can prepare himself
again for the next recording.

� At the end of each recording session, the coordinator presses the
‘‘Check Files” button so that the program automatically checks
that all the signs of the selected section are recorded and that
the recordings are intact.

5. Recording KSU-SSL database phase

By the recording time, everything had been prepared; the signs
were selected, the recording environment (light, background, dis-
tance between signer and cameras) was prepared, as well as the
recording equipment (RGB cameras, depth cameras, desktops). As
mentioned, we recorded 293 signs; each sign was repeated and
recorded five times in different sessions, one with gloves and later
with painted hands. Each recording session took an average of
three hours; therefore, the total hours where 495 (33 signers * 5
session * 3 h = 495 h).
5.1. Selection and training of volunteers

The project aims to record the signs of volunteers who may be
deaf, hard of hearing, and hearing. The volunteers were selected
from King Saud University, and they were contacted to explain
the project, its goal, and the need for a sign dataset for the project.
Having a short time for recording is important; therefore, at the
initial stages of the dataset recording and before accepting any vol-
unteer, we sent to volunteers reference videos of the representa-
tive sample (10%) of the signs—about 30–35 signs—to practice,
performed by a specialist to train them before coming to the studio
for recording. When he is ready, we recorded his signs; then we
sent their videos of performing these signs to the specialist who
Fig. 6. Colored gloves in sign recording.
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will choose those with near-perfect performance. This step was
necessary because it saved us time when recording all signs of
the database of the project. After accepting the volunteers, we sent
them all pre-recorded reference signs so that the volunteer could
train on them for a period ranging from two to five days before
recording his signs.

5.2. Recording mechanism

At the beginning of the recording, several recording mecha-
nisms were tried in order to determine the appropriate mechanism
that achieved the least effort and the highest quality. It was neces-
sary to record each sign five times, including one time with gloves
and later with painted hands. The recording was five days a week,
from Sunday to Thursday, under the supervision of the team spe-
cialists in sign language. All the signs were recorded in reference
videos; then, the videos were sent to the volunteers to train them
before coming to the studio for recording. Each volunteer was
recorded in five sessions, with an average of 15 h divided over five
session.

5.3. Recording with painted hands

After recording some initial volunteers and checking the videos
with the volunteers wearing gloves, we found that there were
problems with recording with gloves; sometimes there was light
reflection. Moreover, hand fingers are not clear, as the light is
reflected from the gloves, as shown in Fig. 6.

Therefore, we substituted recording with gloves to recording
with the hands painted in colors. We chose blue for the right hand
and red for the left hand because these two colors are dark and are
the best light-absorbing colors; therefore, the light will not reflect
and affect the camera. The green color, which is also dark color and
light-absorbing, was used as the background; for this reason, we
avoided using green to paint the fingers. We tested our choice of
blue and red and this turned out to be a good decision, as shown
in Fig. 7.

We first recorded the four repetitions of all the signs without
painting (using gloves for the first six volunteers); next, we
recorded the signs with the hands painted in the last recording
session.

6. Verification phase

This phase is used to insure that the signs have been performed
in a correct manner. In order to accomplish this, we have two steps
of verification: during the sign recording and after the recording.



Fig. 8. Daily follow-up form.

Table 6
KSU-SSL database statistics.

Domain # signs Rep. # signers # Cameras Total Samples %

Healthcare 133 5 33 3 65,835 45.4
Common 39 5 33 3 19,305 13.32
Alphabets 37 5 33 3 18,315 12.63
Verbs 20 5 33 3 9900 6.83
Pronouns & adverbs 18 5 33 3 8910 6.15
Numbers 11 5 33 3 5445 3.76
Days 11 5 33 3 5445 3.76
Kings 9 5 33 3 4455 3.08
Family 8 5 33 3 3960 2.74
Regions 7 5 33 3 3465 2.39
Total 293 145,035

Fig. 9. KSU-SSL database statistics.
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As we stated in the previous section, the recording was conducted
under the supervision of the team specialists in sign language. This
means that verification is done during the recording session with
the attendance of a sign specialist. The post-recording verification
11
was performed after completing each recording session per volun-
teer. In case of any error or mismatching of the performed sign, the
specialist retrained the volunteer and the sign was performed
again.



Fig. 10. Domain distribution across the KSU-SSL database.

M. Alsulaiman, M. Faisal, M. Mekhtiche et al. Journal of King Saud University – Computer and Information Sciences 35 (2023) 101642
6.1. Labeling and archiving phase

At the end of each recording session, the recordings were copied
and saved in a folder labeled by the day and date on which the
recording was made (for example, Day 12 [1–1–2022]); within this
folder is a folder containing the name of the volunteer for whom
the signaling session was recorded (for example, Abdullah Ahmad).
With the beginning of the recording of each volunteer, the record-
ing system creates a folder called ‘‘signer_X”, where ‘‘X” stands for
the volunteer’s number; next, under this folder, the program cre-
ates two folders (‘‘group_100 and ”group_200), and within each of
these two folders, subfolders are created for the signs sections
according to the following:

� The folder ‘‘group_100 contains the following subfolders:
� Alphabet
� Common
� Days
� Family
� Numbers
� Pronouns and adverbs
� Verbs
� The folder ‘‘group_200 contains the following subfolders:
� Hospital and common
� Kings
� Regions
12
Two copies of the recordings were made on different hard
drives. In addition, after the daily session, two copies were
uploaded into cloud storage: one copy to the IDRIVE cloud storage
site and another to the Google Drive cloud storage site. A follow-
up form was created using Excel, which includes the list of partic-
ipants, to follow up on the volunteers’ recordings and the special-
ists’ review of the recorded signs if the signs were recorded in their
absence. This form is shown in Fig. 8.
7. KSU-SSL database

As mentioned, this study present a SSL dataset for KSA Dialect;
therefore, we adhered to the Saudi sign dictionary produced by the
Saudi Association for Hearing Impairment. Our team (including
sign language experts) considered many domains, such as govern-
ment services, education, healthcare, children’s stories, courts, and
other law institutions). We realized that the medical field is an
important area where many deaf people have difficulties explain-
ing their illness and/or pain, and our system can be used immedi-
ately and be beneficial. Therefore, we selected the signs from the
medical field. In addition to the medical field, we selected other
daily life signs that are needed to build a system in the medical
field and also needed in daily life communications. Therefore, the
KSU-SSL database consists of 293 signs, 33 signers, and 145,035
samples (Table 6 and Fig. 9). The healthcare domain consists of
133 signs and 65,835 amples; the common domain consists of 39
signs and 19,305 samples; the alphabets domain consists of 37 signs
and 18,315 samples; the verbs domain consists of 20 signs and
9900 samples; the pronouns and adverbs domain consists of 18
signs and 8910 samples; the numbers domain consists of 11 signs
and 5445 samples; the day domain consists of 11 signs and 5445
samples; the Saudi Kings domain consists of nine signs and 4455
samples; the family domain consists of eight signs and 3960 sam-
ples; and the regions domain consists of 7 signs and 3465 sam-
plesTable 6 shows the statistics of the KSU-SSL database, while
Fig. 9 and Fig. 10 illustrates the domain distribution across the
KSU-SSL database.

KSU-SSL datasets was recorded using three types of recording
source: a fast RGB camera, an IR camera, and a mobile camera. Dif-
ferent types of cameras are used to make the database richer, and it
can be used with different applications; moreover, in addition to
the recorded repetitions, we add one repetition with painted hands
so it can be isolated from the rest of the frame in future work.

Table 7 illustrates two signs in each domain as an example of
the proposed KSU-SSL database. From the healthcare domain, the
signs of bone ( مظع ) and injection ( ةنقح ) are illustrated. From the
common domain, the signs of This (male) ( اذه ) and Noun ( مسإ ) are
illustrated. From the alphabets domain, the signs of gh (غ) and ch
(ش) are illustrated. From the verbs domain, the signs of To drink
( برشي ) and To appear ( رهظي ) are illustrated. From the pronoun and
adverb domain, the signs of Under ( تحت ) and upper ( ىلعا ) are
illustrated. From the numbers domain, the signs of seven (7) and
nine (9) are illustrated. From the days domain, the signs of Satur-
day ( تبسلا ) and Wednesday ( ءاعبرلاا ) are illustrated. From the kings
domain, the signs of King Fahd ( دهفكلملا ) and King Saud ( دوعسكلملا )
are illustrated. From the family domain, the signs of Mother ( مأ )
and Father ( بأ ) are illustrated. Finally, from the regions domain,
the signs of Jazan ( نازاج ) and Abha ( اهبأ ) are illustrated in Table 7.
8. Proposed architecture (Implementation and Experiments)

In the proposed approach, we introduced a compact 3DGCN
with a small number of trainable parameters to enable efficient
representation learning. In addition, we leveraged MediaPipe, the
most effective estimator of human landmarks, to extract the



Table 7
KSU-SSL database samples.
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necessary graph nodes or recognition. To further enhance learning
efficiency, we incorporated techniques such as multi-head self-
attention and partitioning of frame nodes. Google has recently
introduced MediaPipe (Lugaresi et al., 2019), a framework that
offers cross-platform machine learning solutions for streaming
media, allowing real-time perception of human pose, hand track-
ing, and face landmarks on mobile devices. MediaPipe has various
13
modern life applications, including augmented reality, fitness, and
sports analysis, and can detect and track 33 pose landmarks, 21
landmarks per hand, and 468 face landmarks in its different solu-
tions. Moreover, MediaPipe integrates models for the pose, hands,
and face components, providing a holistic solution that can accu-
rately estimate and track a total of 543 landmarks in �, y, and z
coordinates. A sample frame from the KSU-SSL dataset is shown



Fig. 11. MediaPipe landmarks (sample from our proposed dataset).

Fig. 12. MediaPipe hand landmarks (Lugaresi et al., 2019) VS selected hand landmarks.
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in Fig. 11. In order to achieve a high recognition rate while mini-
mizing computational complexity, we focused on the 25 most rel-
evant landmarks when building the sign graph. From the 21
landmarks shown in Fig. 12 -a, we selected ten landmarks for each
hand (0, 4, 5, 8, 9, 12, 13, 16, 17, and 20) Fig. 12 -b, along with five
additional landmarks representing the nose, shoulders, and
14
elbows. The nose landmark was utilized as a reference to normal-
ize the landmarks for each frame individually.

The outcome of this process is an undirected spatial–temporal
graph denoted as G = (V, E), containing T frames and 10 nodes with
both inter-body and intra-frame connections. The node set V = {vti|
t = 1, . . ., T, i = 1, . . ., 10} consists of the selected 10 landmarks in



Fig. 13. The proposed 3DGCN architecture.

Fig. 14. The behavior of the proposed 3DGCN architecture on the KSU-SSL dataset.
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each frame throughout the sequence. Nodes within a frame are
connected by edges based on the human body structure, while
each node is linked to itself in successive frames. Thus, the edge
set E comprises two types of edges: intra-frame edges within each
frame and inter-frame edges linking nodes in consecutive frames.
The proposed architecture comprises five successive layers of sep-
arable 3DGCN, which are separated into spatial and temporal con-
volution operations through a spatial multi-head self-attention
layer, as depicted in Fig. 13. The input layer is connected to the out-
put layer through a residual connection. To perform spatial convo-
lution, this approach considers the spatial neighbourhood of each
node to be all the nodes within a single step distance from that
node.

In order to exhibit the effectiveness of the suggested basic
3DGCN architecture (Al-Hammadi et al., 2022), which is light-
weight, an evaluation was carried out on the KSU-SSL dataset.
PyTorch was employed to implement the proposed architecture,
and NVIDIA RTX 3090 24 GB GPUwas utilized for training. We used
28,021 samples for training and 5,860 for Validation. Training was
conducted using a fixed configuration, which utilized mini-batch
gradient descent with a batch size of 32 samples and an adaptive
Table 8
Performance of the proposed 3DGCN architecture on the KSU-SSL dataset.

Avg. accuracy batch size Training size Validation epochs

97.25 32 28,021 5,860 200
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learning rate. The initial learning rate was set to 0.1 with an update
frequency of 200 epochs. Fig. 14 and Table 8 illustrated the behav-
ior of the proposed 3DGCN architecture on the KSU-SSL dataset.

The proposed 3DGCN architecture achieved an average accu-
racy of 97.25% on the KSU-SSL dataset. The model was trained
using a batch size of 32 and a training dataset consisting of
28,021 samples. The validation set used during training contained
5,860 samples. The model was trained for 200 epochs.
9. Conclusion

In this paper, we proposed a framework for constructing a sign
language dataset, and we introduced a comprehensive survey of 17
Arabic sign language datasets. The surveyed datasets are catego-
rized by their year, number of signers, number of signs, samples,
type of signs, and accessibility. In addition, in this paper, we cre-
ated and build the largest Saudi Sign Language (SSL) database—
the King Saud University Saudi-SSL (KSU-SSL database)—with 293
signs, 33 signers, 145,035 samples, and 10 domains (healthcare,
common, alphabets, verbs, pronouns and adverbs, numbers, days,
kings, family, and regions). In additional, we introduced the 3CGCN
architecture for sign language recognition and applying the pro-
posed architecture to the built KSU-SSL database. In the future,
we aim to use the proposed dataset to develop a system for a
two-way translation of Saudi sign language based on Avatar and
integrates several functions such: 1) recognizes the speech of the
hearing person and produces the corresponding text; 2) converts
the recognized text of the hearing person to sign language and per-
forms the sign by the Avatar; 3) recognizes the sign performed by
the deaf person and produces the corresponding text and; 4) con-
verts the text of the recognized sign that the deaf person per-
formed into speech. Moreover, In the future, we plan to expand
the scope of the dataset by adding more signs from different
domains.
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