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Abstract

This master thesis presents a comparative analysis of three different modeling methods:
multiple linear regression, the gradient boosting technique XGBoost, and the neural net-
work Long Short-Term Memory (LSTM). To compare the models, the financial time series
of the natural gas price in the UK was used.

The main goal of this investigation was to explore the effectiveness of different modeling
approaches in capturing the complex relationships between variables that impact the
natural gas price and assess their predictive performance on a highly volatile commodity
such as the gas price. These models represent distinct branches of modeling, including
traditional statistical modeling, machine learning, and neural networks.

Two different periods were selected to assess the models’ efficacy, one period during a
stable market between 2018 and the beginning of 2020, and the other during a market
crisis that started with the 2021 natural gas supplier crisis in the UK and continued with
the Russian invasion of Ukraine. The data covered the period from the beginning of 2009
to the end of 2022.

During the ”normal” period, all three models performed adequately in terms of prediction,
with the multiple linear regression model showing a slightly weaker performance than the
other two. The LSTM model marginally outperformed XGBoost. During the highly
volatile period, the multiple linear regression model demonstrated success in capturing
the price dynamics and did successfully identify two significant price surges, out of the
three observed.

In terms of overall prediction accuracy, the LSTM model exhibited the best performance,
with the XGBoost model a close second, and the multiple linear regression model exhibited
a comparatively lower performance. However, both LSTM and XGBoost struggled to
extrapolate the price surges but still demonstrated a strong overall fit.
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Sammendrag

I denne masteroppgaven ble det utført en komparativ analyse av de tre ulike modeller-
ingsmetodene: multippel lineær regresjon, gradient boosting metoden XGBoost og det
nevrale nettverket Long Short-Term Memory (LSTM). For å sammenligne modellene ble
tidsserie data for naturgassprisen i UK brukt.

Målet med denne masteroppgaven var å utforske i hvilken grad de ulike modelleringsmet-
odene klarte å konstruere sammenhenger mellom variabler, som p̊avirker naturgassprisen,
og vurdere deres prediksjonsytelse for en svært volatil handelsvare som gassprisen. Disse
tre modellene representerer forskjellige grener av modellering som tradisjonell statistisk
modellering, maskinlæring og nevrale nettverk.

To ulike perioder ble valgt for å vurdere modellene: en periode under en stabil markeds-
situasjon mellom 2018 og begynnelsen av 2020, og en annen periode under en markedskrise
som startet med gassleverandørkrisen i Storbritannia i 2021 og fortsatte med Russlands
invasjon av Ukraina. Dataene dekker perioden fra begynnelsen av 2009 til slutten av
2022.

I den ”normale” perioden presterte alle tre modellene tilfredsstillende med hensyn til
prediksjon, der multiple lineær regresjonsmodell viste en noe svakere ytelse enn de to
andre. LSTM-modellen presterte marginalt bedre enn XGBoost. I den svært volatile
perioden lyktes regresjonsmodellen med å fange opp pris-dynamikken og identifiserte to
av de tre store pris-hoppene.

For den gjennomsnittlige prediksjonsnøyaktigheten var LSTM-modellen best, med XGBoost-
modellen like bak og sist, regresjonsmodellen. B̊ade LSTM og XGBoost hadde problemer
med å ekstrapolere de bratte prisstigningene, men viste fortsatt en god tilpasningsevne.
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1 Introduction

This paper aims to compare a Machine Learning (ML) model, a Neural Network, and a
multiple linear regression to examine how they perform in a highly volatile market such
as the natural gas market, affected by numerous factors.

Energy has been vital for human civilization for millennia. After the industrial revolution,
the world has seen an exponential growth in its population thanks to new technological
advances, driven by energy. Since then, the value and utility of energy has increased
accordingly with the development of innovative technology.

In recent years, there has been an increase of awareness of the problems of some energy
sources regarding climate change and the vulnerability of being too dependent on other
countries. Nevertheless, as of today the world is still heavily reliant on fossil energy. One
of these vital fossil energy sources is natural gas. The natural gas price in a developed
market changes according to the normal financial principle ”supply and demand”, but it
has not always been the case[6].

Before 1996 all European natural gas markets were indexed against the brent crude oil
price. Since then, these markets have transitioned towards free and open markets. Con-
sequentially, the natural gas market is evolving every year with external factors, making
the natural gas market difficult to predict. Nevertheless, due to the importance of natural
gas, there are great benefits to gain from a better understanding of the dynamics of the
price movements.

This paper is structured as follows: Chapter 2 provides a comprehensive examination of
the natural gas market, with its historical development and the underlying factors in-
fluencing price dynamics. Chapter 3 presents the data set used in this study and offers
descriptive statistics of the covariates. In Chapter 4, the field of financial time series
modeling is introduced, equipping readers with the necessary theoretical foundations for
subsequent analyses. Chapters 5, 6, and 7 delve into the three individual models, ex-
plaining their respective theories, algorithms, and implementation procedures. Chapter
8 presents the results of the models, with a discussion of the models performance, sim-
ilarities, and differences. The last chapter concludes the study’s findings and outlines
future research directions. This thesis builds to some extent on my work in the TMA4500
project paper, especially chapters 5 and 6.
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2 The gas market

To model a market, it is essential to have knowledge of the market. Regarding the UK
natural gas market, this should include where and how the gas is imported, what the gas
is being used for and other useful information.

2.1 The beginning of the European gas market

Prior to 1996, the European gas market was nonexistent and comprised of national com-
ponents, which were isolated from each other[6]. The dispensation of gas primarily relied
on long-term contracts, with prices indexed against the oil price. To establish a compet-
itive and efficient market, the European Union (EU) started the process of liberalizing
the European gas market, resulting in the emergence of different gas hubs and pricing
models based on the principles of supply and demand across Europe.

The first European gas hub called the National Balancing Point (NBP) was established
in the UK in 1996. The NBP allows the uniform trading of all gas in the UK at a single
price via ICE Futures Europe. Notably, the NBP is a virtual hub that lacks physical
infrastructure for the physical distribution of gas via pipelines and valves.

In contrast, the Henry Hub located in Erath, Louisiana, is a physical hub that serves as
a significant benchmark for the gas market in North America. Since 1990, it has been
pivotal in contract deliveries for trading on the NYMEX. The Henry Hub’s influence
extends beyond North America as the United States has significantly increased its liquefied
natural gas (LNG) exports in recent years, thus impacting the global LNG market.

2.2 Logistics of gas transportation

There are 13 Local Distribution Zone (LDZ) which functions as gas distribution networks
in the UK, however they are equally priced.

Figure 1: The LDZ in the UK

Source: [41]

The transportation of natural gas is a fundamental requirement in trading between coun-
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tries, as well as within individual LDZs in the UK. The construction of a network of gas
pipelines throughout Europe, including the UK, facilitates this transportation from buyer
to seller. In theory, these pipelines have the capacity to transport unlimited quantities of
gas by increasing the velocity of the gas[21]. However, this approach is unviable due to
erosion caused by the presence of dust particles in the pipeline. As the velocity of the gas
increases, so does the erosion rate, leading to limitations on gas transportation within a
given market.

A relative new approach to gas transportation involves transportation by ships between
geographically separated markets [42]. This is achieved by cooling the gas to −162 degrees
Celsius in order to get LNG. The advantage of liquefaction lies in the significant reduc-
tion in volume, thereby increasing the amount of natural gas that can be transported,
consequentially increasing the profitability. Increasing the capability of LNG-shipments
will reduce the difference in the gas price between markets, but there are limiting factors
for this including the availability of ships and the duration of transportation. The LNG
sector has become a pivotal component of the global natural gas market.

2.3 Key information about the gas market

2.3.1 Measuring unit of natural gas

The transportation of LNG illustrates a problem when trying to quantify amounts of gas.
Since gas can be compressed and expanded it does not make sense to measure quanta in
volume-units in the same way as for oil. Instead, the norm is the Metric Million British
thermal unit (MMBtu) and is defined as how much energy that is required to raise the
temperature of 1 pound of water by 1 degree Fahrenheit at 1 atmospheric pressure-level
[39]. However, most natural gas companies operates with the unit therm (Thm) which is
converted as 1 MMBtu = 10 Thm [9].

2.3.2 The two main options for traders

For the different hubs mentioned there are mainly two options to trade: spot price or
futures contracts[6]. The spot price is a purchase and consumption of gas at the current
moment in time. A futures contract is an agreement between a buyer and seller of a given
price, but with a later delivery time. This would be beneficial if one wants certainty, but
it is also heavily linked to market speculations.

2.3.3 Differences between geographically separated markets

Natural gas markets are geographically restricted with their pipelines, and therefore ma-
jor price-differences in gas prices can arise between geographically separated markets[13].
With the recent growth in the LNG sector, there is now an increasing possibility to trans-
port gas between markets. However, it is not easy to take advantage of these arbitrage
opportunities due to multiple factors. Technical, contractual and market restrictions,
together with liquefying, re-gasification, transport-ship capacity and high transportation
costs are some of the barriers deterring arbitrage. As there is money to be made, the
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LNG sector has grown rapidly and is expected to continue to develop by minimizing costs
and expanding its transportation capacity, leading to more gas price convergence between
world markets.

2.4 Imports of gas to the UK

The two main contributors to the UK gas supply mix are domestic production with 48%
and imports from Norway with 29%, as seen in Figure 2 [3]. Even though the UK has a
solid gas reserve in the North Sea to cover its gas demand, this would according to some
estimates make the reserve deplete by 2030. The UK government chooses to import gas
from other nations, since they see the value of having gas in the ground as a storage [3].

The remaining supply to the UK comes from LNG import from Qatar, USA, Russia, and
others. These numbers are from 2020 which explains why Russia was a part of the gas
supply mix. The gas price in the UK continued to rise after Russia cut out its export to
Europe, despite the low percentage imported. This is due to natural gas being a global
commodity, where the prices are given by supply and demand. Since Russia provided a
large amount of the world’s gas production, the supply to the world gas market took a
heavy fall after Russia stopped exporting to Europe. Another example is the USA, which
did not import from Russia or Europe but still had a significant increase in gas prices
[20].

Figure 2: The natural gas import to the UK in GBP in 2020.

Source: [3]
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2.5 Factors affecting the gas price

2.5.1 Politics

The importance of reliable and affordable energy cannot be overstated, as it is vital for
both households and industries. Consequently, energy markets, including the gas market,
are significantly influenced by governmental policies, both directly and indirectly. In
recent years, the need to address climate change has led to a increased priority on green
energy sources, resulting in more government investments and initiatives across Europe.
This shift aims to decrease reliance on carbon-emitting energy, including natural gas,
with the ultimate goal of being carbon neutral. Moreover, political decisions, such as the
European Union’s recent move to cease gas imports from Russia, further exemplify how
governmental actions impact the dynamics and pricing of natural gas.

2.5.2 Gas storage and seasonality

Natural gas is used for heating in a large part of Europe, resulting in a significant correla-
tion between gas demand and temperature fluctuations[36]. As a consequence, numerous
countries fill their gas storage during the summer in order to purchase gas when prices are
at a seasonal low and utilize it during the winter season when prices tend to be higher[44].

Due to the inability to forecast weather conditions several months in advance, industry
participants rely on historical estimates to determine the optimal amount of gas to store
and the appropriate timing and conditions for utilization. In the event of a colder than
average winter, gas storage may be depleted quicker than expected, resulting in a potential
increase in gas prices for the remainder of the season.

Storage facilities are utilized not only as a mechanism to mitigate the seasonal fluctuations
in gas prices due to temperature changes, but also as a means of ensuring the continuity
of power supply during emergencies. These emergencies can be pipeline disruptions,
disagreements between buyers and sellers, or to compensate for issues with other energy
sources.

2.5.3 Maintenance

Gas pipes, as with all physical objects, get worn down with time and need maintenance.
To perform maintenance, the gas pipe must be shut down, which would decrease the
supply [2]. This does not cause a big price surge since these routine maintenance breaks are
warned a long time in advance so players can prepare, e.g., filling up storages. Unforeseen
accidents however, and the following repair, would not have a warning and therefore cause
an immediate price spike. Unlike oil, gas is difficult to transport, and is dependent on
physical pipes which leads to regional variations. Therefore it is not easy to substitute
gas transport.
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2.5.4 EU Emissions Trading System

To combat climate change, the EU initiated the world’s first major carbon market in 2005
called the EU Emissions Trading System (ETS)[4]. It functions as a ”cap and trade”-
scheme by giving the major industries-emitters a quota on how many units of emissions
they can emit each period. Industries can trade these quotas in accordance with their
pollution needs, which incentives a cleaner operation. EU then reduces the total cap
of quotas after each period, effectively making emissions more costly. The direction the
ETS influences natural gas prices is unclear due to two opposing effects [11]. Since
the ETS penalizes carbon-dioxide emission, and gas consumption produces emission, an
increase in the ETS price should therefore negatively effect the gas price. On the other
side, power generation from natural gas emit significant less carbon-dioxide compared to
power generation from coal, an increase in the ETS should lead to a positive increase in
the gas price.

2.5.5 Substitutes for natural gas

Natural gas and coal are both utilized in power plants for electricity generation. The
decision on which fuel to use is based on various factors, but predominantly the price.
This has resulted in the term Coal-to-Gas switching price, which describes the relative
price difference for the most competitive commodity[35]. The switching price is largely
based on the difference in price between the two commodities. However it is also based
on the difference in emissions between the two fuels, since the carbon pricing must be
factored in. Additionally, switching between the two fuels has its own cost.

The correlation between natural gas prices and oil prices is a well-established phenomenon
in the energy markets[19]. This means that changes in the price of oil tend to affect
the price of natural gas, and vice versa. However, in recent years, there has been a
trend towards a delinking of the two commodities, as natural gas prices have become
increasingly influenced by their own supply and demand dynamics. This is due to the
growing use of natural gas as a fuel source, particularly in power generation, where it
has become a alternative to coal. As a result, there is still a correlation between natural
gas and oil prices, however there are now more factors at play that can cause natural gas
prices to move independently of oil prices.

As concerns over climate change and greenhouse gas emissions have increased, there has
been a push towards using greener energy sources such as solar, wind, and nuclear power.
While natural gas is a cleaner fossil fuel than coal or oil, it still emits carbon dioxide
and other greenhouse gases when burned. Therefore, in the long run, natural gas will
likely be substituted by greener energy sources as technology improves and becomes more
cost-effective. However, natural gas is still an important energy source today, and it can
play a vital role in the transition to greener energy. Natural gas-fired power plants can
serve as a reliable backup for intermittent renewable energy sources such as solar and
wind power. Additionally, natural gas can be used as a feedstock for the production of
hydrogen, which can be used as a zero-emission fuel for transportation and industry. In
short, while the ultimate goal is to phase out fossil fuels altogether, natural gas will likely
continue to play an important role in the energy mix for some time to come.
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3 Data Analysis

The daily closing gas-price data was from ICE Futures Europe and counts 3508 data points
ranging from 1/1/2009 to 23/9/2022. This chapter aims to understand the characteristics
of the gas-price and for the covariates-data.
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Figure 3: The gas price between 2009-2023.

2010
2012

2014
2016

2018
2020

Date

10

20

30

40

50

60

70

80

GB
p/

Th
m

Natural Gas Price

(a) The natural gas price 2009-2021

Jan
2021

Apr Jul Oct Jan
2022

Apr Jul

Date

100

200

300

400

500

600

GB
p/

Th
m

Natural Gas Price

(b) The natural gas price 2021-2023

Figure 4

Examining the plots of the gas price in Figure 4, it becomes evident that a distinguishable
change in the price dynamics occurred during the year 2021. Notably, the maximum gas
price throughout the period from 2009 to 2021 did not exceed 80 GBp/kTherm. However,
during the autumn of 2022, the gas price experienced a significant upsurge, reaching the
600 GBp/kTherm threshold at its peak.

To better understand the seasonal influence on the gas price, one can do a seasonal
decomposition with the naive model

GasPrice(t) = Trend(t) · Seasonalcomponent(t) ·Residual(t)

The plots in Figure 5 show that there was no significant correlation between the season
and price.
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Figure 5: The Seasonal decomposition between 2009-2021.

3.1 Covariates

There are several covariates used, and they are listed in Table 1. The table includes the
name of the variables, a description of what they represent, the unit and where they were
found.

Examining the variables, shown in Figure 6, it becomes apparent that the coal price
experienced a comparable surge in price to natural gas, whereas the oil price did not.
Additionally, the price of ETS permits increased rapidly the last few years due to an
increase in the periodic withdrawal. Many of these variables displayed a seasonal pattern.

3.2 Preprocessing

The oil price data had 7 missing points, the coal price data had 14 missing points, and
the ETS data had 56 missing points. These missing values were distributed evenly across
the data set and had been filled using linear interpolation. Notably the variables EU
gas storage capacity, gas injection to EU storages and LNG used, started at 3/1/2012,
whereas the SOLAR data started at 2/01/2013.

There was one significant downward spike in 2020 for both the Henry HUB price and
the oil price. It is possible to interpolate the spikes to smooth the data, however there is
valuable insight of how such events can affect the models. Generally, it is a sub-optimal
practice to alter actual data.
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Table 1: Table with the covariates name, description, unit and source.

Variable Description Unit Source

GasPrice
The natural gas
price on the ICE

GBp/Thm ICE Futures

CoalPrice
Newcastle Coal

Futures
USD Investing.com [23]

OilPrice Brent Oil Futures USD Investing.com

LNG Out
Aggregated gas flow
out of LNG facility

GWh/day GIE ALSI [18]

EU Storage Cap
Capacity for the

aggregated EU gas
storages

TWh GIE AGSI [17]

EU Inject
Capacity to the
aggregated EU

storages
TWh GIE AGSI

EUTrend
The trend of in and

out
% GIE AGSI

nat dem
National demand of
electricity in the UK

MW/day nationalgridESO [31]

COAL Generation from gas MW/day nationalgridESO

GAS Generation from gas MW/day nationalgridESO

CWV
Composite Weather

Variable
- meteostat [14]

ETS
Amount of LNG
going into the

system
EUR/ton CO2 EEA [15]
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Figure 6: The variables used in the models
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Figure 7: Heat map correlation matrix of the different variables. A stronger color of red is a
higher positive correlation, while a stronger color of blue is a stronger negative correlation.

Table 2: Part 1 of the Covariate Data descriptive statistics. The 25%, 50% and 75% refers to
quantiles.

Variable GasPrice CoalPrice OilPrice OilPrice2 CoalPrice2 nat dem
count 3508 3508 3508 3508 3508 3508
mean 63 102 76 6497 14913 1594671
std 63 67 26 4079 30107 251620
min 8 48 19 374 2352 913771
25% 37 68 56 3085 4610 1406283
50% 49 86 72 5204 7422 1591582
75% 62 105 104 10858 11017 1757626
max 640 458 128 16379 209581 2321378

Table 3: Part 2 of the Covariate Data descriptive statistics. The 25%, 50% and 75% refers to
quantiles.

Variable CWV GAS COAL SOLAR GENERATION LNG Out
count 3508 3508 3508 3508 3508 2750
mean 10 650224 350641 36792 1742475 1917
std 5 182267 317511 40623 215937 882
min -5 202094 0 0 1195732 583
25% 6 504160 40310 0 1585570 1264
50% 10 657260 304954 21106 1704355 1580
75% 15 783922 615726 63522 1889100 2489
max 16 1162164 1180263 161277 2435884 4625
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Table 4: Part 3 of the Covariate Data descriptive statistics. The 25%, 50% and 75% refers to
their respective quantiles.

ETS EU Trend EU Inject EU Storage Cap
count 3508 2750 2750 2750
mean 19 -0 1872 1040
std 20 0 1587 113
min 3 -1 18 707
25% 6 -0 311 975
50% 12 0 1606 1108
75% 23 0 3273 1116
max 98 1 5749 1135

3.3 Composite Weather Variable

Temperature explains most of the variation in the gas demand, but a better fit can be
obtained by including other weather variables [30]. The combination of temperature and
other weather variables is called the Composite Weather(CW)[16]. The CW takes into
account not only temperature, but also wind speed, effective temperature and seasonal
normal effective temperature and is defined as

CW = I1ETt + (1− I1) SNETt − I2 W max(0, T0 − T ). (1)

Table 5: Table of the variables and their description for the CW.

Variable Description
T The temperature

ETt = (ETt−1 + T )/2 The effective temperature for day t
T0 The wind chill temperature cut-off
I1 The effective temperature weight
I2 The wind chill weight
W The wind speed

SNETt Seasonal normal effective temperature for day t

To model gas demand as a linear relationship to the weather, one can use the CW to
define the Composite Weather Variable(CWV) such that,

CWV =


V1 + q(V2 − V1), CW ≥ V2

V1 + CW (V2 − V1), V1 < CW < V2

CW, V0 ≤ CW ≤ V1

CW + I3(CW − V0), CW < V0

(2)

where the constants are described in Table 6.

The parameters in Figure 8 were empirically calculated by nationalgrid[30] with regards
to the effect weather has on the natural gas demand for each LDZ.

For each LDZ, the coordinates to the respective weather stations were used to get weather
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Table 6: Table of the constants and their description for the CWV.

constant description
q the slope relating to warm weather cut-off
V0 the cold weather upturn threshold
V1 the lower warm weather cut-off
V2 the upper warm weather cut-off
I3 the cold weather sensitivity

Figure 8: The LDZ constant parameters.

Source: [16]

data from metrostat.net python library. For each set of coordinates, the CWV was cal-
culated using the parameter in Figure 8 and afterwards the weighted averages with the
individual weights in Figure 9 were used.

Figure 9: The LDZ demand weights.

Source: [30]
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4 Modelling Financial Time series

Financial time series, such as stocks, currency-exchange, and commodity prices, can be
generalized to share some of the same characteristics [34]. This includes non-stationarity,
smooth mean behavior during long time periods and stochastic fluctuation at shorter
time-intervals. When trying to model a financial time series, for example the natural
gas price, one must focus on capturing the deterministic dynamics of the time series, and
accept the irreducible error given by the unpredictable nature of the stochastic fluctuation.

4.1 The value in modelling

The modeling of financial time series holds significant value in the field of finance, provid-
ing researchers, practitioners, and policymakers with insights that contribute to decision-
making, risk management, and a deeper understanding of the relationship between eco-
nomic factors and financial markets.

Financial time series modeling enables the prediction of future values based on historical
data. Accurate predictions are crucial for informed decision-making, risk assessment, and
strategic planning. By analyzing past patterns, trends, and seasonality, time series models
allow for forecasting, helping investors, traders, and financial institutions in making well-
informed decisions.

Financial markets are strongly influenced by various economic factors, including interest
rates, inflation, GDP growth, and geopolitical events. Modeling financial time series helps
to understand the intricate relationships between these economic factors and financial
market movements. By incorporating economic variables into the models, researchers
gain insights into how changes in economic conditions affect asset prices, market volatility,
and investor behavior.

Financial markets and economies are subject to constant evolution. Modeling financial
time series acknowledge the dynamic nature of the world, where the truth of yesterday
may not necessarily hold true today. Time series models provide a framework to capture
changing market dynamics, adapt to new information, and update predictions accordingly.
They allow for the incorporation of the most recent data, ensuring that the models remain
relevant and reliable in an ever-changing financial landscape.

4.2 The requirement of a developed market

The requirement of a developed market for modeling financial time series stems from
various critical aspects inherent in such a market[6]. A developed market has a set
of attributes, characteristics, and functionalities that play a crucial role in facilitating
modeling of financial data. Such a market ensures that there are no ”invisible forces”
at play, such as undisclosed information or manipulation through insider trading. These
practices can distort the underlying patterns and dynamics of financial data, making it
challenging to develop reliable and accurate models.

In a developed market, prices are assumed to reflect all available information and quickly
adjust to new information[24]. This property, known as price efficiency, is essential for

17



modeling financial time series. Efficient prices help to identify patterns, trends, and
relationships within the data, enabling the construction of reliable models that capture
the underlying dynamics of the market.

4.3 Supervised learning

Supervised learning is a well known approach that involves the training of predictive
models using labeled data[22]. It is characterized by the presence of a clearly defined
target variable or outcome that the model aims to predict based on a set of input features.
The process entails utilizing a training data set, comprising input-output pairs, to guide
the model in learning the underlying patterns and relationships between the inputs and
the corresponding outputs. Through iterative optimization techniques, the model aims to
minimize the discrepancy between its predicted outputs and the actual observed values,
thus refining its predictive performance.

A crucial step in supervised learning is the division of the available data into training
and test sets. The training set is used to train the model, while the test set remains
unseen during the training process and serves as an independent evaluation measure of
the model’s performance. This separation allows for an estimation of the model’s ability to
generalize to new, unseen data and provides valuable insights into its predictive accuracy.

Overfitting is a common challenge encountered in supervised learning. It occurs when
a model becomes excessively complex, capturing noise and distinctive attributes specific
to the training data, thereby hindering its generalization to unseen instances. To avoid
overfitting, techniques such as regularization are employed to impose constraints on the
model’s complexity and prevent it from memorizing the training set.

Supervised learning encompasses various algorithms such as decision trees, support vector
machines, random forests, and neural networks. These algorithms differ in their under-
lying mathematical principles and learning mechanisms, but they all share the common
objective of inferring a mapping function from the input features to the target variable.

The effectiveness of supervised learning relies heavily on the availability of high-quality
labeled data, as it serves as the foundation for model training and evaluation. A well-
curated training data set facilitates the learning process, enabling the model to generalize
and make accurate predictions on unseen data. Furthermore, the selection and engineering
of informative features play a critical role in enhancing the model’s performance.

Supervised learning finds applications across various domains, such as classification, re-
gression, and time series analysis. It empowers researchers and practitioners to address a
multitude of real-world challenges, ranging from image recognition and natural language
processing to financial forecasting and medical diagnosis. By leveraging the power of
labeled data, supervised learning algorithms contribute to the advancement of knowledge
and the development of intelligent systems with practical utility.
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Figure 11: Supervised learning.

Source: [32]

4.4 Methods for modelling

There are several ways to model financial time series. Each method has its strengths and
weaknesses, and the choice of model depends on the modeling’s purpose. A selection of
common types of models are listed below:

• Classical statistical models: A key advantage of using classical statistical models
such as ARIMA or regression models is that the models estimates coefficients which
describe the weighting of different covariates or the nature of reacting to previous
lags.

• Machine Learning Methods: Machine Learning (ML) is a method of building
models that try to minimize error with an algorithm. In cases where it can be
difficult or unfeasible to use conventional algorithms, ML can be a better alternative.

• Artificial neural networks: Neural networks are heavily inspired by biology with
regards to the collection of connected units called nodes, which loosely models the
neurons in a biological brain[38]. These nodes have weights trained to model a
certain variable.

4.5 Model Evaluation

4.5.1 Error metrics

The evaluation of predictive models necessitates the utilization of appropriate error met-
rics to quantify the discrepancies between predicted and observed values. Different error
metrics provide distinct perspectives on model performance, enabling a comprehensive
assessment of the predictive accuracy and robustness. Among these metrics, two widely
employed measures are the Mean Absolute Error (MAE) and the Root Mean Squared
Error (RMSE)[10].
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The MAE calculates the average absolute difference between the predicted and actual
values. Mathematically it is defined as

MAE =

∑n
i |ŷi − yi|

n
=

∑n
i |ei|
n

,

where ŷi is the predicted value, yi is the actual value and n is the number of predictions. It
offers a straightforward representation of the average magnitude of errors, disregarding the
directionality. By summing the absolute differences and dividing by the total number of
instances, MAE provides an intuitive measure of the model’s average absolute deviation
from the true values. MAE is particularly useful when the magnitude of errors holds
significance and the directionality of deviations is less crucial.

The RMSE extends the concept of MAE by incorporating a squared error term, yielding
a measure that is more sensitive to larger deviations. Mathematically it is defined as

RMSE =

√∑n
i (ŷi − yi)2

n
=

√∑n
i e

2
i

n
.

RMSE calculates the square root of the average of the squared differences between the
predicted and actual values. By squaring the errors, RMSE amplifies the impact of larger
errors while maintaining the positive nature of deviations. RMSE is particularly valuable
when there is a need to penalize larger errors more severely.

4.5.2 Q-Q plots

Q-Q plots, short for quantile-quantile plots, are graphical tools extensively employed in
statistical analysis to assess the degree of similarity between the distribution of observed
data and a theoretical distribution, which is typically assumed to be a normal distribu-
tion[45]. These plots enable researchers to visually inspect the goodness-of-fit between the
empirical quantiles of the observed data and the corresponding quantiles of the assumed
theoretical distribution.

To construct a Q-Q plot, the observed data is first sorted in ascending order, and the
corresponding quantiles are calculated. Theoretical quantiles are then computed based
on the assumed distribution. These quantiles are plotted against each other on a scatter
plot, with the observed quantiles on the vertical axis and the theoretical quantiles on the
horizontal axis.

By examining the resulting scatter plot, one can assess the agreement between the ob-
served data and the assumed distribution. If the observed data closely adheres to the
theoretical distribution, the points in the Q-Q plot will lie approximately on a straight
line with a 45 degree angle. Deviations from the line suggest that the data may not follow
the assumed distribution.

Q-Q plots are particularly useful to identify departures from normality, as they highlight
systematic deviations in the tails or center of the distribution. Skewness, heavy tails,
or other departures from normality become apparent through the nonlinear patterns ex-
hibited in the Q-Q plot. Deviations from linearity can indicate potential issues such as
outliers, heteroscedasticity, or the need for alternative distributional assumptions.
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5 Multiple Regression

Multiple linear regression is a statistical method to better understand the linear correl-
ation between a single dependent variable and two or more independent variables. By
using previously known data, one can assign weights to the independent variables based
on their relative contribution to an estimate of the dependent variable. In mathematical
notation this is written as

ŷ = w0 +

k∑
j=1

wjxj + ϵ, ϵ ∼ N (0, σ2) (3)

where wj being the coefficients of the parameter, c is a constant and the xj ’s are the
variables and ŷ is the response variable. The equation can also be written as

ŷ − w0 =

k∑
j=1

wj(xj − x̄j) + ϵ, ϵ ∼ N (0, σ2)

with x̄j being the average of the j-th covariate over the n observations.

5.1 Parameter estimation

The coefficients wik for a set of points {xi1, ...xik} are obtained by minimizing the loss
function, defined as

n∑
i=1

(ŷi − yi)
2. (4)

The ŷi is the models best prediction for the i-th observation in a set of n observations[48].

n∑
i=1

(ŷi − yi)
2 =

n∑
i=1

w0 +

k∑
j=1

wj(xij − x̄j)− yi

2

The right hand side can also be viewed as a function of the wi, given any values of the
pairs (x11, ..., x1k, y1), ... , (xn1, ..., xnk, yn). This new function is defined as

g(w0, ...wk) =

n∑
i=1

w0 +

k∑
j=1

wj(xij − x̄j)− yi

2

In order to find the minimum of the expression, one must calculate its derivatives and set
them equal to zero.
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∂g

∂wj
= 2

n∑
i=1

(xj − x̄j)

(
w0 +

k∑
m=1

wm(xim − x̄m)− yi

)
= 0

∂g

∂w0
= 2

n∑
i=1

(
w0 +

k∑
m=1

wj(xim − x̄m)− yi

)
= 0

Note the changing of indexing from j to m. Simplifying these equations one get

n∑
i=1

(yi − w0)(xij − x̄j) =

n∑
i=1

wi

k∑
m=1

wj(xim − x̄m)(xij − x̄j)

n∑
i=1

yi = n · w0 +

n∑
i=1

k∑
m=1

wj(xim − x̄m)

Knowing that
∑n

i=1(xij − x̄j) = 0, the last equation can be reduced to

w0 =
1

n

n∑
i=1

yi = ȳ (5)

The other equations are

n∑
i=1

(yi − w0)(xij − x̄j) =

n∑
i=1

wi

k∑
m=1

wj(xim − x̄m)(xij − x̄j)

which is the same as writing

cov(y, xj) =

k∑
m=1

wmcov(xm, xj). (6)

Since there are k unknowns with k equations there is a solution for the wm’s.

5.2 The problem of multicollinearity

A key part of multiple regression is to understand the linear relationships between each
covariate and the response variable[5]. The goal is to achieve a relationship where an unit
increase in a single covariate, the models prediction would be changed by a magnitude of
the belonging coefficient. This becomes harder when the covariates are correlated, since
a change in one of them can change the values for the other covariates. If this is the case,
the regression coefficient would become unstable and thereby change significantly with
different data-samples. This would reduce the statistical significance of a covariate. This
problem is known as multicollinearity. It is worth noticing that the predictive power of
the regression model is not affected by multicollinearity.
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5.3 Variance Inflation Factor

Variance Inflation Factor (VIF) can be used to check for multicolliniarity between covari-
ates[47]. First, a multiple regression for the m-th covariate is estimated by the equation

x̂m = w0 +

k∑
j ̸=m

wjxj

with k covariates. Using the definition of R2, the coefficient of determination for the m-th
regression model is denoted

R2
m = 1−

∑n
i (xim − x̂im)∑n
i (xim − x̄m)

.

Finally, the VIF is calculated by

VIFm =
1

1−R2
m

.

An independent covariate, i.e., no multicollinearity, has a score of 1. In general, a VIF
higher than 4 indicates some multicollinearity, while a score higher than 10 indicates
significant multicollinearity.

5.4 Weighted observations

When dealing with time series data that exhibits temporal changes, utilizing a regression
model proves suboptimal as it tries to attain an optimal fit for the entire dataset. This is
problematic since the first time points can be very different from the present time points,
effectively hurting the future predictions. To address this issue, it is possible to assign
greater significance to recent observations by weighting the data with a bias towards
recent time-points. One approach to accomplish this, is to introduce an auxiliary variable
function W defined as

W (t) =
( t

n

)λ
where λ is a scaling constant and n is the number of data points. For time series data, the
index i denoting the observations, is changed to t to highlight time steps. A higher value
of λ gives higher importance to the more recent data points. Subsequently, this auxiliary
variable function can be integrated into the loss function in equation 4 to generate a
revised loss function

n∑
t=1

(ŷt − yt)
2

W (t)
. (7)
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Algorithm 1 The MLR algorithm

Input : Train and test data, weight-constant λ

Define a loss function
Use Train to Solve the k equations in 6 to get the coefficients

Use coefficients to predict Test

Output: ŷ
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6 Gradient Boosting

Gradient Boosting is a statistical technique employed for developing prediction models
geared towards regression and classification tasks[40]. The fundamental principle un-
derlying gradient boosting involves constructing an ensemble of weak prediction models,
commonly in the form of trees, through a sequential process, whereby each model is op-
timized to minimize the errors of its predecessor. The integration of these models lead to
the formation of a strong learner. Notably, the term ”gradient” refers to the ability to
utilize any differentiable loss function when evaluating errors.

6.1 Ensemble learning

An ensemble learning algorithm refers to the combination of several machine learning
algorithms to enhance the overall efficacy of the model. Various ensemble algorithms
utilize multiple decision trees to construct a comprehensive model. A decision tree is
an algorithm that poses multiple binary if/else questions in a tree-like structure with
branches and computes the minimum number of branches required to achieve the best
possible outcome. An instance of an ensemble learning algorithm that utilizes decision
trees is the Gradient Boosting Decision Trees (GBDT)[8]. This decision tree ensemble
learning algorithm shares many similarities with Random Forest, although with notable
distinctions.

Random Forest and GBDT share a similar model structure that involves multiple decision
trees. However, the difference between the two techniques lies in the methodology of the
tree construction and integration. Random Forest utilizes a technique referred to as
bagging to construct complete decision trees in parallel from random bootstrap samples
of the data set. The ultimate prediction is derived by averaging the predictions of all
decision trees. In contrast, GBDT adopts a sequential approach to build decision trees,
resulting in a tree ensemble that is generated iteratively.

Figure 12: The structure of the tree-building process for Random Forest.

Source: [32]
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6.2 Extreme Gradient Boosting

A popular application of gradient boosting is the Extreme Gradient Boosting(XGBoost)
machine learning method [12]. Due to some favorable techniques, it has become a favorite
on the machine learning platform Kaggle and is considered as one of the current best ML-
method to perform regression[12].

A disadvantage with XGBoost, as well as other tree-based methods, is its problem of
extrapolating target values that lies outside of the range in the training data[28]. This
is because XGBoost partitions the infinite input space into a finite set of possibilities.
Consequentially, all tree-based methods cannot model a continuous function with great
success.

Figure 13: The structure of the sequential tree-building process for XGBoost.

Source: [1]

6.3 The technical details of Extreme Gradient Boosting

6.3.1 The model

The XGBoost model is an ensemble of trees and the model for a single response variable
ŷi can be written mathematically as

ŷi =

K∑
k=1

fk(xi), fk ∈ F

with K being the number of trees, xi is a vector of features for the i-th data point, fk
being a function(a tree) in the function space F , and F being the set of all possible
trees[7].

ft(x) = wq(x), w ∈ RT , q : R → 1, 2, ..., T ,

where w is a vector, T is the number of leafs and q connects the data points to the
belonging leaf node.
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6.3.2 The Training Process

The idea of XGBoost, is to define an objective function and further optimize it[7]. For
step t, this objective function is

Obj(t) =

n∑
i=1

L(yi, ŷi) +

t∑
i=1

Ω(fi) (8)

where the first term is the loss-function, and the second term being the regularization
term.

Knowing that XGBoost uses a sequential boosting method, one can write

ŷ
(t)
i =

K∑
k=1

fk(xi) = ŷ
(t−1)
i + fK(xi)

which can be substituted into the objective function in equation 8 giving

Obj(t) =

n∑
i=1

L(yi, ŷ
(t−1)
i + fK(xi)) +

t∑
i=1

Ω(fi).

Using the second order Taylor-expansion to quickly optimize the loss-function, the ob-
jective function can be approximated by

Obj(t) ≈
n∑

i=1

[L(yi, ŷ
(t−1)
i ) + gift(xi) +

1

2
hif

2
i (xi)] +

t∑
i=1

Ω(fi)

where

gi =
∂L

∂ŷ
(t−1)
i

L(yi, ŷ
(t−1)
i ), hi =

∂2L

∂(ŷ
(t−1)
i )2

L(yi, ŷ
(t−1)
i ).

The regularization term

Ω(ft) = γT +
1

2
λ

T∑
j=1

w2
j

where T is the number of terminal nodes, called leaves, and γ is a user-definable penalty
for pruning. The second term is the ridge regularization.

The term
∑n

i=1 L(yi, ŷ
t−1) can be omitted when optimizing the objective function due to

it being a constant. By substituting in wq(xi) using equation 8, one arrives at the equation
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Obj(t) =

n∑
i=1

[giwq(xi) +
1

2
hiw

2
q(xi)

] + γT +
1

2
λ

T∑
j=1

w2
j (9)

=

T∑
t=1

[Gjwj +
1

2
(Hj + λ)w2

j ] + γT (10)

where Gj =
∑

i∈Ij
gi, Hj =

∑
i∈Ij

hi, with the set of indices of data points assigned to

the j-th leaf is Ij = {i|q(xi) = j}.

In order to find the optimal value w∗
j , the term γT can be omitted. Further, the argmin

Obj(t) can be found by solving for each quadratic equation. Knowing that wj are inde-
pendent of each other, the optimal value for wj can be derived by solving

Gjwj +
1

2
(Hj + λ)w2

j = 0 −→ w∗
j = − Gj

Hj + λ

Substituting in the optimal weight in to equation 10, the minimum objective function is
given by

min Obj(t) ≈ −1

2

T∑
t=1

G2
j

Hj + λ
+ γT. (11)

6.3.3 The tree-building

The computational limits make it impossible to compute all possible trees, so the XGBoost
iteratively grows trees using the information from the previous trees to minimize the error.
The tree building process involves decisions of whether splitting a leaf into two new leaves
or not. The decision is based on the potential of overfitting, using the metric called Gain,
which is defined as

Gain =
1

2

[
G2

L

HL + γ
+

G2
R

HR + γ
− (GL +GH)2

HL +HR + γ

]
− γ. (12)

If Gain > 0 the leaf is split. In this equation, the first and second term are the scores of
the two potential new leaves, with the third being the original leaves. The last term is
the regularization term which punishes extra leaves.
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6.3.4 The Algorithm

Algorithm 2 The tree-bulding Algorithm

Input : {(xi, yi)}, Chosen set of hyperparameters
Initialize a single leaf tree f0(xi)
for t in (1...T ) do

Compute Gt and Ht

while Gain > 0 do:
Add leafs to ft(xi)

end while
f̂t(xi) = ˆft−1(xi) + αf̂t(xi)

end for

Output : f̂(x) = f̂T (x)

The algorithm produces the final model ŷi which is an additive culmination of the previous
models

ŷi = f̂T (xi) =

T∑
k=0

f̂k(xi) (13)

6.3.5 Algorithmic enhancements

XGBoost is a type of GBDT, but has some algorithmic enhancements and an optimized
system making it significantly greater than GBDT in general[29]. For instance, it uses
both ridge and lasso regularization to prevent overfitting and has an automated cross-
validation algorithm in place. While a GBDT split nodes until there are no further
improvements in a greedy fashion, XGBoost prunes the tree backwards with the help of
the ‘max depth’ parameter, yielding better computational performance. Another positive
difference is that XGBoost automatically interpolates missing values to reduce training
loss.

6.4 Hyperparamters

There are several hyperparameters to tune for XGBoost. Some of the most important are
listed below[27]:

• Max Depth: Specifies the maximum depth of each decision tree. Deeper trees can
capture more complex relationships but are more prone to overfitting.

• The learning rate, η: Controls the step size shrinkage used to prevent overfitting.
A lower learning rate makes the model more robust to overfitting but requires more
boosting iterations.
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• Min Child Weight: Specifies the minimum sum of instance weights needed in a child
node. Higher values can help to reduce overfitting by adding constraints on the tree
structure.

• The Regularization Parameters (λ and α): These parameters control L1 and L2
regularization, respectively. They help to prevent overfitting and improve general-
ization by adding penalty terms to the loss function.

• The number of estimators(trees): Determines the total number of boosting itera-
tions or the number of trees in the ensemble. Increasing the number of trees can
improve performance, but it also increases the computational cost.

Different hyperparameters can significantly impact the model’s performance. A grid
search methodically searches through different combinations of these hyperparameters,
iteratively evaluating the model’s performance using cross-validation techniques. This
systematic exploration helps in mitigating the risk of suboptimal parameter configura-
tions and aids in identifying the ideal set of hyperparameters that maximize the predictive
power of the XGBoost model.

6.5 Feature Importance

XGBoost measures feature importance by evaluating ”Gain”[7]. Gain, defined mathem-
atically in equation 12, is a measure of the improvement of the accuracy which a single
feature contributes with when splitting a leaf into two new leaves. In other words, it is the
degree of improvement. Averaging the Gain for each variable, results in a measurement
on the relative degree of importance for which each feature contributes with.
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7 Artificial Neural Network

An Artificial Neural Network comprises a set of interconnected nodes or units known
as artificial neurons, which loosely mimic the neurons present in biological brains[38].
Analogous to synapses in the biological brain, each connection permits the transmission of
a signal to other neurons. Upon receiving signals, an artificial neuron processes them and
relays signals to the neurons connected to it. The signal at a connection is a real number,
while the output of each neuron is determined by a non-linear function of the summation
of its inputs. These connections are called edges, and neurons and edges possess weights
that alter as the system learns. The weight modification process augments or diminishes
the signal strength at a connection. Additionally, neurons may have a threshold that
activates only if the total signal surpasses the specified threshold value.

Neurons typically manifest in a layered configuration, with each layer executing discrete
transformations on the input data. The information flow starts with the initial layer, des-
ignated as the input layer, and propagates through intermediate layers before culminating
at the terminal layer, known as the output layer.

7.1 Long Short-Term Memory

Long Short-Term Memory (LSTM) is a type of artificial neural network that finds ap-
plication in the domains of deep learning and artificial intelligence[43]. Unlike the con-
ventional feed-forward neural networks, LSTM networks feature feedback connections.
These connections within a LSTM network qualify it as a type of recurrent neural net-
work (RNN) that can effectively process not only discrete data points such as images,
but also entire data sequences such as speech or video. This characteristic gives LSTM
networks an unique capability for efficiently processing and predicting data. The term
’Long Short-Term Memory’ reflects the primary concept on how the LSTM network is
an improved RNN since it incorporates both long-term and short-term memory modules.
LSTM networks have been utilized in numerous tasks such as handwriting recognition,
speech recognition, machine translation and time series forecasting.

One of the primary challenges faced while training RNNs is the vanishing gradient problem
[43]. During backpropagation through time, the gradients decrease exponentially, leading
to the RNN updating its weights at a slow pace or not at all. This can result in the network
being unable to learn meaningful representations of the data or experiencing difficulties
in capturing long-term dependencies in sequential data. In order to circumvent this
challenge, the LSTM architecture was introduced, which includes a gating mechanism that
controls the flow of information in and out of the memory cell. The LSTM architecture
comprises three gates, namely the input gate, forget gate, and output gate, that regulate
the flow of information into the memory cell and selectively retain or discard information
based on its significance. The inclusion of the memory cell and gating mechanism in
LSTM networks allow the model to maintain long-term dependencies in the data while
avoiding the vanishing gradient problem.
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Figure 14: The figure shows the architecture of the LSTM network.

Source: [46]

Figure 15: The figure shows the architecture of the LSTM unit.

Source: [26]

7.2 The step-wise procedure of the LSTM

7.2.1 Input and Output

Each LSTM unit receives 3 input vectors, the memory cell internal state Ct−1 ∈ Rn×u,
called the ”long” memory, the hidden state Ht−1 ∈ Rn×u, called the ”short” memory, and
the input vector Xt ∈ Rn×d submitted to the LSTM at instant t. The number of hidden
units is denoted by u, while the batch size is n and the number of features is denoted by
d.
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Both vectors Ct−1 and Ht−1 are generated by the previous LSTM instant. The two
vectors Xt and Ht−1 combine right away the new inserted information and the recent
past information into a concatenated vector Zt ∈ Rn×u+d. The concatenated vector Zt

is used to update the previous long-term memory Ct−1, which is then used to update the
previous short-term memory Ht−1. The output of the LSTM-cell are then the hidden
state Ht and the cell state Ct

7.2.2 Gates

There are three gates which are used in the LSTM unit to decide what information to
pass on. These gates are called the forget-, input- and output gate, and their task is
to multiply the incoming vector with weights and add a bias, before using the Sigmoid
activation function

σ(x) =
ex

ex + 1
,

to produce a vector with values ∈ [0, 1]. The output values represents the element-wise
percentage of the information to keep for the incoming vector. The input vector for all
three gates is the concatenation of the input vector Xt and the previous hidden state
vector Ht−1.

7.2.3 The step-wise execution of the unit

The first step of the LSTM unit, shown in figure 15, is to decide what information to keep
from the current cell state Ct−1. This is done in the forget gate with the function Ft

Ft = σ(aF ), where aF = WF · Zt + bF

with weights WF ∈ Rd+u×u and bias bF ∈ Ru. The output of Ft is then multiplied
element-wise with Ct−1.

The second step is to get the selector vector from the input gate with the function It

It = σ(aI), where aI = WI · Zt + bI

with weights WI ∈ Rd+u×u and bias bI ∈ Ru. This vector is then multiplied element-wise
with the output vector from the Input node function C̃t

C̃t = tanh(aC) where aC = WC · Zt + bC

with weights WC ∈ Rd+u×u and bias bC ∈ Ru. For this function, instead of the Sigmoid
activation function, the hyperbolic tangent function

tanh(x) =
ex − e−x

ex + e−x

is used as the activation function to ensure that all values are normalized between [−1, 1].
The Hademar product ⊙(element-wise multiplication) of the output from the Input gate
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and the Input node is then added on to Memory cell state to complete the update of Ct−1

to Ct

Ct = Ft ⊙ Ct−1 + It ⊙ C̃t.

The final step is to get the selector vector from the Output gate function Ot

Ot = σ(aO), where aO = WO · Zt + bO

with weights WO ∈ Rd+u×u and bias bO ∈ Ru. This vector is then multiplied element-wise
with the hyperbolic tangent function on the cell state vector Ct in order to control the
stability of the network over time by normalizing the values to be between [−1, 1]. The
final output of the LSTM unit is then Ht

Ht = Ot · tanh(Ct)

7.2.4 Updating weights and biases with backpropagation

Backpropagation is an algorithm in the field of neural networks which is used to train
parameterized networks with differentiable nodes, including feedforward artificial neural
networks. By applying the chain rule, the algorithm effectively calculates the gradient of a
loss function with respect to the weights of the network for a single input-output example.
The backpropagation algorithm applies the chain rule with time dependence to compute
the gradients, which propagate backward in time through the recurrent connections of
the network. Gradient descent and its variants, such as stochastic gradient descent,
are frequently employed in combination with backpropagation to optimize the network’s
weights and biases. Through this process, the LSTM network can learn the optimal
values of its parameters and thereby improve its performance on the given task. As
such, backpropagation through time represents a key component in the training of LSTM
networks, and its effective use can significantly enhance their capabilities.

Using the derivatives given in the Appendix, one can update each of the 4 parameters
with the learning rate α after every n time step

W[F,I,O,C̃]+ = α · ∂J

∂W[F,I,O,C̃]

, where
∂J

∂W[F,I,O,C̃]

=

t+n∑
t=1

∂J (t)

∂W
(t)

[F,I,O,C̃]

(14)

b[F,I,O,C̃]+ = α · ∂J

∂b[F,I,O,C̃]

, where
∂J

∂b[F,I,O,C̃]

=

t+n∑
t

∂J (t)

∂b
(t)

[F,I,O,C̃]

. (15)

7.2.5 LSTM hyper parameter tuning

Parameter tuning for LSTM models involves careful consideration of key parameters such
as the number of units, epochs, and batch size. The number of units in an LSTM layer
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determines the complexity and representational capacity of the model. A higher number
of units allows the model to capture more intricate patterns in the data but also increases
computational demands. It is important to strike a balance between model complexity
and computational efficiency.

Epochs refer to the number of times the model iterates over the entire training data set
during the training process. Increasing the number of epochs allows the model to learn
from the data for a longer duration, potentially improving its predictive performance.
However, using too many epochs can lead to overfitting, where the model becomes overly
specialized to the training data. Therefore, finding an optimal number of epochs that
achieves good generalization is crucial.

Batch size is the number of samples used in each update of the model’s weights during
training. A larger batch size can improve training efficiency by leveraging parallelism but
may also introduce noise and hinder convergence. Conversely, a smaller batch size may
offer more accurate weight updates but can slow down the training process. Determin-
ing the appropriate batch size involves considering computational resources, convergence
speed, and the trade-off between noise and accuracy.

7.2.6 The Algorithm

Epoch, units and batch are three crucial hyperparameters in neural networks. An epoch
refers to the number of times the algorithm iterates through the entire dataset, whereas
the batch size refers to the number of samples used to work through before updating
the internal model parameters. The number of units determines the model’s capacity
to capture and store information from previous time steps, allowing it to learn complex
temporal patterns and dependencies in the data.
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Algorithm 3 The LSTM algorithm

Input : Train and test data, n epochs, n batch, n units

Normalize the data
Initialize weights and biases with random numbers
Configured the LSTM network: Activation function, loss function,layers

for epoch in n epochs do
for batch in n batch do

Run algorithm on batch
Update weights and biases with equation 14 and equation 15

end for
end for

Predict new data with the fitted network
Re-scale the prediction to the original size

Output: ŷ
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8 Results and Discussion

8.1 The training and test data

To evaluate a model, it is beneficial to test on different scenarios. Firstly it is necessary
to test a model on a set of ”normal conditions” i.e. relatively similar values to the values
used in the training. Secondly it is interesting and useful to know how the model handles
a new unseen scenario like the Russian Invasion of Ukraine. The models goal was to
predict the next 5 days, in other other words 1 trading week, before re-training with the
added week as training-data and then repeating the process.

8.2 Model assembly

The tuning of parameters is essential in constructing accurate predictive models, espe-
cially when it comes to machine learning and neural networks. This process demands
careful attention in order to achieve optimal performance. Determining the optimal para-
meter values is not straightforward, as different parameters give varying performance.
Additionally, it is essential to exercise caution to avoid overfitting, a situation where the
model becomes too closely tailored to the training data, resulting in poor generalization
to new data. Balancing the trade-off between model complexity and generalization is
important.

8.2.1 MLR weighting parameter

The weighting chosen for the two regression models was an exponential scaling of a linear
series between 0 and 1 raised to the power of 10. This approach was deemed a favorable
compromise as it effectively balanced the objectives of mitigating overfitting and ensuring
model robustness, while concurrently addressing the concern of potential ill-conditioned
behavior. Ill-conditioned models refer to situations where small changes in the input data
lead to significant fluctuations or instability in the output. By utilizing the exponential
scaling approach, the model achieved a suitable balance by preserving the underlying lin-
ear relationship, minimizing the risk of overfitting, and preventing the data from becoming
ill-conditioned, thereby promoting more reliable and stable predictions.

Another important aspect of building a regression model is to check for multicolinearity.
By using VIF, the variables of the coal price and the Composite Weather Variable were
found to be uncorrelated and thereby suitable for the model.

8.2.2 XGBoost Optuna Grid search

To achieve optimal parameter configurations for XGBoost, Optuna Grid search was used
[33]. Optuna Grid search employs a systematic approach to explore the hyperparameter
space, allowing for an exhaustive evaluation of various parameter combinations.

Moreover, Optuna Grid search enhances the efficiency of the hyperparameter tuning pro-
cess by leveraging parallelization techniques, enabling the simultaneous evaluation of mul-
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tiple parameter combinations. This parallelized search speeds up the exploration of the
hyperparameter space, resulting in faster convergence towards the optimal parameter
configuration.

The parameters underwent regular updates at intervals of 4 weeks to optimize their per-
formance as time progressed.

8.2.3 LSTM hyperparameters

The three hyperparameters epoch, units and batch were tuned by performing a grid
search with combination of the parameters. The parameters underwent regular updates
at intervals of 4 weeks to optimize their performance as time progressed.

8.3 A normal period

The natural gas price is a affected by a multitude of factors and is always changing.
However, a certain normal situation could be observed with the minimum and maximum
value being constant for a long time period. It was therefore of interest to evaluate the
performance of the models during a ”normal” period.
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Figure 16: The training and test data for for the normal time period from 1/1/2009 - 6/1/2020.

Examining the predicted gas prices from the three models in Figure 17 with the errors
displayed in Table 7, it was evident that the LSTM model provided the most accurate
predictions, slightly surpassing XGBoost. The MLR model performed the worst with
regards to prediction. Notably, the MLR model struggled more compared to the other
two models during the period between the middle of 2018 and 2020. While XGBoost
overall captured the price trends, it exhibited occasional downward spikes that were worth
noting. All three models demonstrated an accurate understanding of the price dynamics
throughout the year 2017.
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(a) The predicted and actual values for the natural gas price with MLR for the time period 1/1/2017 -
1/6/2020.
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(b) The predicted and actual values for the natural gas price with XGBoost for the time period 1/1/2017
- 1/6/2020.
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(c) The predicted and actual values for the natural gas price with LSTM for the time period 1/1/2017 -
1/6/2020.

Figure 17: The 3 different models prediction of the natural gas price between 1/1/2017 -
1/6/2020.
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(a) Q-Q plots for MLR
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(b) Q-Q plots for XGBoost
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(c) Q-Q plots for LSTM

Figure 18: The 3 different models prediction of the natural gas price between 1/1/2017 -
1/6/2020.
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Table 7: The table includes the RMSE and MAE error measures for the different models, for
the time period 1/1/2017 - 1/6/2020.

Model RMSE MAE

MLR 6.9 5.6
XGBoost 3.5 2.7
LSTM 3.1 2.1

The Q-Q plots in figure 18, shows that the errors from the MLR and the XGBoost was
normally distributed, while the LSTM deviated from the line indicating non-normality in
the distribution.
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Figure 19: Mean Average Error for each time step the natural gas price prediction between
1/1/2017 - 1/6/2020.

When examining the prediction errors over successive time steps from the initiation of
each forecast window in figure 23, it became evident that both XGBoost and MLR models
demonstrated comparable levels of error for each individual step. This outcome was
expected, considering how they are designed to build relationships between the gas price
and relevant features. Conversely, the LSTM model demonstrated a progressive increase
in error magnitude as the prediction moved further away from the most recent known data
point. This outcome aligns with the anticipated behavior of all neural network models, as
they are designed to retain and recognize patterns and structures. Consequently, as the
temporal distance expanded, the model’s ability to accurately forecast diminished, leading
to a larger margin of error. It is worth noting that a slight elevation in error could also be
observed for the XGBoost model, which could be attributed to the decreasing relevance
of time-related features with each successive time step.

Table 8: The table includes the estimated regression coefficients for the final MLR model during
the normal period. In addition, it displays the standard error, the t-value, p-value and the 95%
confidence interval for the coefficients.

Variable Coefficient Std. Err. t-value P-value [0.025, 0.975]
const 2.9644 0.908 3.266 0.001 1.185, 4.744
CoalPrice 0.5673 0.009 60.137 0.000 0.549, 0.586
CWV -0.6673 0.037 -17.935 0.000 -0.740, -0.594
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Table 8 shows that the coefficient for the coal price was positive and the CWV was
negative. All variables were significant since the p-value was less than 0.05.

Figure 20: Gain for XGBoost during the normal period. Gain, as defined in equation 12,
represents the aggregated accuracy improvement contributed by each feature.

The variable ”year” exhibited the highest improvement in accuracy, which could be at-
tributed to the temporal characteristics inherent in the gas market. The inclusion of this
variable allowed the model to effectively capture and incorporate time-related patterns
and trends, thereby enhancing its predictive performance. Additionally, the variables
”Coal price” and ”Oil price” demonstrated meaningful contributions to the model’s ac-
curacy as they pertained to other energy sources. Given their relevance to the gas market
and their interconnectedness, these variables offered valuable information that aided in
refining the model’s predictive capabilities.
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8.4 The 2021 natural gas supplier crisis and the Russian invasion

In August of 2021, the natural gas price in the UK started to drastically increase unlike
anything seen before[37]. The principal contributor to this escalation was the worldwide
upswing in demand as the world recuperated from the economic downturn resulting from
the COVID-19 pandemic, with notable energy demand in Asia. Additionally, several
other factors further increased the surge in gas prices. Among these were reduced gas
supply from Russia to the European markets, an increase in gas demand for electricity
generation during the summer of 2021 due to a sequence of nuclear power outages and
the shutdown of the HVDC Cross-Channel interconnection following a fire.

Furthermore, the weather conditions worsened the situation. A cold winter during 2020/21
gave a greater need of natural gas for central heating than normal, resulting in further
depletion of gas storages. The United Kingdom was further impacted by one of the least
windy summers since 1961, resulting in severely reduced wind power generation[37].

The start of the Russian invasion of Ukraine took place in late February 2022, resulting
in a record high price surge due to Russia being the largest exporter of natural gas to
Europe [25].

From a modeling perspective, it is of great benefit to investigate and analyze these ex-
ceptional situations to uncover limitations and capabilities of the models.
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Figure 21: The training and test data for for the volatile period from 1/1/2009 - 30/5/2022.

43



2021-01 2021-03 2021-05 2021-07 2021-09 2021-11 2022-01 2022-03 2022-05

100

200

300

400

500

GB
p/T

hm
Gas Price
Prediction

(a) The predicted and actual values for the natural gas price with MLR for the time period 4/1/2021 -
30/5/2022.
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(b) The predicted and actual values for the natural gas price with XGBoost for the time period 4/1/2021
- 30/5/2022.
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(c) The predicted and actual values for the natural gas price with LSTM for the time period 4/1/2021 -
30/5/2022.

Figure 22: The 3 different models prediction of the natural gas price between 4/1/2021 -
30/5/2022.
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Table 9: The table includes the RMSE and MAE error measures for the different models, for
the time period 4/1/2021 - 30/5/2022.

Model RMSE MAE

MLR 61.6 42.0
XGBoost 41.4 23.4
LSTM 40.6 20.4

The prediction results from the models in figure 22 and the errors in Table 9, exhibited
interesting dynamics of the models. The MLR successfully detected the initial and third
instances of price surges, although with inaccurate magnitudes. However, it struggled
to capture the second surge accurately and displayed significant deviations both prior to
and after. After the occurrence of the third surge, the model remained influenced by
the preceding high surges. In contrast, the XGBoost algorithm successfully modeled the
dynamics of all three surges, even though, like the MLR, it gave an inaccurate estimation
of the magnitude of the last two surges. Finally, the LSTM method had the best fit, but
missed the first part of the third price surge.
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Figure 23: Mean Average Error for each time step the natural gas price prediction between
4/1/2021 - 30/5/2022.
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(a) Q-Q plots for MLR
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(b) Q-Q plots for XGBoost
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(c) Q-Q plots for LSTM

Figure 24: The Q-Q plots for the 3 different models residuals prediction of the natural gas
price between 4/1/2021 - 30/5/2022.
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The Q-Q plots in figure 24 show that the residuals to all three models were not normally
distributed.

Table 10: The table includes the estimated regression coefficients for the final MLR model
during the volatile period. In addition, it displays the standard error, the t-value, p-value and
the 95% confidence interval for the coefficients.

Variable Coefficient Std. Err. t-value P-value [0.025, 0.975]
const 99.1434 4.262 23.260 0.000 90.785, 107.502
CoalPrice 0.6474 0.013 48.707 0.000 0.621, 0.673
CWV -7.3947 0.332 -22.272 0.000 -8.046, -6.744

Table 10 shows the coefficient for the coal price being positive and the CWV being
negative. The CWV value is significantly greater compared to the normal period. All
variables are significant since the P-value < 0.05.

Figure 25: Gain for XGBoost during the volatile period. Gain, as defined in equation 12,
represents the aggregated accuracy improvement contributed by each feature.

Figure 25 shows the gain for the XGBoost model, where the Emission Trading Scheme
variable was significantly more important during the volatile period compared to the
normal period, The coal price and the price of carbon in the ETS showed record high
numbers, which was of no surprise as they were the most important covariates for the
model.
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8.5 Discussion

To facilitate the comparison of different modeling approaches, it is essential to ensure a
fair starting point for each model. However, given the different nature of models and
their approaches, achieving this fairness is often unfeasible. This is primarily due to
differences in the models’ objectives, which make comparisons unfair. For example, the
MLR and XGBoost aims to construct a model that best fits the entire data set, while
Long Short-Term Memory LSTM models focus on achieving the best possible prediction
score. To reduce this difference between the models, specific approaches were employed
to MLR and XGBoost. In the case of MLR, the observations were weighted, assigning
greater importance to more recent data points. XGBoost utilized time-related features,
such as year, month, day etc. to enable the model to model the temporal patterns and
changes over time. Additionally, the LSTM also had an advantage in using the last
observed natural gas price as a starting point to predict the consecutive 5 days, giving it
an advantage over the MLR and XGBoost models.

Despite its limited predictive power, the MLR model offers valuable statistical inference,
which can be of more value than predictive power in some cases. The model’s simplicity
also makes it understandable for non-statisticians. In contrast, the LSTM functions as a
black box, where only a prediction is returned by feeding the algorithm with data, making
it challenging to perform inference. The XGBoost model lies between these two models,
with it being challenging to conceptually understand how changes in one variable would
affect the prediction, even though different metrics on variable effectiveness, such as gain,
can be obtained.

When selecting a modeling approach, the predictability of the model is a crucial factor to
consider. In comparison to the LSTM and XGBoost models, the MLR model performed
worse in some scenarios due to several reasons. For instance, the natural gas market is
continuously evolving, and using a MLR model can be disadvantageous since the mar-
ket ten years ago significantly differs from the present. Although the MLR model was
trained using a weighted bias, the gas market is affected by different variables that un-
dergoes changes at different rates and degrees, making it a suboptimal approach since it
is difficult to individualize these weights. Another contributing factor is the limitation of
variables the model can use. While XGBoost and LSTM can leverage all available vari-
ables without compromising its performance, the MLR model encounters issues related to
multicollinearity, as many variables are correlated. This hinders the MLR ability to cap-
ture certain dynamics, which became evident when the model failed to capture the price
dynamics around the beginning of 2022. During this period, increased demand for gas in
Asia resulted in a surge in demand for global LNG. This information was not incorpor-
ated into any of the models. However, while XGBoost and LSTM can effectively utilize
multiple variables, allowing marginal increases in several variables to compensate to some
extent for the absence of information regarding the Asian market, the MLR model lacks
this capability.

The XGBoost model performed significantly better than the MLR model regarding the
RMSE and MAE and followed the price dynamic to a satisfactory extent. The LSTM
model performed the best with the lowest RMSE and MAE, although not by much during
the volatile period. Examining the plots, the fit was better for the LSTM. The reason
for the small difference was that the LSTM failed to predict the beginning of the extreme
price rise in march 2022, resulting in a large error for a few specific prediction points,
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which contributed to an elevation in the overall average error of the model.

An advantage XGBoost and LSTM models have is that they are designed to filter out
variables that do not improve predictions. However, if a variable’s importance increases
over time, both models can incorporate this change in their predictions. The name Long-
Short Term Memory highlights this concept, where the short-term memory component
possesses the capability to promptly assign greater significance to recently influential
variables. The XGBoost model, on the other hand, constructs trees that adapt to changes
over time with the given time features and therefore can accommodate such changes.

The MLR model outperformed the XGBoost and LSTM models during the price surges
due to its ability to extrapolate. The XGBoost and LSTM models both struggled to
predict the new highs of the gas price. The reason for their failure on these events was
that they were not designed to be capable of extrapolating values. XGBoost, and all
tree-based methods, are inherently incapable of effectively modeling a continuous func-
tion, consequently hindering their ability to generate predictions beyond the range of the
training data. On the other hand, LSTM networks are primarily designed to capture and
retain historical patterns, which naturally results in poor extrapolation capabilities.

The complexity of the model is also a crucial factor to consider. MLR models are relatively
simple and easy to implement, making them a popular choice for many applications.
However, their simplicity can limit their ability to capture complex relationships in the
data. In contrast, XGBoost and LSTM models are designed to handle complex data and
can capture non-linear relationships between variables. However, their complexity makes
them more challenging to implement, also requiring significant computational resources
and parameter tuning, which can lead to overfitting.
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9 Conclusion and Future Work

In conclusion, this paper aimed to compare the three models: XGBoost, LSTM, and
Multiple Linear Regression tasked with predicting the natural gas price in the UK. The
evaluation was conducted over two distinct periods: a normal period spanning from 2017
to 2020, and a volatile period from 2021 to the middle of 2022.

During the normal period, both the XGBoost and LSTM models exhibited comparable
levels of satisfactory prediction accuracy, surpassing the performance of the MLR model,
which demonstrated adequate results. However, in the volatile period characterized by the
extraordinary price surges, the MLR model displayed a superior ability to capture these
price spikes due to its extrapolation capabilities. Conversely, the XGBoost model failed
to accurately capture the magnitude of the price spikes, because it had not encountered
such high gas prices during training. Similarly, the LSTM model encountered difficulties
in accurately predicting the price spikes due to the same lack of prior exposure. However,
the LSTM model showcased a faster adaptability to new patterns, enabling it to respond
more swiftly to the price spikes which resulted in a comparatively lower overall score.

Furthermore, it is important to acknowledge that modeling can have objectives beyond
the sole pursuit of prediction accuracy. In this regard, both the XGBoost and MLR
models possess the capacity to quantitatively assess the relationships and significance
of diverse features, thus facilitating a deeper understanding of the underlying dynamics.
In contrast, the LSTM model functions as a ”black box,” solely providing predictions
without additional interpretability or insights into the underlying mechanisms.

Going further, it would be interesting to explore alternative commodities to investigate
potential variations in results. A significant challenge in modeling commodities lies in
the multitude of variables influencing their prices, making it harder, if not impossible, to
obtain a comprehensive set of variables. Alternatively, one could direct attention towards
a different and more closed off gas market, such as the American natural gas market.
Given its geographical isolation and self-sufficiency in gas production, the American mar-
ket presents a reduced number of factors compared to the more expansive European or
Asian gas markets. This narrower focus could provide valuable insights and potentially
mitigate some of the complexities associated with modeling commodity prices. Further
research could also explore hybrid approaches or alternative models that combine the
strengths of these techniques to enhance prediction accuracy while accommodating some
interpretability.
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Appendix

The derivatives for the parameters in the LSTM model are calculated by first defining
the loss function

Jt =
1

2
(ŷt − yt)

2.

The derivatives are calculated following the equations
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These are used to obtain the derivatives for the weights
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and for the biases
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