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July 2023





Isak Hammer

A cut finite element method for the
biharmonic problem and its
application to the Cahn-Hilliard
equation

Master’s thesis in Applied Physics and Mathematics
Main profile: Industrial Mathematics
Supervisor: André Massing
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Abstract

The Cahn-Hilliard equation, with its wide range of applications in phase-separation, poses
numerical challenges due to its non-linear and stiff nature and fourth-order derivatives. This
thesis introduces a novel, stabilized, unfitted cut continuous interior penalty finite element
method specifically designed for the biharmonic problem with Cahn-Hilliard type boundary
conditions, which we have successfully extended to handle the Cahn-Hilliard equation. Our
approach combines the theoretical cut discontinuous Galerkin framework for the Poisson prob-
lem, as proposed by [1], with the continuous interior penalty biharmonic formulation presented
by [2, 3]. We prove that this method is well-posed and ensures optimal convergence. The
theoretical results are further supported by presented numerical evidence. Finally, we demon-
strate the applicability of the method by extending the formulation to handle the Cahn-Hilliard
equation using a minimalistic Implicit-Explicit (IMEX) time discretization scheme to manage
the non-linearities.

Cahn-Hilliard-ligningen har et bredt av anvendelser innen fase-separasjon, men gir nu-
meriske utfordringer på grunn av sin ikke-linearitet, stivhet og fjerdeordens deriverte. I denne
avhandlingen introduserer vi en ny og stabilisert cut continuous interior penalty finite element
metode spesifikt utviklet for det biharmoniske problemet med Cahn-Hilliard-liknende rand-
betingelser, og deretter utvidet for å håndtere Cahn-Hilliard-ligningen. Ideen er å anvende
det teoretiske rammeverket for cut discontinuous Galerkin metoden for Poisson problemet, slik
det er foreslått av [1], i kombinasjon med analysen av continious interioir penalty metoden
for det biharmoniske problemet presentert av [2, 3]. Vi deretter gir teoretisk grunnlag for at
denne metoden er veldefinert og har optimal konvergens. Videre validerer vi de teoretiske resul-
tatene med numeriske eksperimenter. Til slutt demonstrerer vi at metoden kan bli utvided til
å håndtere Cahn-Hilliard-ligningen ved hjelp av en minimalistisk Implisitt-Eksplisitt (IMEX)
tidsdiskretiseringsmetode for å håndtere ikke-lineariteter.
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1 Introduction

The first application of the Cahn-Hilliard (CH) problem appeared when modelling phase separation
of two-component incompressible fluids [4, 5, 6], but was quickly generalized to handle multi-
component system as well [7, 8, 9, 10]. In engineering, CH is the critical component in the phase-
field model, a mathematical framework to model transitions and interface dynamics in materials
and fluid dynamics [11, 12]. From this, the equation found many interesting applications for a
wide variety of problems. To mention a few, we have multiphase fluid dynamical problems [13,
14, 15, 16], solidification of binary or multi-component alloys [17, 18], and continuum modelling of
fracture dynamics in materials [19, 20]. Perhaps an unexpected application is that CH can be used
for in painting when recovering damaged parts of an image [21, 22, 7, 23] and modelling the origin
of the irregular structure in Saturn’s rings [24]. CH is also essential in many areas of biology and
medicine. For example, from a macroscopic viewpoint, CH has been used to model tumour growth,
wound healing and brain tumours [25, 26]. On the microscopic level on the biomembrane, there is
an ongoing debate about the existence of the accumulation of lipids into so-called lipid rafts, which
serve as a rigid platform for proteins with special properties such as signalling and intercellular
trafficking [27, 28, 29, 30]. It turns out that the hypothesis can be tested by modelling the problem
as a separation problem using CH [31, 32, 33].

1.1 The physical Cahn-Hilliard problem

The CH problem comes in many variants depending on its application, but we will in this report
focus on the binary mixture version [10]. Let Ω ⊂ Rd be a compact domain for d = 2, 3 with a
sufficiently smooth boundary Γ, see Figure 1. We define the time duration parameter T ∈ [0,∞) and
the so-called unknown phase-field function as the mapping u : [0, T ]× Ω→ [−1, 1], which denotes
the local difference of a binary mixture of two concentrations cA, cB ∈ [0, 1], i.e. u = cA − cB and
cA + cB = 1. Note that if a local point exists so u attains the extreme value +1, then it implies
that the particular point has 100% concentration cA and vice-versa for cB. On the other hand, if
u is zero, it implies that the mixture is 50%− 50%.

n

Ω

Γ

Figure 1: Illustration of the physical domain Ω for d = 2 , the boundary Γ and the corresponding
normal vector n.

Let ε � 1 be a small parameter. For an isotropic binary mixture non-uniform, the standard
Ginzburg-Landay free energy functional is given by

E(u) =

ˆ
Ω

ε2

2
|∇u|2 + F (u)dx. (1.1)

The nonlinear function F (u) denotes the (Helmholtz) free energy density associated with the inter-
action dynamics between the components and thus comes in many forms depending on the thermo-
dynamic properties, see [10]. However, we will in this article assume that F (u) = (1/4)(u2 − 1)2.
The chemical potential µ is defined as the variational derivative,

µ =
δE(u)

δu
= f(u)− ε2∆u, (1.2)
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where we used the notation f(u) = F ′(u) = u(u2 − 1). First of all, to guarantee local mass
conservation, we may enforce the continuity equation; that is,

∂tu+∇ · J = 0, (1.3)

where J denotes the flux governed by the physical dynamics. Hence, this naturally leads to the
no-flux and the Neumann boundary conditions,

J · n = 0 on Γ, (1.4)
∂nu = 0 on Γ. (1.5)

A well-accepted law for the flux is that it is proportional to the chemical energy gradient, J =
−M∇µ for a parameter M . For simplicity, we assume M = 1. This implies that we can rewrite
the boundary condition (1.4) such that

J · n = ∂n
(
ε2∆u− f(u)

)
= ε2∂n∆u− f ′(u)∂nu = ε2∂n∆u, (1.6)

for u evaluated on Γ. Here we used that ∂nf(u) = f ′(u)∂nu = 0 from the boundary condition (1.5).
Hence, we now have an equivalent set of boundary conditions and can finally write the strong form
of the Cahn-Hilliard equation. Let u(x, 0) = u0, then is the dynamics of u governed by,

∂tu+ ∆
(
ε2∆u− f(u)

)
= 0 in Ω,

∂nu = 0 on Γ,

∂n∆u = 0 on Γ.

(1.7)

In this report, we will refer to this formulation as the Physical CH formulation due to the
physical characteristics it embodies. Based on these laws and the boundary conditions, it becomes
evident that the energy functional serves as a Lyapunov function in the sense that its time derivative
is monotonically decreasing and that the global mass concentration is conserved, i.e.

d

dt
E(u) 6 0 and

d

dt

ˆ
Ω
udx = 0. (1.8)

Note that the inequality computation utilizes the assumption of M to be constant, and both
equations require the no-flux boundary condition J · n = 0. For details, see [34, Equation 17] and
[35, Equation 1.7]. This is useful since we expect E(u(·, t2)) 6 E(u(·, t1)) for 0 < t1 < t2 and that
the global mass is conserved, ˆ

Ω
u(x, t)dx =

ˆ
Ω
u0(x)dx. (1.9)

These properties serve as a theoretical foundation for establishing the existence, uniqueness, and
long-term behaviour of the CH problem. Consequently, these properties are well-comprehended
from a mathematical standpoint. For references, see [36, 37, 38].

1.2 Numerical methods

One of the key challenges with the CH problem is that it involves fourth-order spatial derivatives.
For simple domains, it has successfully been implemented using Finite Difference Methods [39,
40] and Spectral Methods [41, 42]. However, these methods are generally constrained to simple
domains (with some notable exceptions [43, 44, 45]).

As a further evolution to address the CH problem, it is common to consider a corresponding
biharmonic (BH) problem as a numerical testbed in the spatial discretization schemes. This problem
is defined as follows: Find u : Ω→ R such that

αu+ ∆2u = f(x) in Ω,

∂nu = g1(x) on Γ,

∂n∆u = g2(x) on Γ,

(1.10)
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for given f, g1, g2 : Ω→ R and constant α > 0. The BH problem holds relevance since it provides
a proper spatial-discretization test framework prior to moving on solving the non-linearities and
time-integration.

The early Finite Element Methods (FEM) for CH were proposed in [46, 38] utilizing global C1

and C2 in one spatial dimension, but later it has been shown that making C1 (or higher order)
elements in multiple space dimensions is far from being trivial. For reference, see [47, 48, 49].

There exist several promising alternative methods that guarantee C1 continuity, and these have
shown potential for solving the CH problem. A notable mention is isogeometric analysis (IGA), a
technique that leverages Non-Uniform Rational B-Splines (NURBS) to efficiently handle complex
geometries and smooth boundaries without the need for translating CAD-based geometry descrip-
tions into classical FEM meshes. Thus, IGA presents a desirable alternative for problems dealing
with intricate and smooth domains [50]. Specifically for the CH problem, IGA has successfully
been implemented [51, 52]. Another rising method is the virtual finite element method (VFEM),
which has applied so-called virtual C1 elements to handle the C1 continuity requirement [53].

x

y

[[∂nuh]] 6= 0

[[uh]] = 0

uh

x

y

[[∂nuh]] = 0

[[uh]] = 0

uh

Figure 2: Illustration of global C0 continuous elements (left) and global C1 elements (right) in 1
dimension. Here, uh is a discrete solution , where the jump between the elements is denoted as
[[uh]] = u+ − u−.

An alternative approach is to avoid global C1 continuity and weakend it to global C0 continuity,
see Figure 2 . As a result, this strategy has led to the development of two distinct families of meth-
ods for solving the CH problem. The first involves the Continuous Interior Penalty (CIP) methods,
which uses the standard weak formulation but penalizes the discontinuity of the derivative between
elements as a form of regularization. The method has been designed for several interesting stable
variants for the BH problem, that is [2, 54, 55, 56, 57], and recently also for tri-harmonic prob-
lems [58]. This method is advantageous due to its symmetry and relationship with discontinuous
Galerkin (DG) methods [59], renowned for their natural way of handling inhomogeneous boundary
conditions, flexibility with unstructured meshes, efficient parallelization, and strong stability. This
connection lends robust stability analysis tools, making the method highly suitable for intricate
computational problems. The CIP formulation has also then been adapted to solve CH by apply-
ing the Newton-Raphson scheme to handle the non-linearities [60] or utilizing an implicit-explicit
(IMEX) time integration scheme, where the stiff part is treated implicitly (such as backward Euler)
and the nonlinear part explicitly (such as the forward Euler or explicit Runge-Kutta) [3].

Another popular variant is to rewrite the BH problem as a system of second-order problems in
a mixed formulation. This strategy not only broadens the problem’s flexibility but also provides a
more natural means to incorporate boundary conditions, see [61, 62, 63, 64]. This approach also
leverages the general saddle point theory for mixed FEM methods, which provide a mathematical
framework to ensure numerical stability [65]. Moreover, this approach adapts well to the CH
problem [60, 66, 67], and some methods even apply a so-called convex splitting scheme approach
in a way that preserves the convexity of the energy functional, making the system easier to solve
[68, 69]. A combination of these methods, the DG and mixed formulation for the CH problem, has
recently been considered [70, 71].

Creating a high-quality mesh in two and three dimensions for realistic problems is a challenging

9



Ω

Γ

Ω

Γ

Figure 3: Mesh comparison: unfitted mesh (left) adheres to domain and boundary, while fitted
mesh (right) employs a triangular mesh for polygonal approximation of the circular domain.

task that can consume a significant amount of time in the simulation workflow. It is also difficult
to scale properly on distributed platforms, making it less suitable for moving domains, highly
complex meshes, or smooth boundaries. An interesting class to approach the problem is the so-
called unfitted finite element method, which utilizes a background mesh and does not align with
the physical boundary. For an illustration see Figure 3. This greatly reduces the need to generate
an unstructured mesh and makes it very applicable for parallelization and moving domains since it
avoids the need for remeshing entirely. However, without paying attention to the so-called cut cells,
which are the elements intersecting with the boundary, the method quickly leads to instability and
ill-conditioning. One of the methods to counter this is the cut finite element method (CutFEM),
where the focus is to penalize the cut-cells weakly by adding an additional ghost penalty term
to ensure well-posedness and optimal convergence properties [72]. Notably, there exist related
methods, sometimes considered equivalent, named Extended FEM and Trace FEM [73, 74]. This
method has been successfully implemented for the BH problem for the mixed formulation [75],
the CIP formulation [76, 73] or using so-called C1 continuous Bogner-Fox-Schmit elements [77].
However, both implementations consider an interface problem between two domains. Specifically
for the CH problem, the mixed formulation [78] has been shown to be successful. Aggregated
unfitted finite element method (AgFEM) is a close relative to CutFEM and has also shown to be
promising [79, 80]. The method is an alternative way to the ghost penalty, which instead applies
a so-called cell aggregation with respect to a cut cell ( assuming each cell has enough support
with interior elements) and, thus, the badly cut cells are removed, ensuring robustness and well-
posedness. Recent results have shown that investigations on unfitted versions of IGA [81] and its
applicability to moving surfaces [82] is also possible.

1.3 Outline of the report

In this thesis, we propose a novel stabilized unfitted cut continuous interior penalty method (Cut-
CIP) specifically for the BH problem with Cahn-Hilliard type boundary conditions, which incor-
porates the CutFEM methodology in combination with a CIP formulation. We then extend this
method to a CIP CutFEM solver for CH, giving the first CIP CutFEM formulation applied for the
problem. Our approach is inspired by the theoretical procedure as presented in the DG Poisson
formulation proposed by [1], but instead apply the CIP BH formulation while taking into account
and extending the analytical results provided in [3, 54].

The structure of this thesis is as follows. Firstly, in Section 2, we aim to establish notation
by reviewing necessary mathematical tools. In Section 3 the basic construction of the CIP BH
formulations and their related properties are reviewed. The discussion of the derivation for the
standard/fitted CIP is a revised and enhanced version based on the presentation featured in the
author’s project thesis [83]. Subsequently, in Section 4, we propose the corresponding CutCIP BH
method and provide a theoretical analysis showing that the stability and convergence properties
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from the original CIP method are conserved. To verify these theoretical properties, we also pre-
sented numerical experiments as validation. Finally, in Section 5, we demonstrate how to extend
the method to handle the CH problem.

2 Mathematical background

In this section, we revisit the established definitions and briefly overview Sobolev spaces. After-
wards, we briefly review the finite element method and discuss the necessary tools required for
calculating a priori estimates. We will generally follow the formulations presented in [84, 85].

2.1 Sobolev spaces

We will, in this thesis, assume Ω to be a compact and open set in Rd. Let p ∈ R, 1 6 p 6 ∞,
and define the space Lp (Ω) to be the set of all measurable functions u : Ω 7→ R such that |f |p is
Lebesgue integrable, i.e,

Lp (Ω) =

{
u : Ω 7→ R |

ˆ
Ω
|u|p dΩ <∞

}
.

Let u ∈ Lp (Ω). We define the integral norm of order p to be

‖u‖Lp(Ω) =

(ˆ
Ω
|u|p dx

) 1
p

.

The following definition for derivatives is employed. For d dimensions of order k we define the
multi-index α = (α1, . . . , αd) with the absolute value |α| =

∑d
i=1 αi = k such that

∂αu =
∂α1

∂xα1
1

. . .
∂αd

∂xαd
d

u for u ∈ C |α|(Ω). (2.1)

Let k > 0 be an integer and let 1 6 p <∞ be a real number, then the Sobolev space W k,p(Ω)
is defined by

W k,p (Ω) = {u ∈ Lp (Ω) | ∂αu ∈ Lp (Ω)∀α : |α| 6 k} . (2.2)

with the corresponding norm

‖u‖Wk,p(Ω) =

 k∑
j=0

|u|p
W j,p(Ω)

 1
p

. (2.3)

Here the seminorm is defined such that |u|Wk,p(Ω) = (
∑
|α|=k ‖∂αu‖

p
Lp(Ω))

1
p .

For shorthand notation, we denote

‖ · ‖k,p = ‖ · ‖k,p,Ω = ‖ · ‖Wk,p(Ω),

| · |k,p = | · |k,p,Ω = | · |Wk,p(Ω) .
(2.4)

Since p = 2 is frequently used in this report, we also define for convenience a compact notation
‖u‖Ω = ‖u‖L2(Ω) and Hm(Ω) = Wm,2(Ω) such that,

‖ · ‖Hm(Ω) = ‖ · ‖k,Ω = ‖ · ‖k,2,Ω,

| · |Hm(Ω) = | · |k,Ω = | · |k,2,Ω .
(2.5)
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Recall that L2(Ω) and Hm(Ω) are Hilbert spaces equipped with the inner products

(u, v)Ω = (u, v)L2(Ω) =

ˆ
Ω
uvdx, ∀u, v ∈ L2(Ω),

(u, v)m,Ω =
∑
|α|6m

(∂αu, ∂αv)Ω, ∀u, v ∈ Hm(Ω).
(2.6)

Let u, v ∈ H2(Ω) be scalar functions. The following is the definition for their corresponding
operator inner products.

(∇v,∇u)Ω =

ˆ
Ω
∇v · ∇u dx,

(∆v,∆u)Ω =

ˆ
Ω

∆v∆u dx,

(D2v,D2u)Ω =

ˆ
Ω
D2v : D2u dx.

(2.7)

Also, ‖∇v‖2Ω = (∇v,∇v)Ω, ‖∆v‖2Ω = (∆v,∆v)Ω, and ‖D2v‖2Ω = (D2v,D2v)Ω. Here, ∇v · ∇u
and D2v : D2u represent the inner product of the gradients and the Frobenius inner product 1 of
Hessian matrices, respectively.

Let v ∈ Hr(Ω), we define Drv to be a tensor of order r such that

[Drv]i1...ir =
∂rv

∂xi1 . . . ∂xir
∀i1, . . . , ir ∈ {1, . . . , d} . (2.8)

where the norm ‖Drv‖2Ω =
´

ΩD
rv : Drv dx is defined via the standard Frobenius inner product.

Observe that this notations holds such that D0v = v, D1v = ∇v and D2v = J(∇v) = Hess(v),
where J is the Jacobian operator .

Given the context of Sobolev spaces, we consider the functions u ∈ H2(Ω) and v ∈ H1(Ω). We
can denote the Greens theorem, which links integrals over a volume and its boundary, as follows,

(∆u, v)Ω = −(∇u,∇v)Ω + (u, ∂nv)Γ. (2.9)

This identity serves as an essential tool for the calculations done.

2.2 Computational domains

Assume that Ω ⊂ Rd is an open and bounded domain with a boundary Γ. In standard FEM
methods, a key assumption is that the set Ω is a polyhedra. This is useful since a polyhedra can
be fully covered by a collection of polyhedra and, hence, motivating us to define a fitted mesh. We
define a fitted mesh T of the domain Ω to be a collection of closed polyhedra {T} with disjoint
interior forming a partition of Ω such that Ω =

⋃
T∈T T , for illustration see Figure 3. We say

that each T ∈ T is a mesh element or an element. The mesh size is defined as the maximum
diameter h := hmax of any polyhedra in the mesh T = {T}, that is, hmax = maxT∈T hT s.t.
hT = diam (T ) = maxx1,x2∈T dist(x1, x2) Hence, motivates us to use the notation Th for a mesh T
with size h.

For simplicity, we restrict ourselves to simplicial and quadrilateral elements. A mesh Th in Rd
is said to be matching if for all neighbouring elements T1, T2 ∈ Th such that the intersection is
non-empty, T1 ∩ T2 6= ∅, then T1 ∩ T2 is for d = 2 either a common vertex, edge, and for d = 3 a
common vertex, edge or a face.

1The Frobenius inner product for for two tensors A,B ∈ R

r times︷ ︸︸ ︷
n× n× . . .× n is defined such that A : B =∑

16i1,...,ir6d Ai1...irBi1...ir .
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Let the chunkiness parameter cT := hT /rT , where rT is the largest ball that be inscribed inside
a element T ∈ Th. A mesh is said to be shape regular if cT 6 c is independent of T and h. We
also say that the mesh is quasi-uniform only if it is shape regular and hmax 6 chmin. For a more
complete description of meshes, see [85, Chapter 8].

In this thesis, we will assume that a mesh Th is matching, shape regular and quasi-uniform
unless specified. The fact that the mesh is conform makes it an useful property since the interface
between mesh elements has come into contact in the sense that it is either a vertex or a facet. This,
with the combination of shape regularity and quasi-uniformity, is a major key to prove important
inequalities in broken Sobolev spaces [84, Chapter 1.4.1]. Hence, the assumptions are convenient
when proving convergence.

Let Th = {T} be a mesh of Ω ⊂ Rd consisting of polygons T ∈ Rd. The set of all facets is the
union of external and internal facets, Fh = Fexth ∪ F inth , where each is defined by

F inth =
{
F = T+ ∩ T− | T+, T− ∈ Th

}
and Fexth = {F = ∂T ∩ ∂Ω | T ∈ Th} .

Assume T+ 6= T− . Next, we define the following normal vectors.

1) We define n = n∂T to be unit outward normal on ∂T for each T ∈ Th

2) Let F ∈ F inth . We define n to be the facet normal n = nF = n|∂T+ from T+ to T−, illustrated
in Figure 4.

3) Let F ∈ Fexth . Then we define the facet normal n|F = n|∂T to be the unit outward normal.

Please note that we, for convenience, employ the notation n when it is clear what entity the normal
is associated with.

Let v ∈ L2(Ω) be a scalar function on Ω with a corresponding shape regular and quasi-uniform
mesh Th. We will use the following definitions.

1) Let F ∈ F inth and v±|F = limt→0+ v(x ∓ tn) for x ∈ F . We define the mean as {{v}} |F =
1
2(v+

F + v−F ) and the jump as [[v]] |F = v+
F − v

−
F .

2) Let F ∈ Fexth and let v(x) = v(x)|F for x ∈ F . We define the mean as {{v}} |F = v and the
jump as [[v]] |F = v.

To simplify will we use the notation {{v}} = {{v}} |F and [[v]] = [[v]] |F for all F ∈ Fh. Remark that
if we have two functions u, v, for which u±(x) and v±(x) are defined, then the following identity
holds [[uv]] = [[u]] {{v}}+ {{u}} [[v]] along all facets Fh associated with the triangulation Th.

T−

T+

F

n+

n−

Figure 4: Facet F ∈ F inth shared by the triangles T+, T− ∈ Th and the normal unit vector n+ and
n−. If we pick T = T+ and want to evaluate the normal vector n along a facet F , then we define
n = n |F= n+.
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2.3 Broken Sobolev spaces

In this work, we will compute norms on discontinuous elements and, thus, it will be necessary to
define broken Sobolev spaces. Let Th be a mesh and some integer m 6 n. Then we define the
broken Sobolev space to be

Hm(Th) :=
{
v ∈ L2(Ω) | v|T ∈ Hm(T ) ∀T ∈ Th

}
,

L2(Fh) :=
{
v ∈ L2(Th) | v|F ∈ L2(F ) ∀F ∈ Fh

}
.

This motivates us to define broken Sobolev norms and inner products using summation over mesh
elements,

‖v‖2Hm(Th) =
∑
T∈Th

‖v‖2Hm(T ) and (v, w)m,Th =
∑
T∈Th

(v, w)m,T .

As before, we use the shorthand notation, ‖v‖Th = ‖v‖L2(Th) and (v, w)Th = (v, w)L2(Th). That is,

‖v‖2L2(Fh) =
∑
F∈Fh

‖v‖2L2(F ) and (v, w)L2(Fh) =
∑
T∈Fh

(v, w)L2(F ).

Again, we often use the more compact notation ‖v‖Fh
= ‖v‖L2(Fh) and (v, w)Fh

= (v, w)L2(Fh).
Often it is needed to integrate over boundaries of elements ∂Th = {∂T | ∀T ∈ Th}, hence, we also
denote the notation ‖ · ‖∂Th =

∑
T∈Th ‖ · ‖∂T =

∑
T∈Th

∑
F∈∂T ‖ · ‖F .

A very useful lemma when working with estimates on broken Sobolev spaces is that a if a
function is continuous, then the jump between the mesh elements is zero. Keep in mind a function
v ∈ H1(Th) belongs to H1(Ω) if and only if [[v]] = 0 ∀F ∈ F inth , see [84, Lemma 1.23].

Recall the "." symbol denotes an inequality up to a constant factor. That is, given a, b > 0,
the statement a . b is true if there exists a constant C > 0 such that a ≤ Cb. Generally, this
constant will contain information related to the properties of the mesh, such as shape regularity and
quasi-uniformity, but it often also includes the maximum finite number or measure of a quantity.
For instance, let w, vi ∈ L2(Ω), ai ∈ R for i = 1, . . . , N and ‖w‖Ω = ‖

∑N
i aivi‖Ω, then is ‖w‖Ω .∑N

i ‖vi‖Ω. To maintain clarity and avoid unnecessary complexity, we will not delve into this
particular detail related to the constant.

We can express several general useful basic inequalities and estimates.

(i) A fundamental property of the inner-product the so-called Cauchy-Schwarz inequality

(u, v)m,Ω 6 ‖u‖m,Ω‖v‖m,Ω ∀u, v ∈ Hm(Ω). (2.10)

(ii) Let v ∈ Hm(Ω), then is
‖Dmv‖Ω . ‖v‖m,Ω. (2.11)

Similarly is ‖∆v‖Ω . ‖v‖2,Ω.

(iii) For all u ∈ L2(Th) we have,

‖ [[u]] ‖Fh
6 ‖u+‖Fh

+ ‖u−‖Fh
. ‖u‖∂Th ,

‖ {{u}} ‖Fh
6 ‖u+‖Fh

+ ‖u−‖Fh
. ‖u‖∂Th .

(2.12)

(iv) For any a, b > 0 the well known Young’s ε-inequality is on the form,

2ab 6 εa2 +
1

ε
b2. (2.13)
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2.4 Lax-Milgram lemma

The intention is to introduce an abstract framework which can handle various types of partial
differential equations (PDE). Let A : X → Y be an abstract linear operator encoding the structure
of any linear PDE, including boundary conditions and X,Y are spaces of functions. Then we
denote the abstract strong formulation as the equation

Au = f, (2.14)

for a given function f : Ω ⊂ Rd 7→ R. We assume that the function u : Ω→ R satisfies the relation
(2.14) pointwise so that Au(x) = f(x)∀x ∈ Ω. We will discover that Sobolev spaces are specifically
engineered to study these kinds of problems.

Definition 2.1 (Linear bounded functional). Let V be a Hilbert space. Furthermore, we define the
dual space V ′ to be the space of linear and bounded functionals F : V 7→ R, i.e.,

V ′ = {F : V → R | F is linear and bounded} . (2.15)

Problem 2.2 (Abstract linear problem). Assume X and Y to be two Hilbert spaces. Let the vector
space L(X,Y ) be all linear bounded operators spanned from V to Y . We define the abstract linear
problem as follows; find u ∈ V such that

a(u, v) = l(v) := 〈f, v〉V ′,V ∀v ∈ V, (2.16)

where a ∈ L(V, V,R) is a bounded bilinear form and f ∈ V ′ := L(V,R) is a bounded linear form
associated with the abstract strong formulation (2.14). Here we denote by 〈·, ·〉V ′,V the duality
pairing between V ′ and V .

Definition 2.3 (Coercivity and Boundedness). Let V be a Hilbert space and let a(·, ·) ∈ L(V, V,R).
Recall that the bilinear form a(·, ·) is coercive if

a(v, v) & ‖v‖V ∀v ∈ V.

The bilinear form a(·, ·) is said to bounded if

a(w, v) . ‖w‖V ‖v‖V ∀w, v ∈ V.

Lemma 2.4 (Lax-Milgram). The abstract linear problem 2.2 is well-posed if a(·, ·) is bounded and
coercive. Moreover, the following a priori estimate holds.

‖u‖V . ‖f‖V ′ . (2.17)

Proof. The problem can easily be proved using a special case of the Banach–Nečas–Babuška theo-
rem. See [84, Lemma 1.4]

2.5 Finite element methods

The finite element method (FEM) is a numerical method to solve partial differential equations
by finding an approximation of the Problem 2.2. Let Vh be a finite-dimensional (polynomial)
approximation space on the mesh Th. We say that a method is conform if Vh ⊂ V and non-conform
if Vh 6⊂ V . In this thesis, our primary focus will be on the non-conforming methods. We define the
approximate problem as follows.

Problem 2.5 (The approximate problem). Let Vh 6⊂ V be a non-conform finite-dimensional space.
Find uh ∈ Vh such that,

ah(uh, vh) = lh(vh) := 〈f, vh〉 ∀vh ∈ Vh. (2.18)
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We denote the bilinear form ah : Vh × Vh → R as approximation of a : V × V → R, and
similarly for the right-hand side lh : Vh → R as an approximation of l : V → R. Not that since the
discrete is non-conformal, Vh 6⊂ V, implies that boundedness and coercivity is not inherited from
the continuous bilinear form a(·, ·). Hence, the discrete formulation ah : Vh× Vh → R well-posed if
it is coercive and bounded,

ah(vh, wh) . ‖vh‖Vh‖wh‖Vh ∀wh, vh ∈ Vh,
ah(vh, vh) & ‖vh‖2Vh ∀vh ∈ Vh.

(2.19)

Note that we have relaxed the boundedness of lh(·), which arises from the finite dimensional prop-
erty of Vh.

Strictly speaking, if ah(·, ·) is well-posed does not necessarily imply that it is consistent. However
this detail will be addressed in Section 2.9. Following, we will establish a theoretical framework for
finite element analysis.

Definition 2.6 (Local polynomial space). Let T be a element in a mesh Th, x = [x1, . . . , xd] be a
vector, and α = [α1, . . . , αd] ∈ Nd be a multi index. The local polynomial space Pk(T ) for a simplex
is denoted as

Pk(T ) = span {xα for x ∈ T and 0 6 αi 6 k} . (2.20)

where xα is a monomial such that xα = xα1
1 . . . xαd

d .
Let T be a cuboid, i.e., T =

∏d
i=1[z−i , z

+
i ] where z−i < z+

i for z±i ∈ R. Then the polynomial
space Qk(T ) in Rd is defined as the tensor product of 1-dimensional finite elements, i.e.,

Qk(T ) := Pk([z−1 , z
+
1 ])⊗ . . .⊗ Pk([z−d , z

+
d ]).

For more information about the local polynomial spaces, see [85, Chapter 6.4, 7.3]
Following Ciarlet [86, pp.93], the abstract definition of a finite element is defined as the triplet

(T,P,Σ). In our case, T represents either a simplex or a quadrilateral geometry, and P denotes a
finite-dimensional polynomial space consisting of N shape functions {φi}i∈I , where I = {1, . . . , N},
as depicted in Definition 2.6. On the other hand, Σ is the so-called dual of P, that is, the set of
linear forms {σi}i∈I such that. σj(φi) = δij and p(x) =

∑
i∈I σi(p)pi. If there is a set of points

{ai}i∈I in T such that σi(p) = p(ai) ∀p ∈ P, then the triple (T,P,Σ) is called a Lagrangian finite
element. The set of points {ai}i∈I is called nodes and is associated with the so-called nodal basis
of P such that φ(ai) = δij ∀i, j ∈ I

As anticipated, the local node configuration of the polynomial space is influenced by the form
of T . For our discussion, let us represent the polynomial basis for a simplicial element and a
quadrilateral element as Pk(T ) and Qk(T ), both of polynomial order k. Figure 5 illustrates how
the node configuration evolves for k = 1, 2, 3 in dimension d = 2

We may introduce the reference element T̂ in d dimensions. The reference for a quadrilateral is
denoted as T̂ = [0, 1]d. The reference for a simplex in is defined by the convex hull spanned by the
points (z0, e1, . . . , ed) where z0 := 0 is the origin and {ei}di=1 is the standard Cartesian unit basis
in Rd. A corresponding reference finite element is defined as (T̂ , P̂, Σ̂).

Let the mapping G : T̂ → T an affine mapping, i.e. G(x) = Ax+ b. The important property of
affine transformations is the preservation of parallelism. Hence, for any two vectors x, y ∈ T̂ that
are parallel in the reference element, their images G(x) and G(y) will also be parallel. Generally
speaking, an affine transformation of the reference simplex is a transformation to any other simplex
of the same dimension. However, for any quadrilateral, an affine transformation preserves the
parallelism of opposite sides. For an illustration, see Figure 6 and for a counterexample see Figure
7.

Following [85, Example 9.4], the (T̂ , P̂, Σ̂) is denoted as the reference finite element associated
with the nodes {âi}i∈N . Let the mapping ψ be function in L(Pk(T ),Pk(T̂ )) such that is an
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(a) P1(T ) (b) P2(T ) (c) P3(T )

(d) Q1(T ) (e) Q2(T ) (f) Q3(T )

Figure 5: Illustration of the nodes for the element of a simplex a quadrilateral for dimension d = 2
for polynomial orders k = 1, 2, 3.

G

(a)

G

(b)

G

(c)

G

(d)

Figure 6: Illustration of affine mapping G : T̂ → T in dimensions d = 2, 3 from a reference element
T̂ to element T for simplexes and and quadrilaterals.

G

(a)

G

(b)

Figure 7: Illustration of an affine mapping G : T̂ 7→ T versus a non-affine transformation. The left
figure preserves parallel lines before and after the transformation, indicating an affine transforma-
tion. However, the right figure does not maintain parallelism, making it a non-affine transformation.

isomorphic from ψ : Pk(T ) → Pk(T̂ ). Then σ(p) = σ̂(ψ(p))(ai) = (p ◦ G)(âi) for all p ∈ Pk(T ).
Then the Lagrange interpolation follows,

p(x) =
∑
i∈N

σ(ai)φi(x) for ai = G(âi) ∀i ∈ N.

Hence, the finite element (T,P,Σ), associated with the notes {ai}i∈N , is reconstructed via the
reference finite element (T̂ , P̂, Σ̂). Thus, the definition of the local polynomial space can be extended
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to using the affine transformation depending on the reference element. That is,

Pk(T ) =
{
v̂ ◦ G−1(T ) | v̂ ∈ Pk(T̂ )

}
, (2.21)

Qk(T ) =
{
v̂ ◦ G−1(T ) | v̂ ∈ Qk(T̂ )

}
. (2.22)

Working on shape-regular and affine geometries has been shown to greatly simplify and generalise
local interpolation estimates, see [85, Theorem 11.12], and thus is very useful for deriving a priori
estimates. Please note that workarounds exist for proving non-affine local interpolation estimates.
However, they require key assumptions on the relationship between the nodes ai and the regularity
of the mapping G [85, Chapter 13]. Hence, affine meshes are essential for the error analysis, which
utilize the interpolation estimates, but it limits us to work on structure mesh if we specifically
choose quadrilateral meshes.

Definition 2.7 (Broken polynomial spaces). Let Th be a mesh of Ω ∈ Rd and Ωh =
⋃
T∈Th T .

Let Pk(T ) be the space of all polynomials of order k in the mesh element T in Th . We define the
broken polynomial space and the global C0 continuous polynomial space as

Pk(Th) :=
{
v ∈ L2(Ωh) | v|T ∈ Pk(T ) ∀T ∈ Th

}
,

Pkc (Th) :=
{
v ∈ C0(Ωh) | v|T ∈ Pk(T ) ∀T ∈ Th

}
.

(2.23)

Similarly, for quadrilateral elements is the polynomial spaces defined as,

Qk(Th) :=
{
v ∈ L2(Ωh) | v|T ∈ Qk(T ) ∀T ∈ Th

}
,

Qkc (Th) :=
{
v ∈ C0(Ωh) | v|T ∈ Qk(T ) ∀T ∈ Th

}
.

(2.24)

In this thesis, we will generally utilize the global C0 continuity. Thus, for the rest of the thesis
do we define

Vh =
{
P kc (Th) or Qkc (Th)

}
. (2.25)

Hence, all results hold for both polynomial spaces.

Find u : Ω→ R such that Au = fStrong formulation:

Find u ∈ V such that a(u, v) = l(v) ∀v ∈ VAbstract weak problem:

Find uh ∈ Vh such that ah(uh, vh) = lh(v) ∀vh ∈ VhDiscrete weak problem:

Solve AU = FLinear system of equations:

Figure 8: Workflow of solving linear PDEs using the FEM method.

We now have a well-defined discrete global space Vh consisting of the finite set of basis functions
{φi}Ni=1 associated with the Lagriangian nodes {ai}Ni=1. The degree of freedoms, also known as
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ndofs, is denoted as dim(Vh) = N . Let Uj = uh (aj), so that uh =
∑N

j=1 Ujφj . Then the Problem
2.5 is equivalent to

N∑
j=1

ujah (φj , φi) = lh (φi) . (2.26)

Hence, by letting U = [Uj ] , F = [(f, φi)Ω] and A = [ah (φj , φi)] can we construct a linear system,

AU = F. (2.27)

Ultimately, the matrix A is shown to be symmetric positive definite only if ah(·, ·) is well-posed.
To summarize the workflow of solving linear PDEs using the FEM method, see Figure 8.

2.6 Condition number

Recall the discrete lp norm for a vector,

∀U ∈ RN , ‖U‖p =


(∑N

i=1 |Ui|
p
) 1

p
, 1 6 p <∞

maxi |Ui| , p =∞
. (2.28)

Also, recall the definition of the matrix norm,

∀A ∈ RN×N , 1 6 p 6∞, ‖A‖p = max
U∈RN\0

‖AU‖p
‖U‖p

. (2.29)

Remark that this notation is not to be confused with Sobolev norms. Assume that A is invertible,
then we define the condition number for a matrix in lp norm defined such that

∀A ∈ RN×N , 1 6 p 6∞, κp(A) = ‖A‖p‖A−1‖p. (2.30)

From basic theory, is it known that ‖A‖2 is equal to the maximum singular value of A, where
singular values of A are the square roots of the eigenvalues of ATA [87, Theorem 2.9]. Because of
the connection between ‖A‖2 norms and its singular values, is k2(A) is often in preferred numerical
analysis. A challenge is that the computations generally involve performing Singular Value Decom-
position (SVD) or power iteration, which can be expensive particularly for large sparse matrices.
However, ‖A‖∞ is computed as the maximum absolute row sum and, hence, only necessary to
compute the sum for the non-zero elements in each row. Thus, we seek to estimate κ2(A) using
κ∞(A).

It is well established that 1√
N
‖A‖∞ 6 ‖A‖2 6

√
N‖A‖∞ for any matrix A ∈ RN×N 2. Applying

this identity, we obtain the upper and lower bounds for κ2(A). Specifically, we have

1

N
κ∞(A) 6 κ2(A) 6 Nκ∞(A). (2.31)

Thus, since these norms are equivalent, will we in this thesis focus on κ∞(A) because of the efficiency
of computing ‖A‖∞.

2The identity naturally appears from the standard inequality ‖v‖∞ 6 ‖v‖2 6
√
N‖v‖∞ for v ∈ RN , which simply

comes from the fact that ‖v‖2∞ = maxi |vi|2 6
∑n

i |vi|
2 = ‖v‖22 6 N maxi |vi|2 = N‖v‖2∞. Now let A ∈ RN×N

be any matrix. We can then deduce that ‖A‖2 = maxv∈RN
‖Av‖2
‖v‖2

> maxv∈RN
‖Av‖∞√
N‖v‖∞

= 1√
N
‖A‖∞ and ‖A‖2 =

maxv∈RN
‖Av‖2
‖v‖2

6 maxv∈RN

√
N‖Av‖∞
‖v‖∞

=
√
N‖A‖∞. Hence, the identity 1√

N
‖A‖∞ 6 ‖A‖2 6

√
N‖A‖∞ is proven.
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2.7 Cléments interpolation

Our goal is to utilize interpolation estimates to compute convergence rates. An important tool in
the process is the so-called Cléments interpolation operator, Ch. It is used for interpolation on
non-smooth functions by regularizing so-called macroelements. However, we need to define affine
operations on so-called macroelements before proceeding with the error estimates.

A patch for an element ω (T ) is denoted as the set of elements in Th sharing at least one vertex
with T ∈ Th. Similarly, a patch of a facet ω (F ) is defined as the set of all elements in Th sharing
at least one vertex with F ∈ Fh. For an illustrative example of patches in a two-dimensional
triangular mesh, please refer to Figure 9.

F
T

Figure 9: Illustration of the patch ω(F ) on the left-hand side and ω(T ) on the right-hand side.

Let the set {ai}i∈N be all Lagrange nodes on the mesh Th. Associated with each node ai, we
denote the macroelement Ai to consist of all elements containing ai. Let ncf be the number of
configurations for the macroelement. We define the index j : {1, . . . , N} → {1, . . . , ncf} such that
j(i) is the index associated with the reference configuration Âj(i) for corresponding macroelement
Ai. Let us define a C0-diffeomorphism GAi : Âj(i) → Ai on the reference macroelements such that
for all T̂ ∈ Âj(i) is the restriction GAi |T̂ affine. For an illustration of the reference macroelement
Âj(i) and how it related to ai , see Figure 10.

The Cléments interpolation operator Ch is the L2-projection onto the macroelements. That
is, given a reference macroelement Âj(i) and a function v̂ ∈ L1(Âj(i)), then Ĉj(i)v̂ is the unique
polynomial in Pk(Âj(i)) such that

ˆ
Âj(i)

(Ĉj(i)v̂ − v̂)p dx = 0 ∀p ∈ Pk(Âj(i)).

Finally, the Cléments interpolator is defined as the mapping Ch : L1(Ω)→ Pkc (Th) such that

Chv =

N∑
i=1

Ĉj(i)(v(GAi)(G
−1
Ai

(ai)))φi,

where φi is the corresponding polynomial basis associated with the node ai.
Finally, we have the following a priori estimate.

Lemma 2.8. Let v ∈ Hs(Ω). We define the Clement interpolation as the mapping Ch : L2(Ω) →
Vh, where Vh has the order k. Then does the following stability estimate hold,

‖Chv‖s,Ω . ‖v‖s,Ω ∀v ∈ Hs(Ω). (2.32)
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ai âj(i)

GAi

(a)

ai
âj(i)

GAi

(b)

âj(i)

ai

GAi

(c)

Figure 10: Illustration of the different cases when mapping from the reference macroelement Âj(i)
to the domain Ai, GAi : Âj(i) → Ai. Here we have defined âj(i) ∈ Âj(i) s.t. GAi(âj(i)) = ai.

Let r = min(s, k + 1). If the following conditions for a parameter l is satisfied, it exists error
estimates such that

0 6 l 6 r =⇒ ‖v − Chv‖m,T . hr−lT ‖v‖l,ω(T ) ∀T ∈ Th,∀v ∈ H l(ω (T )),

0 6 l 6 r − 1

2
=⇒ ‖v − Chv‖m,F . h

r−l− 1
2

T ‖v‖l,ω(F ) ∀∂T ∈ Th,∀v ∈ H l(ω (F )).
(2.33)

Corollary 2.9. Let 0 6 l 6 k + 1 and let 0 6 m 6 min(1, l). Given Lemma 2.8, then does the
following estimate hold

inf
vh∈Vh

‖v − vh‖m,Ω . hl−m‖v‖l,Ω ∀v ∈ H l(Ω). (2.34)

This result is very useful since it is now sufficient to show that a priori estimates holds to prove
the convergence rate. For further detailed information about the Cléments interpolation, please
investigate [88, Chapter 1.6].

2.8 Useful local inverse estimates

Choose any element T ∈ Th and let vh ∈ Pm(T ). Then does the local inverse estimate hold,

|vh|Hl(T ) . hm−l |vh|Hm(T ) for l 6 m. (2.35)

For proof, see [85, Lemma 12.1]. An essential example is the following inequality.

‖D2vh‖T . h−1‖∇vh‖T . h−2‖vh‖T . (2.36)

Another advantageous inequality is the so-called trace inequality which connects the relationship
of evaluating the norm on element T and with any of the corresponding facets F ∈ ∂T . The general
form is

‖vh‖F . h−
1
2 ‖vh‖T . (2.37)

For proof, see [85, Lemma 12.8].
Let ∂nv = ∇v n and ∂nnv = nTD2v n. Keeping in mind that the normal vector has a unit length

and, thus, evidently applying the trace inverse inequality, we have two present useful examples,

‖∂nvh‖F 6 ‖∇vh‖F 6 h−
1
2 ‖∇vh‖T ,

‖∂nnvh‖F 6 ‖D2vh‖F 6 h−
1
2 ‖D2vh‖T .

(2.38)
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Combining (2.35) and (2.37), we establish that

|vh|l,F . hm−l−
1
2 |vh|m,T for l 6 m. (2.39)

2.9 Abstract Nonconform Error Analysis

Our goal is to construct abstract error estimates for the discrete bilinear form ah(·, ·). Since Vh 6⊂ Vh,
it is clear that we cannot directly employ the standard Cea’s lemma [89, p. 66]. Hence, we have to
review how a non-conform variant can be derived, see for instance [90][Chapter 27]. To successfully
achieve this, a critical assumption for ah(·, ·) is its consistency. Assume that the discrete bilinear
form can be extended to a mapping ah : W × Vh → R for an sufficiently regular subspace W ⊂ V .
We say that the bilinear form is consistent if it exists an exact solution u ∈ W for which it holds
that ah(u, vh) = lh(vh). This inherently implies the so-called Galerkin orthogonality,

ah(u− uh, vh) = 0. (2.40)

For more information, see [84, Definition 1.31].
Let v + vh ∈ W ⊕ Vh be associated with a corresponding norm ‖ · ‖V,∗. Here the symbol ⊕

is denoted the direct sum of the spaces Vh and W . A necessary assumption is that the discrete
bilinear form ah(·, ·) is bounded in W ⊕ Vh × Vh and that ‖vh‖V,∗ . ‖vh‖Vh ∀vh ∈ Vh, i.e.

ah(v + vh, wh) . ‖v + vh‖V,∗‖wh‖Vh ∀v + vh ∈W ⊕ Vh, wh ∈ Vh,
ah(vh, wh) . ‖vh‖V,∗‖wh‖Vh . ‖vh‖Vh‖wh‖Vh ∀vh, wh ∈ Vh.

(2.41)

We can now utilize these boundedness assumptions in combination with the stability and coercivity
results presented in (2.19).

Lemma 2.10 (Nonconform Cea’s Lemma). Let u ∈W ⊂ V be the exact solution and let Vh 6⊂ V .
Assume that the discrete bilinear form ah(·, ·) is well-posed in W ⊕ Vh × Vh. Additionally, assume
that both the stability estimates (2.41) and Galerkin orthogonality (as outlined in (2.40)) are valid
Then the following error estimate hold,

‖u− uh‖V,∗ . inf
vh∈Vh

‖u− vh‖Vh,∗. (2.42)

Proof. Applying the triangle inequality to the error ‖u−uh‖V,∗ and then the assumption ‖vh‖V,∗ .
‖vh‖Vh ∀vh ∈ Vh, we have

‖u− uh‖V,∗ . ‖u− vh‖V,∗ + ‖vh − uh‖V,∗,
. ‖u− vh‖V,∗ + ‖vh − uh‖Vh .

(2.43)

By employing the discrete coercivity as defined in equation (2.19), and then applying the Galerkin
orthogonality from equation (2.40), followed by the stability condition from equation (2.41), we
can derive the following estimate,

‖vh − uh‖2Vh . ah(vh − uh, vh − uh)

= ah(vh − u, vh − uh) + ah(u− uh, vh − uh)

. ‖vh − u‖V,∗‖vh − uh‖Vh .
(2.44)

Dividing ‖vh − uh‖Vh on both sides we have ‖vh − uh‖Vh . ‖u− vh‖V,∗. Combing this with (2.43)
we obtain the following abstract error estimate.

‖u− uh‖V,∗ . inf
vh∈Vh

‖v − vh‖V,∗. (2.45)
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A useful property is that for a nonconformal numerical method to converge, we can now simply
require

lim
h→0

inf
vh∈Vh

‖u− vh‖V,∗ = 0. (2.46)

In that case will ‖u − uh‖Vh,∗ → 0, h → 0. Hence, if this requirement is fulfilled, the numerical
methods will converge towards the unique solution. Note that in combination with Corollary 2.9
this is very useful for estimating a priori estimates. For further details on nonconformal error
analysis, refer to [84, Chapter 1.3]

3 Continuous interior penalty methods for the biharmonic problem
with Cahn-Hilliard type boundary conditions

One of the objectives of this section is to discuss the strong formulation for the biharmonic problem.
Following this, we will present both the continuous weak formulation and the derivation of the two
proposed discrete weak formulations, specifically the continuous interior penalty methods. We then
present a short discussion of the current status of the properties of the methods.

3.1 The biharmonic equation

Let Ω ⊆ Rd be a bounded polygonal domain and Γ be its corresponding boundary. Also let
Th = {T} be a shape-regular fitted mesh s.t. Th = Ω. Let the biharmonic problem have the form,

∆2u+ αu = f(x) in Ω, (3.1a)
∂nu = g1(x) on Γ, (3.1b)

∂n∆u = g2(x) on Γ. (3.1c)

Here ∆2 = ∆ (∆) is the biharmonic operator, also known as the bilaplacian. We will assume for
the strong form that u ∈ H4 (Ω), α > 0 and f ∈ L2 (Ω). The functions g1, g2 : Ω→ R are denoted
as boundary conditions similar to the CH problem.

Remark. It is worth noting that the problem is closely related to the Kirchhoff’s plate problem by
changing the boundary conditions such that u = ∂nu = 0 on Γ, which is in the literature known
as so-called clamped boundary conditions. Many of the papers we refer to may consider clamped
boundary conditions, not CH boundary conditions. The main difference relies on if the problem
is treated with homogeneous or non-homogeneous boundary conditions and if the discrete space is
imposing the Dirichlet and Neumann conditions strongly in the discrete solution space or weakly
using the Nitsche’s method [91].

We want to construct a weak form for the strong biharmonic problem (3.1). Let v ∈ H2(Ω)
Using Greens Theorem is it obvious that

(
∆2u, v

)
Ω

= (∂n∆u, v)Γ−(∇ (∆u) ,∇v)Ω. Next, applying
a new iteration of the Greens theorem, we get −(∇(∆u),∇v)Ω = (∆u,∆v)Ω − (∆u, ∂nv)Γ. Hence,
we obtain the identity

(∆2u, v)Ω = (∆u,∆v)Ω + (∂n∆u, v)Γ − (∂nv,∆u)Γ. (3.2)

We now see that boundary condition (3.1c) can be naturally included in the variational formu-
lation by simply replacing ∂n∆u with g2 in the third term of (3.2). The remaining boundary
condition (3.1b) on the other hand needs to be built into the function space and thus presents an
essential boundary condition. As a consequence, the corresponding test function space will con-
sist of functions with zero normal flux, i.e., ∂nv = 0 on Γ and therefore the last contribution in
(3.2) disappears. We end up with the following corresponding weak formulation of the biharmonic
problem (3.1):

Find u ∈ Vg1 such that a(u, v) = l(v) ∀v ∈ V0. (3.3)
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with

a(u, v) = (∆u,∆v)Ω + (αu, v)Ω,

l(v) = (f, v)Ω − (g2, v)Ω,
(3.4)

where we introduced for general g ∈ H1/2(Γ) the function space

Vg1 :=
{
v ∈ H2(Ω) | ∂nv = g1 on Γ

}
. (3.5)

3.2 Detailed construction of Hessian and Laplacian Formulations

The goal is to construct two CIP formulations for the problem (3.3), that is: Find uh ∈ Vh 6∈ V
such that ah(uh, vh) = lh(vh) for all vh ∈ Vh. We will follow the ideas presented in [2] and [3].
A necessary property is that when we have a bilinear form and replace the exact solution with
uh ∈ Vh, the system remains consistent in V . Hence, we guarantee consistency of the discrete weak
formulation by assuming during the construction that u ∈ H4(Ω) and vh ∈ Vh . However, due
to the nonconformal nature of Vh, it becomes necessary to introduce penalty terms to ensure the
discrete system is well-posed when we replace it with uh ∈ Vh. Keep in mind that the C1 continuity
is imposed weakly and, in the same way, are the Neumann conditions also imposed weakly.

Our goal is to achieve the objective of constructing the Hessian and Laplacian formulations.
The following lemmas will be the primary components.

3.2.1 Construction of the Hessian formulation

Lemma 3.1. Assume the homogeneous Neumann conditions g1 = 0. Let u ∈ H4(Ω) be the solution
to (3.1), let vh ∈ Vh and a constant γ > 0. Then does the following identity hold.(

∆2u, vh
)

Ω
=
(
D2u,D2vh

)
Ω

+ (g2, vh)Γ

− ({{∂nnu}} , [[∂nvh]])F int
h
− ([[∂nu]] , {{∂nnvh}})F int

h
+
γ

h
([[∂nu]] , {{∂nnvh}})Fint

h

− (∂nnu, ∂nvh)Γ − (∂nu, ∂nnvh)Γ +
γ

h
(∂nu, ∂nvh)Γ .

(3.6)

n

t

QF∇u

PF∇u

∇u

x0

Ω

Γ

Figure 11: Let x0 be a point at the boundary Γ for dimension d = 2. Here is an illustration of the
gradient ∇u with the corresponding normal and tangential decomposition, QF∇u and PF∇u.

Proof. We will start constructing a local theory for an element T and then extend it to the full
mesh Th. Using Greens Theorem, it is obvious that(

∆2u, vh
)
T

= (∂n∆u, vh)∂T − (∇ (∆u) ,∇vh)T . (3.7)
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We can expand the second term in the following way.

(∇(∆u),∇vh)T =
d∑
i=1

(∆∂xiu, ∂xivh)T =
d∑
i=1

(∇ · (∇∂xiu), ∂xivh)T

=

d∑
i=1

((∂n∂xiu, ∂xivh)∂T − (∇∂xiu,∇∂xivh)T )

= (∂n∇u,∇vh)∂T − (D2u,D2vh)T .

(3.8)

Hence, the normal flux of ∆u appears naturally in the formulation. It can be denoted that D2 is
the Hessian matrix operator. Also, remark that we apply the notation (D2u,D2vh)Ω =

´
ΩD

2u :
D2vhdx for the inner product D2u : D2vh.

Next, we want to decompose the evaluation of ∇u on the boundary ∂T in the tangential and
normal direction. Pick a facet F ∈ ∂T , then we define the following decomposition of linear
transformation ∇u = PF∇u + QF∇u s.t. the orthogonality, PF∇u ·QF∇u = 0, holds. Here, the
normal projection matrix is defined as QF = n⊗ n and the tangential decomposition follows from
PF = I −QF = I − n⊗ n =

∑d−1
i=1 ti⊗ ti, where we defined a orthonormal basis ti, i = 1, . . . , d− 1

for the space orthogonal to the outer normal vector n on a facet F . For demonstration in d = 2, see
Figure 11. Let a1, a2, a3 ∈ Rd be any vectors, and then it is well known that the following identity
holds (a1 ⊗ a2)a3 = (aT2 a3)a1. Hence, we have

QF∇u = (n⊗ n)∇u = (nT∇u)n,

PF∇u = (I − n⊗ n)∇u = ∇u− (nT∇u)n =
d−1∑
i=1

(tTi ∇u)ti.
(3.9)

Given that u is evaluated only on ∂T can we write ∇u =
(
nT∇u

)
n +

∑d−1
i

(
tTi ∇u

)
ti such

that,

(∂n∇u,∇vh)∂T = (∂n(∂nu n), ∂nvh n)∂T +
d−1∑
i,j=1

(∂n(∂tiu ti), ∂tjvh tj)∂T

= (∂nnu, ∂nvh)∂T +
d−1∑
i=1

(∂ntiu, ∂tivh)∂T .

(3.10)

Here we used that nTn = 1 and tTi tj = δij . Remark that simple relation was applied,

∂n(∂nu) = nT∇(∂nu) = nT (D2u n) = nTD2u n = ∂nnu,

∂n(∂tiu) = tTi ∇(∂nu) = tTi (D2u n) = nTD2u ti = ∂ntiu.

We may also deduce the relationship ∂ntiu = ∂tinu which arise from the fact that nTD2u ti =
(tTi D

2u n)T = tTi D
2u n, where we utilized the symmetry D2u = (D2u)T and that the product is

a scalar. Combining (3.7), (3.8) and (3.10) we see that,

(∆2u, vh)T = (D2u,D2vh)T + (∂n∆u, vh)∂T − (∂nnu, ∂nvh)∂T −
d−1∑
i=1

(∂ntiu, ∂tivh)∂T .

Since we aim constructing an identity for the full mesh Th, we sum over the elements.

(
∆2u, vh

)
Ω

=
∑
T∈Th

(D2u,D2vh)T + (∂n∆u, vh)∂T − (∂nnu, ∂nvh)∂T −
d−1∑
i=1

(∂ntiu, ∂tivh)∂T . (3.11)

Our goal is to simplify the equation above so we can take account for discontinuities of the deriva-
tives. By integrating over exterior facets Fexth and interior facets F inth , we will get e more suitable
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formulation which makes it easier to control the jumps between the elements, hence makes it
possible to penalize discontinuities.

(∆2u, vh)Ω =
∑
T∈Th

(D2u,D2vh)T + (∂n∆u, vh)∂T − (∂nnu, ∂nvh)∂T −
d−1∑
i=1

(∂tinu, ∂tivh)∂T

=
∑
T∈Th

(D2u,D2vh)T +
∑

F∈Fext
h

(∂n∆u, vh)F − (∂nnu, ∂nvh)F −
d−1∑
i=1

(∂tinu, ∂tivh)F

+
∑

F∈Fint
h

(
(∂n+∆u+, v+

h )F +
(
∂n−∆u+, v−h

)
F

)︸ ︷︷ ︸
I

−
((
∂n+n+u+, ∂n+v+

h

)
F

+
(
∂n−n−u

−, ∂n−v
−
h

)
F

)︸ ︷︷ ︸
II

−
d−1∑
i=1

((∂n+tiu
+, ∂tiv

+
h )F +

(
∂n−tiu

−, ∂tiv
−
h

)
F

)︸ ︷︷ ︸
III

.

(3.12)

Where the integration of the interior facets is computed in the following fashion.

I =
(
∂n+∆u+, v+

h

)
F

+
(
∂n−∆u−, v−h

)
F

=

ˆ
F

[[∂n∆u · vh]] =

ˆ
F
{{∂n∆u}} [[vh]]︸︷︷︸

=0

+ [[∂n∆u]]︸ ︷︷ ︸
=0

{{vh}} = 0,

II =
(
∂n+n+u+, ∂n+v+

h

)
F

+
(
∂n−n−u

−, ∂n−v
−
h

)
F

=

ˆ
F

[[∂nnu · ∂nvh]] =

ˆ
F
{{∂nnu}} [[∂nvh]]︸ ︷︷ ︸

6=0

+ [[∂nnu]]︸ ︷︷ ︸
=0

{{∂nvh}} ,

III =
(
∂n+tiu

+, ∂tiv
+
h

)
F

+
(
∂n−tiu

−, ∂tiv
−
h

)
F

=

ˆ
F

[[∂ntiu · ∂tivh]] =

ˆ
F
{{∂ntiu}} [[∂tivh]]︸ ︷︷ ︸

=0

+ [[∂ntiu]]︸ ︷︷ ︸
=0

{{∂tivh}} = 0.

(3.13)

Observe that the cancellations in the term I and term III appear of the continuity of vh ∈ Vh and
u ∈ H4(Ω), which makes the jumps and derivative jumps zero. On the other hand, the second
term II does not vanish since the derivative of vh ∈ Vh has a nonzero jump. It can also be raised
that {{∂nnu}} = ∂nnu holds of H4(Ω).

Combining (3.13) and inserting the boundary condition g2 = ∂n∆u is it clear that the formu-
lation presented in (3.11) is equivalent to the following formulation.(

∆2u, vh
)

Ω
=
(
D2u,D2vh

)
Th + (g2, vh)Γ − ({{∂nnu}} , [[∂nvh]])Fint

h

− (∂nnu, ∂nvh)Fext
h
−

d−1∑
i=1

(∂tinu, ∂tivh)Fext
h
.

(3.14)

Under the assumption that g1 = 0 on Γ, and given that the tangential decomposition is orthogonal
to n, we can assert that ∂tinu = ∂ti(∂nu) = ∂ti(g1) = 0 holds for any i = 1, . . . , d− 1. This implies
that the last term of the equation vanishes.

We also note that we add consistent symmetry terms ({{∂nnvh}} , [[∂nu]])F int
h

and (∂nnvh, ∂nu)Γ

in addition to the penalty terms γ
h(∂nu, ∂nv)Γ and γ

h([[∂nu]] , [[∂nv]])F int
h

. Since u ∈ H4(Ω) and the
boundary condition, ∂nu = g1 = 0 on Γ, is each of these terms effectively zero, but does provide
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symmetry and will later be proven to be essential for the well-posedness of the discrete problem.
Finally, we have(

∆2u, vh
)

Ω
=
(
D2u,D2vh

)
Ω

+ (g2, vh)Γ

− ({{∂nnu}} , [[∂nvh]])F int
h
− ([[∂nu]] , {{∂nnvh}})F int

h
+
γ

h
([[∂nu]] , [[∂nvh]])F int

h

− (∂nnu, ∂nvh)Γ − (∂nu, ∂nnvh)Γ +
γ

h
(∂nu, ∂nv)Γ .

(3.15)

The proof is complete.

Note that since Vh 6⊂ V is it necessary to define the space V ⊕Vh, which essentially is the direct
sum of these two spaces. This new space includes all elements from V and Vh and all possible
linear combinations of these elements. i.e., let u ∈ V and uh ∈ Vh, then u+ uh ∈ V ⊕ Vh.

We will now assemble the Hessian CIP formulation. Assume that the homogeneous boundary
condition g1 = 0. The discrete problem is as follows:

Find uh ∈ Vh such that aH(uh, vh) = lHh (vh) ∀vh ∈ Vh. (3.16)

Here is the corresponding bilinear and linear form defined as,

aHh (uh, vh) = (αuh, vh)Ω +
(
D2uh, D

2vh
)

Ω

− ({{∂nnuh}} , [[∂nvh]])Fint
h
− ([[∂nuh]] , {{∂nnvh}})Fint

h
+
γ

h
([[∂nuh]] , [[∂nvh]])Fint

h

− (∂nnuh, ∂nvh)Γ − (∂nuh, ∂nnvh)Γ +
γ

h
(∂nuh, ∂nvh)Γ ,

lHh (vh) = (f, vh)Ω − (g2, vh)Γ .

(3.17)

With the corresponding energy norms,

‖vh‖2aHh = α‖vh‖2Ω + ‖D2vh‖2Ω + ‖h−
1
2 [[∂nvh]] ‖2Fint

h
+ ‖h−

1
2∂nvh‖2Γ, vh ∈ Vh,

‖v‖2
aHh ,∗

= ‖v‖2ah + ‖h
1
2 {{∂nnv}} ‖2F int

h
+ ‖h

1
2∂nnv‖2Γ, v ∈ V ⊕ Vh.

(3.18)

Remark. This formulation accommodates the nonconformity of Vh by factoring in the discontinuities
among the facets, yet it preserves consistency when u exhibits sufficient regularity, specifically when
u ∈ Hs(Ω), s > 5

2 +ε. This implies that the solution u is continuous across the boundaries of interior
elements, i.e., [[∂nu]] = 0 and {{∂nnu}} = ∂nnu on any F ∈ F inth .

It is noteworthy that we have the consistent terms ({{∂nnuh}} , [[∂nvh]])Fint
h

and (∂nnuh, ∂nvh)Γ

naturally appear in the derivation. However, we also added two symmetry terms, ({{∂nnuh}} , [[∂nvh]])Fint
h

and (∂nnuh, ∂nvh)Γ, and the so-called penalty terms, γ
h ([[∂nuh]] , [[∂nvh]])F int

h
and γ

h (∂nuh, ∂nvh)Γ.
These terms are essential for making the problem well-posed, hence, the name interior penalty
method or symmetric interior penalty method. For more information of nonconformal CIP error
analysis, see [84, Chapter 1.3].

3.2.2 Construction of the Laplacian formulation

Lemma 3.2. Let u ∈ H4(Ω) the solution of (3.1), vh ∈ Vh and a constant γ > 0. Then we have
the following identity.

(∆2u, vh)Ω =(∆u,∆vh)Th + (g2, vh)Γ − (g1,∆vh)Γ +
γ

h
(g1, ∂nvh)Γ

− ([[∂nu]] , {{∆vh}})F int
h
− ({{∆u}} , [[∂nvh]])Fint

h
+
γ

h
([[∂nu]] , [[∂nvh]])Fint

h

− (∆u, ∂nvh)Γ − (∂nu,∆vh)Γ +
γ

h
(∂nu, ∂nvh)Γ.

(3.19)

27



Proof. Similarly, we start by constructing integration by parts identities locally for an element T
and then extend it to the entire mesh Th. Utilizing (3.2) can we see that

(∆2u, vh)T = (∆u,∆vh) + (∂n∆u, vh)∂T − (∂nvh,∆u)∂T .

Now, summing over all elements, we get

(∆2u, vh)Ω =
∑
T∈Th

((∆u,∆vh)T + (∂n∆u, vh)∂T − (∂nvh,∆u)∂T )

= (∆u,∆vh)Th +
∑

F∈Fext
h

(

=(g2,vh)F︷ ︸︸ ︷
(∂n∆u, vh)F −(∂nvh,∆u)F )

+
∑

F∈Fint
h

((∂n+∆u, vh)F + (∂n−∆u, vh)F )︸ ︷︷ ︸
I

− ((∂n+vh,∆u)F + (∂n−vh,∆u)F )︸ ︷︷ ︸
II

.

(3.20)

Decomposing the terms and utilizing the regularity of u ∈ H4(Ω) and the C0 continuity of
vh ∈ Vh is it easy to see that,

I = (∂n+∆u, vh)F + (∂n−∆u, vh)F =

ˆ
F

[[∂n∆u vh]]

= ({{∂n∆u}} , [[vh]]︸︷︷︸
=0

)F + ([[∂n∆u]]︸ ︷︷ ︸
=0

, {{vh}})F ,

II = (∂n+vh,∆u)F + (∂n−vh,∆u)F =

ˆ
F

[[∂nvh ∆u]]

= ([[∂nvh]]︸ ︷︷ ︸
6=0

, {{∆u}})F + ({{∂nvh}} , [[∆u]]︸ ︷︷ ︸
=0

)F .

(3.21)

Hence, we end up with the identity,

(∆2u, vh)Ω = (∆u,∆vh)Th + ([[∂nvh]] , {{∆u}})Fh
+ (g2, vh)Γ − (∂nvh,∆u)Γ. (3.22)

Similarly as for Lemma 3.1, we add consistent symmetry terms ([[∂nu]] , {{∆vh}})Fint
h

and (∂nu,∆vh)Γ−
(g1,∆vh)Γ and the penalty terms γ

h(∂nu, ∂nvh)Γ − γ
h(g1, ∂nvh)Γ and γ

h([[∂nu]] , [[∂nvh]])Fint
h

. Effec-
tively, the terms adding zero because of the regularity u ∈ H4(Ω) and the boundary condition
∂nu = g1. Finally, we have

(∆2u, vh)Ω =(∆u,∆vh)Th + (g2, vh)Γ − (g1,∆vh)Γ +
γ

h
(g1, ∂nvh)Γ

− ([[∂nu]] , {{∆vh}})F int
h
− ({{∆u}} , [[∂nvh]])Fint

h
+
γ

h
([[∂nu]] , [[∂nvh]])Fint

h

− (∆u, ∂nvh)Γ − (∂nu,∆vh)Γ +
γ

h
(∂nu, ∂nvh)Γ.

(3.23)

And the proof is complete.

We will now assemble the Laplace CIP formulation. The discrete problem is as follows:

Find uh ∈ Vh such that aL(uh, vh) = lLh (vh) ∀vh ∈ Vh. (3.24)

The corresponding bilinear and linear form is defined as,

aLh (uh, vh) = (αuh, vh)Ω + (∆uh,∆vh)Ω

− ({{∆uh}} , [[∂nvh]])Fint
h
− ({{∆vh}} , [[∂nuh]])F int

h
+
γ

h
([[∂nuh]] , [[∂nvh]])Fint

h

− (∆uh, ∂nvh)Γ − (∂nuh,∆vh)Γ +
γ

h
(∂nuh, ∂nvh)Γ ,

lLh (vh) = (f, vh)Ω − (g2, vh)Γ − (g1,∆vh)Γ +
γ

h
(g1, ∂nvh)Γ.

(3.25)
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With the corresponding energy norms

‖v‖2
aLh

= α‖v‖2Ω + ‖∆v‖2Ω + ‖h−
1
2 [[∂nv]] ‖2Fint

h
+ ‖h−

1
2∂nv‖2Γ v ∈ Vh,

‖v‖2
aLh ,∗

= ‖v‖2ah + ‖h
1
2 {{∂nnv}} ‖2F int

h
+ ‖h

1
2∂nnv‖2Γ v ∈ V ⊕ Vh.

(3.26)

Remark. Again, note that we have the consistent terms ({{∆uh}} , [[∂nvh]])Fint
h

and (∆uh, ∂nvh)Γ

naturally appearing in the derivation. Also recall the symmetry terms, ([[∂nuh]] , {{∆vh}})Fint
h

and
(∂nuh − g1,∆vh)Γ, with corresponding Nitsche penalty terms, γh(∂nuh − g1, ∂nvh)Γ and
γ
h([[∂nuh]] , [[∂nvh]]Fint

h
, thus making the bilinear form aL(·, ·) symmetric and well-posed.

3.2.3 Comments and earlier work

It should be noted that the Hessian formulation has a substantial limitation in that it is only valid
for homogeneous Neumann conditions. This constraint arises from the challenges associated with
imposing g1 via the tangential derivative terms in Equation (3.14) during the proof of Lemma
3.1. From a physical perspective, this is manageable as it aligns with the boundary conditions
of the original CH problem (1.7). However, from the standpoint of numerical validation, the
homogeneous Neumann condition enforces strict rules on the design of manufactured solutions on
arbitrary domains. One way to fix this is to enforce tangential derivatives of g1, i.e., inserting
∂nu = g1 for (∂ti(∂nu), ∂nv)Γ into (3.14). A downside with this method is that we must require g1

in H
3
2 (Γ). Consequently, the examples illustrated in section 4.6 are only demonstrated on simple

domains. This particular constraint does not apply to the Laplace formulation.
The Hessian formulation is well investigated by Susanne Brenner in several papers for [2, 54, 55]

with corresponding analysis and numerical validation. Similarly, variants of the Laplace formulation
can be found here [3, 57]. In these articles there also is good theoretical and experimental evidence
that both formulation have the following expected a priori estimates. Let u ∈ Hs(Ω) for s > 5

2 + ε,
and uh ∈ Vh of order k > 2. Then with r = min {s, k + 2} the a priori estimates are

‖u− uh‖ah,∗ . hr−2‖u‖r,Ω,

‖u− uh‖Ω . hr−max{0,3−k}‖u‖r,Ω.
(3.27)

Be aware that the ‖ · ‖Ω norm estimates is suboptimal for k = 2. It is worth noting that techni-
cally is the interior regularisation equivalent to do a Nitsche’s method in all interior boundaries of
the elements with boundary conditions of each element weakly imposed to zero. Thus, we expect
the penalty parameter γ to be the same interior and exterior elements. Let where k > 2 is the
polynomial order, then for the Hessian formulation is it theoretically proven that γ = 2k(k − 1)
[54, 2]. However, we still prefer to experimentally verify the best parameter.

3.3 Note on the biharmonic mixed formulation

It is easy to see that the biharmonic problem can be rewritten into an equivalent mixed formulation
, that is, to find σ, τ ∈ H2(Ω) such that

∆σ = f in Ω, (3.28a)
σ = ∆u in Ω, (3.28b)

∂nσ = g1 on Γ, (3.28c)
∂nu = g2 on Γ. (3.28d)

The goal is to obtain an useful weak formulation. Using Greens theorem on the first equation
we get,

(σ, v)Ω = (∇u,∇v)Ω − (∇nu, v)Γ. (3.29)

29



Similarly for the second equation we obtain

(∇σ,∇ϕ)Ω − (∂nσ, ϕ)Γ = (f, ϕ)Ω. (3.30)

Putting it all together we have the following mixed weak formulation; Find (u, σ) ∈ H1(Ω)×H1(Ω)
such that

(∇u,∇v)Ω − (σ, v)Ω = (g1, v)Γ ∀v ∈ H1(Ω),

(∇σ,∇ϕ)Ω = (f, ϕ)Ω + (g2, ϕ)Γ ∀ϕ ∈ H1(Ω).
(3.31)

Now we want to relate this formulation to the abstract saddle point problem (SPP). Let V = H1(Ω)
and W = H1(Ω) be Hilbert spaces and define the bilinear form a : V ×V → R and b : V ×W → R
s.t. a(σ, v) = −(σ, v)Ω and b(u, v) = (∇u,∇v)Ω. We also may define the linear forms, G,F : V → R
such that G(v) = (g1, v)Γ and F (ϕ) = (f, ϕ)Ω + (g2, ϕ)Γ.

Hence, we obtain the following SPP. Find (u, σ) ∈ V ×W such that{
a(σ, v) + b(u, v) = G(v) ∀v ∈ V,
b(u, ϕ) = F (ϕ) ∀φ ∈W.

(3.32)

This is useful since we can now apply standard saddle point theory to do an analysis for the problem.
We will see that it is now easier to handle the boundary constraints naturally, but with the cost
of a more challenging time discretization procedure. For more information about the biharmonic
mixed formulation, see [92, 75]. However, in this thesis is the focus on solving the biharmonic
equation avoiding the mixed formulation using the CIP formulation, which does in fact handle the
downsides with the SPP problem.

4 Cut continuous interior penalty methods for the biharmonic prob-
lem

Questions arise when we want to allow for complex geometries where some physical domain Ω has
a smooth boundary Γ. A method would be to generate a structured background mesh which fully
covers Ω, but does not necessarily fit to the boundary perfectly. For consistency, integration of the
contribution is performed on the physical domain, but the involved discrete test and trial functions
in Vh are defined on the background mesh. However, we will run into geometrical problems when
so-called cut finite elements have a very small intersection of the physical domain, i.e., |T ∩ Ω|d �
|T |d . hd and |Γ ∩ T |d−1 � hd−1, where | · |d is the measure of the volume in dimension d. The
cut elements are identified as a crucial geometric issue since the inverse inequalities outlined in
Section 2.8 do not generalize well to these elements. This identifies the challenges in establishing
theoretical stability and a priori estimates for any geometric arrangement.

One way to handle this issue is to introduce the so-called cut finite element method (CutFEM).
The method involves adding a stabilization term, commonly referred to as the ghost penalty term.
This term serves the purpose of controlling the energy norm associated with the bilinear form,
utilizing the entire background mesh to ensure stabilization and geometric robustness. For more
information, see [72, 93, 94, 95]. Inspired by the corresponding CutFEM DG elliptic framework
outlined in [1], the objective of this section is to engineer suitable stabilized ghost penalty terms
for the biharmonic problem, starting from the CIP methods introduced in Section 3. We will show
what assumptions are needed for the ghost-penalty method for the discrete problem to be stable in
Section 4.3 and derive optimal convergence in Section 4.4. Once this is fulfilled we propose a ghost
penalty which fulfills these assumptions in Section 4.5. Lastly, we provide numerical experiments
to validate the theoretical results in Section 4.6
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Ω

Γ

T̃h

(a)

T int
h

T Γ
h

(b)

Th

(c)

Figure 12: Illustration of the domain Ω with the corresponding boundary Γ, the background mesh
T̃h, the cut cells T Γ

h , the interior cells Tint and the active set Th = T int
h ∪ T Γ

h .

4.1 Computational domain

We want to devise a CutFEM based on the CIP formulation for the biharmonic problem. Assume
that the physical domain Ω ⊆ Rd to be open and bounded with a corresponding sufficiently smooth
boundary Γ. Let T̃h be a shape-regular and quasi-uniform mesh which covers Ω, but does not need
to fit the domain. Let us denote the active set Th ⊆ T̃h which intersects the interior of the active
domain Ω, that is

Th =
{
T ∈ T̃h | T ∩ Ω 6= ∅

}
. (4.1)

We define the corresponding set of interior facets,

F int
h =

{
F = T+ ∩ T− | T+, T− ∈ Th and T+ 6= T−

}
,

and the set of elements cut by the boundary

T Γ
h = {T ∈ Th | T ∩ Γ 6= ∅} .

For convenience, we will also define the interior of the active set as Tint.

T int
h = {T ∈ Th | T ∩ Int(Ω) 6= ∅} .

Hence, we have that the active set is the union of the interior and cut elements, Th = T int
h ∪ T Γ

h .
For an illustration, see Figure 12.

4.2 Cut continuous interior penalty methods

As Ω is static, it is easy to observe that having a polynomial basis on the full mesh T̃h is not
necessary. Restricting us to the active set, we define the domain Ωh =

⋃
T∈Th T . Hence, we define

the polynomial space only on the active set Th from (4.1),

Vh =
{
v ∈ C0(Ωh) | vT = v|T ∈

{
Pk(T ) or Qk(T )

}
∀T ∈ Th

}
. (4.2)

Here is k the polynomial order and Pk(·) and Qk(·) is defined in Definition 2.6. Furthermore,
drawing on the principles outlined in Section 3, we can indeed recall two CIP formulations for the
biharmonic equation: the Hessian formulation (3.16) and the Laplace formulation (3.24).

To make sure the problem is stabilized will we add a consistent symmetric positive semi-definite
bilinear ghost-penalty term gh : Vh × Vh → R to our bilinear form. That is, we define the discrete
problem to be:

Find uh ∈ Vh such that Ah(uh, vh) := ah(uh, vh) + gh(uh, vh) = lh(vh) ∀vh ∈ Vh. (4.3)
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T

T ′

Γ

T Γ
h

T int
h

Figure 13: Illustration of the fat intersection property. Let T ∈ T Γ
h . It shows a patch ω(T ) contains

elements T ∈ T Γ
h and T ′ ∈ T int ∪ T Γ

h = Th, with T ′ having a sufficiently large intersection with Ω.

Here ah(·, ·) stand for either aLh (·, ·) or aHh (·, ·).
In this section, we provide a full proof for the Hessian formulation, however, the proof of the

Laplace formulation is similar. For simplification will we use the notation ah(·, ·) = aHh (·, ·) and
lh(·) = lHh (·) for the rest of the stability and convergence analysis.

Keep in mind that our proposed method is defined on an unfitted mesh in contrast to the
standard CIP methods. As we will see in the analysis, the ghost penalty is a method to ensure
numerical stability on cut cell T Γ

h . The main reason why this numerical instability happens for an
unfitted mesh happens when a cell is badly cut, see examples in Figure 14. In other words, when
a cell is "badly cut," it means that it is intersected by the boundary Γ in such a way that only an
almost vanishing part of the interior of an element T intersects with the physical domain Ω , i.e.
|Ω ∩ T |d � hd. This can lead to stability issues and a very poor condition number of the system
matrix causing numerical instability.

The ghost penalty stabilization technique is designed to tackle this issue. Essentially, this
approach introduces additional terms into the finite element method that penalize jumps in the
discrete solution and its gradients across cell interfaces, typically the cut-cells. This penalty not
only improves the conditioning of the system matrix but also enhances the robustness of the method
with respect to the location of the boundary inside each cell. However, to make this possible, we
assume a so-called fat-intersection property, which will be relevant in Section 4.5.

Our first assumption is as follows; for a T ∈ T Γ
h there always exists a patch ω(T ) which contains

T and an element T ′ with a so-called fat intersection |T ′ ∩ Ω|d & |T ′|d, where |·|d is the measure of
an element of dimensions d = 2, 3 . For an illustration, see Figure 13.

We define the underlying norms for vh ∈ Vh as

‖vh‖2ah = α‖vh‖2Th∩Ω + ‖D2vh‖2Th∩Ω + ‖h−
1
2 [[∂nvh]] ‖2Fh∩Ω + ‖h−

1
2∂nvh‖2Γ, (4.4)

|v|2gh = g(vh, vh), (4.5)

‖vh‖2Ah
= ‖vh‖2ah + |vh|2gh , (4.6)

(4.7)

and for v ∈ V ⊕ Vh we also introduce,

‖v‖2ah,∗ = ‖v‖2ah + ‖h
1
2 {{∂nnv}} ‖2Fh∩Ω + ‖h

1
2∂nnv‖2Γ. (4.8)

Remark. Note that it holds that Th ∩Ω = Ω and Th ∩Γ = Γ. Depending on context, we choose the
best suitable notation.

Remark. The necessity to define the supplementary terms in the ‖·‖ah,∗ may raise certain questions.
The reason is because when v is continuous, i.e. v ∈ V , the local inverse estimates 2.38 does not
hold for ‖ {{∂nnv}} ‖Fh∩Ω and ‖∂nnv‖Γ when evaluating ah(v, v). Hence, this leads necessity adding
the additional terms into the norm when we later need to bound ah(u− Chu, vh) as part of the a
priori error estimate derivation in Section 4.4.

32



4.3 Stability estimate

In Section 2.8, we discussed standard local inverse estimates, which plays a crucial role in the the-
oretical analysis of the classical CIP method for biharmonic problems. Similarly, for cut elements,
is it easy to see that this must hold,

‖∂nnvh‖F∩Ω . ‖∂nnvh‖F . ‖h−
1
2

T D2vh‖T . (4.9)

A useful variant is the following inequality that is,

‖∂nnvh‖Γ∩T . h−
1
2 ‖D2vh‖T . (4.10)

For the proposed unfitted version, it may be natural to instead look at ‖∂nnvh‖Γ∩T . h−
1
2 ‖D2vh‖T∩Ω,

however, this cannot hold for an arbitrary cut configuration for an unfitted mesh. To demonstrate
this, let ε � 1 be a small length. For the examples provided in Figure 14 we have two cases: i)
|Γ ∩ Ω|d−1 . εhd−1 and |T ∩ Ω|d−1 . εhd−1, and ii) |Γ ∩ Ω|d−1 . hd−1 and |T ∩ Ω|d−1 . εhd−1.
The first case impacts the condition number since it introduces almost vanishing entries in the
system matrix from (2.27). The second case is bad for inverse estimates and, thus, problematic
for proving discrete coercivity. To recover, we must incorporate the full element T into the inverse
estimate as done in (4.10) and (4.9).

Since the inequalities above hold for all elements locally, it is natural to work with norms defined
by the full mesh Th.

‖∂nnvh‖Th∩Γ . h−
1
2 ‖D2vh‖Th , (4.11)

‖∂nnvh‖Fh∩Ω . h−
1
2 ‖D2vh‖Th . (4.12)

We aware that these inequalities also holds for the first order, that is.

‖∂nvh‖Th∩Γ . h−
1
2 ‖∇v‖Th , (4.13)

‖∂nvh‖Fh∩Ω . h−
1
2 ‖∇vh‖Th . (4.14)

In fact, combining the second order inequalities we get the following identity.

h‖∂nnvh‖2Fh∩Ω + h‖∂nnvh‖2Th∩Γ . ‖D2vh‖2Th ∀vh ∈ Vh. (4.15)

For more information about the derivations of the inequalities, see the discussion in [1, Section 2.4].
We may introduce our first assumption on the ghost penalty. Inspired by the expansion for the

H1-norm as detailed in [1, Equation 2.23], we adopt an analogous approach for the H2-norm in
this scenario.

T

Γ

ε

T

Γ

T Γ
h

T int
h

ε

Figure 14: Illustration of two examples of bad cut cells with an arbitrary small length ε� 1. Let
T ∈ T Γ

h be a cut cell. On the left example, is it clear that |Γ ∩ T | . hd−1 and |Ω ∩ T | . εhd .
However, in the right example, is it clear that |Γ ∩ T | . εhd−1 and |Ω ∩ T | . εhd.
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Assumption (EP1). The ghost penalty gh extends the H2 norm such that

‖D2v‖2Th . ‖D2v‖2Ω + |v|2gh . (4.16)

Combining the results, we get the following convenient corollary.

Corollary 4.1. Let gh satisfy Assumption EP1 (4.16), then

h‖∂nnvh‖2Fh∩Ω + h‖∂nnvh‖2Th∩Γ . ‖D2vh‖2Ω + |vh|2gh . ‖vh‖2Ah
∀vh ∈ Vh. (4.17)

From this, it is also clear that

‖vh‖ah,∗ . ‖vh‖Ah
∀vh ∈ Vh. (4.18)

Proof. The first result (4.17) is a direct result of (4.15), Assumption EP1 (4.16) and the definition
of ‖ · ‖Ah

. The second result (4.18) is simply a observation that the terms in (4.17) appears in
‖ · ‖ah,∗, hence, the inequality follows.

Remark. The alternative version of the Assumption EP1 (4.16) for the Laplace formulation (3.24) is
simply ‖∆2vh‖2Th . ‖∆2v‖2Ω + |vh|2gh and, similarly, is it then clear that h‖∆v‖2F∩Ω +h‖∆2vh‖ThΓ .

‖∆2v‖2Ω + |vh|2gh would follow as in (4.17).

Lemma 4.2. The discrete form Ah is coercive, that is,

‖vh‖2Ah
. Ah(vh, vh) ∀vh ∈ Vh.

Proof. Let vh ∈ Vh. Observe that

Ah(vh, vh) = ah(vh, vh) + |vh|2gh . (4.19)

Firstly, the ghost penalty term is already a part of the ‖ · ‖Ah
norm, hence, it only remains to

bound the ah(·, ·) term properly from below.

ah(vh, vh) = α‖vh‖2Ω + ‖D2vh‖2Ω +
γ

h
‖ [[∂nvh]] ‖2Fh

+
γ

h
‖∂nvh‖2Γ

+ 2({{∂nnvh}} , [[∂nvh]])Fh∩Ω + 2(∂nnv, ∂nvh)Γ.
(4.20)

We first focus on the last two terms in (4.20). Using Cauchy-Schwarz (2.10), we observe that

({{∂nnvh}} , [[∂nvh]])Fh∩Ω > −‖h
1
2 {{∂nnvh}} ‖Fh∩Ω‖h−

1
2 [[∂nvh]] ‖Fh∩Ω,

(∂nnvh, ∂nvh)Γ > −‖h
1
2∂nnvh‖Γ‖h−

1
2∂nvh‖Γ.

(4.21)

Using inverse-inequalities (4.11) and (4.12) and the Corollary 4.1 we can easily observe that

‖h
1
2 {{∂nnvh}} ‖2Fh∩Ω 6 C1‖D2vh‖2Th . ‖D2vh‖2Ω + |vh|2gh ,

‖∂nnvh‖2Γ 6 C2‖D2vh‖2Th . ‖D2vh‖2Ω + |vh|2gh .
(4.22)

Thus, by applying Young’s ε-inequality (2.13), it is natural to see that,

−C
1
2
1 ‖D

2vh‖Th‖h
− 1

2 [[∂nvh]] ‖Fh∩Ω > −1

ε
C(‖D2vh‖2Ω + |vh|2gh)− ε‖h−

1
2 [[∂nvh]] ‖2Fh∩Ω,

−C
1
2
2 ‖D

2vh‖Th‖h
− 1

2∂nvh‖Γ > −1

ε
C(‖D2vh‖2Ω + |vh|2gh)− ε‖h−

1
2∂nvh‖2Γ.

(4.23)

Combining these ideas, we end up with the following inequality,

ah(vh, vh) > α‖ v‖2Ω + ‖D2vh‖2Ω −
1

ε
4C(‖D2vh‖2Ω + |vh|2gh)

+ (γ − 2ε)
(
‖h−

1
2 [[∂nvh]] ‖2Fh∩Ω + ‖h−

1
2∂nvh‖2Γ

)
.

(4.24)
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This inequality is useful since by adding a ghost penalty on the left-hand side we get,

Ah(vh, vh) = a(vh, vh) + |vh|2gh
& ‖ |α|

1
2 vh‖2Ω + (1− 1

ε
4C)(‖D2vh‖2Ω + |vh|2gh)

+ (γ − 2ε)
(
‖h−

1
2 [[∂nvh]] ‖2Fh∩Ω + ‖h−

1
2∂nvh‖2Γ

)
.

(4.25)

Setting ε = 8C and γ = 32C we arrive at the desired inequality,

Ah(vh, vh) & ‖ |α|
1
2 vh‖2Ω +

1

2
(‖D2vh‖2Ω + |vh|2gh)

+
γ

2

(
‖h−

1
2 [[∂nvh]] ‖2Fh∩Ω + ‖h−

1
2∂nvh‖2Γ

)
& ‖vh‖2Ah

.

(4.26)

Lemma 4.3. The discrete bilinear form Ah(·, ·) is bounded

Ah(vh, wh) . ‖vh‖Ah
‖wh‖Ah

∀vh, wh ∈ Vh. (4.27)

Moreover, for v ∈ Vh ⊕ V and wh ∈ Vh the discrete bilinear form ah(·, ·) satisfies

ah(v, wh) . ‖v‖ah,∗‖wh‖Ah
. (4.28)

Proof. Estimate (4.27). We see that |Ah(vh, wh)| . |ah(vh, wh)| + |gh(vh, wh)| . By assumption
the ghost penalty gh(·, ·) is positive semi-definite, thus fulfills the Cauchy-Schwarz inequality,

|gh(vh, wh)| . |vh|gh |wh|gh . (4.29)

Hence, |gh(vh, wh)| . ‖vh‖Ah
‖wh‖Ah

by definition of Ah(·, ·). It remains to show that the bilinear
term ah(·, ·) is bounded. We numerate the terms in this fashion.

ah (vh, wh) 6

I︷ ︸︸ ︷
(αvh, wh)Th∩Ω +

II︷ ︸︸ ︷(
D2vh, D

2wh
)
Th∩Ω

+

III︷ ︸︸ ︷
({{∂nnvh}} , [[∂nwh]])Fh∩Ω +

IV︷ ︸︸ ︷
({{∂nnwh}} , [[∂nvh]])Fh∩Ω +

V︷ ︸︸ ︷
γ

h
([[∂nvh]] , [[∂nwh]])Fh∩Ω

+

VI︷ ︸︸ ︷
(∂nnvh, ∂nwh)Γ +

VII︷ ︸︸ ︷
(∂nnwh, ∂nvh)Γ +

VIII︷ ︸︸ ︷
γ

h
(∂nvh, ∂nwh)Γ

= I + . . .+ VIII.

(4.30)

The strategy is to bound each term individually using the Cauchy-Schwarz inequality (2.10). From
this is it easy to see that |I|+ |II| . ‖vh‖ah‖wh‖ah . To the terms III and IV we apply the inequality
(4.17) from the Corollary 4.1 to see that,

|III| . ‖h
1
2∂nnvh‖Fh∩Ω‖h−

1
2 [[∂nwh]] ‖Fh∩Ω . ‖vh‖Ah

‖w‖ah . (4.31)

The interior penalty can we easily see that,

|V| . ‖h−
1
2 [[∂nvh]] ‖Fh∩Ω‖h−

1
2 [[∂nwh]] ‖Fh∩Ω . ‖vh‖ah‖wh‖ah . (4.32)

The remaining terms terms VI and VII can again be handles by Corollary 4.1, leading to

|VI| . ‖h
1
2∂nnvh‖Γ‖h−

1
2∂nwh‖Γ . ‖vh‖Ah

‖wh‖ah . (4.33)
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Finally, using the definition of the norm, it is easy to see that

|VIII| . ‖∂nvh‖Γ‖∂nwh‖Γ . ‖vh‖ah‖wh‖ah . (4.34)

Hence, we can conclude

|ah(vh, wh)| 6 ‖vh‖ah‖wh‖ah∀vh, wh ∈ Vh. (4.35)

Therefore, since ‖·‖ah . ‖·‖Ah
, it has been demonstrated that ah(·, ·) is bounded within the ‖·‖Ah

norm.
Estimate (4.28) . Let v ∈ Vh ⊕ V and wh ∈ Vh. The only difference is that since v can have

a contribution from V where no inverse estimate can be used to bound {{∂nnv}}, hence, we cannot
apply to Corollary 4.1 on the estimates (4.31) and (4.33). However, this is not a problem since
‖h

1
2 {{∂nnv}} ‖Fh∩Ω and ‖h

1
2∂nnv‖Γ are terms in the norm ‖v‖ah,∗. Thus, we know that

|ah(v, wh)| 6 ‖v‖ah,∗‖wh‖Ah
∀v ∈ Vh ⊕ V and wh ∈ Vh. (4.36)

4.4 A priori error estimate

For the proposed method, we want to derive a priori error estimate with respect to both the ‖·‖ah,∗-
norm and the ‖ ·‖Ω-norm. These estimates are geometrically robust in that they remain unaffected
by specific cut configurations, thanks to the ghost penalty they incorporate. First, we construct
a suitable (quasi-)interpolation operator. Here we use the Clement quasi interpolation operator
which, in contrast to the standard Lagrange nodal interpolation operator, is also defined for low
regularity function u ∈ L2(Ω). In combination with discrete coercivity, this allows us to derive an a
priori error estimate in the energy norm. Finally, we use a standard duality argument, also known
as Aubin-Nitsche trick, to derive the L2(Ω)-error estimate.

Recall that for v ∈ H3(Th) the following inequalities.

‖∇v‖∂T . h
− 1

2
T ‖∇v‖T + h

1
2 ‖D2v‖T , (4.37)

‖∇v‖Γ∩T . h−
1
2 ‖∇v‖T + h

1
2
T ‖D

2v‖T , (4.38)

‖D2v‖Γ∩T . h−
1
2 ‖D2v‖T + h

1
2
T ‖D

3v‖T , (4.39)

holds ∀T ∈ Th, for proof see [96, Lemma 4.2]. In this context is D3v a tensor defined in Equation
(2.8).

Assume that Ω has a boundary Γ in C1, then there exists a bounded extension operator,

(·)e : Hm(Ω)→ Hm(Rd), (4.40)

for all v ∈ Hm(Ω) which satisfies

ve|Ω = v,

‖ve‖m,Rd . ‖v‖m,Ω.
(4.41)

For more information, see [97, Theorem 9.7] and [98, p.181, p.185]. For the notation we simply
write v := ve for v ∈ Rd \ Ω.

Starting from Lemma 2.8, assume v ∈ Hs(Ω) and let r = min(s, k + 1). Revisit the definition
of Vh from (4.2), which is a polynomial of degree k. We can then employ the combination of
the Clément interpolator with the extension operator to create Ceh : Hm(Rd) → Vh, such that
Cehv := Chv

e. Next, recall that
∑

T∈Th ‖v‖s,ω(T ) 6 C‖v‖s,Th where C is some constant decided by
shape regularity of the mesh and the maximal number of different patches a single element can

36



belong to. This also holds for the inequality
∑

T∈Th
∑

F∈∂T ‖v‖s,ω(F ) 6 C‖v‖s,Th . The following
estimates are thereby established.

‖v − Cehv‖l,Th . hr−l
∑
T∈Th

‖v‖r,ω(T ) . hr−l−
1
2 ‖v‖r,Ω, 0 6 l 6 r, (4.42)

‖v − Cehv‖l,∂Th . hr−l−
1
2

∑
T∈Th

∑
F∈∂T

‖v‖r,ω(F ) . hr−l−
1
2 ‖v‖r,Ω, 0 6 l 6 r − 1

2
. (4.43)

Lemma 4.4. Let u ∈ Hs(Ω) for s > 3 be the exact solution to (3.3) and let k be the polynomial
order of Vh. Set r = min(s, k + 1), then we have the interpolation estimates

‖u− Chu‖ah,∗ . hr−2‖u‖r,Ω. (4.44)

Proof. By definition,

‖u− Cehu‖2ah,∗ = α

I︷ ︸︸ ︷
‖(u− Cehu)‖2Th∩Ω +

II︷ ︸︸ ︷
‖D2(u− Cehu)‖2Th∩Ω

+

III︷ ︸︸ ︷
γ‖h−

1
2 [[∂n(u− Cehu)]] ‖2Fh∩Ω +

IV︷ ︸︸ ︷
γ‖h−

1
2∂n(u− Cehu)‖2Γ

+

V︷ ︸︸ ︷
‖h

1
2 {{∂nn(u− Cehu)}} ‖2Fh∩Ω +

VI︷ ︸︸ ︷
‖h

1
2∂nn(u− Cehu)‖2Γ

= I + . . .+ VI.

(4.45)

The strategy is to bound each term individually. By initially focusing on the first two terms and
employing equation (4.42), we can easily observe

I + II . ‖u− Cehu‖2Th + ‖D2(u− Cehu)‖2Th
. (h2r + h2(r−2))‖u‖2r,Th . h2(r−2)‖u‖2r,Th .

(4.46)

From (2.12) is it clear that ‖ [[∂nu]] ‖Fh
. ‖∇u‖∂Th . Hence, first applying the trace inequality (4.37)

and then (4.42) is it clear that,

III . h−1‖∇(u− Ceh)‖2∂Th . h−2‖∇(u− Cehu)‖2Th + ‖D2(u− Ceh)‖2Th
. (h2(r−1)−2 + h2(r−2))‖u‖2r,Th . h2(r−2)‖u‖2r,Th .

(4.47)

And for the boundary term we apply (4.38) and then (4.42)

IV . h−1‖∇(u− Cehu)‖2Γ . h−2‖∇(u− Cehu)‖2Th + ‖D2(u− Cehu)‖2Th
. h2(r−2)‖u‖2r,Th .

(4.48)

Again, from (2.12) is it clear that ‖ {{∂nnu}} ‖Fh
. ‖D2u‖∂Th , thus we see that,

V . h‖D2(u− Cehu)‖2∂Th . h2(r−2)‖u‖2r,Th . (4.49)

The final term we we apply (4.39) and then (4.42)

VI . h‖D2(u− Cehu)‖2Γ
. h−2‖D2(u− Cehu)‖2Th + ‖D3(u− Cehu)‖2Th
. h−2(h2(r−2− 1

2
) + h2(r−3− 1

2
))‖u‖r,Ω

. (h2r−5) + h2r−6))‖u‖r,Ω . h2(r−2)‖u‖r,Ω.

(4.50)

Hence, we have ‖u− Cehu‖ah,∗ . hr−2‖u‖2r,Th .
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Lemma 4.5 (Weak Galerkin orthogonality). Let u ∈ Hs(Ω), s > 3 be the exact solution to (3.3)
and uh ∈ Vh is a discrete solution to (4.3). Then is

ah(u− uh, vh) = gh(uh, vh) ∀vh ∈ Vh.

Proof. From the definition of the problem (4.3) and utilizing that for u ∈ Hs(Ω) we have the
identity Ah(u, vh) = ah(u, vh) = l(vh) ∀vh ∈ Vh. Consequently, it follows that

l(vh) = Ah(uh, vh) = ah(u, vh) = ah(uh, vh) + gh(uh, vh) ∀vh ∈ Vh.

Hence, we have ah(u− uh, vh) = gh(uh, vh).

Assumption (EP2). For v ∈ Hs(Ω) and r = min{s, k + 1}, the semi-norm | · |gh is weakly
consistent in the sense that

|Cehv|gh . hr−2‖v‖r,Ω. (4.51)

Theorem 4.6. Let u ∈ Hs(Ω) , s > 3 be a solution to (3.3) and let uh ∈ Vh of order k > 2 be
the discrete solution to (4.3). Then with r = min{s, k + 1} the error e = u− uh satisfies

‖e‖ah,∗ . hr−2‖u‖r,Ω, (4.52)

‖e‖Ω . hr−max{0,3−k}‖u‖r,Ω. (4.53)

Remark. Be aware that for k = 2 the estimate (4.53) is suboptimal with 1 order.

Proof. We will divide the proof into two steps.
Step 1. We want to prove that ‖e‖ah,∗ . hr−2‖u‖r,Ω. Decompose e = u−uh intro e = eh+ eπ,

where we denote the discrete error eh = Cehu − uh and the interpolation error eπ = u − Cehu. We
can then observe that

‖u− uh‖ah,∗ 6 ‖u− C
e
hu+ Cehu− uh‖ah,∗

6 ‖u− Cehu‖ah,∗ + ‖Cehu− uh‖ah,∗
. ‖eπ‖ah,∗ + ‖eh‖Ah

.

(4.54)

Using Lemma 4.4, is it clear that ‖eπ‖ah,∗ . hr−2‖u‖r,Ω is already fulfilled, hence, it remains to
estimate eh. From Lemma 4.2 and 4.3, the weak Galerkin orthogonality and Assumption EP2
(4.51) is it natural to arrive at,

‖eh‖2Ah
. ah(Cehu− uh, eh) + gh(Cehu− uh, eh)

= ah(Cehu− u, eh) + ah(u− uh, eh) + gh(Cehu− uh, eh)

= ah(Cehu− u, eh) + gh(Cehu, eh).

(4.55)

Hence, now utilizing the Assumption EP2 (4.51) is it clear that

ah(Cehu− u, eh) + gh(Cehu, eh) . ‖Cehu− u‖ah,∗‖eh‖ah + |Cehu|gh |eh|gh
. ‖Cehu− u‖ah,∗‖eh‖ah + hr−2‖u‖r,Ω |eh|gh
. (‖Cehu− u‖ah,∗ + hr−2‖u‖r,Ω)‖eh‖Ah

. hr−2‖u‖r,Ω‖eh‖Ah
.

(4.56)

Here we noticed that ‖eh‖ah + |eh|gh . ‖eh‖Ah
, and used that ‖Cehu − u‖ah,∗ . hr−2‖u‖r,Ω from

Lemma 4.4. Combining (4.55) and (4.56) and dividing by ‖eh‖Ah
is it clear that

‖eh‖Ah
. hr−2‖u‖r,Ω. (4.57)
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Hence, inserting (4.57) into (4.54) we conclude the energy a priori estimate (4.52) holds.
Step 2. We want to show that ‖e‖Ω . hr−max(0,3−k)‖u‖r,Ω. The idea is to apply the so-called

Aubin-Nitsche duality trick while being aware of the ghost penalty gh. Let us denote the following
observation. Let e := u− uh ∈ L2(Ω) and ψ ∈ H4(Ω). Then is the corresponding dual problem to
(3.1) be

∆2ψ = e in Ω,

∂nψ = 0 on Γ,

∂n∆ψ = 0 on Γ.

(4.58)

Here is the regularity of ψ and e a consequence of the assumptions of the regularity of u and uh
[2, pp. 113]. This implies that it exists a ψ ∈ H4(Ω) such that ah(v, ψ) = (e, v)Ω ∀v ∈ Vh. Hence,
we can easily observe that from the Lemma 4.5, we have

‖e‖2Ω = (e, e)Ω = (e,∆2ψ)Ω

= ah(e, ψ) = ah(u− uh, ψ)

= ah(u− uh, ψ + Cehψ − Cehψ)

= ah(u− uh, ψ − Cehψ) + ah(u− uh, Cehψ)

= ah(u− uh, ψ − Cehψ) + gh(uh, C
e
hψ)

= ah(u− uh, ψ − Cehψ) + gh(uh − Cehu,Cehψ) + gh(Cehu,C
e
hψ)

= I + II + III.

(4.59)

Let r̃ = min(4, k + 1). Additionally, we have the regularity estimate ‖ψ‖r̃,Ω . ‖e‖Ω. Hence, by
also utilizing the energy a priori estimate (4.52), we can observe

I . ‖u− uh‖ah,∗‖ψ − C
e
hψ‖ah,∗

. hr−2‖u‖r,Ωhr̃−2‖ψ‖r̃,Ω

. hr−2‖u‖r,Ωhr̃−2‖e‖Ω.
(4.60)

Specifically for the term II we apply Assumption EP2 (4.51) and the estimate (4.57)

II . |uh − Cehu|gh |C
e
hψ|gh

. ‖uh − Cehu‖Ah
|Cehψ|gh

. hr−2‖u‖r,Ωhr̃−2‖ψ‖r̃,Ω

. hr+r̃−4‖u‖r,Ω‖e‖Ω.

(4.61)

The third term is simply an application of Assumption EP2 (4.51), i.e.

III . |Cehu|gh |C
e
hψ|gh . hr+r̃−4‖u‖r,Ω. (4.62)

Hence, combining (4.59), (4.60), (4.61), (4.62), and dividing by ‖e‖Ω on both sides can we conclude

‖e‖Ω . hr+r̃−4‖u‖r,Ω. (4.63)

Having a clear look at r̃, we see that

r̃ = min(4, k + 1) =

{
3, k = 2

4, k > 3
. (4.64)

So we have the following estimate,

‖e‖Ω . ‖u‖r,Ω

{
hr−1, k = 2

hr−2, k > 3
, (4.65)

or equivalently ‖e‖Ω . ‖u‖r−max(0,k−3)
Ω .
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4.5 Constructing ghost penalties

We have the following assumptions for the ghost penalty.

EP1 The ghost penalty gh(·, ·) extends the H2 norm such that

‖D2vh‖2Th . ‖D2vh‖2Ω + |vh|2gh ∀vh ∈ Vh. (4.66)

EP2 For v ∈ Hs(Ω) and r = min(s, k + 2), the semi-norm |·|gh satisfies the following estimate,

|Cehv|gh . hr−2‖v‖r,Ω. (4.67)

This chapter aims to engineer a ghost penalty that fulfills these assumptions.
Let k be a positive integer. Recall the multi-index α = (α1, . . . , αd) of order |α| =

∑
i αi = k

with a corresponding component-wise factorial α! = α1! . . . αd! . Let v ∈ Ck(Ω). The generalization
of the normal derivative is denoted as,

∂knv =
∑
|α|=k

∂αv nα

α!
, (4.68)

where the component-wise product of the normal vector is nα = nα1
1 . . . nαd

d and the derivative ∂αv
is as defined in Equation (2.1). Remark that ∂0

nv = v, ∂1
nv = ∇v n = ∂nv and ∂2

nv = 1
2n

TD2v n =
1
2∂nnv.

The following result is the backbone of the face-based ghost penalty.

Lemma 4.7. Let T1, T2 ∈ Th be two elements sharing a common face F . Then for vh ∈ Vh with
polynomial degree k we have

‖vh‖T1
. ‖vh‖T2

+
∑

06j6k

h2j+1(
[[
∂jnvh

]]
,
[[
∂jnvh

]]
)F . (4.69)

Proof. See [1, Lemma 2.19].

We will now introduce the so-called ghost penalty faces, that is,

Fgh =
{
F ∈ Fh : T+ ∩ Γ 6= ∅ ∨ T− ∩ Γ 6= ∅

}
.

This set is simply all facets that belong to all elements of the active mesh Th intersected with Γ,
i.e., all triangles to the cut cells T Γ

h . For an illustration, see Figure 15.

Lemma 4.8. Let T1, T2 ∈ Th be two elements sharing a common face F . Then for vh ∈ Vh with
polynomial degree k we have

‖∂xiv‖T1
. ‖∂xivh‖T2

+
∑

06j6k

h2j−1(
[[
∂jn∂xivh

]]
,
[[
∂jn∂xivh

]]
)F , (4.70a)

‖∇v‖T1
. ‖∇vh‖T2

+
∑

06j6k

h2j−1(
[[
∂jn∇vh

]]
,
[[
∂jn∇vh

]]
)F . (4.70b)

Similarly, this is generalized to

‖∆v‖T1
. ‖∆vh‖T2

+
∑

06j6k

h2j−3(
[[
∂jn∆vh

]]
,
[[
∂jn∆vh

]]
)F , (4.71a)

‖D2v‖T1
. ‖D2vh‖T2

+
∑

06j6k

h2j−3(
[[
∂jnD

2vh
]]
,
[[
∂jnD

2vh
]]

)F . (4.71b)
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Proof. Estimate (4.70a). Let wh = wh|F and recall the projection (3.9), then is

[[∂xiwh]] = [[∇wh]] · exi = (PF [[∇wh]] +QF [[∇wh]])exi

= ([[∂nwh]]n+
d−1∑
j=1

[[
∂tjwh

]]
tj)exi .

(4.72)

Here is exi , i = 1, . . . , d one of the elementary unit vectors in Rd. Since |exi · n| 6 1 and |exi · tj | 6
1 ∀i, j is it clear that this estimate holds.

‖ [[∂xiwh]] ‖2F . ‖ [[∂nwh]] ‖2F +
d−1∑
j=1

‖
[[
∂tjwh

]]
‖2F

. ‖ [[∂nwh]] ‖2F + h−2‖ [[wh]] ‖2F .

(4.73)

Here we used the local inverse inequality (2.35) applied on the facet F , i.e. ‖∂tjvh‖F . h−1‖vh‖F .
Inserting wh = ∂jnvh we conclude

‖
[[
∂xi∂

j
nvh
]]
‖2F . ‖

[[
∂n∂

j
nvh
]]
‖2F + h−2‖

[[
∂jnvh

]]
‖2F

. ‖
[[
∂j+1
n vh

]]
‖2F + h−2‖

[[
∂jnvh

]]
‖2F .

(4.74)

Next, we see that the Lemma 4.7 implies

‖∂xivh‖2T1
. ‖∂xivh‖2T2

+ h2j+1
k∑
j=0

‖
[[
∂jn∂xivh

]]
‖2F . (4.75)

Hence, by using (4.74) can we rewrite the sum such that

k∑
j=0

‖
[[
∂jn∂xivh

]]
‖2F .

k∑
j=0

‖
[[
∂j+1
n vh

]]
‖2F + h−2‖

[[
∂jnvh

]]
‖2F

.
k−1∑
j=1

‖
[[
∂jnvh

]]
‖2F +

k∑
j=0

h−2‖
[[
∂jnvh

]]
‖2F

.
k∑
j=0

h−2‖
[[
∂jnvh

]]
‖2F .

(4.76)

Thus, combining (4.75) and (4.76) we get

‖∂xivh‖2T1
. ‖∂xivh‖2T2

+ h2j−1
k∑
j=0

‖
[[
∂jnvh

]]
‖2F . (4.77)

Hence, estimate (4.70a) holds.
Estimate (4.70b). Using that ‖∇v‖2T =

∑d
i=1 ‖∂xiv‖2T , can we directly apply the estimate

(4.70a) element-wise.

‖∇v‖2T1
=

d∑
i=1

‖∂xivh‖2T1
.

d∑
i=1

‖∂xivh‖2T2
+ h2j−1

k∑
j=0

‖
[[
∂jnvh

]]
‖2F

= ‖∇vh‖2T2
+ h2j−1

k∑
j=0

‖
[[
∂jnvh

]]
‖2F .

(4.78)

Hence, estimate (4.70b) holds.
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T Γ
h

T int
h

Γ

Fgh

Figure 15: Illustration of Fgh denoted as the dotted lines. The set is defined as all facets which
belong to cut cells T Γ

h sharing a node with interior elements T int
h .

Estimate (4.71a) and (4.71b). Following the same steps as in Estimate (4.70a), but replacing
Lemma 4.7 with estimate (4.70a), it is straight forward to conclude the following. For any i1, i2 ∈
{1, . . . , d} we have,

‖∂xi1xi2v‖T1
. ‖∂xi1xi2vh‖T2

+
∑

06j6k

h2j−3
([[

∂jn∂xi1xi2vh

]]
,
[[
∂jn∂xi1xi2vh

]])
F
. (4.79)

Finally, applying the element-wise argument, demonstrated in the proof for Estimate (4.70b), for
the Hessian and the Laplace operator, we conclude that (4.71a) and (4.71b) hold.

Now it remains to make this Lemma hold for the active mesh.

Lemma 4.9. For vh ∈ Vh of polynomial degree k, the following estimates hold.

‖vh‖2Th . ‖vh‖2Ω +
k∑
j=1

h2j+1(
[[
∂jnv
]]
,
[[
∂jnvh

]]
)Fg

h
, (4.80a)

‖D2vh‖2Th . ‖D2vh‖2Ω +
k∑
j=1

h2j−3(
[[
∂jnvh

]]
,
[[
∂jnvh

]]
)Fg

h
, (4.80b)

‖∆vh‖2Th . ‖∆vh‖2Ω +
k∑
j=1

h2j−3(
[[
∂jnvh

]]
,
[[
∂jnvh

]]
)Fg

h
. (4.80c)

Proof. Estimate (4.80a). This estimate is proven in [1, Lemma 2.20], but we will include it for
completeness. First of all, notice that there is a patch P (T ) consisting of {Ti}li=1 mesh elements
such that each pair {Ti, Ti+1} share a facet Fi and the last element Tl has a fat intersection.

Let us define the following norm

gL
2

Fi
(vh, vh) =

k∑
j=1

h2j+1(
[[
∂jnvh

]]
,
[[
∂jnvh

]]
)Fi . (4.81)

where Fi ∈ Fgh and polynomial degree k. Using Lemma 4.7 can we see that

‖vh‖Ti . ‖vh‖
2
Ti+1

+ gL
2

Fi
(v, v). (4.82)

By employing induction on each pair {Ti, Ti+1} along with its corresponding Fi, we achieve the
following outcome.
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‖vh‖2T1
6 C‖vh‖2T2

+ gL
2

F1
(vh, vh) (4.83)

6 C(C(‖vh‖2T3
+ gL

2

F2
(vh, vh)) + gL

2

F1
(vh, vh)) (4.84)

. ‖vh‖2Tl +
l−1∑
i=1

gL
2

Fi
(vh, vh) (4.85)

. ‖vh‖2Tl∩Ω +
l−1∑
i=1

gL
2

Fi
(vh, vh). (4.86)

Here the last steps arise from the fact that ‖vh‖Tl . ‖vh‖Tl∩Ω, which is a consequence of the fat
intersection property. Summation over the cut elements T Γ

h implies,

‖vh‖2T Γ
h
. ‖vh‖2T Γ

h ∩Ω
+

l−1∑
i=1

gL
2

Fl
(vh, vh) (4.87)

= ‖vh‖2T Γ
h ∩Ω

+

k∑
j=0

h2j+1(
[[
∂jnvh

]]
,
[[
∂jnvh

]]
)Fg

h
. (4.88)

And as a trivial extension, this now also holds for the active mesh Th, that is,

‖vh‖2Th . ‖vh‖2Th∩Ω +
k∑
j=1

h2j+1(
[[
∂jnvh

]]
,
[[
∂jnvh

]]
)Fg

h
. (4.89)

Hence, (4.80a) holds and the first part of the proof is complete.
Estimate (4.80b) and (4.80b). We simply use the exact same procedure as Estimate (4.80a)

for the estimates with (4.71a) and (4.71b). Hence by defining the bilinear form gh(·, ·) similarly.
The proof is complete.

Finally, we now have the tools to construct a candidate for the ghost penalty that satisfies all
assumptions.

Proposition 4.10 (Face-based ghost penalty). Let k > 2 be the order of the polynomial basis in
Vh . For any set of positive parameters {γj}kj=0, the ghost penalty defined as

gh(vh, wh) :=

k∑
j=1

∑
F∈Fg

h

γjh
2j−3
F (

[[
∂jnvh

]]
,
[[
∂jnwh

]]
)F for any vh, wh ∈ Vh, (4.90)

satisfies the Assumption EP1 and EP2.

Proof. From Lemma 4.9 is it clear that ‖D2vh‖Th . ‖D2vh‖Ω + |vh|gh , hence, Assumption EP1
holds. Therefore, we only need to verify Assumption EP2, which states that |Cehv|gh . hr−2‖v‖r,Ω.
Let v ∈ Hs(Ω), s > 3, and r = min{s, k + 1}. We can see that from the definition is

|Cehv|
2
gh

=
k∑
j=0

γjh
2j−3‖

[[
∂jnC

e
hv
]]
‖2Fg

h

=
r−1∑
j=0

γjh
2j−3‖

[[
∂jn(Cehv − ve)

]]
‖2Fg

h
+

k∑
j=r

γjh
2j−3‖

[[
∂jnC

e
hv
]]
‖2Fg

h
= I + II.

(4.91)

Here we added a zero term ve ∈ Hs(Ωh) since jump vanishes for the for the first r − 1 terms, i.e.[[
∂jnve

]]
= 0 ∀j 6 r−1. The given expression suggests that the first term can be readily estimated

by utilizing the a priori estimate provided in equation (4.43).
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I .
r−1∑
j=0

h2j−3‖
[[
∂jn(Cehv − ve)

]]
‖2Fg

h
.

r−1∑
j=0

h2j−3‖Dj(Cehv − ve)‖2∂Th

.
r−1∑
j=0

h2j−3h2r−2j−1‖v‖2r,Ω . h2(r−2)‖v‖2r,Ω.

(4.92)

For the second term are we allowed to use the basic discrete inverse estimate (2.39) times since
we work on the Clément operator,

II .
k∑
j=r

h2j−3‖∂jnCehv‖2∂Th .
k∑
j=r

h2j−3h2(r−j− 1
2

)‖Dr(Cehv)‖2Ω

. h2(r−2)‖Cehv‖2r,Ω.

(4.93)

Hence, the estimate |Cehv|
2
gh

. h2(r−2)‖v‖2r,Ω holds.

4.6 Numerical experiments

We will investigate several numerical experiments for the Laplace and Hessian formulation to
validate the proposed cut finite element methods for the biharmonic problem. We will provide
numerical validation for the theoretical optimal a priori estimates presented in Theorem 4.6. We
also demonstrate the effect ghost penalty of stabilization by translating the domain to trigger badly
cut cells. Finally, we provide numerical validation of the expected convergence for the Cahn-Hilliard
problem. We propose the following penalty parameters γ = 20 for the Hessian formulation (3.16)
and the Laplace formulation (3.24), and γ1, γ2 = 10, 0.5 for the corresponding ghost penalty (4.90).

Condition numbers are essential to solve linear systems because they help us assess the accuracy
and stability of the system’s solutions. A large condition number indicates that the system is
ill-conditioned, meaning the solution can be highly sensitive to small changes in the input data,
potentially leading to inaccurate results. This underlines the importance of checking the conditional
stability of cut cells, hence, motivating a so-called translation test with and without ghost penalty.

All numerical experiments are conducted using the open-source finite element method frame-
work Gridap [99].

4.6.1 Numerical setup

For the convergence study, we will consider a square background domain Ω̃ with side lengths L and
a physical domain Ω ⊂ Ω̃ on the form Ω = {(x, y) | φ(x, y) 6 0}, where φ : R2 → R is a given level
set function. We will consider two cases; a circular domain,

φ(x, y) = x2 + y2 − 1. (4.94)

and a flower domain,

φ(x, y) =
√
x2 + y2 − r0 − r1 cos(atan2(y, x)) where r0 = 0.3L and r1 = 0.1L. (4.95)

For an illustration of the flower domain, see Figure 16.
We want to test spatial convergence for the method by doing numerous mesh refinements.

Let T̃ jh be the associated regular square mesh of the background domain Ω̃ with the mesh size
hj = L/23+j for the side length L = 2.7 and refinements j = 1, . . . , 8. This is illustrated in Figure
17 for the circular domain.
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Ω

φ(x, y) = 0

Figure 16: Illustration of the flower domain associated with the level set function (4.95).

Ω

(a)

Ω

(b)

Ω

(c)

Figure 17: Illustration of the domain Ω defined as a circle with radius R. The regular square
background mesh T̃ jh with side lengths L with three refinements of the mesh size hj .

On each mesh T̃ kh we compute a numerical solution ukh, hence, motivating us to define the
convergence rate. Let u be the exact solution, then do we define the so-called Experimental Order
of Convergence (EOC) as

EOC(j) =
log
(
ej−1

ej

)
log
(
hj−1

hj

) , j = 2, . . . , 8. (4.96)

Here we define the error ej = ‖u−ujh‖, where we choose to measure in the norms ‖·‖L2(Ω), ‖·‖H1(Ω)

and ‖·‖ah,∗. Recall the definition of the condition number κ∞(A) from (2.30), where A is the system
matrix defined in (2.27). We define Aj to the associated system matrix to the corresponding discrete
solution ujh. Hence, when computing EOC specifically for the condition number we define,

EOC(j) =
log
(
κ∞(Aj−1)
κ∞(Aj)

)
log
(
hj−1

hj

) , j = 2, . . . , 8. (4.97)

4.6.2 Validation of the a priori estimates

Our goal it validate the a priori estimates presented in Theorem 4.6 for k = 2. The big-oh O(hr)
is defined to be to be a upper bound such that it exists an C > 0 such that ‖e‖ 6 Chr for all h,
where r is the order of convergence. Since we only will implement k = 2, we validate that it exists
an upper bound O(h) for ‖e‖L2(Ω) and O(h2) for ‖e‖ah,∗. It has also been shown that for condition
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number κ∞(A) increases with the order of O(h−4)[100], hence, we expect this also to hold for the
methods we propose. We did the following convergence tests.

• Convergence on circle domain First, we consider the manufactured solution such that,

u(x, y) = (x2 + y2 − 1) sin (2πx) cos (2πy) . (4.98)

The result can be shown in Figure 18 and Table 1. Here we observe that for we clearly
get optimal convergence, that is, we get a consistent EOC 1 and 2 for the respective norms
‖e‖ah,∗ and ‖e‖L2(Ω). We also get a consistent EOC of 2 for ‖e‖H1(Ω), even though we do
not have theoretical a priori estimates of this norm. Since we expect the condition number
κ∞(A) to have a convergence rate of −4, we observe a drop in the convergence rate of the
discrete solution. This drop occurs for small values of h ≤ L

512 because the condition number
affects the convergence rate.

• Convergence on flower domain We consider the manufactured solution such that

u(x, y) = sin (2πx) cos (2πy) . (4.99)

In this case, we must assume non-homogeneous Neumann conditions, and thus we only test
the numerical results for the Laplace formulation. The result can be shown in Figure 19 and
Table 2. Here we observe that we get optimal convergence that is EOC of order 1 and 2 for
‖e‖ah,∗ and ‖e‖L2(Ω) norm. Again, we see that the condition number κ∞(A) has a EOC of
order −4 and, thus, for small h 6 L

512 we see a drop in convergence rate for the ‖eh‖L2 norm.

2−8 2−4

2−10

20

h

‖e‖ah,∗
‖e‖L2

‖e‖H1

O(h)

O(h2)

2−8 2−4

1010

1015

h

κ∞(A)
O(h−4)

(a) Hessian

2−8 2−4

2−10

20

h

‖e‖ah,∗
‖e‖L2

‖e‖H1

O(h)

O(h2)

2−8 2−4

1010

1015

h

κ∞(A)
O(h−4)

(b) Laplace

Figure 18: Convergence plots for the Hessian and the Laplacian method applied to the circular
domain with side length L = 2.7, using parameters γ = 20, γ1 = 10 and γ2 = 0.5.
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h/L n ‖e‖L2 EOC ‖e‖H1 EOC ‖e‖ah,∗ EOC κ∞(A) EOC ndofs
1/8 8 1.8E-01 NaN 1.9E+00 NaN 2.6E+01 NaN 1.9E+06 NaN 1.7E+02
1/16 16 4.2E-02 2.11 4.8E-01 1.97 1.2E+01 1.13 2.5E+07 -3.70 5.8E+02
1/32 32 9.9E-03 2.08 1.2E-01 2.02 5.7E+00 1.06 4.0E+08 -4.01 2.0E+03
1/64 64 2.3E-03 2.13 2.9E-02 2.03 2.8E+00 1.02 6.1E+09 -3.96 7.6E+03
1/128 128 5.4E-04 2.06 6.9E-03 2.06 1.4E+00 1.01 9.5E+10 -3.95 2.9E+04
1/256 256 1.3E-04 2.03 1.7E-03 2.03 6.9E-01 1.01 1.5E+12 -3.97 1.2E+05
1/512 512 3.3E-05 2.02 4.2E-04 2.02 3.5E-01 1.00 2.4E+13 -3.99 4.6E+05
1/1024 1024 1.4E-05 1.22 1.1E-04 1.95 1.7E-01 1.00 3.7E+14 -3.98 1.8E+06

(a) Hessian

h/L n ‖e‖L2 EOC ‖e‖H1 EOC ‖e‖ah,∗ EOC κ∞(A) EOC ndofs
1/8 8 1.8E-01 NaN 1.9E+00 NaN 2.6E+01 NaN 1.9E+06 NaN 1.7E+02
1/16 16 3.9E-02 2.21 4.8E-01 1.98 1.2E+01 1.13 2.5E+07 -3.70 5.8E+02
1/32 32 9.1E-03 2.08 1.2E-01 2.02 5.7E+00 1.06 3.9E+08 -4.00 2.0E+03
1/64 64 2.2E-03 2.06 2.9E-02 2.03 2.8E+00 1.02 6.1E+09 -3.96 7.6E+03
1/128 128 5.3E-04 2.05 6.9E-03 2.06 1.4E+00 1.01 9.5E+10 -3.95 2.9E+04
1/256 256 1.3E-04 2.03 1.7E-03 2.03 6.9E-01 1.01 1.5E+12 -3.97 1.2E+05
1/512 512 3.2E-05 2.01 4.1E-04 2.02 3.5E-01 1.00 2.4E+13 -3.99 4.6E+05
1/1024 1024 1.5E-05 1.08 1.0E-04 2.00 1.7E-01 1.00 3.8E+14 -3.99 1.8E+06

(b) Laplace

Table 1: EOC results for the Hessian and the Laplacian method applied to the circular domain
with side length L = 2.7, using parameters γ = 20, γ1 = 10 and γ2 = 0.5.

h/L n ‖e‖L2 EOC ‖e‖H1 EOC ‖e‖ah,∗ EOC κ∞(A) EOC ndofs
1/8 8 7.5E-01 NaN 3.9E+00 NaN 3.9E+01 NaN 3.4E+06 NaN 1.8E+02
1/16 16 1.9E-01 2.00 1.0E+00 1.90 1.8E+01 1.14 3.5E+07 -3.37 4.8E+02
1/32 32 4.5E-02 2.06 2.3E-01 2.16 7.4E+00 1.27 4.6E+08 -3.72 1.6E+03
1/64 64 1.1E-02 1.98 5.0E-02 2.22 3.4E+00 1.14 6.6E+09 -3.84 5.6E+03
1/128 128 2.1E-03 2.43 1.0E-02 2.29 1.6E+00 1.05 9.8E+10 -3.90 2.1E+04
1/256 256 4.8E-04 2.14 2.2E-03 2.19 8.0E-01 1.02 1.5E+12 -3.95 8.1E+04
1/512 512 1.5E-04 1.66 5.6E-04 2.00 4.0E-01 1.01 2.4E+13 -3.97 3.2E+05
1/1024 1024 5.2E-05 1.53 1.6E-04 1.81 2.0E-01 1.01 3.8E+14 -3.99 1.3E+06

Table 2: Convergence rates for the Laplacian-based method applied to the Flower domain with
side length L = 2.7, using parameters γ = 20, γ1 = 10, and γ2 = 0.5
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Figure 19: Convergence rates for the Laplacian-based method applied to the Flower domain with
side length L = 2.7, using parameters γ = 20, γ1 = 10, and γ2 = 0.5

4.6.3 Translation test

δ

Figure 20: Illustration of several iterations of the translation test with translation distance δ from
(0, 2
√

2h). Remark that the circle is fixed in the origin, and the background mesh is translated
diagonally.

In order to evaluate the robustness of the technique during adverse cut configurations (refer
to Figure 14), we will incorporate what is known as a translation test. The fundamental concept
involves conducting precise, iterative diagonal translations of the background mesh while keeping
the domain fixed in origin, thereby intentionally inducing challenging cut cell scenarios. We denote
the total length of the translation as δ. For this report, will we choose to do the test on the circle
domain and translate a distance δ = 2

√
2h diagonally for 500 iterations for a background mesh

h = L
n where n = 16 using the manufactured solution (4.98). For a sketch of the experiment, see

Figure 20.
In this context, due to the symmetry of the domain and background mesh, we expect a periodic

pattern of bad cut configurations being triggered. This allows us to assess the impact of stabilization
with and without the ghost penalty term. As illustrated in the numerical experiments provided
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in Figure 21, the ghost penalty demonstrated significant enhancements regarding the stability of
the system for both the Laplace and Hessian formulation. It is apparent that the error may not
only magnify, but potentially exceed an order of magnitude if the ghost penalty is not considered.
Hence, this demonstrates that the method is robust in handling bad cut configurations for both
the Laplace and Hessian formulations.
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(a) Hessian
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(c) Laplace
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(d) Laplace

Figure 21: Translation results of the Laplace and Hessian formulations for n=16 and 500 iterations,
with δ = (0, 2

√
2h) for L=2.7, inside a circle with radius R=1.
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5 Applications to the Cahn-Hilliard equation

In this section, we will demonstrate that the proposed cut finite element method can be used to
solve the Cahn-Hilliard problem. Firstly, we will recall the strong form and illustrate how it can
be recast into a weak form following the approach in [3]. Subsequently, we will derive a simplistic
numerical time iteration scheme to demonstrate that the solution to the problem can indeed be
found. Again, all numerical experiments are conducted using the open-source finite element method
(FEM) framework, Gridap, as documented in [99].

5.1 Deriving the discrete formulation of the Cahn-Hilliard equation

Recall the strong formulation of the Cahn-Hilliard equation. Let u(x, 0) = u0 then is the dynamics
on the form,

∂tu+ ∆
(
ε2∆u− f(u)

)
= 0 in Ω, (5.1a)

∂nu = 0 on Γ, (5.1b)
∂n∆u = 0 on Γ. (5.1c)

Here we define f(u) = u(u2 − 1) = F ′(u) where F (u) = (1/4)(u2 − 1)2. With the corresponding
energy. We define the small parameter to be ε = 1/100.

E(u) =

ˆ
Ω

ε2

2
|∇u|2 + F (u)dx. (5.2)

We also recall that the energy functional monotonically decreasing and that the global mass
concentration is conserved, i.e.

d

dt
E(u) < 0 and

d

dt

ˆ
Ω
udx = 0. (5.3)

For convenience, we decompose the functional so that E(u) = E1(u) + E2(u). Here, E1(u) =´
Ω
ε2

2 |∇u|
2, dx represents the smoothing contribution, while E2(u) =

´
Ω F (u), dx represents the

separation contribution.
Now assume that u ∈ L2([0, T ], H4(Ω)) and vh ∈ Vh of order k. It is clear that the initial weak

formulation is,
(∂tu, vh)Ω + ε2(∆2u, vh)Ω − (f(u), vh)Ω = 0. (5.4)

Given the appearance of the biharmonic equation, we can now utilize the cut finite element
framework that was developed in Section 4. We define the discrete weak problem as follows.

Find uh ∈ L2([0, T ], Vh) such that ∀vh ∈ Vh
(∂tuh, vh)Ω + ε2Ah(uh, vh) + ch(uh, vh) = 0.

(5.5)

Here we have followed the nonlinear weak formulation [3, Equation 4.2] and the cut finite element
bilinear form for the biharmonic equation proposed in Equation (4.3) such that

ch(uh, vh) = (f(uh),∆vh)Ω + (f(uh), ∂nv)Fh
, (5.6)

Ah(uh, vh) = ah(uh, vh) + gh(uh, vh). (5.7)

The primary aim is to demonstrate that this problem can be solved using a simple time-
integration scheme. Define the index m = 0, 1, . . . ,M . This index corresponds to uniformly
distributed time points tm, which are subject to the boundary conditions t0 = 0 and tM = Mτ .
Here, we denote the time step as τ = ε2. Each time step umh is an element of the discrete space Vh
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, i.e. umh ∈ Vh with the initial condition defined as u0 = u(t0, x). Following this, we establish the
forward difference operator, which is determined by the time step τ .

∂tu
m
h =

umh − u
m−1
h

τ
. (5.8)

We define the implicit explicit time step scheme (IMEX) scheme to have the following dis-
cretization,

(∂tu
m
h , vh)Ω + ε2Amh (umh , v) + ch(um−1

h , vh) = 0, ∀vh, umh ∈ Vh. (5.9)
which equivalently can be rewritten as

(umh , v)Ω + τε2Ah(umh , v) = (um−1
h , v)Ω − τch(um−1

h , v). (5.10)

Hence, we have a complete space-time scheme.

5.2 Demonstration on the Cahn-Hilliard problem

We have no analytical solution for the strong form of the Cahn-Hilliard (5.1), hence, we cannot
construct a manufactured solution. However, a way to check that the system does behave like
expected based on the physical properties (5.2). In other words, we can check that our discrete
solution satisfies the following conditions. We define the discrete values Em = E(umh ), Em1 =
E1(umh ) and Em2 = E2(umh ) and the initial function u0 = u(x, 0). From the physical properties
(5.2), we expect the discrete equivalent to hold, i.e.

Em 6 Em−1 and
ˆ

Ω
umh dx ≈

ˆ
Ω
u0dx. (5.11)

To test this, we check that δEm > 0 generally holds, where

δEm = E(um−1
h )− E(umh ). (5.12)

Similarly, let us define the relative cumulative global mass error and local mass error.

∆umh =

∣∣´
Ω(umh − u0)dx

∣∣∣∣´
Ω u0dx

∣∣ and δumh =

´
Ω(umh − u

m−1
h )dx∣∣´

Ω u0dx
∣∣ . (5.13)

To test mass conservation, we expect the error ∆umh and δumh to be close to zero.
In our experiments, we defined the initial function u0(x) as the uniform samples from the

interval [−1, 1] for each node. That is, for each node ai, u0(ai) is a sample from the uniform
distribution on the interval [−1, 1]. This applies for all i = 1, . . . , N , where N is the total number
of degrees of freedom in our system. The node ai is associated with the nodal basis for all N
degrees of freedom, as discussed for the discrete system (2.26). We again used a square background
mesh with length L = 2.7 and mesh size h = L

n for n = 27. For an illustration of the active set Th
(defined in Section 4.1), see Figure 25.

Figure 25: Illustration of the active mesh Th.
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Figure 22: Consider time as tm = mτ where m = 0, . . . ,M , with M = 104 and timestep τ . The
figure describes the evolution of the relative global mass error ∆um and the local mass difference
δum. It also demonstrates the total discrete energies Em,Em1 ,Em2 , along with the corresponding
local energy difference δEm. Simulations are conducted on both the circular and the flower domains.
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(a) m = 0 (b) m = 2 (c) m = 10

(d) m = 50 (e) m = 200 (f) m = 500

(g) m = 1000 (h) m = 5000 (i) m = 10000

Figure 23: Illustration of a simulation of the Cahn-Hilliard equation on the circular domain for
time tm = mτ , where τ is the timestep and m = 0, . . . ,M , with M = 104.
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(a) m = 0 (b) m = 2 (c) m = 10

(d) m = 50 (e) m = 200 (f) m = 500

(g) m = 1000 (h) m = 5000 (i) m = 10000

Figure 24: Illustration of a simulation of the Cahn-Hilliard equation on the flower domain for time
tm = mτ , where τ is the timestep and m = 0, . . . ,M , with M = 104.
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We ran the simulation on the for the flower domain (4.95) and the circular domain (4.94),
illustrated in Figure 24 and 23. The corresponding plots of the mass conservation and energy
decrease are presented in the Figure 22, and confirm the expected physical properties of the Cahn-
Hilliard equation. The global relative error ∆umh and δumh demonstrating that the mass is conserved.
We also observe that the energy functional E(uh) monotonically decreases over time and that
δEm > 0, signifying the systems tendency to seek a state of minimal energy. Take note that
Em1 and Em2 are interconnected in such a way that if the value of one increases, the other will
correspondingly decrease to maintain balance, and vice versa.

5.3 Note on the manufactured solution

While the report is not consisting of a numerical convergence analysis of the Cahn-Hilliard problem,
we still present a framework for manufactured solutions for non-homogeneous boundary conditions.
Let u(x, 0) = u0 then is Cahn-Hilliard with non-homogeneous boundary conditions as follows,

∂tu+ ∆
(
ε2∆u− f(u)

)
= g0(x) in Ω, (5.14a)

∂nu = g1(x) on Γ, (5.14b)
∂n∆u = g2(x) on Γ, (5.14c)

where we defined f(u) = F ′(u) = u(u2 − 1) for F (u) = 1
4(u2 − 1)2 and the domain Ω ⊂ Rd for

d = 2, 3. In contrast to the standard version presented in the introduction (1.7), this version is
generalized to also holds for for functions g0, g1, g2 : Ω → R. While the standard version may be
physical correct, this version creates flexibility so we can easily construct manufactured solutions
on complex domains.

Designing a manufactured solution using g0(·) may be tempting with the formulation (5.14a).
However, observe that by expanding the Laplacian, we get

∆
(
ε2∆u− f(u)

)
= ε2∆2u−∆f(u)

= ε2∆2u− 3(2u‖∇u‖22 + u2∆u).
(5.15)

Here we applied the chain rule twice and inserted the derivatives.

∆f(u) = ∇ · ∇f(u) = ∇ ·
[
f ′(u)∂x1u, . . . , f

′(u)∂xdu
]T

= f ′′(u)((∂x1u)2 + . . .+ (∂xdu)2) + f ′(u)(∂x1x1u+ . . .+ ∂xdxdu)

= f ′′(u)‖∇u‖22 + f ′(u)∆u = 6u‖∇u‖22 + 3u2∆u.

(5.16)

We now seek to find a weak form of the nonlinear term with non-homogeneous boundary
conditions.

Lemma 5.1 (Semi-linear form). Let u ∈ H4(Ω) be solution to (5.14) and vh ∈ Vh the test function.
Then can we rewrite the nonlinear term into the corresponding semi-linear form ch(·, ·) for the
nonlinear term (−∆f(u), vh)Ω into two consistent formulations.

c1
h(u, vh) = (f ′(u)∇u,∇vh)Ω − (f ′(u)g1, vh)Γ, (5.17)

c2
h(u, vh) = −(f(u),∆vh)Ω + (f(u), [[∂nvh]])F int

h
+ (f(u), ∂nvh)Γ − (f ′(u)g1, vh)Γ. (5.18)

Proof. Derivation of (5.17). We want to construct the first formulation. Let T be an element
in Th. From the Greens theorem it is easy to see that

− (∆f(u), vh)T = (∇f(u),∇vh)T − (∂nf(u), vh)∂T . (5.19)

First by utilizing that ∇f(u) = f ′(u)∇u and ∂nf(u) = f ′(u)∂nu and doing a summation over the
triangles is it clear that

(−∆f(u), vh)Ω = (f ′(u)∇u,∇vh)Ω − (f ′(u)∂nu, vh)∂Th . (5.20)
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Iterating over the facets is it clear that

(f ′(u)∂nu, vh)∂Th =
∑
F∈Fh

ˆ
F

[[
f ′(u)∂nu, vh

]]
= (
[[
f ′(u)∂nu

]]
, {{vh}})F int

h
+ (
{{
f ′(u)∂nu

}}
, [[vh]])Fint

h
+ (f ′(u)∂nu, vh)Γ

= (f ′(u)∂nu, vh)Γ.

(5.21)

The jump terms vanishes by the regularity of u and vh. Hence, by inserting g1 we have shown that
the first formulation holds.

Derivation of (5.18). Applying an extra iteration of the Greens theorem on (5.19) we get
the following terms.

−(∆f(u), vh)T = −(f(u),∆vh)T + (f(u), ∂nvh)∂T − (f ′(u)∂nu, vh)∂T .

Now, by summating all elements, it is clear that this holds.

− (∆f(u), vh)Ω = −(f(u),∆vh)Ω + (f(u), ∂nvh)∂Th − (f ′(u)∂nu, vh)∂Th . (5.22)

It comes evident from the first step of the proof that (f ′(u)∂nu, vh)∂Th = (f ′(u)∂nu, vh)Γ, hence,
we only need to compute the term (f(u), ∂nvh)∂Th on the facets.

(f(u), ∂nvh)∂Th =
∑
F∈Fh

ˆ
F

[[f(u), ∂nvh]]

= ([[f(u)]] , {{∂nvh}})Fint
h

+ ({{f(u)}} , [[∂nvh]])Fint
h

+ (f(u), ∂nvh)Γ

= ({{f(u)}} , [[∂nvh]])Fint
h

+ (f(u), ∂nvh)Γ.

(5.23)

Again one of the jump terms vanishes because of the regularity of u. Inserting the result into (5.22)
we have shown that the second formulation also holds.

Combining the full general Cahn-Hilliard problem in (5.14) with the semi-linear forms(5.17)
and the CutCIP biharmonic problem (4.3), we get the following scheme.

(∂tuh, vh)Ω + ε2Ah(uh, vh) + ch(uh, vh) = lh(vh) ∀uh, vh ∈ Vh. (5.24)

To illustrate, assume we use the Laplace formulation presented in (3.24) integrated into (4.3),
i.e. Ah(uh, vh) = aLh (uh, vh) + gh(uh, vh) = lLh (vh). Due to the ε scaling, we ultimately arrive at
the following modification.

lLh (vh) = (g0, vh)Ω − ε
2(g2, vh)Γ − ε2(g1,∆vh)Γ + ε2 γ

h
(g1, ∂nvh)Γ. (5.25)

Hence, we arrived at a system which can easily be used to construct manufactured solutions.
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6 Conclusion

The primary goal of this thesis was to develop a cut finite element method for discretizing the
biharmonic problem in its primal formulation on unfitted meshes, and to apply the resulting scheme
to the Cahn-Hilliard equation. Inspired by the theoretical discontinuous Galerkin framework for
the Poisson problem proposed in [1], we managed to show that our method is well-posed and
that the stability and convergence properties from the original fitted formulation are maintained.
Thanks to the design of suitable ghost penalties, we could also show that all presented theoretical
properties are geometrically robust in the sense that the derived bounds are insensitive to how the
domain boundary cuts the background mesh. The theoretical results are further substantiated by
the numerical evidence presented. Additionally, we conducted supplementary tests to ensure the
method’s geometrical robustness, particularly in instances where the non-stabilized formulation
fails. Finally, we demonstrated that our cut continuous interior penalty methods can successfully
be applied to the nonlinear Cahn-Hilliard equation using a simple implicit-explicit time stepping
method.

While the present thesis demonstrates that the ghost penalty techniques can be successfully
used to design non-conform C0-CutFEMs for elliptic and parabolic 4th order problems, we have
only scratched the surface of this research direction. First of all, in the numerical implementation
of the biharmonic problem, we only considered elements of order k = 2, hence, it remains to exploit
higher order, i.e. k = 3, 4. In the continous interior penalty setting, as our theory already covers the
k > 2 case, this amounts to implement higher order ghost penalty in our computational framework.
Moreover, it would also be interesting to compare our method to other unfitted methods, including
aggregated finite element methods [101] and conform immersogeometric methods based on C1-
continuous B-splines [102].

Regarding the Cahn-Hilliard problem, we restricted ourself to handle a constant mobilityM = 1
and a polynomial approximation of the non-linearity F (u) = 1

4(u2 − 1)2 in this report. Conse-
quently, we need to extend and test our framework using more physically realistic formulations,
including concentration-dependent mobilities as well as thermodynamically more relevant log-based
Ginzburg-Landau free energy densities F (u). From a numerical efficiency point of view, our pro-
posed method could significantly benefit from including adaptivity in space and time to both resolve
the locally high gradient in the phase transition zone and to account for the different time scales
in the phase separation process.
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