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A B S T R A C T   

We present a novel approach to environmental risk assessment of produced water discharges based on explicit 
impact and probability, using a combination of transport, fate and toxicokinetic-toxicodynamic models within a 
super-individual framework, with a probabilistic element obtained from ensemble simulations. Our approach is 
motivated by a need for location and species specific tools which also accounts for the dynamic nature of 
exposure and uptake of produced water components in the sea. 

Our approach is based on the well-established fate model DREAM, and accounts for time-variable exposure, 
considers body burden and effects for specific species and stressors, and assesses the probability of impact. Using 
a produced water discharge in the Barents Sea, with early life stages of spawning haddock, we demonstrate that it 
is possible to conduct a model-based risk assessment that highlights the effect of natural variations in environ-
mental conditions. The benefits, limitations and potential for further improvements are discussed.   

1. Introduction 

In the process of extracting crude oil from sub-sea hydrocarbon 
reservoirs, water may constitute a fraction of the liquid phase. This 
produced water (PW) is a combination of formation water and injected 
water which contains a highly complex mixture of dispersed crude oil, 
aromatic hydrocarbons, alkylphenols, ketones, heavy metals, dissolved 
gases, suspended particles, salts, organic acids, added production 
chemicals and naturally occurring radioactive materials (Lee and Neff, 
2011). For offshore operations, PW is either injected back into the for-
mation or treated to meet regulatory limits and then discharged into the 
surrounding ocean. PW is among the largest intentional industrial 
discharge to the worldwide marine environment, with annual discharges 
in the North-Atlantic (OSPAR) area of 300 × 106 m3, containing 4000 
tons of crude oil (Beyer et al., 2020; OSPAR, 2019). 

Despite only accounting for a small fraction of the total PW 
discharge, dispersed oil and polycyclic aromatic hydrocarbons (PAHs) 
are considered non-negligible risk components of PW (Beyer et al., 2020; 
Rye et al., 1998), and some risk calculations have shown a contribution 
between 15 % (Smit et al., 2011) and 20 % (Ditlevsen, 2017) to the total 

risk. Most PAHs are considered persistent, bioaccumulative and toxic, 
and offshore monitoring programs have repeatedly demonstrated PAH 
uptake in caged mussels and fish as well as wild-caught fish (Brooks 
et al., 2011), however, indications of environmental impact are minor 
(Hylland et al., 2008). A recent review summarised the current status of 
knowledge regarding environmental effects of PW discharges on the 
Norwegian Continental Shelf (NCS) (Beyer et al., 2020). Among the key 
knowledge gaps highlighted was the unknown potential of PW dis-
charges, containing small amounts of crude oil and dissolved PAHs, to 
cause toxicity to sensitive early life stages of pelagic-spawning fish, with 
subsequent unknown consequences for population recruitment in 
important spawning areas. Also highlighted were the repeated findings 
of elevated DNA adduct concentrations in wild-caught haddock (Mela-
nogrammus aeglefinus). Increased DNA adduct concentrations have not 
been found in caged fish placed close to PW sources in the North Sea 
(Brooks et al., 2011). Nevertheless, the observed increased concentra-
tions in haddock has led to DNA adducts being a priority biomarker for 
exposure to hazardous PAH exposure (Beyer et al., 2020). 

The environmental risk of PW discharges can be assessed in different 
ways but generally follows a tiered approach (IOGP, 2020). If lower tiers 
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indicate high risk, additional data is obtained and a more detailed 
assessment is made at the next tier. Different “lines of evidence” may be 
used to assess risk in this context, e.g., determining risk of adverse effects 
to a set of test species at different levels of dilution of the raw PW. The 
levels thus obtained can then be compared with predicted dilution for 
the actual PW effluent, which can be calculated with numerical models. 
In this approach, also known as whole effluent toxicity (WET), a specific 
distance is defined beyond which concentrations from the discharge are 
required to be below established effect levels (IOGP, 2020; Karman and 
Smit, 2019). This method is relatively simple to apply, and has the 
advantage of including potential toxic effects from the whole PW, both 
known and unknown constituents. However, WET does not provide in-
formation on which components in the PW that are driving the risk. 

If the risk is found to be high, WET does not provide the information 
needed to take actions to reduce the risk, as may be required. The in-
formation about which component is driving the risk may be found by 
substance-based approaches, where chemically quantified components 
in the PW are tested for toxicity. Following the European Chemical 
Agency (ECHA) (ECHA, 2008), predicted environmental concentration 
(PEC) is compared with its predicted no-effect concentration (PNEC). 
This is the basis for the generic OSPAR Risk-Based Approach (RBA) 
(Ospar, 2012), applied for individual substances chemically quantified 
or measured in the PW, which is used in the Environmental Impact 
Factor (EIF) (Johnsen et al., 2000; Reed and Rye, 2011). The EIF is 
calculated from dynamic model-predicted PEC of each component, by 
comparison to pre-established PNECs (Reed and Rye, 2011). Compo-
nents that contribute the most to the EIF can then be targeted for 
reduction or substitution, thus reducing the overall environmental risk 
of the PW discharge, and this approach has been successfully used to 
bring risk down over time on the NCS (Smit et al., 2011). In a recent 
study the WET and substance-based approaches for several PW sources 
in the OSPAR area were compared (De Vries et al., 2022). The substance- 
based approach were found to either under- or overestimate toxicity in 
some cases, due to incorrect discharge concentrations of known com-
ponents or the presence of unknown components in the PW. For the WET 
approach, it was pointed out that when limited acute toxicity testing was 
used it would not capture chronic effects over longer time scales. 
Therefore, it was recommended that both approaches be applied regu-
larly and their predictions compared. We note, however, that both ap-
proaches are fundamentally limited by the PNEC being a threshold for 
continuous exposure, while in reality exposure will vary in time, with 
uptake and depuration rates determining the internal concentration in 
an organism. For additional discussion of the relative strengths and 
weaknesses of WET and substance-based approaches, see, e.g., IOGP 
(2020, p. 17). 

While existing approaches to PW environmental risk assessment 
(ERA) such as EIF and WET are useful for screening whether discharges 
exceed a predetermined effect threshold (or not), they cannot generally 
be used to determine the site-specific environmental impact, because 
they do not account for the dynamic exposure to local populations of 
marine species, nor include specific toxicity thresholds and processes for 
these species. There are however some examples were site-specific as-
sessments has been used, such as the ERA study addressing the possible 
effect of offshore PW alkylphenols (APs) on reproduction in North Sea 
fish populations (Beyer et al., 2012). Through the use of toxicokinetic- 
toxicodynamic (TKTD) models, species- and exposure-specific pre-
dictions of toxic effects can be made (Jager et al., 2011). We have here 
developed a numerical tool which integrates TKTD models with a super- 
individual-based model (sIBM) approach (Grimm and Railsback, 2005; 
Nepstad et al., 2021; North et al., 2009; Scheffer et al., 1995) to the 
representation of marine species. Specifically the General Unified 
Threshold model of Survival (GUTS) have been chosen, a widely used 
framework (see e.g., Bart et al., 2021; Cedergreen et al., 2017; Jager and 
Ashauer, 2018; Jager et al., 2017; Sardi et al., 2019), which the Euro-
pean Food Safety Authority (EFSA) considers ready for ERA use in 
certain cases (E. P. on Plant Protection Products et al., 2018). By further 

coupling the TKTD module with a well-established transport-fate model 
for PW (DREAM (Nepstad et al., 2022a; Reed and Hetland, 2002; Reed 
and Rye, 2011)), the necessary components for predicting effects from 
one or more PW components on a specific species are in place. Finally, 
an ensemble simulations (Nordam et al., 2016; World Meteorological 
Organization, 2012) approach within DREAM provides the means to 
sample seasonal and inter-annual variability in environmental condi-
tions. This allows us to calculate the probability of different impact 
outcomes, which is used here as an explicit element in the risk 
calculation. 

The new modelling and risk assessment capabilities described in this 
paper are generic, but in order to apply it to a specific location additional 
input data is required, such as spatial distribution of a locally relevant 
species, and basic biological trait of that species (e.g., weight and lipid 
content). We note that a similar approach, incorporating TKTD and 
super-individual-based models, has recently been applied for assessing 
population and ecosystems impacts of acute oil spills (Carroll et al., 
2022; Carroll et al., 2018). 

In this paper, we present the basis and assumptions for the new 
model, and we demonstrate its use and predictions with a theoretical PW 
discharge scenario in the Barents Sea. We discuss how the present 
approach constitutes a useful extension of the PW environmental risk 
toolbox, as well as some of its limitations. 

2. Method 

The model consists of several linked modules handling different as-
pects: PW transport and fate, super-individual representation and 
transport, TKTD and ensemble simulations. Most of the mathematical 
descriptions are referenced from the literature, and a summary is given 
in the Supplementary information. 

PW discharged to the sea will undergo dilution, through transport 
and mixing by ocean currents, and degradation processes including 
biodegradation by bacteria. In DREAM these processes are encapsulated 
in the transport-fate model component, based on a Lagrangian particle 
formulation (Nepstad et al., 2022a; Reed and Hetland, 2002; Reed and 
Rye, 2011). PW transport is calculated by solving the Lagrangian 
transport equation (van Sebille et al., 2018), with offline forcing pro-
vided through 3D currents and 2D wind fields (network Common Data 
Form, netCDF input). In addition to dilution due to transport and mix-
ing, bacterial degradation of PW components can occur in the oceanic 
environment, with a range of different half-lives (Lofthus et al., 2018). 
This is handled by a first-order kinetics approach in the model, based on 
measured degradation rates for each PW component and Q10-adjusted to 
the local sea temperature (Bagi et al., 2013). We use a factor of 2 for the 
Q10-coefficient, which means that rates double on each 10 ◦C increase in 
temperature above the reference (13 ◦C), and are similarly halved below 
this reference. Depending on the situation, primary (removal of initial 
component) or ultimate (total breakdown to water and CO2) biodegra-
dation rates may be used in a model scenario. Concentrations for each 
PW component is calculated on a 3D grid from the masses and positions 
tracked by each Lagrangian particle, with higher-resolution grids near 
the discharge source(s) to better resolve the initial concentrations. The 
model has previously been used to predict PW transport and concen-
trations in connection with a field study of PW discharges on the Scotian 
Shelf outside Canada, and proved valuable when interpreting mea-
surements from the field (Niu et al., 2016). Reasonable agreement with 
measured dilution and plume location was found, although there were 
limitations in detecting the main core of plume with the experiment 
design (Niu et al., 2016). 

The spatio-temporal predictions of PW component concentrations 
are used to further predict impacts on marine organisms, through 
coupling with a super-individual model (North et al., 2009; Scheffer 
et al., 1995). In this approach, individual organisms are represented as 
Lagrangian particles with specific properties and behaviours intended to 
capture key aspects of their physical counterparts. Properties include 
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weight, growth rate and lipid fractions, while behaviours include 
diurnal vertical migration and buoyancy, which in part determine po-
sitions in the water column and thus influence exposure to PW compo-
nents. Consecutive life stages with different properties can be configured 
in the model, so that a super-individual may for example be tracked from 
egg to larva, if a fish early life stage (ELS) is studied. 

External time- and position-dependent concentrations are translated 
to internal concentrations (dose) in each super-individual using a one- 
compartment toxicokinetic (TK) model. Effects are predicted from this 
internal dose with either the GUTS-IT (Individual Tolerance) or GUTS- 
SD (Stochastic Death) toxicodynamic (TD) models (Jager et al., 2011; 
Jager and Ashauer, 2018). 

In the GUTS-IT variant, each super-individual has its own tolerance, 
drawn from some distribution. Effects are incurred immediately, and are 
a function of the maximal dose experienced by that super-individual 
during the simulation (i.e., effect cannot decrease with time). 50 % ef-
fect occurs when the dose reaches the individual tolerance level. This 
variant is broadly similar to the Critical Body Residue approach (see e.g., 
McCarty and Mackay, 1993; Meador et al., 2011). 

The GUTS-SD variant has a different approach, where effects are 
accumulated dynamically once an internal no-effect concentration 
(NEC) is reached. Effect accumulation proceeds at a rate proportional to 
how much the internal concentration exceeds the threshold, multiplied 
by a rate factor called the killing rate. The TKTD module implemented 
here builds on earlier published work (Nepstad et al., 2021). Mathe-
matical details can be found in the Supplementary information. 

2.1. Parameters in the TKTD model 

GUTS models use a set of parameters that can be obtained by fitting 
to experimental survival data. Procedures and recommendations for this 
approach are detailed in Jager and Ashauer (2018), and there are several 
recent studies which use this approach (Bart et al., 2021; Cedergreen 
et al., 2017; Gergs et al., 2016; Sardi et al., 2019). While fitting GUTS to 
data is the ideal approach that generally provides the optimal model 
parameter values as well as corresponding uncertainty distributions, it 
relies on time-resolved laboratory data for the species and components 
in question, which are rarely available for the multitude of relevant PW 

components and local species of interest. More often only acute LC50 
values based on short-term exposure and some basic chemical de-
scriptors are available. To overcome this issue we use QSARs to assess 
model parameters for a given species and chemical components, based 
on individual (e.g., weight, lipid fraction) and chemical (e.g., kow) 
properties. Such relationships have been previously reported for GUTS- 
SD (Baas et al., 2015), and while less accurate than specific data, can 
nevertheless be useful. The flow from input values via specific QSARs to 
model parameters is illustrated in Fig. 1. 

Uptake and elimination rates for the one-compartment toxicokinetic 
model are obtained with the Optimal Modeling for Ecotoxicological 
Applications (OMEGA) model (De Hoop et al., 2013; Hendriks et al., 
2001), based on super-individual weights and lipid fractions, combined 
with kow for each PW component, in the same manner as previously 
reported (Nepstad et al., 2021). The median internal individual effect 
threshold, mi, for component i, is obtained from the LC50 value of that 
component, using the equilibrium solution of the one-compartment 
model: 

mi = LC50i ×Piw/ACR. (1) 

Here, Piw is the partition coefficient from external to internal con-
centration (bio-concentration factor), obtained from the OMEGA model. 
An acute-to-chronic ratio, ACR, is applied to obtain chronic survival 
threshold, where a value of 10 can be used as a first approximation for 
non-polar narcotic chemicals (Hiki and Iwasaki, 2020). The distribution 
of internal tolerances used by GUTS-IT is by default log-normal, and uses 
a width-parameter of 5 (see Eq. (25) and Table 1 in the Supplementary 
information) (Smit et al., 2011). The LC50i values can be specified as 
input on a per-component level, or as a log-linear relationship from kow. 

For the GUTS-SD model, which has two parameters in the tox-
icodynamic part, the no-effect (internal) concentration (NEC, zi) is set at 
the 5-percentile of the GUTS-IT distribution median (mi), while the 
killing rate bi follows a kow-based regression, 

logbi = alogkow + b. (2) 

Values for the coefficients a, b may be found in e.g., Baas et al. 
(2015). Variation in NEC among different species for a model hydro-
carbon was studied by Sardi et al. (2019). 

Fig. 1. Sketch of toxicokinetic-toxicodynamic (TKTD) model inputs and Quantitative Structure-Activity Relationships (QSARs) used in the parameter prediction 
layer. User-specified parameters on the left, such as weight, lipid fraction, LC50 and acute-to-chronic ratios (ACRs) are used in the QSAR layer to predict TKTD model 
parameter values. The underlying mathematical details of this scheme can be found in the Supplementary information (Sections 1.3–1.4 and Table 1). See also 
manuscript text for further details, and the acronym list towards the end of the manuscript. 
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2.2. Ensemble simulations and risk 

In ERA risk (R) should be based on probability (P) and impact (I) (i.e. 
R = P× I) (Jager, 2016). Impacts can be derived from TKTD modelling, 
while probability can be determined by multiple model runs based on a 
range of possible input variables. 

In environmental risk assessment for oil spills, Monte Carlo simula-
tions are used to assess the distribution of possible outcomes (see e.g., 
Liubartseva et al., 2021; Nordam et al., 2016; Nordam et al., 2017). 
Here, we propose adapting the same approach for PW risk assessment. 
Natural variability in environmental conditions influences the transport 
and fate of PW between years and seasons. We sample from this vari-
ability to create a distribution of potential outcomes through the use of 
ensemble simulations. Specifically, we obtain a large archive of envi-
ronmental data (ocean currents, wind, temperature, salinity, etc.), 
ideally spanning several years. We then sample from different model 
simulation start dates, which in turn samples the environmental condi-
tions. For each start date, we run a simulation of the same base sce-
narios, where each simulation is called an ensemble member. Endpoints, 
such as biological impact, from each ensemble member are then com-
bined to calculate an environmental risk index based on statistics from 
the ensemble as a whole. 

In each ensemble member, the transport-fate model and the TKTD 
model are combined to calculate a measure of impact, which can for 
example be the fraction of non-surviving individuals. For a given spe-
cies, each numerical super-individual, i, represents a number ni of 
physical individuals of that species, and ki is the fraction of dead in-
dividuals in that super-individual, at the end of the simulation. The total 
fraction of non-surviving individuals in a simulation is then given by K =
∑

iniki/
∑

ini, where the sums are over all super-individuals representing 
the species of interest. 

Considering the whole ensemble of simulations, we can calculate the 
risk as the product of impact and probability. We let Kj be the fraction of 
non-surviving individuals in ensemble member j. Using the fraction of 
dead individuals as our measure of impact, we calculate the risk index as 

R =
∑N

j=1
PjKj, (3)  

where Pj is the probability of simulation j occurring, and N is the number 
of simulations in the ensemble. Assuming equal probability for each 
simulation, the risk index simplifies to 

R =
1
N

∑N

j=1
Kj. (4) 

We note that it is possible to include several different species in each 
simulation, each with their own specific behaviours and TKTD param-
eters, which means that we can calculate a risk index for several 
different species from the same ensemble. 

3. Model demonstration simulations 

The Johan Castberg oil field (referred to as Castberg in this text) is 
located in the south-west part of the Barents Sea, around 210 km south 
of Bear Island. In the immediate area around Castberg, the water depth 
varies between 360 m and 400 m. In the vicinity of Castberg there are 
known occurrences of Haddock (Melanogrammus aeglefinus), a species 
that typically spawns in March–April (Bogstad et al., 2013), and we 
focus on early life stages of this species in our simulations. Sea tem-
peratures vary throughout the year, but in March (haddock spawning) 
typically the upper parts of the water column are well-mixed and not 
stratified. According to World Ocean Atlas climatology (Locarnini et al., 
2018), the March mean sea temperature is approximately 4.7 ◦C 
throughout the upper water column around Castberg. Mean sea surface 
temperatures (WOA) and mean current directions (from the Nordic 4 

ocean model (Lien et al., 2013)) for March 2019 are shown in Fig. 2, and 
these are also used as model input forcing. The prevailing current di-
rection is generally towards the east around Castberg, and we thus 
expect a PW discharge to drift towards the east. 

3.1. Produced water scenario at Castberg 

Developed by Equinor and originally scheduled to begin operation in 
2022, the Castberg facility will rely on re-injection of PW back into the 
reservoir, and is thus not planning to have PW discharges to the ocean 
(Dahl-Hansen et al., 2017). However, down-time on the re-injection 
system or other unforeseen events may lead to PW discharges to the 
ocean for limited periods of time. Several scenarios for PW discharge 
during such downtime have been investigated in the public environ-
mental risk assessment report for Castberg (Dahl-Hansen et al., 2017), 
and these have varying probability and potential impact. For our sim-
ulations we will consider one of these scenarios, named “Scenario 0” in 
the ERA report. This is an alternative scenario intended to contrast how 
an operational situation without any re-injection and 100 % discharge of 
PW to sea would look. Although not a realistic scenario, it can be ex-
pected to give the highest impact compared to the other scenarios 
defined in the report (Dahl-Hansen et al., 2017). These other discharge 
scenarios with lower discharge volumes will result in lower exposure 
concentrations, internal concentrations and effect levels. We note that 
our simulations here are intended only as an illustration case for the new 
model tool. 

PW from Castberg in the scenario considered here (“Scenario 0”) is 
discharged from 20 m depth (position 20.262997 E, 72.504201 N) at a 
discharge rate of 20,815 m3/day, which is the prognosis rate for 2030 
(Dahl-Hansen et al., 2017). We include 26 naturally occurring organic 
oil component groups in the simulated discharge, while inorganic 
components such as metals and production chemicals have not been 
included. The key properties and discharge concentrations of the 
included components are tabulated in the Supplementary information 
(Tables 2 and 3). 

3.2. sIBM model setup for Haddock early life stages 

There are known spawning grounds for Haddock located west and 
south of Castberg, stretching up from Lofoten along the coast, as shown 
in Fig. 2. The potential impact from PW discharges on ELS from this 
spawning ground has been the focus in this case study. 

The continuous PW discharge starts 9 days before the Haddock 
spawning, which is set up to last from 1st to 31st March, and the total 
simulation duration is 60 days. The positively buoyant egg stage dura-
tion, adjusted for mean sea temperatures, is set to 20 days, followed by a 
20 day planktonic larval stage, and finally by a second larval stage with 
an eastward swimming tendency (10 mm/s or 36 m/h). While swim-
ming behaviour can be found in older larvae, here it is simply intended 
as a demonstration of this model feature, and not based on specific data. 
A summary of parameter values for this part of the model setup can be 
found in Table 1. 

We used 40,000 Lagrangian particles to represent the PW in this 
simulation, where 100 were released per model time step. The model 
time step was set to 10 min, and model output from the model calcu-
lations was stored every 2 h. A supporting grid of 2000 m × 2000 m ×
10 m was used to calculate PW concentrations from the Lagrangian 
particles, with a higher resolution grid at 150 m × 150 m × 8 m was used 
in a 22 km square centred on the discharge point. Haddock ELS was 
represented using 30,000 super-individual particles. 

3.3. Uptake and effect model input 

When available, LC50 values for individual components and specific 
species can be used directly as model input. These data are then used by 
the model to calculate the GUTS threshold parameters (see Section 2.1). 
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The lack of specific data for Haddock ELS for all the PW components 
considered here requires the use of QSARs, which the model also sup-
ports, in the form of a kow-based regression for LC50s. Many options for 
such regressions exist in the literature (see e.g., Di Toro et al., 2007; EU, 
2003; French-McCay, 2002), but some literature values reported in 
Dahl-Hansen et al. (2017) suggest slightly lower LC50 values than the 
published regressions. Here we used a regression based on back- 
calculating from a fixed internal threshold value (mj

i) of 0.5 mmol/kg 
for each component, using the equilibrium solution for the one- 
compartment model and Piw values for Haddock eggs (full green line 
in Fig. 3). See Eqs. (12) and (24) in the Supplementary information for 
further details. This is slightly more conservative than the range for 
acute non-polar narcosis of 2–8 mmol/kg commonly reported in the 

Fig. 2. Mean sea surface temperature (World Ocean Atlas) and mean current directions for March 2019 according to the Nordic4 ocean model, with longer arrows 
indicating higher current speeds. The location of Castberg is indicated by the black marker, while nearby spawning grounds for Haddock is indicated by the shaded 
green area with black outline. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Table 1 
Input parameters for the sIBM model, for Haddock ELS. See text for details, and 
Supplementary information for the underlying equations.  

Parameter Unit Egg stage Larvae 1 Larvae 2 

Lipid fraction m3/m3 0.02 0.05 0.05 
Initial length mm 1.5 – – 
Shape factor – 3 3 3 
Length-weight parameter kg/mn 536 536 536 
Growth rate mm/day 0 0.1 0.1 
Buoyancy – Positive Neutral Neutral 
Swim speed mm/s 0 0 10  

Fig. 3. Different options for LC50 values as a 
function of kow, in units of μg/L. PNEC values 
taken from Ditlevsen (2017) and OSPAR (2014) 
are shown for comparison (blue round markers 
indicate the individual components considered 
here). Measured LC50 values for specific com-
ponents (black markers) are taken from 
Table 4.11 in Dahl-Hansen et al. (2017). The EU 
Technical Guidance Document (TGD) LC50 line 
is defined in the Supplementary information (Eq. 
(26)). See text for discussions and more details. 
(For interpretation of the references to color in 
this figure legend, the reader is referred to the 
web version of this article.)   
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literature (e.g., Meador et al., 2011), but yields values which are close to 
reported literature LC50s for certain single components (see Fig. 3). We 
further use an acute-to-chronic ratio (ACR) of 10 (Hiki and Iwasaki, 
2020; McGrath and Di Toro, 2009), and the resulting LC50/ACR values 
are also shown in Fig. 3 (dashed green line). The resulting GUTS 
threshold values are shown in Fig. 4 (lower right panel), as a function of 
kow. 

For elimination rate and partition coefficient, the OMEGA model is 
used with lipid and weight parameters for each stage (Table 1). These 
depend on the kow of each component, as illustrated in Fig. 4 (upper row 
panels). The values are tabulated in the Supplementary information 
(Table 3). 

3.4. Total internal concentrations and effects 

The summary of predictions of population exposure, total internal 
concentrations (sum of all components in discharge) and effects are 
shown in Fig. 5. We see that while around 30 % of the population is 
exposed to the PW from Castberg1 (dashed line in panel B), the 
maximum and population 99-percentile total internal concentrations2 

are low (orange and green dashed line in panels C and D), less than 35 
ng/g and 0.45 ng/g respectively. The predicted population effect using 
GUTS-IT (chronic mortality, using an acute-to-chronic ratio of 10, see 
above) is essentially zero, indicated by the blue line in panel A of Fig. 5 
(less than 0.014 per billion). Simulations with GUTS-SD results in 
numerically zero effect, due to the NEC never being reached by any 
super-individual in the simulation (results not shown). This result must 
be interpreted in the context and limitations here, where we only 
consider a subset of discharge components (only naturally occurring 
organic oil components). The environmental risk assessment for Cast-
berg (Dahl-Hansen et al., 2017) concluded that population-level effects 
on plankton and fish were likely to be negligible. 

Trajectories of the 20 super-individuals with the highest total inter-
nal concentration are shown in Fig. 6. The majority of these appear to be 
originating from the part of the spawning ground (green shaded area) 
closest to Castberg (orange circle), while two originate further west and 
south. From inspection of the internal concentrations of these super- 
individuals, we determine that the main contributing components are 
BTEXs, napthalenes and phenanthrenes, with some traces of phenols. 
The BTEX are among the most volatile components, with the shortest 
biodegration half-lives in the input data used here, and exposure to these 
is most likely to occur close to the discharge, which is consistent with the 
trajectories of the top super-individuals (Fig. 6). 

3.5. Component internal concentrations 

The model also allows us to inspect in detail the exposure and in-
ternal concentration history of each super-individual in the simulation. 
This data was used to correlate internal concentrations with distance 
from the discharge. For this analysis, we focused on a few components 
which are prominent in the total internal concentration (Section 3.4), 
and which cover a range of kow values: toluene, naphthalenes, phenan-
threnes and phenol. Model results for the super-individuals with the 
highest and 10th highest total internal concentrations (measured by 
maximal value across the duration of the simulation) are shown in Fig. 7 
(upper and lower set of figures, respectively). The map figures on the left 
show the individual trajectories of the super-individuals, with Castberg 
marked by the orange circle, and the corresponding depth of the super- 
individuals are shown in the inset axis. The top super-individual passes 
within 1.1 km of Castberg, while the 10th one gets to 200 m at the 
closest, in general both having an eastward transport trend in addition to 

tidal motion. The distance from Castberg at any time can be found in the 
lowermost panel on the right-hand side for each super-particle row 
(vertical axis labelled “Dist. from Castberg (km)”). From the component 
internal concentrations time series shown in the panels to the right in 
Fig. 7, we see that each super-individual essentially have elevated 
exposure and internal concentrations only very near in time to their 
closest pass by the discharge point (marked by a vertical dashed red line 
in the right-hand panels of Fig. 7). This happens during the egg stage for 
the top super-individual, but in the larval stage for the 10th one. 

3.6. Ensemble simulations 

Here we run a small ensemble of 32 simulations, using “Scenario 0” 
from the previous section, varying the start year between 2017 and 
2020, and the start date between 1 and 15 March (spawning timing is 
also adjusted to match). In this case, the variable forcing included cur-
rents (Nordic4) and winds (ERA5). A summary of results of the ensemble 
simulations is shown in Fig. 8, specifically the distributions of 
population-mean chronic mortality (%). The results are grouped by 
simulation start year, and the variability of each box in the box plots 
originates from variable start date (between 1 and 15 March) within that 
year. We observe that the population mean chronic mortality is overall 
very small (near 0) for all simulations, consistent with the results from 
the previous section, and the calculated risk index was 10− 7 %. There is 
some variation between years, and also within each year, with the 
highest values occurring for the 2020 simulations. 

4. Discussion 

The ability to predict location- and species-specific impacts and risks 
from PW is a very useful addition to the environmental impact assess-
ment toolbox. In a recent review of PW discharges fate and effects in the 
Norwegian offshore sector, Beyer et al. recommended that both tox-
icokinetic and toxicodynamic factors be considered when extrapolating 
from laboratory data to field conditions, in the process of determining 
environmental risk (Beyer et al., 2020). The present model tool offers a 
step forward in this regard compared to existing tools based on whole- 
effluent or substance-based PEC/PNEC approaches, as illustrated with 
the case study in the previous section. Data for locally relevant species, 
together with the required ocean data such as currents, are combined 
with the mechanistic approach to provide more insight into the actual 
exposure and effect. Naturally, there will be more variability in the 
output results from such an approach, but this reflects a variability that 
exists in nature, and that is now being accounted for to a larger extent. At 
the same time, more effort, both human and computational, is required 
to set up and run such location- and species-specific models, and they do 
come with increased complexity. This can make them harder to under-
stand, and results more difficult to interpret and explain. Designing an 
adequately accurate scenario for the area of interest and obtaining 
relevant input data of a high enough quality both remain challenging. 
Nevertheless, when used appropriately, we believe there are tangible 
benefits to the presented approach. 

Another aspect of location-specific mechanistic models is that they 
allow for reduction in the conservatism in underlying assumptions and 
input. Instead of generic PNECs, species-specific thresholds and pa-
rameters can be used, and direct dynamic exposure, uptake and effects 
on individuals replace volume of influence (risk) concepts. However, 
some conservatism still remains, for instance in the use of acute-to- 
chronic ratios, but this is not an inherent limitation in the model, but 
necessitated by the lack of data at present. Several studies have pointed 
to the need for experiments designed to provide the needed data to 
parameterise mechanistic TKTD models (Jager et al., 2017; Sardi et al., 
2019). If such data were available they would immediately enhance the 
value and accuracy of our model approach. 

While the effect predictions from the new DREAM model extension 
have not been compared to measurements, several of its parts are based 

1 Defined as the relative number of super-individuals having a total internal 
concentration above 1e-5 ng/g at any point during the simulation.  

2 Both of these are calculated with respect to all active super-individuals. 
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on established and separately tested components (e.g., GUTS). More-
over, the fate component in DREAM has been corroborated by com-
parison with field measurements in several previous studies (Durell 
et al., 2006; Niu et al., 2016). Through the Norwegian biannual water 
column monitoring (WCM) programme (Brooks et al., 2011), which 
investigates effects from oil and gas activities on the NCS, a recently 
conducted monitoring campaign at the Ekofisk installation in the North 
Sea has provided direct measurements of both PW plume dilution and 
internal concentration in blue mussels. Comparison between these data 
and model predictions showed reasonable agreement (Nepstad et al., 
2022b). 

Generally, it is difficult to isolate population-level impacts from a 
specific anthropogenic discharge, such as PW, in the marine environ-
ment. Obtaining population estimates from sampling requires long-term 
regional campaigns, and cumulative impact from multiple stressors to 
these populations also needs to be considered. The modelling approach 
taken in this work can be used to assess one complex chemical mixture 
stressor (PW) as part of a multi-stressor environment causing cumulative 
effects. As such it can be used to assist spatial analysis to predict over-
lapping threats and better understand contribution and possible in-
teractions between multiple stressors. To compare model predictions to 

real-world scenarios, controlled placement of fish and mussel cages at 
increasing distances from a PW discharge (Brooks et al., 2011) may offer 
the best compromise. However, uncertainties still remain when 
extrapolating such results to wild and free-moving individuals in the 
water column (Beyer et al., 2020). 

From the demonstration simulations presented in Section 3, it is clear 
that super-individuals passing near the discharge points exhibit the 
highest internal concentrations. These receive the highest exposure 
concentrations, which are generally transient, and levels correlate with 
proximity to the discharge. In principle a super-individual could be 
trapped in an eddy and return to the discharge area, in which case a 
second pulse of exposure could be experienced. We did not observe this 
in the present simulations for the super-individuals with highest internal 
concentration, however, trajectory crossings further from the discharge 
were observed (Fig. 6). This, combined with the dynamic and short-lived 
nature of the (highest) exposure pulses underscores the importance of 
toxicokinetics when assessing effects. We note that this is different from 
typical experimental situations, where longer exposure durations at 
constant levels are commonly used. 

In addition to organic oil components such as PAHs, PW may contain 
production chemicals, organic acids and metals (Beyer et al., 2020). 

Fig. 4. GUTS parameter values for the Haddock egg stage used in the simulations. Upper left panel: TK elimination rate kO
e . Upper right panel: partition coefficient 

(bioconcentration factor) PO
iw. Lower left panel: Killing rate bi. Lower right panel: GUTS-IT threshold mi and GUTS-SD NEC zi. 

R. Nepstad et al.                                                                                                                                                                                                                                



Marine Pollution Bulletin 191 (2023) 114979

8

While the present model approach is well suited for organic oil com-
ponents and production chemicals, it is more limited when it comes to 
metals, which tend to have specific modes of action, and for which 
whole body residue (internal concentration) approaches have limited 
utility (Adams et al., 2011). While fate and exposure may be studied 
with the model, effect predictions for PW mixtures including metals are 
beyond its present scope. However, a recent study was able to success-
fully parameterise a GUTS model on survival data for heavy metals bi-
nary mixture exposure (Bart et al., 2021), pointing towards possible 
future extensions of the model. Another remaining challenge is the in-
clusion of biotransformation, internal enzymatic processes (e.g., cyto-
chrome P450 1a (CYP1A) in fish), which in most cases reduces the 
toxicity and increases excretion of PAHs. When comparing internal PAH 
concentration predictions from simulations to those measured in envi-
ronmentally exposed fish, which have high biotransformation capacity, 
their rate of PAH biotransformation will be a confounding factor. 
Biotransformation can also result in more harmful metabolites being 
formed, as has been shown for benzo[a]pyrene (Baird et al., 2005). This, 
along with more-than-additive toxicity shown for some PAH-mixtures 
and PAH-metal mixtures (Gauthier et al., 2014) may potentially affect 
precision of the toxicity estimations. For equally or less harmful me-
tabolites resulting from such processes, a modified elimination rate 
could in principle be used, but would require specific data for the species 
and compound in question, which is typically not available. 

The ensemble simulation presented in Section 3.6 is conducted in 
order to show an example of the natural variability in impact. In an 
actual application, the number of ensemble members would be larger, 
and the environmental data archive would ideally span a longer period. 
The risk index, R, can be calculated as given by Eq. (3), but other sta-
tistics from the full ensemble are also useful. As defined here, the risk 
index is essentially the expectation value of impact, but for some skewed 
distributions, other statistics such as the median or 90-percentile may 
help illustrate the range of possible outcomes. The use of ensemble 
simulations allows us to calculate these statistics, which would not be 
available from a single simulation. 

The risk index may be of most use in situations where changes to 
upstream conditions are studied, expressed through multiple different 
model scenarios where the discharge rate or composition is changed, for 
instance. Then the relative changes in the risk between scenarios are of 

more interest than its absolute value, and can be used to rank scenarios 
from most to least favourable from an environmental perspective. This is 
not unlike how the EIF is used today, where simulations with different 
discharge profiles are compared to find lower risk options (lower EIF 
value), but based on a more comprehensive model accounting for site- 
specific biological impact and risk. 

5. Conclusion and outlook 

We have developed a new numerical model tool for impact and risk 
assessment of PW discharges into the marine environment. The model 
combines a well-established fate model (DREAM) with an impact model 
based on super-individuals and TKTD, and an ensemble simulation 
module for finding probabilities. Using model parameters describing 
relevant species, and spatio-temporal distribution of that species, we 
find locally relevant environmental impact. Sampling from an archive of 
data for site-specific environmental conditions (temperature, wind, 
currents, etc.), we can find probabilities of different impacts. By 
combining impact and probability, we make it possible to truly address 
questions of risk from PW releases in a rigorous manner. 

The new model tool has been demonstrated for a PW discharge case 
in the Barents Sea with early life stages of Haddock spawning in the area. 
An ensemble simulation was conducted, where the variation between 
ensemble members highlights the effect natural variations in environ-
mental conditions can have on the impact. With the new model, it is thus 
now possible to conduct a model-based risk assessment that includes, 
and also goes beyond, what the IOGP recommends for Tier 2: Locally 
relevant data are taken into account, along with physico-chemical ma-
rine processes, and the dynamical nature of the plume of discharged PW 
(IOGP, 2020, p. 29). In addition we can consider the variability between 
years, and address probabilities of different impacts. 

Future applications at different sites can provide more specific in-
sights into environmental risk drivers from PW discharges. Ongoing 
work in comparing internal concentration data from field sampled co-
pepods and blue mussels will provide information about the precision of 
body burden estimations. Future acquisition of species-specific data on 
toxicokinetics and acute/chronic toxicity thresholds will obviously 
improve the precision of the simulation output. 

Fig. 5. Panel A: population chronic mortality (blue 
full line). Panel B: relative number of exposed super- 
individuals (black dashed line). Panel C: population- 
maximum total internal concentration (orange full 
line). Panel D: population 99-percentile total internal 
concentration (green dashed line). The grey shaded 
area indicates the duration of spawning. The total 
internal concentrations are sum over all components. 
See text for discussion. (For interpretation of the 
references to color in this figure legend, the reader is 
referred to the web version of this article.)   
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DNA Deoxyribonucleic acid 
DREAM Dose-related Risk and Effects Assessment Model 
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EIF Environmental Impact Factor 
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ERA Environmental risk assessment 
GUTS General Unified Threshold model of Survival 
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Death) 
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PAH Polyaromatic hydrocarbons 
PEC Predicted environmental concentrations 
PNEC Predicted no-effect concentration 
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QSAR Quantitative Structure-Activity Relationship 
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TKTD Toxicokinetic-toxicodynamic 
WET Whole effluent toxicity 
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each box. 
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