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Abstract 

 

In the oil industry, continuous flow gas lift is a frequently employed artificial lift technique to 

boost oil recovery by decreasing bottom hole pressure. By injecting high-pressure gas into the 

tubing, the oil column can be gasified, resulting in a more efficient production process. Although 

each oil well can obtain a significant amount of gas to achieve optimal production, the available 

injection gas is often inadequate because of constraints. Excessive gas injection in a field with a 

limited gas supply can be costly due to high gas prices and compressing costs, leading to a 

reduction in revenue. Thus, it becomes essential to distribute the injection gas efficiently among 

all wells to attain the highest oil production rate for the field. Mathematical optimization can be 

used to formulate and solve the problem of determining gas lift allocation per well for the pur-

pose of maximizing oil production. By maximizing the nonlinear function that models the total 

oil production rate for a group of wells, the gas allocation can be optimized. The aim of this 

project is to optimize the oil production system and gas lift rate within the well networks. 

GAP, a software for multiphase network modeling and optimization, utilizes model-based nu-

merical optimization to determine the optimal allocation of gas lift injection for each well in the 

network. Gas-lift injection rates per well are determined by applying numerical optimization to 

a production system model, which helps identify the most efficient operational settings. The GAP 

model comprised six gas-lifted wells, two manifolds, and one separator, all spanning from the 

subsea to the surface.  

Besides GAP, a Python-based tool is developed for performing model-based optimization for gas 

lift injection. For the proper functioning of this tool, two essential components, namely the model 

and the optimizer, were required. This tool operates through the following process. PROSPER, 

software for well modeling and nodal analysis, generated the well-model that portrays the be-

havior of six wells in a network during gas lift injection. The well models comprised free variables 

such as gas lift injection, liquid rate, water cut, wellhead pressure, and gas-oil ratio. Additionally, 

the models contained calculated variables that relied on the free variables, including bottom-

hole pressure and temperature. The free variables remained consistent across all six wells in the 

network, whereas the calculated variables varied. 

The optimization for well networks was performed through the utilization of 𝑠𝑐𝑖𝑝𝑦. 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒. 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 

and some special algorithms in Python. To perform optimization using well-model files, the initial 

step involved importing the data from the files into Python. The JSON format was utilized to read 

and store the necessary data. The code implemented for the purpose of reading well models can 

effectively handle a diverse range of free and calculated variables. Afterward, a class was defined 

for performing multidimensional interpolation of data points with a cubic method. The unit con-

version methods in this class aligned with Norwegian standards. Before proceeding with gas lift 

optimization, the function for determining the equilibrium flow rates of each well in the network 

must be established. To maximize the oil production for each well, the last method used in this 

tool was finding the optimal values of gas lift injection. By implementing a nonlinear optimization 

technique that took into account constraints and an objective function, the optimal gas injection 

rates were determined. 
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By simulating the tool in Python, the gas lift injection was allocated to maximize oil production 

while meeting technical and operational constraints. The major features of this tool are its ability 

to function with multiple well numbers and adjust well inputs without impacting its perfor-

mance. The results indicate that both Python and GAP optimization methods exhibited similar 

performance, with negligible deviations between the two models for the majority of the process. 

Additionally, the findings demonstrate that conducting sensitivity analysis in both GAP and Py-

thon can provide a more comprehensive understanding of how to optimize oil production in the 

field, accounting for factors such as restricted water production and choke configuration.  

The presence of numerous wells, coupled with complex operational and technical constraints and 

the need for choke setting optimization, can result in GAP experiencing prolonged search times 

or a potential failure to arrive at a solution. Additionally, obtaining access to the GAP software 

proves challenging, as one must purchase a license to operate it. The Python solver enables gas 

lift optimization with simple input variable management for users and has the potential for op-

timization using real well models. 
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Introduction 

 

An introduction to the master’s thesis is presented with background information on production 

optimization, gas lift method, and gas lift assessment. Subsequently, an explanation of the prob-

lem formulation, research objectives, and scope of work will be provided, followed by an outline 

of the thesis structure.  

 

1.1 Background  

The optimization of gas lift is a vital aspect of the oil and gas industry as it assists companies in 

reaching optimal production efficiency and economic benefits. The optimization problem related 

to gas lift is a well-known issue, specifically for wells with low or no production. A considerable 

amount of work has been conducted in this area, including an analysis of single wells, solutions 

based on networks, and solutions that take both networks and reservoirs into account [49]. 

The motivation for this thesis is rooted in the concern of AkerBP in Norway, which is deeply 

interested in gas lift optimization for their fields. AkerBP requires the allocation of gas-lift gas 

for their system of gas-lifted wells, determining the flow rates of gas to be injected into each 

well. The aim is to allocate resources in a manner that maximizes oil production while still com-

plying with technical and operational constraints, such as limited gas availability. 

To perform this task, model-based numerical optimization is typically employed. This involves 

utilizing numerical optimization techniques on a production system model to determine the most 

optimal operational settings. Production optimization involves two distinct components, namely 

the optimizer and the model, although they may occasionally be combined. Commercial soft-

ware, such as GAP, is commonly utilized by oil and gas companies for this function. In systems 

with several complicated operational and technical constraints, numerous wells, and the desire 

to optimize choke settings, GAP frequently fails to find a solution or requires a significant amount 

of time to do so. 
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One option for model-based optimization is to define it in a programming language like Python 

instead of using commercial software. Building the model requires the use of performance tables 

produced by the black box simulator, which should be treated as the model. Once the well-

modeled data is imported from PROSPER to Python, interpolation between existing data points 

becomes essential. 

It is required to provide some underlying knowledge regarding the principal topic. In order to 

facilitate comprehension of the thesis topic, relevant backgrounds such as production optimiza-

tion, gas lift method, and gas lift method assessment are presented prior to a detailed problem 

formulation. 

1.1.1 Production Optimization 

Production optimization is a critical element in certain petroleum fields, as it seeks to enhance 

the efficiency and profitability of production operations. A conventional oil field typically com-

prises a gathering system, a fluid distribution network, and an injection network. The collection 

and transportation of fluids from production wells to separation units are conducted by the gath-

ering system. This system is made up of a flowline network and processing facilities that facilitate 

the transfer of oil and gas from wells to a temporary storage facility. Figure 1.1 illustrates the 

fluid flow in a subsea petroleum production plant, which follows a path starting from wells and 

ending at the topside separator via manifolds and flow lines. The separated fluids are then dis-

tributed to different locations for storage, sale, disposal, injection, or further processing. The 

primary function of the injection network is to inject fluids into the reservoir, intending to im-

prove oil recovery projects or dispose of or store fluids. In petroleum fields, production optimi-

zation is a term used to describe the various activities that aim to improve productivity through 

measurement, analysis, modeling, prioritization, and implementation. In production optimiza-

tion, the main principle is to introduce small, cost-effective changes to improve the production 

system [2]. 

 

 

 

 

 

 

 

 

 

 

Figure 1.1: Cluster Topology of a Well-Flowline Network [47] 



3 

 

Dynamic production optimization involves optimizing operational settings to achieve specific ob-

jectives while considering all constraints, like maximizing daily oil rates or minimizing production 

costs. To maximize production efficiency by properly allocating the capacity of the field, it is 

necessary to implement strategies such as developing new wells, utilizing well intervention tech-

niques, modifying the completion process, or implementing artificial lift methods that enable 

optimal well conditions. 

Gas lift injection is the only artificial lift method considered in this study, despite other methods 

such as Sucker Rod pumps, Plunger lifts, Progressive Cavity pumps, and Hydraulic pumps. Using 

gas lift is a common practice in production optimization, which involves injecting gas into a well 

to reduce fluid density and hydrostatic pressure, thus making it easier for fluid to flow toward 

the surface (Figure 1.2). To achieve reliable production levels in mature fields and wells with 

less-than-ideal design, gas lift is employed while considering multiple constraints associated with 

the system handling capacity of the field. 

 

 

 

 

 

 

 

 

 

 

 

The oil and gas industry must cope with complicated operations due to the exhaustion of easily 

accessible oil reserves. This involves extracting oil from challenging reservoirs with heavy and 

viscous oil, using advanced well completions, and implementing subsea processing and tie-

backs. Consequently, decision-making and planning have become increasingly challenging. The 

optimization of decision-making processes in the oil industry through the integration of method-

ologies and models from diverse disciplines is known as integrated production optimization. To 

address this matter, industry professionals employ software tools such as PROSPER and GAP 

during upstream oil and gas operations, which can address non-linear optimization challenges. 

 

Figure 1.2: Continuous Gas Lift; Gas is Pumped Down the Annulus and into the Tubing [48] 
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1.1.2 Gas Lift Method 

By utilizing the gas lift technique, production rates can be considerably increased and the lifespan 

of a well can be prolonged. High-pressure gas is injected continuously or intermittently at des-

ignated points during the gas lift process. Continuous gas lift is a production technique utilized 

for depleted and mature reservoirs that are no longer capable of producing using their natural 

energy. In a continuous gas lift operation, gas is injected into the tubing-casing annulus to 

reduce hydrostatic pressure in the producing fluid column. The density of crude oil is reduced 

when gas bubbles are infused, leading to a boost in drawdown and oil production. Efficient gas 

lift optimization is crucial to ensuring high oil production, as excessive gas injection can lead to 

a reduction in production rates and an increase in operational expenses. 

As part of the gas lift procedure, it is necessary to treat, compress, and distribute the gas that 

comes from the production separator to the assigned production wells. Gas is supplied by the 

compressor and enters the production tubing through valves, where it is combined with oil. 

Normally, to apply the gas lift technique, the lift gas is typically sourced from other producing 

wells, separated from the oil, compressed using a gas compressor, and then pumped at high 

pressure into the annulus, as illustrated in Figure 1.3. The injection of gas can be performed in 

the downhole or riser by using gas lift valves that are affixed to mandrels connected to the 

tubing string [11]. Within the group of gas-lifted wells, hydraulic interdependency is present. 

This implies that alterations in the operational conditions of one well can have an impact on the 

pressure and production rates of the others based on network and piping layout conditions. 

 

 

 

 

 

 

 

 

 

 

Gas lift systems are extensively employed in the industry to optimize production. The success 

of gas lift in optimizing production relies on a range of factors, such as reservoir pressure, well 

configuration, and operational conditions. In optimizing production via the gas lift technique, 

Figure 1.3: Schematic of Oil Well Operating Via Continuous Gas Lift [26] 
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appropriate gas distribution to the oil-well network and a finite gas supply are also significant 

considerations. Gas lift performance curves are utilized for the allocation of lift gases to wells 

and to enhance production conditions. Figure 1.4 displays the expected operational conditions 

for each well. Moreover, it demonstrates the response of the well to increased lift gas volumes 

and the regions where gas is injected in relation to oil production rates. Optimum oil rates can 

be achieved with a range of gas injection rates. Theoretical ideal gas injection yields zero deriv-

ative of reservoir oil production with respect to gas lift rate (
𝑑𝑞𝑜

𝑑𝑞𝑔 
= 0), while gas injection may 

cause unstable conditions in another specific zone. 

 

 

 

 

 

 

 

 

 

This curve, Figure 1.4, plays a fundamental role in the design of a gas lift system and its oper-

ation. The curve shows how increased lift gas improves productivity at lower rates but can also 

lead to “over injecting” and reduced productivity. 

1.1.3 Gas Lift Assessment 

In order to assess the gas lift method as one of the most popular artificial lift methods, it is 

necessary to describe some of its benefits and challenges. 

Gas lift flexibility in production rates and depth of lift surpasses other artificial lift methods, as 

long as there is sufficient injection-gas pressure and volume. The gas lift is a highly versatile 

method that can effectively operate under a wide range of production conditions. Gas lift stands 

out as the most effective artificial lift method for handling sand or solid materials. Sand produc-

tion is still evident in multiple wells despite sand control implementation. The gas lift valve is 

barely impacted by the sand produced, whereas most pumping methods are severely affected 

by even a small amount of sand. Additionally, the gas lift system is convenient to maintain, as 

there is no requirement for extra downhole equipment to ensure effective maintenance. Moreo-

ver, as the device has only a few moving components, repairing it is an affordable and quick 

process, and replacing the gas lift valve is an affordable action. Lastly, a central gas lift system 

Figure 1.4: Gas Lift Performance Relationship [12] 
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can efficiently service multiple wells or even the entire field. Centralization can simplify the 

management and testing of wells, potentially reducing the overall cost of capital. 

Despite the numerous benefits, certain challenges arise during the implementation and optimi-

zation of gas lift. Certain challenges are universal to gas lift operations, while others are partic-

ular to specific fields based on their reservoir characteristics or facility design. The gas lift opti-

mization probably faces several challenges, including optimizing dual gas lift, retrieving tight 

dummy valves at a specific platform, lifting production from a thin oil column, and managing 

difficult-to-lift emulsions and viscous crude. The challenges of gas lift in a mature field go beyond 

production. Surface equipment and sub-surface well completion are also at risk for deterioration, 

such as leaks, holes, and inaccurate metering. Gas compressor availability and efficiency can 

also become unstable. To optimize gas lift design, it is essential to have accurate data and 

precise control over gas distribution. Without reliable data, gas lift systems are likely to remain 

inefficient. Gas lift distribution and injection downhole have not been effective as a result of 

these cases. 

 

1.2 Problem Formulation 

Gas lift optimization in a production network is a complex and demanding challenge. The gas-

lift method presents a challenge in optimizing the oil production, as each well has a unique 

optimum injection limit. The injection of large quantities of gas results in decreased oil produc-

tion. This occurs when the friction pressure loss reaches a certain threshold, causing the gas 

phase to move more quickly than the liquid phase, resulting in the fluid from the reservoir being 

left behind. 

Figure 1.5 shows the gas lift performance relationship curve that was explained in Section 1.1.2. 

This illustrates the variation in oil production resulting from different gas lift injection rates (QGL) 

in a single well. The red color in this figure denotes the maximum oil production at the point 

where the derivative of the oil production rate from the reservoir with respect to the gas lift rate 

is zero. The injection gas lift has a constraint, by exceeding its optimum point, it generates 

adverse results, diminishing the net oil production rate. 

 

 

 

 

 
Figure 1.5: Gas Lift Performance Relationship [12] 
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This thesis primarily focuses on optimizing production in oil gathering systems or well networks 

with gas-lifted wells. This master’s thesis aims to maximize the oil production of an actual well 

network that includes 𝑛 wells. Gas lift is employed for this process, which is subjected to several 

limitations, such as pressure, gas lift injection rate, and other technical and operational con-

straints. The purpose of this thesis is to propose a model-based numerical optimization technique 

that utilizes numerical optimization on a production system model to allocate gas-lift gas to well 

networks, leading to the highest possible oil production. The objective of this thesis is to employ 

and develop Python scripts to optimize gas lift for the GAP synthetic case using models generated 

from well performance tables in GAP. A crucial objective is to evaluate and contrast the efficacy 

of the Python optimizer and optimization in GAP for the simulated GAP model of a synthetic field 

case. The current thesis work is an extension of the previous specialization project [41], which 

gave the opportunity to compare different solvers and optimization algorithms in the 𝑆𝑐𝑖𝑃𝑦 library 

to find the best solution for gas lift optimization in the field. 

The well models utilized in this study, which depict the performance of wells when artificially 

lifted with gas, are constructed in PROSPER and produce TPD files that will be imported into 

Python in the next stages. PROSPER-derived files comprise a table that demonstrates the nu-

merical values of calculated variables such as Flowing Bottom Hole Pressure (BHP), Flowing 

Wellhead Temperature (WHT), and Injection Depth. For this work, the only calculated variable 

that matters is BHP. The calculated variables are the result of combining several independent 

variables, including gas lift gas injection rate (QGL), liquid rate (QLIQ), water cut (WC), gas-oil 

ratio (GOR), and boundary pressure (WHP). The number of independent variables or free varia-

bles in this study is five, although this may differ in various well-models. 

To start this task, the model files need to be imported into Python, which is the desired pro-

gramming language. The efficiency of the encoding process is crucial due to the potential size of 

the tables and data points. The model files are in TPD format; however, they require conversion 

to.txt and subsequent transformation into JSON to be utilized in Python. Python reads the data 

containing free variables, corresponding values, and the first column of calculated values named 

BHP, which is then used for processing. The code for importing the model data can be utilized 

for various free and calculated variables. 

Since the imported table is composed of discrete points, it is essential to develop a code that 

can interpolate these points in the next step. It is crucial to construct this code in a way that 

enables its adaptability to other situations. Due to numerous free variables, the interpolation is 

multidimensional. The most significant aspect of interpolation is determining the correlation be-

tween the combination and its corresponding value. Interpolation Python objects are defined for 

each well to be tested during the interpolation step and utilized to interpolate any free variables. 

The subsequent step involves determining the equilibrium flow rate in each well through the 

application of the Python solver, under the condition that the inflow and outflow pressures in the 

well are equal. 

When this task is completed, the final action is to execute gas lift optimization on the well net-

work. The process involves modifying the gas lift injection to determine the optimal value for 

each well using established Python algorithms in 𝑆𝑐𝑖𝑃𝑦. 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒. The maximum oil rate (𝑞𝑜) is 

ensured for each well by keeping the other free variables constant, ultimately resulting in the 
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highest field oil rate (𝑞𝑜−𝑓𝑖𝑒𝑙𝑑). Achieving the highest oil production and optimal allocation of gas 

lift injection for each well requires a well-designed optimization process. 

Finally, an assessment is conducted via sensitivity analysis to compare the speed and accuracy 

of the GAP optimizer and the Python gas lift optimizer in diverse scenarios. Examples of such 

cases include constraints on gas availability for gas lift, limitations in water production due to 

water processing, and the need to optimize both gas lift rates and choke opening. 

 

1.3 Research Objectives 

Section 1.2 presented the overall problem description, and the following objectives are summa-

rized for the thesis. These objectives need to be addressed and demonstrated in the results 

chapter. The goal of this thesis is to use gas lift injection in both GAP and Python programming 

to maximize oil production in a well network while adhering to constraints on oil production and 

gas injection magnitude, as proposed by AkerBP. The main objective is achieved by dividing the 

thesis into several tasks. 

The initial objective is to generate a simulation model in GAP for a synthetic field case. Evaluate 

the GAP optimizer by performing gas-lift optimization under various conditions. 

The second objective is to employ Python to perform model-based optimization of gas lift for the 

GAP synthetic case, which necessitates the creation of well performance tables derived from 

GAP. 

The third objective is to import the model files, TPD files, into Python and organize and store the 

information in a suitable structure. The import code needs to be versatile for varying numbers 

of free and calculated values. 

The fourth objective is to interpolate the data points from the model files. Converting units is 

required due to the use of field units in PROSPER values and metric units in Python calculations. 

The fifth objective is to define the interpolation Python “object” for all six wells to perform the 

interpolation at any given value. 

The sixth objective requires creating a function and employing a solver to ascertain the liquid 

equilibrium rate when inflow and outflow pressures are the same. This information will be used 

to determine the oil rate (𝑞𝑜), water rate (𝑞𝑤), and gas rate (𝑞𝑔) for each well separately. 

The last objective is to optimize the oil rate in the field by reaching the optimal gas lift injection 

value while taking into account the gas lift injection constraint. Following that, compute the 

water and gas rates for the whole field. 
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1.4 Thesis Structure 

This present thesis work is structured into five chapters, organized as follows. The first chapter 

serves as an introduction to the thesis, briefly introducing the topic along with some background 

information, such as production optimization, the gas lift method, and the assessment of the 

gas lift method. The problem formulation clarifies the thesis problem as well as the objectives 

of this study and the techniques and strategies employed to address it. Additionally, this chapter 

provides an overview of the primary and specific objectives of this research. 

Chapter two entails a comprehensive literature and research review on relevant topics for this 

project. This chapter is designed to facilitate an understanding of the fundamental concepts, 

such as the performance of production systems, interpolation techniques, optimization methods, 

and gas lift optimization in well networks, to achieve the aim of the thesis. Additionally, Inte-

grated Production Modeling (IPM) is being presented to enhance familiarity with the model files 

and synthetic GAP case procedures. 

In the third chapter, the planning and execution of the project are discussed, along with the 

utilization of the GAP model in the thesis. The techniques employed for importing necessary data 

from TPD files into Python and performing interpolation are detailed. The approaches and pro-

cedures for determining the liquid equilibrium rate and calculating 𝑞𝑜, 𝑞𝑤, and 𝑞𝑔 for each well 

are clearly explained. The leading methodology for addressing the optimization problem in this 

thesis is discussed at the end of this chapter. Through a flowchart, the entire optimization pro-

cess for the thesis is visually represented. 

In chapter four, the outcomes and results achieved in this project are presented in a coherent 

and structured manner, building on the context and objectives discussed earlier. Tables and 

charts are employed to illustrate the data and assess its performance. Diverse cases and sce-

narios have been executed to contrast the outcomes obtained from the GAP optimizer and Py-

thon optimization. The findings and results have been interpreted and analyzed. 

The final chapter summarized the main points and findings of PROSPER and Python. A list of 

recommendations for further work is included as well.  
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Theory 

 

The theories covered in this chapter, including integrated production modeling software, well perfor-

mance in production systems, flow equilibrium in production networks, interpolation, and optimization, 

will serve as support for this thesis. The section on well performance in production systems encom-

passes well inflow performance relationships, vertical lift performance, and well deliverability. Three 

relevant techniques of interpolation theory, including linear, polynomial, and spline, are shown. Next, 

several optimization algorithms will be detailed and their contrast shown. This chapter ends with the-

ories about optimization in GAP and gas lift optimization for well networks. 

 

2.1 Integrated Production Modeling (IPM)  

Integrated Production Modeling Toolkit (IPM) is a software program that simulates the entire oil 

or gas production system, encompassing the reservoirs, wells, and surface network developed 

by the Petroleum Expert (Petex). The IPM package contains a range of tools, such as GAP, GAP 

TRANSIENT, PROSPER, MBAL, PVTP, REVEAL, MOVE, and RESOLVE, which can be smoothly in-

tegrated and utilized together by engineers to construct comprehensive field models (Figure 

2.1). IPM has the capability to simultaneously model and optimize the water or gas injection 

system along with the production system. Also, all types of commonly occurring naturally flowing 

well setups, including those with multiple laterals as well as those utilizing artificial lift, can be 

modeled and optimized in conjunction with each other [1]. 
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Figure 2.1: Network Modeling from Subsurface to Surface and Utilization of IPM 

 

The integrated production modeling approach involves collaboration between surface and sub-

surface teams to identify potential opportunities to improve performance and results while con-

sidering the limitations and constraints that exist within the field. For instance, IPM techniques 

are used to integrate the subsea infrastructure and topside processing facilities in deepwater 

subsea systems. And it is important for the components of the model to be precise enough to 

accurately depict the performance of the system, specifically regarding pressure and flow rate. 

Two components of IPM are described below: PROSPER and GAP. 

2.1.1 PROSPER 

PROSPER is a PROduction and System PERformance analysis software utilized for the purpose 

of well performance, analysis, design, and optimization. Using this tool allows production or 

reservoir engineers to predict, with accuracy and speed, the hydraulics and temperature of tub-

ing and pipelines. 

With the help of PROSPER, it is possible to construct well models that can account for all factors, 

including well configuration, fluid characteristics (PVT), multiphase VLP correlations, and differ-

ent IPR models. One crucial aspect of analyzing the well model is to identify the wells with the 

potential to produce at a higher rate than the current one. Another critical aspect of well analysis 

involves demonstrating the present correlation between well flow and performance, known as 
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the inflow performance relationship (IPR). The appropriate well-test data and IPR model must 

be selected for the analysis to be effective. 

The concept of integrated production modeling (IPM) is employed when utilizing Prosper for well 

modeling. PROSPER serves as the bridge between the reservoir model and the surface model 

and links the two. This includes providing insight into the functioning of the well as well as the 

associated reservoir and vertical rise. 

There are various ways to utilize PROSPER applications. The primary use of this software is to 

compute VLP utilizing multiphase flow correlations and variables. By altering the outflow varia-

bles, more analysis can be conducted. For instance, altering the injected gas lift rate in a gas lift 

system simulation results in an increase in the amount of produced liquid. 

2.1.2 GAP 

GAP is a General Allocation Program. This software is an effective tool provided in petroleum 

engineering for fulfilling many crucial jobs, such as complete surface production, injection net-

work modeling, production optimization, lift gas allocation, and production forecasting. 

A full field model can be created in GAP. As it considers the multiphase network response of 

various wells, each with a unique PVT, producing into one production system where the response 

of one well can affect the production of another, like a back pressure response. 

In GAP, the production system consists of producing elements like wells or sources that are 

linked through shared manifolds and pipelines to a static pressure system called the separator. 

The separator need not be the physical separator that is present in the field. Instead, it operates 

as a reference point for stable pressure within the network. 

GAP, one of the most rapid and efficient optimization programs available, is built upon nonlinear 

optimization strategies, including the sequential quadratic programming (SQP) methodology. 

The GAP optimizer provides the engineer with the option to maximize a certain objective func-

tion, such as oil output, while also abiding by any constraints and limitations placed on the 

system. Full-field gas lift optimization for distributing gas among wells is one example of how 

GAP optimization is used. 

 

2.2  Well Performance in Production Systems 

The oil and gas industry adopts techniques that optimize processes, including characterization, 

measurement, and monitoring of fields. One essential aspect of field optimization in the oil and 

gas industry is well performance management. This involves monitoring the performance of 

individual wells in an oil field to ensure that they are producing at optimal levels and contributing 

positively to the overall production. Well performance management involves various techniques 

to measure various parameters, including flow rate, pressure, temperature, and production wa-

ter rate. These parameters are usually monitored using a combination of physical measurements 

and downhole sensors, which transmit data to surface control systems. By effectively monitoring 
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well performance, it is possible to identify and resolve problems that may arise in the oil pro-

duction process. 

Well performance management is important for optimizing the productivity of oil fields, as it 

enables operators to ensure efficient and cost-effective operations. Additionally, it allows for the 

early identification of potential problems in individual wells or across the entire production sys-

tem. Efficient performance management strategies are essential in recognizing prospects for 

amplifying production rates and prolonging the economic longevity of oil fields. Well performance 

and productivity can be optimized using a range of methods. These include infill drilling, artificial 

lift techniques such as gas lift or ESP (electric submersible pump) systems, and hydraulic frac-

turing. In this thesis, the preferred method of artificial lifting is the gas lift technique. 

To optimize production in a gas lift well system, understanding the inflow and outflow perfor-

mance of the wells is crucial for assessing their behavior under particular conditions and features. 

Important theoretical concepts that are crucial to the thesis work are presented in the following 

sections. 

2.2.1 Well Inflow Performance Relationship (IPR) 

Fluids move from the reservoir through the wellbore to reach the wellhead in subsurface hydro-

carbon production. The diagram in Figure 2.2 illustrates the division of this fluid movement into 

two parts: inflow and outflow. Inflow refers to the movement of hydrocarbons from the reservoir 

rock to the wellbore. The inflow performance of a well is an indicator of its fluid production 

behavior, which is based on its flowing pressure and production rate. Well performance varies 

significantly from one well to another in heterogeneous reservoirs. The Inflow Performance Re-

lationship (IPR) expresses the connection between the flow rate of a well (𝑞), reservoir pressure 

(𝑃𝑅), and the flowing pressure of the well (𝑃𝑤𝑓). 

 

 

 

 

 

 

 

 

 

Figure 2.2: Subsurface Production [29] 
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The Inflow Performance Relationship (IPR) is a fundamental concept in the oil and gas industry, 

especially in production systems analysis. The IPR is frequently essential for well capacity esti-

mation, well completion design, tubing string design, well production optimization, nodal analy-

sis calculations, and artificial lift design. A pressure-rate correlation is used to forecast the pro-

duction of oil and gas wells. The relationship between oil production rate and bottom hole hy-

draulic pressure (BHP) is also plotted to generate the IPR curve. The IPR curve is one of the 

standard methods for estimating oil well production. 

IPR shape depends on multiple factors, such as pressure drop, viscosity, formation volume fac-

tor, skin, and relative permeability throughout the reservoir. The most well-known IPR correla-

tions can be categorized as empirically derived or analytically derived. Vogel (1968), Fetkovich 

(1973), Kilns and Majcher (1992), Wiggins (1993), and Sukarno et al. (1995) are some of the 

most widely recognized empirically derived correlations. Wiggins et al. (1991, 1992) and Del 

Castillo, Yanil, et al. (2003) are well-known examples of analytically derived correlations [30]. 

Empirical correlations, including the straight line model, Vogel, and Composite, are explained in 

this work. 

The type of reservoir in which it is present has a significant impact on the shape of the IPR. This 

can vary based on whether the reservoir is undersaturated with oil or saturated with both oil 

and gas, as shown in Figure 2.3. The IPR shape for a saturated reservoir is typically hyperbolic, 

while for an undersaturated reservoir, it begins as hyperbolic and transforms into a linear shape 

at the bubble point pressure. 

 

 

 

 

 

 

 

 

 

The pressure-temperature (PT) phase diagram, Figure 2.4, can be used to determine the condi-

tion of the reservoir by comparing the values of reservoir pressure (𝑃𝑅), bubble point pressure 

(𝑃𝐵), and bottom hole pressure (𝑃𝑤𝑓𝑖) of the formation. The range of pressures and temperatures 

that an oil reservoir experiences throughout its existence is known as the pressure and temper-

ature envelope. 

Figure 2.3: IPR Curves [2] 
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2.2.1.1 Linear Inflow Performance Relationship  

The productivity index is commonly used to indicate the production capability of the reservoir to 

transport fluids to the wellbore. The ratio of the total liquid flow rate to the pressure drawdown 

is what defines the productivity index, which is represented by the symbol 𝐽. 

The Productivity Index enables the estimation and prediction of productivity and production ef-

ficiency of the well. Obtaining the 𝐽 value is usually done by conducting a flow test in a well to 

get an initial stabilized flow (𝑞𝑜𝑖)  for wellbore pressure(𝑃𝑤𝑓𝑖).The productivity index is essential 

in evaluating the inflow performance of the well, which is influenced by the reservoir and fluid 

properties. The calculation of 𝐽 is possible through the Equation of Darcy shown by Equations 

2.1 and 2.2. 

 

 

 

 

𝑞𝑜 =
0.00708𝑘𝑜ℎ(𝑃𝑅 − 𝑃𝑤𝑓)

𝜇𝑜𝐵𝑜[ln (
𝑟𝑒
𝑟𝑤

) − 0.75 + 𝑆]
 (2.1) 

 𝐽 =
𝑞

(𝑃𝑅 − 𝑃𝑤𝑓)
=

0.00708𝑘𝑜ℎ

𝜇𝑜𝐵𝑜[ln (
𝑟𝑒
𝑟𝑤

) − 0.75 + 𝑆]
 (2.2) 

 

 

Figure 2.4: P x T Curve for Multi-Layer Reservoirs [39] 
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where 𝑘𝑜 is effective permeability of the oil (𝑚𝑑), ℎ  is pay thickness(𝑓𝑡), 𝐵𝑜 is oil formation volume 

factor(
𝑏𝑏𝑙

𝑆𝑇𝐵
) , 𝜇𝑜 is oil viscosity(𝑐𝑝), 𝑃𝑅  is reservoir pressure(𝑝𝑠𝑖)  , 𝑃𝑤𝑓  is flowing bottom hole pres-

sure(𝑝𝑠𝑖) , 𝑟𝑒  is radius of external boundary (𝑓𝑡), 𝑟𝑤  radius of well (𝑓𝑡), 𝑆 is skin factor ,and 𝑞 𝑜is oil 

rate (
𝑆𝑇𝐵

𝑑𝑎𝑦
), and 𝐽 is productivity index 𝑆𝑇𝐵/𝑑𝑎𝑦/𝑝𝑠𝑖. 

Equation 2.3 simplifies calculating the expected inflow rate at a given flowing well pressure if 𝐽 

is known. 

 

 

𝑞 = 𝐽(𝑃𝑅 − 𝑃𝑤𝑓) 

 

(2.3) 

Equation 2.3 indicates that liquid inflow into a wellbore is directly proportional to pressure draw-

down. The straight-line IPR equation is the most common and basic one, indicating the rate is 

directly proportional to pressure drawdown in the undersaturated oil reservoir or is slightly com-

pressible (as shown in Figure 2.5). Absolute open flow (AOF) is the term for the maximum flow 

rate, 𝑞𝑜,𝑚𝑎𝑥 ,when the bottom hole flowing pressure is zero, as shown in Figure 2.5. 

 

 

 

 

    

 

 

 

 

 

The Figure 2.5 illustrates various significant characteristics of the straight-line IPR, for instance 

• The wellbore flowing pressure is usually the independent variable that is plotted on the 𝑦 

axis, while the dependent variable rate is plotted on the 𝑥 axis as per convention. 

   Figure 2.5: The Linear IPR Curve [3] 
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• The flow rate in the wellbore will be zero if the wellbore flowing pressure is equal to the 

average reservoir pressure (known as static pressure) and there is no pressure drawdown. 

• At a wellbore pressure of zero, the maximum flow rate (𝑞𝑜,𝑚𝑎𝑥) or absolute open flow (AOF) 

is achieved. Despite not being applicable in all cases, this definition is beneficial and widely 

utilized in the petroleum industry to measure the performance of various wells in a field. 

• The inverse of the productivity index is equal to the slope of the straight line (slope =  1/𝐽). 

 

2.2.1.2 Vogel Inflow Performance Relationship 

A technique for forecasting the inflow performance of the well in solution gas drive (two-phase 

flow) conditions where 𝑃𝑤𝑓  ≤  𝑃𝑏 was devised by Vogel. Highly compressible gas and two-phase 

flow affect IPR, making the linear IPR unsuitable for saturated oil and gas wells. Vogel proposed 

an IPR for forecasting saturated oil reservoirs, which was widely embraced by the industry due 

to its accuracy and simplicity [30]. If the produced fluid is pure oil and the flowing bottom hole 

pressure is less than the bubble point pressure, then Vogel might be applicable. The Vogel equa-

tion is depicted by Equations 2.4 and 2.5. 

 

 

𝑞𝑜

𝑞𝑜,𝑚𝑎𝑥
= 1 − 0.2 [

𝑃𝑤𝑓

�̅�𝑟
] − 0.8 [

𝑃𝑤𝑓

�̅�𝑟
]

2

 

 

(2.4) 

 

This equation may be solved directly for 𝑃𝑤𝑓  as follows 

 

 𝑃𝑤𝑓 = 0.125𝑃𝑟[−1 + √81 − 80(𝑞𝑜/𝑞𝑜,𝑚𝑎𝑥)] (2.5) 

 

where 𝑞𝑜 is oil rate (STB/day) at 𝑃𝑤𝑓, 𝑞𝑜,𝑚𝑎𝑥 is maximum oil flow rate (AOF) at zero wellbore pressure, 

�̅�𝑟 is current average reservoir pressure(psig), and 𝑃𝑤𝑓 is wellbore pressure(psig)[28]. 

A significant curvature can be observed in the IPR of the Vogel, as illustrated in Figure 2.6. The 

shape of the curve is influenced by the behavior of fluid phases during flow and the composition 

of the reservoir fluid. Fetkovich (1973) introduced an equation that explains the relationships of 

two-phase inflow performance, besides the Vogel correlation. But the equation of Vogel is a best-

fit approximation based on various simulated well performance calculations [9].  
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2.2.1.3 Composite Inflow Performance Relationship  

The Composite Inflow Performance Relationship was established by merging the PI model with 

the inflow performance relationship of Vogel. As previously stated, the PI model applies to situ-

ations where the well is producing a single-phase flow with no gas in the solution    (𝑃𝑤𝑓 > 𝑃𝑏). 

If the produced fluid is pure oil and the flowing bottom hole pressure (𝑃𝑤𝑓) is less than the bubble 

point pressure (𝑃𝑏) , (𝑃𝑤𝑓 < 𝑃𝑏) the IPR of Vogel can be used. 

For mixed oil, water, and gas produced fluids, if the 𝑃𝑤𝑓 is less than 𝑃𝑏 , the Composite IPR can 

be used to describe the inflow performance of the well. IPR curves can be found that fall between 

those that apply to pure oil (Vogel Model) and those that apply to a PI Model (𝑃𝑤𝑓 > 𝑃𝑏 ) . The 

position of the Composite IPR curve presented in Figure 2.7 is expected to be placed between 

the Vogel curve and the Darcy straight line. 

 

 

 

 

 

 

 

Figure 2.6: The Vogel’s IPR Curve for the Saturated Oil and Gas Wells [32] 

 

Figure 2.7: IPR Curves for Three Different Phases [4] 
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A schematic plot, as depicted in Figure 2.8, can aid in comprehending the behavior of the IPR 

function. The plot illustrates how the function behaves above and below the bubble point pres-

sure. By combining single-phase liquid and two-phase flow, the productivity index (PI) of the 

well is determined, and its production behavior and productivity are analyzed.  

 

 

 

 

 

 

 

 

 

 

A total flow rate 𝑞, which encompasses the flow from 𝑃𝑟 to 𝑃𝑏 and the flow from 𝑃𝑏 to 𝑃𝑤𝑓, can 

be obtained using a set of special equations that have been formulated below. By using Equation 

2.6a, it is possible to calculate the total rate of the well which needs to calculate 𝑞𝑜𝑚𝑎𝑥   and 𝑞𝑏 

from Equations 2.6b and 2.6c , respectively. Furthermore, Equation 2.7a can be utilized to de-

termine the bottom hole pressure(BHP) at different points of the curve. 

 𝑞 = 𝑞𝑏 + (𝑞𝑚𝑎𝑥 − 𝑞𝑏) ∗ [1 − 0.2 (
𝑃𝑤𝑓

𝑃𝑏
) − 0.8 (

𝑃𝑤𝑓

𝑃𝑏
)

2

] (2.6a) 

 

where 

 
𝑞𝑜𝑚𝑎𝑥 = 𝑞𝑏 +

𝐽𝑃𝑏

1.8
 

 

(2.6b) 

 𝑞𝑏 = 𝐽(𝑃𝑟 − 𝑃𝑏) (2.6c) 

 

Figure 2.8: Combination Constant PI and Vogel Behavior Case [28] 
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and based on 𝑃𝑤𝑓 it can be as below 

 𝑃𝑤𝑓 = 0.125𝑃𝑏 [−1 + √81 − 80 {
𝑞𝑡 − 𝑞𝑏

𝑞𝑜𝑚𝑎𝑥 − 𝑞𝑏
}] (2.7a) 

 

where like before, 𝑞𝑜𝑚𝑎𝑥 and 𝑞𝑏 can be calculated from Equations 2.7b and 2.7c. 

 𝑞𝑜𝑚𝑎𝑥 = 𝑞𝑏 +
𝐽𝑃𝑏

1.8
 (2.7b) 

 𝑞𝑏 = 𝐽(𝑃𝑟 − 𝑃𝑏) (2.7c) 

 

2.2.2 Vertical Lift Performance (VLP) 

Efficient performance of the vertical lift system is necessary for the oil and gas industry to lift 

fluids from deep underground reservoirs to the surface. The relationship between flow rate and 

pressure losses is represented by the vertical lift performance curve shown in Figure 2.9, in 

which 𝑄𝐿 is operating flow rate. The VLP curve illustrates the amount of pressure needed to raise 

a specific volume of fluid through the tubular to the surface at a specific well head pressure.  

 

 

 

 

 

 

 

 

 

 

Sufficient bottomhole pressure is required to overcome flow resistance in the tubing and surface 

choke because of friction and to support the hydrostatic head caused by the weight of the com-

pressible mixture in the tubing due to gravity. Further, the decrease in pressure because of 

Figure 2.9: Vertical Lift Performance Curve [31] 
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acceleration is also considered, which occurs as fluids expand when pressure reduces [6]. Equa-

tions 2.8a and 2.8b illustrate the pressure drop that occurs during the lifting of reservoir fluids 

to the surface as a key factor affecting well deliverability [8]. 

 

 

 

𝑑𝑝

𝑑𝐿
= (

𝑑𝑝

𝑑𝐿
)

𝐻𝑦𝑑𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐
+ (

𝑑𝑝

𝑑𝐿
)

𝐹𝑟𝑖𝑐𝑡𝑖𝑜𝑛
+ (

𝑑𝑝

𝑑𝐿
)

𝐾𝑖𝑛𝑒𝑡𝑖𝑐
 

 

(2.8a) 

 

𝑑𝑝

𝑑𝐿
= 𝜌𝑔𝑠𝑖𝑛𝜃 + 𝑓

𝜌 𝑣2

2𝑑
+ 𝜌𝑣

𝑑𝑣

𝑑𝐿
  

 

(2.8b) 

 

where  

𝜌 = density of fluid, 𝑘𝑔/𝑚3 

𝑔 = 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 gravity,𝑓𝑡/𝑠2 

𝑣 = 𝑓𝑙𝑜𝑤 velocity,𝑚/𝑠 
𝑓 =friction factor, 

𝑑 = pipe inside diameter,𝑖𝑛𝑐ℎ𝐿 =vertical depth,𝑓𝑡  

𝜃 = pipe inclination angle, measured from horizontal 

 

In Equation 2.8b,the first term 𝜌𝑔𝑠𝑖𝑛𝜃 is known as hydrostatic or gravity(𝑔) losses, which is a 

result of the density(𝜌)of fluid column. A frictional loss is then calculated by 𝑓
𝑣2

2𝑑
   due to the fluid 

friction on the pipe inner wall and viscous drag(𝑣). The last term 𝜌𝑣
𝑑𝑣

𝑑𝐿
   for kinetic losses comes 

from the expansion of fluid and the change in cross-sectional area.  

The VLP is affected by various factors, such as well characteristics, reservoir properties, fluid 

properties, and operating conditions. In other words, the VLP curve, similar to the IPR, is influ-

enced by multiple variables, including production rate, choke, gas-oil ratio (GOR), tubing diam-

eter, and water-oil ratio (WOR) [5]. These factors can affect the selection of an appropriate 

artificial lift method, such as gas-based lift or pump-based lift processes, to achieve optimal 

performance. Gas-based lift technology has been identified as an efficient and cost-effective 

method to improve well performance in underperforming oil or oil and gas wells. Gas lift tech-

nology relies on the injection of gas into the wellbore to decrease the hydrostatic pressure in the 

tubing and increase fluid flow rates [7]. 
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2.2.2.1 Effect of Gas Lift Injection on VLP Curves 

In the absence of gas injection, the point of flow equilibrium can be determined through the 

intersection of the VLP and IPR curves, where the bottom-hole pressure is plotted against the 

oil flow rate. However, upon injecting the gas through the valve, the gas-oil ratio (GOR) of the 

tubing and pipeline undergoes modification, leading to an alteration in the VLP curve and inter-

section point. An increase in gas lift injection typically causes a shift in the VLP curves to the 

right and upward, resulting in the increased natural oil flow rate or operating point shown in 

Figure 2.10. 

 

 

 

 

 

 

Until it reaches its optimal point and produces the highest 𝑞𝑜,𝑚𝑎𝑥, this trend continues, after which 

it begins to reverse. When the optimal gas lift injection point is attained, the more gas injected, 

the less natural flow can be observed. Varying the gas injection rate has diverse effects on 

friction and hydrostatic factors that account for the pressure drop in tubing. By increasing gas 

lift injection, the fluid density is lightened, leading to a reduction in pressure loss from hydro-

static pressure. Nevertheless, greater amounts of gas injection lead to increased pressure losses 

because of friction. Figure 2.11 illustrates the combined impact of gas injection on the total 

pressure drop in the tubing. When the gas-oil ratio is at its highest level, GOR4, there is a 

decrease in oil flow production due to pressure losses. 

 

 

 

 

Figure 2.10: Natural Equilibrium Points for Well with No Gas Lift Injection and with Gas Injection [2] 

Figure 2.11: Natural Equilibrium Points Calculated for Different Amounts of Gas Lift Injected [2] 
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2.2.3 Well Deliverability   

Well deliverability, or the ability to produce fluids from a reservoir, plays a vital role in optimizing 

the economic value of an oil or gas field. The point where the Inflow Performance Relationship 

(IPR) intersects with the Vertical Lift Performance (VLP) represents the deliverability of the well 

identified by the operating point. At this point, the well has achieved its optimum liquid produc-

tion, showing its actual production capability under specific operating conditions (Figure 2.12). 

The IPR and the VLP both establish a connection between the flowing pressure within the well 

bore and the production rate at the surface. The IPR measures the potential output from the 

reservoir to the bottom of the well, and the VLP indicates the potential output from the well to 

the surface. 

 

 

 

 

 

Alteration in VLP, in Figure 2.13, indicates that reducing the flowing bottom-hole pressure can 

be achieved by minimizing pressure losses between the bottom-hole and the separation facility 

through actions such as removing unnecessary restrictions, optimizing tubing size, or improving 

artificial lift procedures. A significant responsibility of a production engineer is to enhance the 

productivity of a well by optimizing the flow system that runs from the bottom of the well to the 

surface production facility. Boosting productivity in the oil field requires optimizing specific por-

tions of the flow system. Possible corrective actions can vary from well-stimulation techniques 

like hydraulic fracturing that increase flow in the reservoir to resizing surface flow lines or skin 

removal to improve productivity and improve IPR and VLP curves to reach 𝑞𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑑. 

 

 

 

 

Figure 2.12: IPR and VLP Curves and Operating Point [9] 

Figure 2.13: Well Deliverability Gap between Original Well Performance and Optimized Well Performance [10] 
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2.3 Wellhead Choke Performance 

When describing and estimating the behavior of a reservoir, flow rate is the most important 

parameter. Wellhead chokes are responsible for regulating and maintaining stable flow rates in 

single or multiple phases during production. During the early phases of production, it is common 

to use a choke to limit the flow of oil or gas from a well. However, as the pressure in the reservoir 

decreases over time, the choke may be adjusted or even removed altogether. Chokes serve 

several purposes, including ensuring safety, staying within production limits, preventing sand 

from entering the well, optimizing the rate of production, and stopping the formation of gas or 

water coning. Installing a choke at the wellhead results in the wellhead pressure being set, which 

in turn determines the bottom-hole pressure and production rate.  

The function of a choke is to limit the flow of fluid by providing a narrow pathway. It is used in 

oil drilling to create back pressure on a flowing well, which results in an increase in the bottom 

hole flowing pressure. This increased pressure helps to reduce the pressure drop from the res-

ervoir to the wellbore, also known as pressure drawdown. However, by increasing the backpres-

sure in the wellbore, the flow rate from the reservoir is reduced. 

Further, by enlarging the choke opening to reduce wellhead pressure, the tubing performance 

relationship (TPR) curve usually moves downward, resulting in a decrease in intake pressure. 

When the wellhead pressure is minimized, the well will produce at its maximum potential. Con-

versely, narrowing the choke opening to raise well head pressure will shift the TPR curve upward, 

causing a decrease in rate. However, if the wellhead pressure exceeds a certain threshold, the 

well will no longer produce [3], Figure 2.14. 

 

 

 

 

 

 

 

 

 

Figure 2.14: Effect of Well Head Pressure on the Natural Flow [3] 
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The percentage of the wellhead choke opening, which is in charge of controlling and managing 

the fluid flow from the reservoir to the surface production equipment, has a significant impact 

on the level of oil production in the production system. Given that the fluid flow rate through the 

wellhead choke is directly linked to its aperture diameter, any variation in the opening percent-

age of the choke will have an impact on the oil or gas production rate. Besides, the percentage 

of the wellhead choke opening affects significant factors, like the velocity of production fluids 

and the pressure difference between the reservoir and surface equipment. The data presented 

in Figure 2.15 illustrates that the oil production rate is higher when the wellhead choke is fully 

open compared to 75% opening, where 𝑃2 is outlet pressure. 

 

 

 

 

 

 

2.4 Flow Equilibrium Rate in Production Networks 

Typically, the production system is delimited by two fixed pressure boundaries: the reservoir 

pressure (𝑃𝑅) and the separator pressure denoted as 𝑃𝑠𝑒𝑝. The pressure curves in Figure 2.16 

demonstrate that the available pressure accounts for the losses in the reservoir and wellbore, 

while the required pressure encompasses the pressure losses in the pipeline that ensure the 

separator pressure remains constant. As the reservoir depletes, the pressure curves change, 

and the necessary pressure difference required for producing the specified rate varies over 

time. The terms available and required pressure curves are often used interchangeably with 

inflow and outflow performance curves, respectively. When the inflow and outflow perfor-

mances are equivalent, this is referred to as the operating (equilibrium) point of the integrated 

production system, as illustrated by 𝑞𝑠𝑐 in Figure 2.16. The intersection point of the inflow 

performance and vertical lift curves of the producing wells determines the equilibrium liquid 

rate. The reliable point in producing wells is referred to as equilibrium, where there is no 

deficit or surplus of a specific quantity. 

Figure 2.15: Equilibrium Flow Rate of the System for Fully Open Choke and 75% Open Choke [2] 
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The hydraulic performance of a well in a production network is influenced by the operating con-

ditions of other wells. Hence, all hydraulic interactions must be considered when computing its 

performance. The graphical intersection technique is typically used in single- well pressure 

curves, but it is uncommon to employ this method for explaining the equilibrium calculations of 

a production network. The analysis of flow performance in production networks is primarily done 

through computerized routines and software. Figure 2.17 provides a visual representation of the 

mathematical function that accurately describes the production network and can be more prac-

tically applied. To generate well rates, the network model as a function requires inputs of system 

properties and adjustable elements, such as choke opening, inflow control valves, gas lift injec-

tion rate, and compressor settings. The properties that constitute the production system are 

pipe dimensions, layout, fluid composition, separator pressure, and ambient temperature. It is 

important to note that system properties and adjustable variables generally undergo alterations 

during the lifespan of the field. 

 

 

 

 

 

 

Figure 2.16: Equilibrium Flow Rate of the System Calculated by Intersecting the Available Pressure Curve  Calculated 

from the Reservoir and the Required Pressure Curve from the Separator [2] 

 

Figure 2.17: Depiction of the Production Network Model as a Mathematical Function [2] 
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The presence of adjustable equipment in the production system, such as chokes, pumps, and 

gas lift injection, means that the system can produce various feasible equilibrium rates. The 

point of intersection of the two curves is affected by adjustable equipment, which has an impact 

on the hydraulic performance of the system. For instance, in a system that includes a choked 

well, the flow rate of the well may vary depending on the degree of openness of the choke, be 

it fully open, fully closed, or somewhere in between. Another instance is altering the rotational 

speed of the electric submersible pump (ESP), which can lead to a diverse range of operational 

rates. This study investigates the hydraulic equilibrium modifications caused by gas lift injection 

and choke.  

Once the production network does not have any adjustable elements or has fixed settings, there 

will be a unique solution for the production network. But if there are adjustable elements in the 

production network, the solution will vary based on the settings of these elements. There are 

typically multiple operational conditions that can be achieved. To illustrate, when each well is 

equipped with a gas lift injection, the network model function solution becomes contingent on 

the injected gas lift. Gas lift injection has the potential to enhance well performance and achieve 

maximum flow rates under specific operating conditions, as depicted in Figure 2.18. The figure 

demonstrates that increasing the injection gas flow rate shifts the equilibrium point downward 

and towards the right, thus enabling maximum liquid flow rate. Gas lift injection has a direct 

impact on vertical lift performance (VLP), and increasing the gas lift injection results in a shift in 

VLP to achieve the maximum liquid flow rate for individual wells. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.18: Total System Analysis for Different Injection Gas Flow Rates [50] 
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2.5 Interpolation 

Interpolation is a mathematical technique that approximates an unknown value using two or 

more certain known values. Interpolation is extensively employed in diverse disciplines, includ-

ing mathematics, physics, and computer science, for approximating functions based on a limited 

set of data points and constructing new data points within the range of known data. In many 

real-world applications, such as weather forecasting, financial analysis, and stock market pre-

dictions, where data is not available at every point and therefore needs to be estimated for 

improved analysis or decision-making, this technique plays a crucial role. 

Interpolation is also employed in numerical analysis to solve differential equations and optimi-

zation problems with unknown or missing values. Various interpolation techniques, including 

linear and polynomial interpolation and spline functions, can be used to approximate unknown 

values. These multiple forms of interpolation, each of which employs unique equations, may be 

applicable to datasets with distinct distributions. 

Interpolation is the process of determining a function 𝑦 =  𝑓(𝑥) whose graph passes through the 

𝑛 +  1 given points (𝑥𝑖 , 𝑦𝑖) for 𝑖 =  0, 1, … , 𝑛, given the values 𝑥0, … , 𝑥𝑛 and their corresponding val-

ues 𝑦0, … , 𝑦𝑛 . There are a limitless number of functions of this kind. Figure 2.19 depicts an 

example of Polynomial interpolation that represents the values of an unknown function at six 

specific points, namely (𝑥1, 𝑦1), (𝑥2,  𝑦2), and so forth.  

 

 
 
 
 
 

 

 

 

 

 

 
A comprehensive explanation of linear, polynomial, and spline interpolations can be found in 

the following sections. 

 

 

 

Figure 2.19: Polynomial Interpolation of the Six Points [42] 
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2.5.1 Linear Interpolation 

Linear interpolation is the simplest mathematical technique that involves the generation of new 

values based on an existing set of values. This allows to estimate an unknown value for a variable 

by constructing a straight line between two known values and using this line to make predictions 

about the unknown value. Suppose that the 𝑥-data points are arranged in ascending order; that 

is 𝑥𝑖 < 𝑥𝑖+1  and 𝑥𝑖 < 𝑥 < 𝑥𝑖+1 The linear interpolation at 𝑥 or straight line is given by Equation 2.9 

[13].        

 

 

𝑦(𝑥) = 𝑦𝑖 +
(𝑦𝑖+1 − 𝑦𝑖)(𝑥 − 𝑥𝑖)

(𝑥𝑖+1 − 𝑥𝑖)
 

 

(2.9) 

where 𝑥 is the point performing interpolation, and 𝑦 is the interpolated value in Equation 2.9. 

Furthermore, the formula for linear interpolation is a technique that is beneficial for curve fitting 

with linear polynomials. Essentially, the interpolation method is employed to determine novel 

values for any function by utilizing a series of established values. 

The accuracy of the estimation depends on how well the relationship between the data points 

can be approximated by a straight line. Linear interpolation is a quick and easy method for 

estimating values within a given range of data points, but it may not always provide the most 

accurate results, especially when the data points do not exhibit a linear relationship. Linear 

interpolation tends to be more precise when numerous data points are available, such as the 

eleven points shown in Figure 2.20. 

 

 

 

 

 

 

 

 

 

Figure 2.20: Linear Interpolation with Available Data Points [14] 
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2.5.2 Polynomial Interpolation 

Polynomial interpolation is a fundamental problem of computational mathematics that dates 

back centuries to the classic work of Newton, Waring, and Lagrange. In the field of numerical 

analysis, the problem of interpolating a set of 𝑛 +  1 discrete given points (𝑥𝑖 , 𝑦𝑖), 𝑖 =  0, . . . , 𝑛, by a 

polynomial of the lowest possible degree that satisfies the interpolation condition 𝑝(𝑥𝑖) = 𝑦𝑖  for 

𝑖 =  0, . . . , 𝑛 is a common and important task. The solution to this problem is known as the inter-

polation polynomial, denoted by 𝑝(𝑥), which approximates the original function passing through 

the given data points. 

In mathematical terms, the interpolation polynomial 𝑝(𝑥) is a polynomial function of degree at 

most 𝑛 that passes through all 𝑛 + 1 given points. The values 𝑥𝑖 are referred to as nodes, while 

the points (𝑥𝑖 , 𝑦𝑖) are called interpolation points. The goal of polynomial interpolation is to find a 

polynomial function that provides a reasonable approximation of the original function over the 

interval of interest based on the available data points. The polynomial function of degree 𝑛 for 

𝑛 + 1 data points is denoted by 𝑝𝑛 and can be written by Equation 2.10. 

 𝑝𝑛(𝑥) = 𝑐𝑛𝑥𝑛 + 𝑐𝑛−1𝑥𝑛−1 + ⋯ . +𝑐1𝑥 + 𝑐0 = ∑ 𝑐𝑖𝑥𝑖

𝑛

𝑖=0

 (2.10) 

 

where 𝑐𝑖 ∈ ℝ , 𝑖 = 0, . . , 𝑛 are real coefficients [15]. The interpolation polynomial can be obtained 

through a variety of methods, such as the Lagrange interpolation formula, the  Newton divided 

difference formula, or the Vandermonde matrix method. These methods involve solving a system 

of linear equations or performing mathematical operations on the given data points to derive the 

coefficients of the polynomial. Figure 2.21 displays the polynomial interpolation on the function 

𝑓(𝑥). 

 

 

 

 

 

 

 

 

 

Figure 2.21: Polynomial Interpolation with Available Data Points in the Interval [-1, 1] [14] 

https://www.sciencedirect.com/topics/mathematics/interpolation-polynomial
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2.5.3 Spline Interpolation  

Spline interpolation is a technique used for interpolation that results in a smoother curve than 

linear interpolation. The term “spline” originated from a “flexible” strip used to draw smooth 

curves through data points.  

The spline interpolation technique uses a specific type of piecewise polynomial known as a spline. 

A piecewise polynomial function smoothly connects a set of given data points, Figure2.22. Rather 

than attempting to fit a single, high-degree polynomial into all data values, spline interpolation 

fits low-degree polynomials to small subsets of the data. Subintervals are taken as [𝑥𝑖 , 𝑥𝑖+1], 𝑖 =

0,1, . . 𝑛. For example, it may use nine cubic polynomials to fit between each of the pairs of ten 

points instead of using a single degree-ten polynomial for all of them. 

 

 

 

 

 

 

 

 

 

Piecewise polynomials in Figure 2.22 have breaks at the interpolating points. Splines, on the 

other hand, prevent such discontinuities, appearing smooth at the knots (connecting points) 

where polynomial pieces are tied together, as shown in Figure 2.23. In general, a spline function 

𝑆(𝑥) with a degree 𝑚 needs to fulfill certain criteria. Firstly, 𝑆(𝑥) is a polynomial of degree at 

most 𝑚 in each subinterval[ 𝑥𝑖 , 𝑥𝑖+1] , 𝑖 = 0,1,2, . . 𝑛 . Then, 𝑆(𝑥) and its derivatives of order 1,2, … , 𝑚 −

1 are continuous in the range [ 𝑥0, 𝑥𝑛]. 

Figure 2.22: Piecewise Polynomial Interpolation [17] 
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Spline interpolation is often preferred over polynomial interpolation since its higher accuracy 

with less computational effort even when using low-degree polynomials. Furthermore, it has the 

potential to prevent the oscillation problem between large datasets, also known as the Runge 

phenomenon, which can manifest when interpolating with high-degree polynomials [16]. Spline 

interpolation can be categorized based on the continuity of the function at data points and the 

degree of polynomial function employed. Linear, cubic, Akima, B-spline, and natural spline in-

terpolation are among the most frequently used spline interpolation categories. The interpolation 

of the spline interpolation closely resembles function 𝑓(𝑥) when additional known data points are 

available, as illustrated in Figure 2.24. 

 

 

 

 

 

 

 

 

Figure 2.23: Second Degree Spline Polynomials [17] 

Figure 2.24: Spline Interpolation with more Data Points, Cubic Type [51] 
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2.5.3.1 Cubic Spline Interpolation 

A cubic spline was originally established and developed by James Ferguson more than a century 

ago. Compared to other interpolating polynomials such as the Lagrange polynomial and the 

Newton polynomial, this method produces a smoother polynomial with less error. Cubic splines 

are splines that are composed of polynomials with a degree of less than 3 on each subinterval 

and have two continuous derivatives across the entire spline. 

Given a set of 𝑛 data point, it is possible to find an infinite number of curves that pass through 

all the points in ascending order, as illustrated in Figure 2.25a. However, a single, hypothetical 

smooth curve through the points can be followed by the human eye, particularly when they are 

arranged in a recognizable pattern. Having an algorithm that can accomplish the same thing is 

beneficial. In order to create the desired curve, it is imperative to adopt an interactive approach, 

as computers are not capable of identifying familiar patterns like humans. This can be achieved 

through the use of the cubic spline method algorithm. By using 𝑛 data points, it generates a 

curve that is smooth and passes through the points. The curve is formed by the smooth connec-

tion of 𝑛−1 individual segments at 𝑛−2 interior points, which is simple to calculate and exhibit. 

At every interior point, the segments must have matching tangent vectors, first derivative, in 

order to intersect. Cubic splines have the added feature of having the same second derivatives 

at interior points. Interactivity is a feature of the cubic spline method.  

Considering the set of 𝑛 data points 𝑃1 through 𝑃𝑛, the objective is to find a set of 𝑛 − 1 parametric 

cubic 𝑃1(𝑡), 𝑃2(𝑡), . ..  , 𝑃𝑛−1(𝑡), where 𝑃𝑘(𝑡) represents the polynomial segment between 𝑃𝑘 and 

𝑃𝑘+1, as illustrated in Figure 2.25b. The first derivatives of parametric cubic at every interior 

point, including 𝑃2, 𝑃3, . . . , 𝑃𝑛−1, must match to achieve a smooth connection. For a spline to be 

defined, it is required that their second derivatives match. For example, To achieve a smooth 

connection between segments 𝑃𝑘(𝑡) and 𝑃𝑘+1(𝑡) at point 𝑃𝑘+1, it is necessary that the end tangent 

of 𝑃𝑘(𝑡) be equivalent to the start tangent of 𝑃𝑘+1(𝑡). For a total of 𝑛 unknowns, there can only 

be one tangent vector per point. 

 

 

 

 

 

 

 

 

Figure 2.25: (a)Three Different Curves.  (b)Two Segments [52] 
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Interpolation on all data points will be executed by the piecewise function 𝑆𝑖(𝑥). The use of this 

notation is favored over 𝑃𝑘(𝑡) for representing the cubic spline function and is defined by Equation 

2.11[55]. 

 

 

 

 

 

𝑆(𝑥) = 

 

 

 

 

 

 

 

 

 

(2.11) 

where 𝑆(𝑥) is a third degree polynomial defined by  

 

 
𝑆𝑖(𝑥) = 𝑎𝑖(𝑥 − 𝑥𝑖)3 +  𝑏𝑖(𝑥 − 𝑥𝑖)2 + 𝑐𝑖(𝑥 − 𝑥𝑖)1 + 𝑑𝑖 

for  𝑖 = 1,2, … , 𝑛 − 1 
(2.12) 

 

The first and second derivatives of these 𝑛 − 1 equations play a fundamental role in this pro-

cess (Equations 2.13 and 2.14). 

 

 𝑆𝑖
′(𝑥) = 3𝑎𝑖(𝑥 − 𝑥𝑖)2 + 2𝑏𝑖(𝑥 − 𝑥𝑖)1 + 𝑐𝑖 (2.13) 

 
𝑆𝑖

′′(𝑥) = 6𝑎𝑖(𝑥 − 𝑥𝑖)1 + 2𝑏𝑖 

for  𝑖 = 1,2, … , 𝑛 − 1 
(2.14) 

 

To satisfy the interpolation conditions, it is required that the piecewise function 𝑆(𝑥) initially 

interpolate all data points,Equation2.15. Additionally, 𝑆(𝑥) must be continuous on the interval 

[𝑥1, 𝑥𝑛], and both 𝑆′(𝑥) and 𝑆′′(𝑥) must also be continuous on the same interval shown by Equa-

tions 2.16 and 2.17. 

𝑆1(𝑥)       𝑖𝑓   𝑥1 ≤ 𝑥 ≤ 𝑥2 

𝑆2(𝑥)       𝑖𝑓   𝑥2 ≤ 𝑥 ≤ 𝑥3 

. 

. 

        𝑆𝑛−1(𝑥)  𝑖𝑓   𝑥𝑛−1 ≤ 𝑥 ≤ 𝑥𝑛 

 

 

𝑆(𝑥) = 
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𝑆𝑖−1(𝑥𝑖) = 𝑆𝑖(𝑥𝑖)      2 ≤ 𝑖 ≤ 𝑛 − 1 

 

(2.15) 

   𝑆𝑖
′(𝑥𝑖+1) =  𝑆𝑖+1

′ (𝑥𝑖+1)       0 ≤ 𝑖 ≤ 𝑛 − 2    (2.16) 

   𝑆𝑖
′′(𝑥𝑖+1) =  𝑆𝑖+1

′′ (𝑥𝑖+1)     0 ≤ 𝑖 ≤ 𝑛 − 2    (2.17) 

 

2.6 Regular Grid Interpolator 

The process of regular grid interpolation involves calculating the values of a function at points 

that are evenly distributed within a grid. The interpolation method of a regular or rectilinear grid 

can be used in any number of dimensions. A rectilinear grid is required to define the data. More 

precisely, a rectangular grid displays either regular or irregular spacing. Linear interpolation, 

nearest-neighbor interpolation, and spline interpolation are all supported by this system.  

Once the interpolator object has been configured, the user can determine which interpolation 

method to use for each evaluation. There are various methods that can be utilized in the inter-

polation process, including linear, nearest, slinear, cubic, quintic, and pchip. The implementation 

of multivariate interpolation for data on a grid in Python using 𝑠𝑐𝑖𝑝𝑦. 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒 is demonstrated 

by the following syntax. 

 

 

𝑠𝑐𝑖𝑝𝑦. 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒. 𝑅𝑒𝑔𝑢𝑙𝑎𝑟𝐺𝑟𝑖𝑑𝐼𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑜𝑟(𝑝𝑜𝑖𝑛𝑡𝑠,  𝑣𝑎𝑙𝑢𝑒𝑠,  𝑚𝑒𝑡ℎ𝑜𝑑,  𝑏𝑜𝑢𝑛𝑑𝑠_𝑒𝑟𝑟𝑜𝑟,  𝑓𝑖𝑙𝑙_𝑣𝑎𝑙𝑢𝑒) 

 

(2.18) 

 

The first parameter assigned to this class is typically referred to as points. A set of points rep-

resents the regular grid in 𝑛 dimensions. The points must be structured as a tuple of ndarrays 

of floats. It is required that all elements of the points tuple follow a strictly ascending or de-

scending pattern with no deviation [22]. Moreover, values are array-like and are defined as data 

on a regular grid in 𝑛 dimensions. The process involves the estimation of the values of a contin-

uous function at various points within a grid that is regular in nature. The estimation is based 

on values that have been previously identified at specific grid points. 
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2.7 Optimization 

Optimization, also known as mathematical programing, employs mathematical principles and 

techniques to solve problems that involve numerical data in various fields, including physics, 

biology, engineering, economics, and business [25]. In recent years, optimization techniques 

have rapidly progressed, resulting in significant advancements. Concurrently, digital computers 

experience an increase in speed, flexibility, and efficiency. As a result, the potential to tackle 

complex optimization problems that were thought to be unachievable just a few years ago is 

now attainable. The best solution or optimal value can be obtained by means of the optimization 

process. The optimization process entails three essential stages: comprehending the system, 

measuring system efficiency, and utilizing a suitable optimization algorithm to obtain the solution 

while analyzing the degrees of freedom. The optimization problem in general can be formulated 

as follows. 

 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝑓(𝑥) (2.19a) 

 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛]𝑇 ∈ ℝ𝑛 (2.19b) 

 

subject to the constraints: 

 ℎ𝑗(𝑥) = 0, 𝑗 = 1,2, … , 𝑟 (2.19c) 

 𝑔𝑗(𝑥) ≤ 0,        𝑗 = 1,2, … , 𝑚 (2.19d) 

The primary objective of an optimization problem is to determine the decision variables 𝑥 that 

optimize the objective function 𝑓 (𝑥) while ensuring that the model functions within the fixed 

limits imposed by the equality constraints ℎ𝑗(𝑥) (Equation 2.19c) and inequality constraints 𝑔𝑗(𝑥) 

(Equation 2.19d). 

The employed numerical optimization technique is schematically illustrated in Figure 2.26, which 

depicts the iterative procedure. Figure 2.26 demonstrates how the optimizer starts with initial 

values and passes a set of decision variable values represented by 𝑥 to invoke the model. The 

model replicates the phenomenon and computes both the objective function and constraints. A 

new set of decision variables is computed by the optimizer using this information. The iterative 

sequence continues until the optimization criteria associated with the optimization algorithm are 

fulfilled and the optimal design is found [24]. 
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Optimization problems can be categorized into different types based on decision variables, objective 

functions, and constraints. These categories include Linear Programming (LP), Nonlinear Programming 

(NLP), Mixed Integer Linear Programming (MILP), Mixed Integer Nonlinear Programming (MINLP), 

stochastic optimization, and Multi-Objective Optimization. Also, Constrained optimization and Uncon-

strained optimization are two essential classifications in mathematical optimization. In constrained 

optimization, the goal is to optimize the objective function while ensuring that feasible solutions comply 

with a set of constraints. Unconstrained optimization is the term used for problems without constraints. 

Various optimization algorithms belonging to different categories of optimization problems are 

presented below to illustrate how optimization problems can be addressed. The presented tech-

niques for solving optimization problems comprise BFGS, Nelder-Mead, Newton-CG, and Se-

quential Quadratic Programming (SQP). 

 

2.7.1 BFGS Method 

The BFGS method (Broyden, Fletcher, Goldfarb, and Shanno) is an iterative method used to 

solve unconstrained nonlinear optimization problems. The purpose of this algorithm is to opti-

mize local searches for convex problems that contain a singular optimum. 

By employing the second-order derivative of an objective function, this algorithm is classified as 

a second-order optimization algorithm. It pertains to a category of algorithms commonly known 

as Quasi-Newton methods, which provide an estimate for the second derivative (known as the 

Hessian) in cases where it is infeasible to calculate it for optimization problems. Quasi-Newton 

methods approximate the inverse of the Hessian matrix using the gradient, meaning that the 

Hessian and its inverse do not need to be available or calculated precisely for each step. The 

BFGS algorithm offers a specific approach to updating the computation of the inverse Hessian 

as opposed to re-computing it every iteration. BFGS and its extension, L-BFGS or LM-BFGS, are 

Figure 2.26: Pictorial Representation of the Numerical Optimization Framework [24] 
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considered among the most widely used Quasi-Newton or second-order optimization algorithms 

in numerical optimization. Similar to the first-order method, the BFGS algorithm eases the de-

termination of the movement direction while additionally requiring a line search in the designated 

direction to determine the step size. 

Among quasi-Newton methods for unconstrained optimization, the BFGS algorithm is widely 

acknowledged as one of the most efficient. Typically, the formulation of the BFGS algorithm is 

as follows [33]. 

 𝑚𝑖𝑛 𝑓(𝑥),   𝑥 ∈ 𝑅𝑛 (2.20a) 

 𝑥1 ∈ 𝑅𝑛 (2.20b) 

 𝐵1 ∈  𝑅𝑛×𝑛 (2.20c) 

 

The mathematical formulation is defined as positive definite entities; Equation 2.20a, in which 

𝑥1 represents the starting point and 𝐵1 serves as an approximation to the Hessian. It is requested 

to compute the gradient of the function by utilizing Equation 2.21. In the event that 𝑔1 equals 

zero, the process must be terminated. 

 

 𝑔1 = ∇f(𝑥1) (2.21) 

 

The searching direction of BFGS can be computed using Equation 2.22, where 𝐵𝑘
−1represents 

the inverse of the Hessian matrix and 𝑔𝑘 denotes the gradient of the function. 

 𝑑𝑘 = 𝐵𝑘
−1𝑔𝑘 (2.22) 

 

The iteration points are addressed by means of the following iteration formula,Equation 2.23a. 

This involves a line search along 𝑑𝑘, where 𝛼𝑘 represents the step length or step size and 𝑥𝑘 

denotes the 𝑘-th iterative point. 

 𝑥𝑘+1 = 𝑥𝑘  + 𝛼𝑘𝑑𝑘  (2.23a) 

 𝛼𝑘 > 0 (2.23b) 

 

Next, calculate the gradient of the following point using Equation 2.24. If  𝑔𝑘+1 equals zero, the 

process will terminate, and  𝑔𝑘+1 will be considered the estimated optimal solution. If not, the 

following step is executed. 

   𝑔𝑘+1 = ∇𝑓 (𝑥𝑘+1) (2.24) 
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Equation 2.25a defines the update of the Hessian matrix, 𝐵𝑘 ,as follows. 

 𝐵𝑘+1 = 𝐵𝑘 −
𝐵𝑘𝑠𝑘𝑠𝑘

𝑇𝐵𝑘

𝑠𝑘
𝑇𝐵𝑘𝑠𝑘

+
𝑦𝑘𝑦𝑘

𝑇

𝑠𝑘
𝑇𝑦𝑘

 (2.25a) 

 

where 

 𝑠𝑘 = 𝛼𝑘𝑑𝑘 (2.25b) 

 𝑦𝑘 = 𝑔𝑘+1 − 𝑔𝑘 (2.25c) 

 

The process must begin again by assigning the new value of 𝑑𝑘, once 𝑘 = 𝑘 + 1. 

 

2.7.2 Nelder - Mead  

The Nelder-Mead technique dates back to 1965, when it was introduced by John Nelder and 

Roger Mead. The Nelder and Mead (NM) methodology has developed the simplex search algo-

rithm for identifying a local minimum of a function with several variables. Through the use of 

simplex, a generalized 𝑁-dimensional triangle, the algorithm is capable of determining the min-

imum of a function with 𝑁 variables. The working principle of the algorithm is based on the 

application of a shape structure referred to as a simplex, which encompasses 𝑛 + 1 points (ver-

tices). In this case, 𝑛 refers to the count of dimensions that are present in the input function. As 

an illustration, when dealing with a two-dimensional problem that can be graphed as a surface, 

the shape structure would consist of a triangle represented by three points. In contrast, a three-

dimensional simplex is a tetrahedron. The methodology uses a heuristic that compares the value 

of the function at different points, commonly known as the “simplex”, and gradually approaches 

improvements. 

 

The Nelder-Mead algorithm was created for the purpose of resolving the classical unconstrained opti-

mization problem, in which a nonlinear function must be minimized. This direct search method, which 

relies on function comparison, is frequently employed in solving nonlinear optimization problems where 

derivatives are unknown. Given that Nelder-Mead is an optimization algorithm based on pattern 

search, it is well-suited for problems with non-smooth functions since it does not require derivatives 

or gradient information. Additionally, it has the potential to be utilized for discontinuous functions, 

which are commonly observed in the fields of statistics and experimental mathematics. 

Through an iterative implementation of the Reflection, Expansion, Outside Contraction, Inside 

Contraction, and Shrinkage operations, the NM method employs the objective function values 

associated with each vertex of the simplex, which are the fundamental transformations of the 

simplex. The five operations are presented in two-dimensional space in Figure 2.27. In this 
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figure, 𝑦0 , 𝑦1 ,  and 𝑦2 are the vertices of the simplex before the operations, such that 𝑓(𝑦0) <

𝑓(𝑦1) < 𝑓(𝑦2) [34]. 

 

 

Figure 2.27: Simplex Transformations by the NM Method: (a) Reflection ( 𝑦𝑟  ), Expansion ( 𝑦𝑒  ), Outside  

         Contraction (  𝑦𝑜𝑐  ), Inside Contraction ( 𝑦𝑖𝑐  ), (b) Shrinkage ( 𝑦𝑠1 and 𝑦𝑠2)[34] 
 

 

2.7.3 Newton-CG 

The abbreviation Newton-CG represents Newton-conjugate gradient, which refers to a set of 

algorithmic procedures created in the 1980s. Refinements have been made to the procedures, 

allowing for worst-case complexity outcomes to be established in achieving convergence to 

points that meet approximate optimality criteria of the first and second order. To minimize a 

smooth non-convex objective function, the Newton-conjugate gradient algorithm combines an 

iterative approach based on both Newton’s method and the linear conjugate gradient algorithm. 

This approach involves the explicit identification and application of negative curvature directions 

for the Hessian of the objective function.  

Non-convex smooth function minimization without constraints, involving numerous variables, 

has been extensively studied in the optimization field. Approaches such as Limited memory 

BFGS, nonlinear conjugate gradient, and Newton-CG are commonly used to handle high dimen-

sions, like 𝑛-dimension. The Newton-CG method employed the conjugate gradient (CG) method, 

with linearity, to apply the second-order Taylor-series approximation of 𝑓 around the present 

iterate 𝑥𝑘. Every CG iteration necessitates computing a Hessian-vector product resembling 

𝛻2𝑓(𝑥𝑘)𝑣 [35]. 

A Newton-CG variant that employs trust regions terminates CG iterations upon achieving ade-

quate accuracy in minimizing the quadratic approximation, when a CG step exits the trust region, 

or when encountering a negative curvature in 𝛻2𝑓(𝑥𝑘) [36]. A line-search variant is employed in 

the applied CG algorithm until either negative curvature is identified or a convergence criterion 

is met. The search direction is reversed to the negative gradient in the case of negative curva-

ture. 
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2.7.4 Sequential Least-Squares Quadratic Programming  

Constrained optimization problems are resolved using the numerical optimization algorithm 

known as Sequential Least Squares Quadratic Programming (SLSQP). The SLSQP optimization 

subroutine, which was devised by Kraft in [37], is the basis for SLSQP, a gradient-based ap-

proach used to solve nonlinear optimization problems with constraints. SLSQP is capable of func-

tion minimization of multiple variables, subject to different types of constraints, including 

bounds, equalities, and inequalities. This algorithm is particularly advantageous for instances 

where nonlinear objective functions and constraints are present. Through iterative variable up-

dates, SLSQP aims to minimize the objective function while satisfying the given constraints and 

achieving the optimal solution. 

The algorithm integrates the concepts of the sequential quadratic programming (SQP) method 

and the least squares method. The problem is addressed as a sequence of constrained least-

squares problems, which can be reformulated as a quadratic programming (QP) problem, provid-

ing the ability to control the iteration direction. It approximates the optimization problem with 

constraints through a series of quadratic subproblems that are resolved by minimizing the least 

squares. The approximation of the objective function is carried out through the utilization of a 

linear model and least squares minimization. It utilizes a linear approximation of the objective 

function and seeks to minimize the sum of squares of the residuals. The algorithm begins by 

making an initial approximation for the solution and then proceeds iteratively until convergence 

is achieved. 

The form of a constrained nonlinear optimization problem can be described as follows [38]: 

   minimize      𝑓(𝑥) , 𝑜𝑣𝑒𝑟 𝑥 ∈ ℛ𝑛 (2.26a) 

 subject to     𝑔𝑖(𝑥) = 0,          𝑗 ∈ 𝐸, (2.26b) 

                     𝑔𝑢(𝑥) ≥ 0,         𝑢 ∈ 𝐼, (2.26c) 

                        𝑥𝑖𝐿 ≤ 𝑥𝑖 ≤ 𝑥𝑖𝑢,      𝑖 = 1, … , 𝑛 (2.26d) 

                  

The objective is to minimize the target scalar function (Equation 2.26a). When 𝑥 = (𝑥𝑖)𝑖=1
𝑛  is an 

n-tuple of input variables 𝑥𝑖. The functions denoted in Equations 2.26b and 2.26c correspond to 

equality and inequality constraints, respectively. The sets of functions for each constraint type 

are represented by 𝐸 and 𝐼. Each input variable 𝑥𝑖 has an upper bound shown by 𝑥𝑖𝑈 and a lower 

bound labeled by 𝑥𝑖𝐿, which are represented by Equation 2.26d. 

SLSQP starts with an initial guess tuple 𝑥0 and iteratively solves the optimization problem to find 

a local minimum. The (𝑙 + 1)-th tuple variable of 𝑥ℓ+1 is obtained by the following process, Equa-

tion 2.27, on 𝑥ℓ. 

 𝑥ℓ+1 = 𝑥ℓ + 𝛼ℓ𝑑ℓ (2.27) 

 

where 𝑑ℓ is the search direction and 𝛼ℓ is the iteration length within the ℓ-th iteration.  
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2.8 Optimization in GAP 

The GAP optimization tool empowers the engineer to optimize a specific objective function, such 

as oil production, revenue, or lift gas allocation for gas-lifted wells, while following any system-

defined constraints. The GAP optimizer has a dual function: guaranteeing that all constraints are 

satisfied and improving an objective function, like the oil rate. GAP can optimize oil production 

by modifying wellhead chokes on natural wells and allocating lift gas efficiently on gas-lifted 

wells. GAP constraints guide the optimizer algorithm. There are constraints in the GAP production 

system, which are as follows: 

• Pressure design for flow pipe lines 

• The total gas export capacity for compressors 

• Control of differential pressure (DP) at the choke point of the well 

The optimizer in GAP uses numerical schemes to find a solution. In order to implement these 

schemes, the numerical derivatives (rates of change) for each element must be calculated. To 

evaluate convergence, the GAP solver sets multiple tolerance criteria, such as tolerance Min and 

tolerance X. Optimization in GAP is powerful because it uses a non-linear optimization algorithm 

(NLP), such as SQP. An accurate assessment of the interactions between gas lift injection and 

well head pressures in the network is necessary. With GAP non-linear optimization, mixed con-

straints located throughout the network are handled with ease, while linear optimizers, including 

sequential linear optimizers, cannot find the optimum, particularly in gas lift optimization. In 

GAP optimization, automatic control of a dynamic wellhead choke set is an advantageous benefit 

that satisfies constraints [28]. 

Gross revenue, oil and gas production, gross heating value, and water production are the po-

tential factors for GAP optimization. There are many ways to apply the features of GAP optimi-

zation, including: 

• Full field optimization with mixed systems like ESP, gas-lifted, and naturally flowing wells 

• Full field gas lift optimization; gas lift gas allocation amongst wells 

• Determining control settings to achieve field management objectives, such as wellhead 

choke and compressor speeds 

• Multi-phase looped network optimization 

• Water injection system optimization 

• Gas lift injection system optimization; optimizing the gas lift gas network that provides the 

gas to the artificially lifted wells 

The primary objective of this study is to implement full-field gas lift optimization to distribute 

gas lift across wells. 
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2.9 Gas Lift Optimization in Well Network 

The gas lift method is used for wells that lack adequate reservoir pressure to produce oil at  

desired flow rates. The process involves injecting gas as deeply as possible into the tubing to 

reduce the weight of the fluid hydrostatic column and decrease the backpressure on the for-

mation. Several factors play a critical role in the effectiveness of a gas lift operation, and defining 

these parameters is necessary to enhance production and maximize the net present value of the 

operation. Among these factors, the optimum injection rate is the most significant parameter in 

gas lift operations. Identifying the optimal injection rate is pivotal since injecting excessive gas 

not only fails to improve production but can also decrease it by increasing slippage between 

liquid and gas phases. 

Allocating the appropriate amount of gas to each well in a gas lift operation is challenging be-

cause the amount of gas injected does not have a direct relationship with the amount of oil 

produced. Various factors, including fluid characteristics, well completion, and surface network, 

influence the amount of gas required for each well. Production optimization is one of the most 

intricate and interdisciplinary tasks in the oil and gas industry, requiring a continuous improve-

ment process that involves managing and optimizing production scenarios with a more frequent 

timeframe. Gas lift optimization involves determining the ideal distribution of gas throughout a 

network of wells and pipelines. Various established methods exist for addressing this non-linear 

problem, including sequential quadratic programming (SQP), augmented Lagrangian models 

(AIM), and stochastic solvers like genetic algorithms (GA) [53]. The mathematical expression 

for gas lift optimization is demonstrated by Equation 2.28, in which total oil production (𝑄𝑜𝑇) 

from a set of 𝑛 wells, represented by the sum of individual oil production rates (𝑞𝑜𝑖), can be 

expressed as a function of individual gas injection rates (𝑞𝑔𝑖). 

 

 

𝑄𝑜𝑇 = ∑ 𝑞𝑜𝑖 = 𝑓(𝑄𝑔)

𝑛

𝑖=1

= 𝑓(𝑞𝑔1, 𝑞𝑔2, … , 𝑞𝑔𝑛) 

 

(2.28) 

 

Total Gas injection rate , 𝑄𝑔 , for operation is displayed by Equation 2.29 where the notation 𝑇 

represents transposition. 

 𝑄𝑔 = (𝑞𝑔1, 𝑞𝑔2, … , 𝑞𝑔𝑛)𝑇 (2.29) 

 

Expressing the objective of identifying the optimal gas injection rates that maximize total oil 

production can be formulated as 

 𝑀𝑎𝑥𝑄𝑜𝑇 = 𝑀𝑎𝑥𝑓(𝑄𝑔) (2.30a) 
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Subject to the following constraints 

 

 ∑ 𝑞𝑔𝑖 ≤ 𝑄𝑔𝑇𝑜𝑡𝑎𝑙

𝑛

𝑖=1

 (2.30b) 

 𝑞𝑔𝑖 ≥ 0 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑛 (2.30c) 

 𝑞𝑔𝑖 ≤ 𝑞𝑔𝑖 𝑚𝑎𝑥 (2.30d) 

 

Equation 2.30b imposes a constraint that mandates the summation of individual gas injection 

rates to be less than or equal to the total injection gas volume that is available to the system 

(𝑄𝑔𝑇𝑜𝑡𝑎𝑙). The inequality Equation 2.30c provides the constraint that each gas injection rate must 

be greater than or equal to zero. As a result, during computation, the gas injection rates must 

comply with the constraints. Thus, it is necessary to ensure that the gas injection rates meet 

the requirements specified in Equations 2.30b and 2.30d during the optimization process. The 

optimization technique could potentially include more constraints, such as water cut, minimum 

gas lift injection rates. 

Continuous-flow gas lift is an extensively applied artificial methodology for oil recovery in several 

regions. The primary objective is to inject an adequate amount of gas into each well to maximize 

revenue. However, in reality, there is often a limited supply of gas available, which makes it 

difficult to achieve the maximum output from every well in the field. Therefore, it becomes 

determined to distribute the gas in a restricted manner among the wells to optimize oil produc-

tion from the entire field. 

Four key components must be analyzed to achieve the most effective gas lift system, including 

flow through a porous medium, flow through a production string, flow through a flowline and 

trunk line, and the total injection gas volume available for the system. Due to the limited injec-

tion gas volume, precise distribution of injection gas is an important element in the design of a 

gas lift system. The primary aim of gas allocation optimization in this study is to maximize the 

total oil production rate from the gas lift system, given the available gas volume to support the 

system. This objective can be seen as a nonlinear function that seeks to maximize the total oil 

production rate. The gas injection rates for each well are the variables or unknowns in this 

function, subject to physical constraints [54]. 
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Methodology 

 

The methodology chapter provides a comprehensive overview of the working system, outlining 

the process of code generation and development, and giving a brief explanation of the working 

process in GAP and PROSPER. The first part of this chapter presents an overview of the planning 

and execution of the thesis, followed by a description of how the GAP and PROSPER well-models 

are employed in the study. In addition, the code implemented for importing data from the six 

well-models into Python is described, together with relevant theoretical explanations that sup-

port the understanding of the process. Prior to describing the implementation of interpolation 

code and unit conversion, a distinct figure illustrates the mathematical formulation of interpola-

tion. An interpolation object is assigned to each well to perform interpolation at any desired 

point. Also, a function is defined to calculate the equilibrium rate for each well, which is then 

used to determine the water, oil, and gas rates per well. Afterward, the intention and mechanism 

of the optimization problem are defined, resulting in the determination of the optimal gas lift 

injection and oil rate values for all wells as well as the entire field. At the end of this chapter, a 

flowchart diagram provides a visual representation of the entire design of the system. 

 

3.1 Planning and Execution 

In order to create a schedule for the master’s thesis, a Gantt chart was created as part of the 

planning stage. The graph below provides a visual representation of the project timeline via bar 

charts that demonstrate the start and completion of each part [21]. The primary schematic of 

the Gantt chart is represented in Figure 3.1. Throughout the work, there are three phases, each 

containing multiple tasks. It outlines the number of weeks allocated to each task and, at the 

end, shows the progress status of each task. 
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Figure 3.1: The Initial Representation of the Gantt Chart Utilized in the Planning Stage of a Master’s Thesis 

 

3.1.1 Project Execution  

During the project timeline, persistent communication was sustained with the supervisors via 

biweekly virtual meetings on Teams and supplementary emails to address any complications or 

uncertainties encountered. The scheduled sessions had a methodical agenda, which included 

reviewing accomplished milestones since the last meeting and addressing inquiries regarding 

upcoming tasks. Progress was kept on track during meetings by regularly updating the Gantt 

chart, as shown in Figure 3.1. Positive discussions and collaborations were made possible by 

using the Gantt chart as a central reference point to organize and direct research activities in 

this thesis. 

As expected, during any project such as this one, certain elements of the original plan experi-

enced modifications along the way. The revised Gantt chart, shown in Figure 3.2, shows how 

closely the tasks were completed to their planned deadlines. The modified chart emphasizes any 

variations from the original plan and acts as a visual depiction of how the project is evolving. By 

comparing the planned tasks in Figure 3.1 with the revised Gantt chart in Figure 3.2, it is possible 

to identify modifications and assess how closely the project followed the deadline.  

The graphical illustration provided by Figure 3.2 displays how the initial four weeks of the project 

were dedicated to phase one. This stage consisted of fundamental activities such as planning, 

conducting comprehensive research on the GAP model, constructing a synthetic model using GAP 

framework principles, and rigorously testing GAP optimization across diverse scenarios. Impres-

sively enough, it was managed to complete these tasks within designated timeline. The subse-

quent stage - phase two - revolved around extending or altering existing codes to incorporate a 

GAP synthetic case, well-network, in Python. This phase entailed tasks such as importing six well-

model files into Python, carrying out table interpolation activities and executing and evaluating 

optimization process under varying conditions. It is important to note that this stage ended up 

taking longer than initially expected. 
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Figure 3.2: The Final Representation of the Gantt Chart Utilized in the Planning Stage of a Master’s Thesis 

 

3.1.2 Development of Codes 

The process of optimizing the well network for maximum oil production rates in a field through 

optimal gas lift injection rates, while considering several constraints, required a multi-step ad-

justment to the previous code [40]. This procedure involved several essential components, 

which are briefly explained in the following list. 

1. Import the data from well-models, PROSPER TPD files, into Python and appropriately 

store the required data in a suitable data structure. 

2. Develop an interpolator employing multi-linear interpolation techniques to interpolate the 

imported data. 

3. Construct an interpolation object for each well, enabling the evaluation of interpolated 

values at specific input parameters for testing purposes. 

4. Construct a function (or class) for every well with the purpose of computing the liquid 

equilibrium rate and subsequently determining the oil production rate (𝑞𝑜), water produc-

tion rate (𝑞𝑤), and gas production rate (𝑞𝑔). 

5. Create a function (or class) to do optimization on oil production rates (𝑞𝑜 − 𝑓𝑖𝑒𝑙𝑑) when 

gas-lift rate is considered an independent variable, allowing for the identification of opti-

mal gas-lift rates that maximize oil production while considering various constraints. 

Then, based on that calculate the water production rates (𝑞𝑤 − 𝑓𝑖𝑒𝑙𝑑), and gas production 

rates (𝑞𝑔 − 𝑓𝑖𝑒𝑙𝑑).   

 

3.2 GAP Network Model  

A surface network model was developed for a field that includes six oil producer-gas lifted well 

types with the aid of GAP software. This model included wells, wellheads, flow lines that connect 

the wellhead to the production manifold, and the production line leading to the low-pressure 
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separator, Figure 3.3. First, the wells were connected to the manifolds from the wellhead points, 

and then to the separator from the manifolds. 

The goal of constructing a network model for gas-lifted wells was to efficiently manage the gas 

lift of the entire field. This was accomplished by distributing gas to each well in the best possible 

manner, which led to maximum oil production while meeting various technical and operational 

restrictions. Optimization of the gas lift required careful consideration of the capacity of the 

separator in the field. To evaluate the efficacy of the GAP optimizer, gas-lift optimization was 

conducted for various situations, including gas-lift limitations, water production constraints, and 

the optimization of both gas lift rates and choke opening. 

A simulation model of a synthetic field case was prepared through modifications made to Exam-

ple 7 in the GAP manual [27]. The alterations comprised the elimination of reservoir tanks be-

cause the optimization approach employed in the thesis work pertains to a production model 

rather than a prediction model, and hence, no reservoirs were integrated into the system. After 

running the network solver, it was determined that the wells without gas lift were unnecessary 

and were removed. Moreover, placing the pipes on Bypass could eliminate the pipe segments. 

The reason was that the pipeline itself caused a pressure drop and decreased production; hence, 

no extra pressure loss from the pipes should be considered. Well scheduling and separator 

scheduling were excluded from the thesis, as it concentrated on a specific point without consid-

ering prediction or future performance, which is noteworthy. 

 

 

 

 

          

Figure 3.3: Synthetic Field Case from GAP 
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Within the GAP program, the network solver presented four calculation options. 

• No Optimization 

• Rule Based 

• Optimize with all constraints 

• Optimize potential constraints only 

The aim of this thesis work was fulfilled by executing the network solver calculation with optimi-

zation that included all constraints. Limited total gas lift injection, compressor restrictions, and 

water and liquid production rate capacity defined the constraints for the field. 

3.2.1 Well Models in PROSPER   

The major targets of optimizing daily production consist of maximizing the production of oil and 

gas while minimizing related expenses. Production planning and decision-making for oil wells in 

complicated reservoirs is a challenging task. PROSPER and GAP have commonly employed soft-

ware tools for this purpose. The software tools are meant to resolve non-linear optimization 

problems by employing steady-state well models. In order to qualify the model for production 

optimization, it is necessary to generate Vertical Lift Performance (VLP) tables of the wells by 

using the black box simulator. The term Vertical Lift Performance (VLP) is used interchangeably 

with other names, such as Lift Curves (LC), Tubing Performance Relationship (TPR), and Vertical 

Flow Performance (VFP). Prosper was utilized for well modeling, providing users with artificial 

lift design and modeling capabilities. Nodal analysis was used in this thesis for wells with gas lift 

injection [23]. The VLP curve can be influenced by various factors, such as fluid PVT properties, 

production rate, well depth, tubing size and diameter, surface pressure, water cut, and Gas-oil 

ratio (GOR). VLP curves typically characterize the connection between the pressure of the top 

node and the pressure of the bottom hole for several flow rates. Through the generation of VLP 

curves with varying ranges of parameters and exporting them to various formats, they can be 

employed in combination with other software.  

The process to produce VLP tables was begun by selecting the calculation menu from the main 

toolbar of PROSPER and then choosing the VLP (Tubing Curves) option. Establishing the sensi-

tivity parameters was an essential requirement for producing VLP tables by using the Sensitivity 

Cases screen. These variables elevated the precision of the VLP curves, which were later used 

in other programs, for instance, Python, in this thesis. The sensitivity variables generated should 

cover the complete spectrum of potential well operating conditions. It was wise to prepare a 

table of VLP cases that covers all variables, as it eliminated the need to regenerate the table if 

conditions change. The VLP cases of six gas lifted wells were generated by considering various 

factors, such as Boundary Pressure (Top Node Pressure), Gas-Oil Ratio, Water Cut, Gas lift In-

jection Rate, and Liquid Rate. Table 3.1 displays the sensitivity variable ranges used in this study 

to generate the lift curves. 
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The variables presented in Table 3.1 include Liquid Rate Values (QLIQ), Gas Lift Injection Rate 

(QGL), Water Cut (WC), Gas-Oil Ratio (GOR), and Well Head Pressure (WHP), which shows the 

boundary pressure. In addition, Table 3.1 exhibits the identification of the initial and final values 

and the number of values that were determined for all variables. 

Figure 3.4 demonstrates the positioning of four sensitivity variables in PROSPER, namely Bound-

ary Pressure, Gas-Oil Ratio, Water Cut, and Gaslift Gas Injection Rate on the left-hand side, 

while the right-hand side depicts the ten-point volume for the Boundary Pressure. Their gener-

ation primarily employed Linear Spacing, apart from the use of Geometric Spacing for Gaslift 

Gas Injection Rate. 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3.4: Sensitivity Case Values for WELL_1 in Sensitivity Screen  

Table 3.1: The Range of Sensitivity Variables and the Corresponding Count of each Variable in Oilfield Unit 
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Subsequently, the liquid rate (QLIQ) was generated using the “Generate” option present in the 

VLP toolbar. The liquid rate (QLIQ) presented in Figure 3.5 was produced through the selection 

of initial and final values, the amount of values, and the application of the Geometric Spacing 

distribution method. 

 

 

 

 

 

 

 

 

After inputting the sensitivity variables and liquid rate, the generation of lift curves was initiated 

by selecting the “Calculate” option on the VLP top toolbar (Figure 3.6). The lift curves that were 

produced can be exported to the appropriate format by selecting the “Export Lift Curve” button. 

In this work, “Petroleum Expert-GAP/MBAL” was utilized as a VLP format. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Generating Rates for Calculation Process Well Performance Model, WELL_1 

Figure 3.6: VLP Screen after Entering the Sensitivity Cases and Liquid Rate 
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In Figure 3.7, the generated well model is represented by a TPD file containing four sensitivity 

variables and 21 calculated values (columns) for each well. The VLP curves reported a set of 

calculated variables. The primary focus of this thesis was on calculating bottom hole pressure 

for various rates based on a specific set of conditions, including various WHP, GOR, water cut, 

and gas lift injection rates. 

  

 

Figure 3.7: The Initial Part of the TPD File of Well-1 from PROSPER, the Names of the Calculated Values are  

        Clearly Labeled, among Other Important Details. 

 

 

The variables that had an impact on calculated values are displayed in Figure 3.8, starting with 

Rate Values (Liquid Rate) and ending with Variable 1 (Boundary Pressure). It should be noted 

that despite the presence of 21 columns for calculated variables below the line “# 4 Variable 

TPD Results”, only the first 9 columns are presented in Figure 3.8 owing to space constraints. 

The Flowing Bottom Hole Pressure (BHP) is the single most significant column in this master's 

thesis. As there were 10 × 10 × 10 × 10 × 10 variables, this process generated 10,000 rows of 

values for the calculated variables. 
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Figure 3.8: The Second Part of the TPD File of Well1 from PROSPER Illustrates the Name and Values of the  

       Selected Variables, as well as the Values of the Calculated Variables. 

 

 

All the previously mentioned steps were implemented for all six wells to generate the models. 

The six well models within the network showcased an identical range of four free variables and 

corresponding rate values. Nevertheless, the divergences between them were due to the calcu-

lated values, specifically the Bottom Hole Pressure. 

 

3.3 Read Data to Python 

This section begins by covering some important theoretical concepts, which include diverse data 

structures, Pandas, and the structure of JSON. This is done before demonstrating how to read 

data into Python. 
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3.3.1 NumPy Array, List, Tuple, and Dictionaries 

Python employs data structures that are vital to its programming framework to arrange and 

store various items. Knowledge of diverse data structures and their distinctions is of the utmost 

priority. NumPy arrays, lists, tuples, and dictionaries are the most applicable data types for this 

project. 

Scientific computation in Python heavily relies on NumPy arrays. The NumPy array is superior to 

the Core Python array in terms of flexibility, efficiency, and benefits. Before utilizing the array 

module, it must be imported. NumPy arrays are used to store numerical data lists and to depict 

vectors, matrices, and tensors. An array is a mutable sequence of objects that have the same 

type. The term mutable implies that an array can be modified by adding or removing elements, 

updating existing elements, and so forth. A sequence is an indication that the elements are 

arranged in a particular order [44]. 

A list is a built-in data type that facilitates the storage of multiple values or elements in a single 

variable. These are sequences of mutable objects enclosed by square brackets []. The capacity 

of a list to store values for multiple categories is one of its defining characteristics. It is feasible 

to store string and integer values together in a single list [43]. 

The Tuple data type is another built-in feature of Python that is used to store collections of data 

and objects separated by commas. A tuple in Python has certain similarities to a Python list, 

such as indexing, nested objects, and repetition. Nonetheless, the key distinction between them 

is that a Python tuple is immutable, whereas a Python list is mutable. 

Besides the tuple, another powerful built-in data type in Python is the dictionary. Using diction-

aries to store information tables with a unique identifier for each record is beneficial. Dictionary 

entries provide an association between a set of keys and a set of values. A combination of keys 

and values is commonly referred to as an “item” [45]. A key represents the name of the value, 

and the value is any Python object that must be stored, including lists, functions, integers, etc. 

Curly parentheses {} enclose a dictionary, which is an unordered collection of key-value pairs. 

Unordered objects cannot be indexed because they cannot be sorted. 

3.3.2 Pandas Package 

Pandas is a Python library that is open-source and offers a variety of rich data structures and 

tools that are commonly used in areas such as finance, statistics, and other related disciplines 

for working with structured data sets. Pandas supplies numerous tools for data processing and 

manipulation. Pandas was created to address the need for a comprehensive data analysis library 

that provides all the essential tools for data extraction, processing, and manipulation in the most 

straightforward manner possible. 

Based on the NumPy library, this Python package was developed. The success and rapid propa-

gation of pandas were fundamentally dependent on this development. By doing so, this decision 

not only makes this library compatible with most other modules but also uses the high quality 

of the NumPy module. 



55 

 

The fundamental aspect of Pandas comprises two primary data structures, 𝑆𝑒𝑟𝑖𝑒𝑠 and 

𝐷𝑎𝑡𝑎𝐹𝑟𝑎𝑚𝑒𝑠, which act as the central point for all transactions involved in the analysis of data. 

The 𝑆𝑒𝑟𝑖𝑒𝑠 is an object within the Pandas library that is intended to represent one-dimensional 

data structures, which are similar to arrays but possess additional features. Comprising two 

arrays that are associated with each other, the internal structure is straightforward. The primary 

array contains data (of any NumPy type) that corresponds to a label, which is stored in a sepa-

rate array known as the index. To produce the series, the 𝑆𝑒𝑟𝑖𝑒𝑠() constructor must be called, 

and an array containing the values to be included should be passed as an argument, as shown 

in Equation 3.1. 

 

 𝐹𝑟𝑎𝑚𝑒 = 𝑝𝑎𝑛𝑑𝑎𝑠. 𝑆𝑒𝑟𝑖𝑒𝑠([𝑑𝑎𝑡𝑎],   𝑖𝑛𝑑𝑒𝑥) (3.1) 

 

The 𝐷𝑎𝑡𝑎𝐹𝑟𝑎𝑚𝑒 is a tabular data structure that closely resembles a spreadsheet. The purpose of 

this data structure is to expand a series into multiple dimensions. The 𝐷𝑎𝑡𝑎𝐹𝑟𝑎𝑚𝑒 is constructed 

of a series of ordered columns, Equation 3.2, each having the ability to hold a value of a partic-

ular type, including numeric, string, and Boolean [46]. 

 

 𝐹𝑟𝑎𝑚𝑒 =  𝑝𝑎𝑛𝑑𝑎𝑠. 𝐷𝑎𝑡𝑎𝐹𝑟𝑎𝑚𝑒(𝑑𝑎𝑡𝑎, 𝑖𝑛𝑑𝑒𝑥, 𝑐𝑜𝑙𝑢𝑚𝑛𝑠) (3.2) 

 

3.3.3 OS Module 

Python employs the OS module for filesystem interaction when working with files. The Python 

OS module provides capabilities for interacting with the operating system. Standard Python util-

ity modules include the operating system. This module enables the use of functionality that is 

dependent on the operating system and transportable across systems. Numerous functions for 

interacting with the file system are provided by the modules *os* and *os.path*. 

The OS package in Python has an essential feature in the form of the 𝑜𝑠. 𝑙𝑖𝑠𝑡𝑑𝑖𝑟() function. The 

𝑜𝑠. 𝑙𝑖𝑠𝑡𝑑𝑖𝑟() method in Python is used to get a list of all files and directories in the specified 

directory, folder, or path (Equation 3.3). In the event that a directory is not specified, the current 

working directory will generate a list of files and directories. 

 

 𝑜𝑠. 𝑙𝑖𝑠𝑡𝑑𝑖𝑟(𝑝𝑎𝑡ℎ𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑) (3.3) 
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3.3.4 JavaScript Object Notation Structure 

JavaScript Object Notation (JSON) is a format for exchanging data that is both compact and 

efficient. JSON is simple for computers to process and generate while also being highly readable 

and writable by humans. JSON is a text-based format that is not bound to a specific programming 

language, rendering it language-independent. However, it adheres to conventions that are common 

among C-based programming languages, such as Java, JavaScript, C++, and Python, among 

others. This characteristic makes JSON an outstanding option for exchanging data between sys-

tems [18]. 

The JSON architecture comprises two components. The first is a collection of name-value pairs, 

which can be represented in various computer languages as an object, record, dictionary, keyed 

list, or associative array. A linear series of values is the second, which can be expressed as an 

array, vector, list, or sequence in most computer languages. 

The structure of JSON closely resembles that of Python dictionaries, with key-value pairs ar-

ranged in the format “𝑘𝑒𝑦”: < 𝑣𝑎𝑙𝑢𝑒 >, Equation 3.4b. In this format, the 𝑘𝑒𝑦 is always a string 

(Equation 3.4c), while the 𝑣𝑎𝑙𝑢𝑒 can be a variety of data types, including a string, number, 

Boolean, array, object, or null (Equation 3.4d). Python is capable of handling multiple JSON data 

types. The first type is an object, which can be represented as an unsorted Python dictionary or 

as a pair of curly braces containing key/value pairs. The second type is an array, which is com-

prised of a list or tuple of elements that are separated by commas and enclosed in square brack-

ets. A JSON document named 𝐷, Equation 3.4a, is defined as below [20].  

 

 𝐷 ∷= {𝑂𝑏𝑗𝑒𝑐𝑡[, 𝑂𝑏𝑗𝑒𝑐𝑡, … ]} (3.4a) 

 

where 

 

 𝑂𝑏𝑗𝑒𝑐𝑡 ∷= {𝐾𝑒𝑦: {𝑉𝑎𝑙𝑢𝑒}[ , 𝐾𝑒𝑦: {𝑉𝑎𝑙𝑢𝑒}, … ]} (3.4b) 

 𝐾𝑒𝑦 ∷= 𝑆𝑡𝑟𝑖𝑛𝑔 (3.4c) 

 𝑉𝑎𝑙𝑢𝑒𝑠 ∷= 𝑆𝑡𝑟𝑖𝑛𝑔|𝐼𝑛𝑡𝑒𝑔𝑒𝑟|𝑁𝑢𝑚𝑏𝑒𝑟|𝐴𝑟𝑟𝑎𝑦|𝑁𝑢𝑙𝑙|𝑂𝑏𝑗𝑒𝑐𝑡 (3.4d) 

 

3.3.5 Implementation  of Read Model 

As Python is the favored programming language for resolving the optimization problem in this 

thesis, it was necessary to read and extract the data from the well-models into Python. To access 

and store data from PROSPER well models, TPD files, into a suitable data structure, a series of 

steps were taken, which resulted in the development of a script named “txt_files_to_json.py” 
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and a module titled “read_module.py”. It is suggested that the codes in Appendix B be reviewed 

concurrently with the implementation explanations in this section up to Section 3.9. 

The code utilized NumPy, JSON, and OS libraries, all of which were imported at the beginning. 

The TPD format files were converted to .txt to enable easy opening and working. After running 

the code with “txt_files_directory” and “json_files_directory” as inputs, the format of the .txt 

files was changed to JSON. In JSON, key-value pairs are mapped in a manner similar to Python 

dictionaries. The “data_dict” variable was formed specifically to store the “free variables” and 

“tpd results” taken from well model files for every single well. A dictionary was nested within 

“free variables” consisting of keys such as “Rate values”, “QGL", “WC”, “GOR”, and “Pressure”, 

with blank initial values. 

In the for loop, the os. listdir(path) method utilized to generate a list containing all the items in 

the “txt_files_directory”. Following the opening of each file, the readline() method was employed 

to read through all lines until the index containing #Rate Values was located, as shown in Figure 

3.8. A single variable named “free_var” was used to collect all data related to free variables from 

this index to ten lines later. The list of “tpd results” was collected from the 11th row following 

the reference index, marked as “# 4 Variable TPD Results” and continued until the end of the 

file. 

The values of free variable saved in JSON format by storing each value separately in a list and 

using the split() method to remove any spaces between numbers in the .txt file.Only the first 

column of calculated variables was considered in this work, which is bottom hole pressure. The 

Numpy array was used to store and set values for “tpd results” in the variable “data_dict”. 

Then, the directory named “json_files_directory” was opened, and the “data_dict” was saved 

with all its keys and values. The JSON package possesses a “dump” function that allows for the 

writing of the dictionary directly to a file in JSON format. To obtain suitable JSON formats, this 

method was employed to convert Python dictionaries.  

The “read_module.py” module contained a single function, “read_json_data”, which took the 

“file_name” argument to specify the directory of the file and name of the file for reading data 

from JSON files. JSON and Pandas libraries were imported for this code. “free_vars” and 

“tpd_res” were returned for each well after the JSON files were loaded and read, with the for-

mer in dictionary form and the latter in Pandas Series. 
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3.4 Interpolation and Unit Convert  

The data used in this study, as explained earlier, comprises discrete data points involving both 

free variables and TPD results. Interpolation is a necessary tool when dealing with combina-

tions of free variables. By interpolating the free variable, the resulting bottom hole pressure is 

obtained, as shown in Figure 3.9. 

 

 

 

 

 

 

 

 

 

The interpolation method for a case involving five free variables can be mathematically de-

scribed as follows: 

 

 𝜃 = (𝑄𝐿𝐼𝑄, 𝑄𝐺𝐿, 𝑊𝐶, 𝐺𝑂𝑅, 𝑊𝐻𝑃) (3.5a) 

      𝑦 = 𝑔(𝑥, 𝜃) (3.5b) 

 𝑦 = 𝐵𝐻𝑃 (3.5c) 

 

The variable 𝜃 is defined as the inputs to the interpolation function 𝑦. 

In TPD files, both free variables and TPD results are generated in field units, while Python cal-

culations are performed in the metric unit. Then, it is needed to convert units from OilField units 

to Norwegian SI once interpolating data points on the grid. Based on the definition of unit con-

version in PROSPER 

 𝑈𝑠𝑒𝑟 𝑢𝑛𝑖𝑡 𝑣𝑎𝑙𝑢𝑒 = (𝐵𝑎𝑠𝑒 𝑢𝑛𝑖𝑡 𝑣𝑎𝑙𝑢𝑒 + 𝑆ℎ𝑖𝑓𝑡) ∗ 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 (3.6) 

 

Figure 3.9: Interpolation Process of Five Free Variables and the Resulting BHP 
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Yet to make it easier, 𝛼 is considered for the Shift and 𝛽 is replaced with the Multiplier, like be-

low. 

 𝑣𝑎𝑙𝑢𝑒 = (𝑥 + 𝛼) ∗ 𝛽 (3.7) 

 

where the values for Shift and Multiplier are different for each free variable as: 

▪ Rate Values: 𝑆𝑇𝐵/𝑑𝑎𝑦 to 𝑆𝑚3/𝑑𝑎𝑦; 𝛼 = 0, 𝛽 = 0.159 

▪ Gas Lift Rate: 𝑀𝑠𝑐𝑓/𝑑𝑎𝑦 to 𝑀𝑆𝑚3/𝑑𝑎𝑦; 𝛼 = 0, 𝛽 = 28.174 

▪ WC: Percent to Percent; No unit convert. 

▪ GOR: 𝑠𝑐𝑓/𝑆𝑇𝐵 to 𝑆𝑚3/𝑆𝑚3 ; 𝛼 = 0, 𝛽 = 0.1772 

▪ Boundary Pressure(WHP): 𝑝𝑠𝑖𝑔 to 𝐵𝐴𝑅𝑎 ; 𝛼 = 14.696, 𝛽 = 0.06894 

In TPD Result the first column only is interested in this master’s thesis and its unit is converted 

as below  

▪ Flowing Bottom Hole Pressure (BHP) : 𝑝𝑠𝑖𝑔 to 𝐵𝐴𝑅𝑎 ; 𝛼 = 14.696, 𝛽 = 0.06894 

 

3.4.1 Implementation of Interpolation Process 

Within the file named “interpolate_unit_convert.py”, the defined class for interpolation is re-

sponsible for both the interpolation of the imported well-model data and the conversion of their 

units. To optimize the data, this step is essential. The methods “convert_points”, “get_points”, 

“get_data”, and “config_interpolation” are part of the class. 

Following an attentive reading of the well models presented earlier, the variables “free_vars” 

and “tpd_res” were assigned values. At this stage, it is necessary to alter their units and config-

ure their shapes in order to perform interpolation. Two libraries, SciPy and NumPy, were im-

ported by the code. The function “convert_points” was regarded as a technique to modify the 

units of free variables by incorporating distinct values specified by 𝛼 and 𝛽 for every free variable 

via addition and multiplication, as elaborated in Section 3.4. The variable “res_2” defined the 

converted free variable lists that were subsequently appended to the “list_converted” variable. 

NumPy arrays speed up calculations, so the list was converted into an array in the next step.  

To convert units of free variables, the “convert_point” method was employed in conjunction with 

the “get_points” method. The free variable data was acquired by calling their keys in the 

“data_dict” dictionary and indicating the 𝛼 and 𝛽 values for each one to accomplish this. A one-

dimensional array was created using the flatten() operation on a NumPy array. Arranging free 

variables in the correct order is crucial for interpolation. The tuple of free variables was created 

by “pnts” in the correct order, which comprised pressure, gas-oil ratio (GOR), water cut (WC), 

gaslift injection rate (QGL), and liquid rate (QLIQ). 

A method called “get_data” was created to convert units and reshape the TPD results. To simplify 

unit conversion and organize the converted values, the Pandas Series was transformed into a 

NumPy array, which was then stored in the variable “tpd_res_unit_converted”. By using the 
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np. reshape() function, an array was reshaped without any alterations to its data. The reshaping 

process was carried out by taking into account the length, number of items, and converted 

values of the free variables, resulting in the formation of five dimensions that were then stored 

in the variable “reshaped_tpd_res”. 

“config_interpolation” was the last method in this class, employing “get_points” and “get_data” 

as free variables and TPD results. Then, interpolation was carried out using a new shape and 

cubic method through the RegularGridInterpolator. To evaluate alternative interpolation 

methods, such as linear and pchip, a single file named “config” was employed. 

A RegularGridInterpolator callable object was obtained by creating “interpolate_obj” from an 

interpolation class and calling the “config_interpolation” method. BHP can be obtained by calling 

“self.interpolate” while taking the free variables as inputs. The CSV file named “Data_for_Inter-

polation.csv” contains ten random numbers each for WHP, GOR, WC, QGL, and QLIQ, which 

serve as test points for the interpolation object. The result will be presented in Chapter 4. The 

read_csv() function from Pandas must be used to obtain data in the form of a DataFrame from 

the CSV file. 

 

3.5 Well Production-Implementation 

In the file “well_production.py”, a function was created and named “well_production” which en-

ables the computation of the equilibrium flow rate(𝑄), 𝑞𝑜 , 𝑞𝑤, and 𝑞𝑔 per well through the use 

of specified inputs. The objective of this function was to calculate the equilibrium rate for each 

well, or operating point, since it is necessary in determining the rates of oil, water, and gas. 

“Interpolate_obj”, “fixed_free_vars”, “q_max”, and “well_number” were the inputs that the func-

tion employed. 

Achieving the equilibrium rate was possible by utilizing the “difference” nested function, which 

effectively reduced the discrepancy between IPR and VLP pressures, resulting in the operational 

or intersection point, where both pressures are equal. The calculation of both pressures was 

executed, and the objective was to minimize the differences between them. “BHP_VLP” defined 

the pressure of VLP, and its computation was based on the callable attributes “self.interpolate” 

and “interpolate_obj” using free variables from well model data. The free variables were defined 

in a CSV file named “Data_for_well_production.csv”. The variables WHP, GOR, QGL, and WC 

were constant for each well. In order to determine the optimal value, only the QLIQ variable was 

subject to change and was replaced with its previous value using the insert() method. 

Furthermore, the IPR pressure was determined using “BHP_IPR” by applying one of the two 

equations, Vogel or Composition, as explained in Section 2.1. By specifying the Productivity 

index (𝐽), reservoir pressure (𝑃𝑅), and bubble point pressure (𝑃𝐵) in the “config” file, these equa-

tions were customized for each well. 

Then, by utilizing the “minimize” function from SciPy.optimize and employing one solver, the 

point of minimal difference between BHP_VLP and BHP_IPR could be found. This point contains 
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the liquid rate (𝑄) and pressure (BHP), and then the rates for each well can be computed by the 

below equations. 

 

 𝑞𝑤 = 𝑄 ∗
𝑊𝐶

100
 (3.8) 

 𝑞𝑜 = 𝑄 − 𝑞𝑤 (3.9) 

 𝑞𝑔 =
( 𝑞𝑜 ∗ 𝐺𝑂𝑅 + 𝑄𝐺𝐿)

1000
 (3.10) 

 

The equilibrium rate in each well is denoted as 𝑄, whereas the gas-oil ratio is represented by 

GOR. QGL represents gas lift injection, 𝑞𝑤 represents water rate, 𝑞𝑜 represents oil rate, and 𝑞𝑔 

represents gas rate. For each well, the plot displays a visual representation of the intersection 

point of VLP and IPR, as well as BHP, with further clarification provided in Section 3.8.  
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3.6 Implementation of Optimization Problem 

The script for field optimization was composed in the file named “field_optimization.py”. The 

import of Numpy and Scipy libraries, along with the “well_production” function outlined in Sec-

tion 3.5, was required. This code seeks to discover the QGL that generates the highest possible 

amount of oil production per well. 

The optimization of oil rate (𝑞𝑜), water rate (𝑞𝑤), gas rate (𝑞𝑔), gas lift injection rate (QGL), and 

liquid rate (QLIQ) was performed by considering the function “field_optimization” as the primary 

function, which takes in “interpolate_obj”, “fixed_free_vars”, “qgl_ma”, and “well_number” as 

inputs. By inputting QGL, the inner function “optimize_qo” was intended to determine the QGL 

with the highest oil production and yield the corresponding qo value. Within the context of this 

function, the insert () method placed new QGL values into the “fixed_free_vars” list at a specified 

index. Simultaneously, the delete () method removed previous items from the same list. In order 

to compute the liquid rates (QLIQ) with a new QGL each time, the function “well_production” 

was employed, and the outcomes were recorded on a list. Equation 3.11 can be employed to 

determine 𝑞𝑜, with the first step being to extract the water cut (WC) from the free parameters 

of every well. 

 

 𝑞𝑜 = 𝑄𝑙𝑖𝑞 ∗ (1 −
𝑊𝐶

100
) (3.11) 

 

To optimize the function “optimize_qo”, the “minimize” function was used, which demanded the 

specification of the initial point, QGL bound, and a chosen method like “Nelder_Mead” that can 

be modified via “config.py”. Once the optimal value for  𝑞𝑜 is determined, Equations 3.8 and 3.10 

can be utilized to calculate 𝑞𝑤 and 𝑞𝑔. Section 3.8 will provide a lifting curve plot for each well. 

 

3.7 Main and Config Files 

The “main.py” script was written to be executed directly and produced the results of interpolation 

test points, “well_production.py”, and “field_optimization.py” files. In order to test the interpo-

lation code, the file “Data_for_Interpolation.csv” was read using Pandas to create the DataFrame 

structure. Afterwards, the for loop iterated over the JSON files and procured the essential values 

for each well, particularly “free_vars” and “tpd_res”, via implementation of the “read_json_data” 

function. In order to construct the interpolation object, these values were required, and “con-

fig_interpolation” from the interpolation class was also called. The BHP values were stored in the 

“list_of_BHPs” variable and printed. 

In order to run the “well_production.py” file, a series of actions were performed within the 

“main.py” script. In the initial stage, the values of the free variable were gained for each well 

from “Data_for_well_production” using the read. csv() method and put together into a list. The 
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“well_production” function utilized inputs such as “interpolate_obj”, arrays of “fixed_free_vars”, 

and “Q_MAX[i]”, which is a list of the maximum liquid rates of each well defined in “config.py”, 

and the well number determined by 𝑖.  

The “field_optimization” function underwent a similar process, taking inputs such as “interpo-

late_obj”, an array of “fixed_free_vars”, “qgl_max”, and i-defined well numbers, leading to the 

generation of 𝑞𝑜, 𝑞𝑤, 𝑞𝑔, 𝑄𝐺𝐿, 𝑞𝑜−𝑓𝑖𝑒𝑙𝑑, 𝑞𝑤−𝑓𝑖𝑒𝑙𝑑, 𝑞𝑔−𝑓𝑖𝑒𝑙𝑑, and 𝑄𝐺𝐿𝑓𝑖𝑒𝑙𝑑. 

In the “config” file, there were certain items that might require updating in the future. Like file 

paths, and some of the constraints that were defined included the productivity index (𝐽), reser-

voir pressure (𝑃𝑅), and bubble point (𝑃𝐵),. Additionally, this file allows for experimentation and 

testing of different methods for interpolation, well production, and field optimization. 

 

3.8 Plotting 

The results can be easily monitored through two separate codes in “well_production.py” and 

“field_optimization.py” files, which were built specifically for plotting. Initially, the function 

“plot_ipr_vlp” was examined to create plots that exhibit intersection points between VLP and 

IPR. These points included liquid rate (QLIQ) and flowing bottom hole pressure (BHP). “Interpo-

late_obj”, “fixed_free_vars”, and i as a well number were among the inputs of the function. One 

array called “Q_list” was defined to have a range of liquid rates to make the “x” axis in plots. 

Following this, pressure points for VLP plots along the “y” axis could be generated using the 

interpolation object. Besides, the pressure points for IPR curves were calculated from equations 

by Vogel or Composite. Each well is represented by a plot to display the intersection point in this 

research. 

Within the “field_optimization.py” file, the “plot_qo” function was employed to create the gas lift 

curve plots. An array called “QGL_LIST” that had a range for gas lift injection could be used to 

create the “x” axis. QGL implemented a for loop to iterate over the array while modifying the 

amount to discover the optimal value for each well, as detailed in Section 3.6.1. The “y” axis 

was created by utilizing QLIQ values derived from the “well_production” function and applying 

Equation 3.11 to determine the amount of oil production. Prior to running the plot code, it is 

vital to create a file named “images” in the directory where other Python codes are stored. 

 

3.9 Implementation of Case studies 

In this thesis, three sensitivity analyzes were tested and their codes were written in files named 

“wc_test_case.py”, “whp_test_case.py”, and “qgl_test_case.py”. 

The intention behind the “wc_test_case.py” file was to restrict water production in wells and 

examine its repercussion on production rates. Once the JSON files were read, interpolation ob-

jects were created and variables for “fixed_free_vars” were established, a for loop was used to 

test various WC for wells defined in the “wc_test_cases” dictionary. Well numbers were assigned 
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as keys and test cases as values in the dictionary. The CSV file “Data_for_well_production” was 

used to replace the new values in the test cases. Additionally, QGLs had unique values for test 

cases recorded in the “qgl_for_wc” dictionary. With fresh values for WC and QGL, the “well_pro-

duction” function was triggered, which subsequently yielded 𝑄, 𝑞𝑤, 𝑞𝑜, 𝑞𝑔, and BHP. 

In file “whp_test_case.py”, a range of WHP values was examined to evaluate the influence of 

wellhead choke. Overall, this thesis operated with an open choke. Despite the water cut values, 

the examination of wells in the WHP cases was limited to only two constant values, namely 25 

and 47. Each value used the special QGL in code defined in the dictionary “qgl_for_whp”. Fol-

lowing the reading of the files and the construction of object interpolation, a for loop was em-

ployed to replace the original values in the CSV file, “Data_for_well_production” , with the tested 

values. Lastly, the function “well_production” was employed to return the values of 𝑄, 𝑞𝑤, 𝑞𝑜, 

𝑞𝑔,  and BHP. 

Limited gas lift injection was tested for each well in the last case by “qgl_test_case.py” file. 

Within the dictionary “qgl_max_dict”, the values intended for testing each well were stored. 

After reading the JSON files, an interpolation object was created and the CSV files were read. 

The values for each well were determined by a for loop, and the “field_optimization” function 

produced the requested results, which included 𝑞𝑜, 𝑞𝑤, 𝑞𝑔, QGL, and QLIQ. 

 

3.10 Structure of the System 

The structure of the previously introduced system will be explained in this part of the thesis with 

the aid of a flowchart diagram. The purpose of this is to provide an overview of the system, 

making it easier to comprehend the various connections. 

 

3.10.1 Flowchart Diagram  

A flowchart is a diagrammatic representation of the sequence of steps and decisions that must 

be made to perform a process. The shape of the diagram indicates each step in the sequence. 

The steps are interconnected by lines and arrows showing direction. This permits universal ac-

cess to the flowchart, enabling a logical progression through the process from start to finish. 

Flowchart comprises diverse geometric figures such as ovals, squares, diamonds, rectangles, 

and several other forms that represent symbols. Each step of the process has its own distinct 

symbol, including start and end points, decision-making points, input/output points, and process 

points. The optimization problem-solving codes in this thesis are presented in a flowchart dia-

gram shown in figure 3.10. 
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Figure 3.10: Flowchart Diagram of the Optimization Problem Showing the Different Activities 
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Results and Discussion 

 

This particular section of the thesis serves to present the outcomes that address the problem 

formulation stated in Section 1.2 and the research objectives outlined in Section 1.3. First, the 

findings regarding the import and JSON-based storage of data are exhibited. Afterwards, the 

findings of the interpolation object for ten testing points are demonstrated in both PROSPER and 

Python. The next section deals with the production rates of all wells within the network, involving 

the computation of equilibrium flow rates on plots of IPR and VLP. In the subsequent section, all 

outcomes concerning gas lift optimization for each well are described and compared using both 

GAP and Python. The final section of this chapter introduces three sensitivity analyses for the 

optimization problem in this work, which encompass restricted gas lift injection, constrained 

water production, and the impact of the wellhead choke. 

 

4.1 Read Data of TPD Files in JSON Format 

The process of reading data from well-models into Python is operating as intended. The import 

of data into JSON format handles many free and calculated variables, resulting in improved data 

processing efficiency and performance due to its compactness. Within the calculated variable 

columns, this thesis only considered the first column for analysis. The complexity of working 

with txt files, as shown in Figure 3.8, highlights the need for transformation into JSON format, 

which renders the well models easily accessible and straightforward to work with, as illustrated 

in Figure 4.1. This figure is limited to displaying only specific values from the TPD results column. 
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4.2 Interpolation Object Test Points 

Discrete data points are provided for imported data, and it is frequently necessary to estimate 

data points between these discrete data points. Multivariate interpolation is employed as a de-

pendable method of estimation to construct these new data points. The outcome of the interpo-

lation of free variables would yield the flowing bottom hole pressure (BHP). The performance of 

the interpolation class for data points is satisfactory. Verification is supported by testing with the 

following points in Table 4.1. For quality control of the interpolation class and object, values are 

generated randomly within the range of free variables, Table 3.1, besides comparing the results 

of PROSPER and Python. The interpolation process is an essential requirement for this work, as 

it serves as the fundamental basis for this project. 

Figure 4.1: JSON Format for Well_2 Containing Lists of Free Variables and TPD Results 
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To facilitate a comparison between the results obtained from Python and PROSPER, it is imper-

ative to employ the relative error as computed by Equation 4.1. The measure of relative error 

determines how close the measured value is to the real value. The percent error is the per-

centage value of the relative error. 

 

 

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 =
|𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑟𝑒𝑎𝑙|

𝑟𝑒𝑎𝑙
 

 

(4.1) 

  

𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝐸𝑟𝑟𝑜𝑟 =
|𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑟𝑒𝑎𝑙|

𝑟𝑒𝑎𝑙
× 100% 

 

(4.2) 

 

The values obtained from PROSPER and GAP are recognized as real, while those from Python 

are regarded as measured values. 

 

 

Table 4.1: Test Points within the Range of Free Variables 
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4.2.1 Interpolation with Cubic Method 

The results of interpolation for ten random points in each well are presented in Tables 4.2, 4.3, 

and 4.4 for both PROSPER and Python. To compute the flowing bottom hole pressure (BHP), the 

first column of calculated variables was used in an interpolation process. In contrast to linear 

outcomes, it exhibited significantly lower relative errors. It is of significance to mention that the 

Gradient (Traverse) option in PROSPER can be utilized to interpolate test points, and the output 

can be retrieved from the VLP Results segment. Each well containing the lowest relative error 

serves as proof that the interpolation class and object are functioning correctly. 

 

 

 

 

Table 4.2: Interpolation Results for Ten Random Points from PROSPER and Python for Well_1 and Well_2 

Table 4.3: Interpolation Results for Ten Random Points from PROSPER and Python for Well_3 and Well_4 

 



70 

 

 

 

BHP computation for random points from both Python and PROSPER reveals a deviation below 

1%. It appears that the interpolation code is working correctly based on the resulting values.  

 

4.3 Well Production 

The objective of the well production function was to determine the point of intersection between 

the VLP and IPR curves, which is known as the operating point, as it signifies the effectiveness 

of the well or production system. This function was implemented in Python, and its steps will be 

explained below. Additionally, the step-by-step process of determining the equilibrium flow rate 

in GAP will be outlined, followed by a comparison of findings from GAP and Python. 

The Run Network Solver in GAP produced results for the equilibrium rate (Q), bottomhole pres-

sure (BHP), oil rate (𝑞𝑜), water rate (𝑞𝑤), and gas rate (𝑞𝑔) for wells using a base case of 281.73 

(1000 Sm3/day) for QGL and a separator pressure of 14.80 (BARa). These results were docu-

mented in Tables 4.7, 4.8, and 4.9. 

Python employed a similar method for computing equilibrium flow rate by utilizing free variables 

detailed in Table 4.5 to determine the bottomhole pressure for vertical lift performance (VLP). 

The values in Table 4.5 were what GAP used for the Network Solver. 

 

 

 

Table 4.4:  Interpolation Results for Ten Random Points from PROSPER and Python for Well_5 and Well_6 
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To obtain the bottomhole pressure in the inflow performance curve (IPR), Equations 2.5 and 

2.7a were employed with designated inputs for individual wells, as illustrated in Table 4.6. The 

IPR data for each well collected from GAP is displayed in this table. Reservoir pressure (𝑃𝑅), 

bubble point pressure (𝑃𝐵), productivity index (𝐽), and maximum liquid rate (𝑄𝑚𝑎𝑥) comprise 

these values. A comparison of the reservoir pressure and bubble point pressure can reveal the 

type of IPR calculation, according to the explanation in Section 2.2.1. Upon minimizing the dif-

ference between BHP from IPR and VLP, the equilibrium flow rate was computed, and BHP, 𝑞𝑜, 

𝑞𝑤, and 𝑞𝑔 were determined for each well. 

 

Table 4.6: IPR Data for All Six Wells in the Network, and Well Status for IPR Calculation 

 

 

Table 4.5: Free Variables for Six Wells Collecting from the GAP Model   
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A table was used to bring the results of GAP and Python close together for performance com-

parison. Well_2 and Well_3 exhibit a percent error of less than 6%, while the other wells demon-

strate a deviation lower than 2%. 

 

 

 

 

 

 

 

 

 

Table 4.7: Equilibrium Rate, Pressure, Oil Rate, Gas Rate, and Water Rate from GAP and Python For Well_1 and Well_2  

 

Table 4.8: Equilibrium Rate, Pressure, Oil Rate , Gas Rate, and Water Rate from GAP and Python For Well_3 and Well_4 

 

Table 4.9: Equilibrium Rate, Pressure, Oil Rate ,Gas Rate, and Water Rate from GAP and Python For Well_5 and Well_6 
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4.3.1 IPR and VLP Intersection Plots  

In every well, the intersection points, or operating points, are the points where the pressure and 

flow rates are the same for both IPR and VLP curves. VLP and IPR curves can intersect at one or 

two points or not intersect at all, as a general rule. 

Figure 4.2 displays the IPR and VLP curves plotted on the pressure versus liquid rate for each 

well in Python. The intersection point represents the rate at which each well and the entire 

production system can potentially produce. Alterations to the system, such as modifications to 

the choke or pipe size, can affect the intersection point. According to the data presented in 

Figure 4.2, the largest liquid rate (Q) and highest 𝑞𝑜 were obtained from Well_2 within the 

network, while the lowest 𝑞𝑜 derived from Well_4. 

 

 

 

 

 

Figure 4.2: Operating Points for Six Wells Defined by the Intersection VLP and IPR Plots in Python 
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4.4 Field Optimization 

The Python function employed in this section had the objective of determining the gas lift rate 

that resulted in the maximum oil rate production for every well. Except for QGL, all free variables 

(WC, WHP, and GOR) remained constant in this function, as shown in Table 4.5. Following this, 

the maximum liquid rate (QLIQ) for wells was identified by the optimal value of QGL. The oil 

production was then calculated using Equation 3.11, taking into account the water cut in each 

well. Tables 4.10 and 4.11 reveal that Well_2 and Well_3 have the highest oil production rates, 

although their QGL is the lowest compared to other wells. 

Network Solver was utilized to optimize the field in GAP, and in this particular scenario, the gas 

lift available for the whole field was taken to be 1408.69 (1000 Sm3/day). Well_3 achieved the 

highest oil production rate in GAP. Also, despite having the highest gas lift requirement, the oil 

production of Well_5 and Well_6 in GAP is the lowest. 

 

 

Table 4.11: Optimum Results 𝑄𝐺𝐿, 𝑞𝑜, and 𝑄𝐿𝐼𝑄 in Both GAP and Python for Well_3 and Well_4 

 

 

 

 

 

Table 4.10: Optimum Results 𝑄𝐺𝐿, 𝑞𝑜, and 𝑄𝐿𝐼𝑄 in Both GAP and Python for Well_1 and Well_2 

Table 4.12: Optimum Results 𝑄𝐺𝐿, 𝑞𝑜, and 𝑄𝐿𝐼𝑄 in Both GAP and Python for Well_5 and Well_6 
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The performance of GAP and Python exhibits a significant discrepancy when it comes to optimiz-

ing and determining the optimal gas lift injection per well. The Well_4 is considered a reliable 

well with a marginal error rate of 1.15%. 

After identifying the maximum oil production rate for each well, the subsequent step involved 

computing the field oil rate using Equation 4.3. Equations 4.4 and 4.5 were employed for the 

estimation of field water production and field gas production, respectively. 

 

 

 

𝑞𝑜−𝑓𝑖𝑒𝑙𝑑 = ∑ 𝑞𝑜𝑖

6

𝑖=1

 
(4.3) 

  

𝑞𝑤−𝑓𝑖𝑒𝑙𝑑 = ∑ 𝑞𝑤𝑖

6

𝑖=1

 

 

  (4.4) 

 
𝑞𝑔−𝑓𝑖𝑒𝑙𝑑 = ∑ 𝑞𝑔𝑖

6

𝑖=1

 

 

(4.5) 

 

 

According to Table 4.13, the GAP network did not employ the full gas lift injection available, 

utilizing only 1156.57 (1000 Sm3/day), while the assigned amount for the field was roughly 

1408.69 (1000 Sm3/day). In contrast to Python, the calculated oil rate for the GAP field is 

higher, while the water and gas rates remain similar. The high percentage errors in comparing 

GAP and Python performance necessitate the exploration of alternative methods for field opti-

mization. 

 

 

 

 

 

 

Table 4.13: GAP and Python Results for Field in Optimization Problem 
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4.4.1 Gas Lift Performance Curves 

The gas lift performance curve can be obtained by plotting the normalized production rate 

against the normalized gas injection rate for each well. Gas lift performance curves illustrate the 

correlation between the production efficiency of a gas lift system and its various operational 

parameters. By utilizing these curves, operators can optimize gas injection rates and other rel-

evant parameters to achieve maximum production output with minimized expenses. Figure 4.3 

plots the gas lift performance curves of all six wells generated from Python results for an easy 

comparison. By searching for discrepancies in the position of the ideal point, the slope of the 

curves, and any divergences from the normal gas lift curve configuration. This illustration 

demonstrates that Well_3 has a greater capability to produce oil; in contrast, Well_1 exhibited 

the least amount. 

 

 

 

 

 

 

Figure4.3: Gas Lift Performance Curves for Six Wells  
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4.5 Sensitivity Analysis 

The sensitivity analysis section included three distinct test cases to examine the variables that 

influence the escalation or reduction of oil rates in wells and to contrast the outcomes from both 

GAP and Python. Testing involved limiting water production, limiting gas lift availability, and 

examining the effect of wellhead choke. The findings of only two wells are displayed for each 

case, while the remaining ones are listed in Appendix A. 

4.5.1 Constraints on Water Production 

With consideration of the water cut (WC) values in Table 4.5, lower values were examined to 

determine the impact of restricted water production on the rate of oil production per well. In 

Well_1, the base case exhibited a water cut of approximately 80%. However, Table 4.14 illus-

trates a reduction of 60 and 40 percent, respectively. Evidently, these cases resulted in an in-

crease in oil production. A reduced water cut implies that a greater proportion of the obtained 

fluid is oil. This can result in elevated oil recovery rates as a more significant portion of the fluid 

being produced constitutes a valuable hydrocarbon yield. The linear interpolation method was 

preferred for WC cases as it showed a lower percentage error when compared to the cubic 

method. The Python results in the second scenario (WC = 40) exhibit a deviation of less than 

3%. 

 

 

By lowering the initial water cut value of 12% in Well_4, the production of oil values increased, 

Table 4.15. Furthermore, the Python outcome corresponds to the first situation, but there is a 

7% difference in the following one. 

Table 4.14: Two Constraints for Water Cut in Well_1 and Results from GAP and PROSPER 
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Figure 4.4 displays the VLP curves, which show the impact of restricting water production. The 

plots below show that the operating points were raised due to the increase in the limitation of 

the water cut. 

 

 

 

Figure4.4: Impact of Various amount of Water Cut on the Performance of the Wells 

 

 

 

Table 4.15: Two Constraints for Water Cut in Well_4 and Results from GAP and PROSPER 
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4.5.2 Constraints on Gas Lift Injection 

According to Table 4.10, the initial gas lift injection rate for Well_1 was approximately 181.482 

(1000 Sm3/day). However, in Table 4.16, there is a restriction of 160 and 120 (1000 Sm3/day) 

for this quantity. It is evident that there is a decline in oil production in both instances. Gas lift 

injection facilitates the transportation of oil to the surface, especially in wells where the natural 

reservoir energy is inadequate. Reduced production rates may result from the restriction of gas 

lift injection. There is a resemblance between the results obtained from Python in this well and 

those of GAP, with a slight difference of 0.5%. 

 

Table 4.16: Production Rates for Well_1 with Two Different Gas Lift Injection Rates (QGL) in Both GAP and Python 

 

 

In Well_4, modifying the gas lift injection from 186.822 (1000 Sm3/day), as indicated in Table 

4.11, to 160 and 100 (1000 Sm3/day), resulted in a decrease in the oil production rates, as 

illustrated in Table 4.17. Similar outcomes are observed in Python and GAP in this particular 

case. 

 

 

 

 

 

 

Table 4.17: Production Rates for Well_4 with Two Different gas lift injection Rates (QGL) in Both GAP and Python 
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4.5.3 Optimization with both Gas Lifting and Choke Opening   

The impact of constrictions on gas-lifted wells is a crucial factor in oil and gas production, par-

ticularly when employing gas lift as an artificial lift technique. In the production system, the 

choke valve is of utmost importance as it governs the fluid flow from the well to the surface. The 

choke valve is primarily responsible for regulating the flow rate of fluids, comprising oil, gas, 

and water, from the well to the surface facilities. Modifying the choke opening directly influences 

the flow rates of these components. 

The wellhead pressure remained uniform across all wells throughout this thesis, measuring at 

around 14.8 BARa according to Table 4.5. The effect of wellhead choke opening is visible when 

the wellhead values are increased in this case. Table 4.18 demonstrates that, for Well_1, raising 

the WHP led to diminished oil production in both instances with wellhead pressures of 26 and 47 

BARa. Moreover, the magnitude of the water and gas yield dropped. Table 4.18 shows that the 

results of Python were similar to those of GAP.  

 

Table 4.18: Choke Partially Closing Test Cases for Well_1 in Both GAP and Python 

 

 

In both Python and GAP analyses, the oil production rates for Well_4 diminish with the escalation 

of WHP. 

 

Table 4.19: Choke Partially Closing Test Cases for Well_4 in Both GAP and Python 
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Conclusions and Further Work 

 

The concluding section of this thesis consists of two main parts, namely, a summary and con-

clusions, and recommendations for further research. The first part describes the primary findings 

of the study along with a discussion of them, while the second part provides suggestions for 

future research. To differentiate between the diverse results, discussion points, and future tasks, 

both the conclusion and further work are presented primarily as itemized lists. 

 

5.1 Summary and Conclusions 

Several points are outlined in this master's thesis to summarize the work accomplished: 

• The optimization of gas lift in the network carried out through a production system with 

six gas lifted-wells in GAP. 

 

• Python code was created to simulate gas lift optimization performance using the GAP 

package. To increase the capabilities of gas lift optimization in networks with many wells 

and challenging conditions. The required well models were generated from PROSPER for 

this solver. 

 

• Python was able to efficiently import the well-models generated by PROSPER, and all 

necessary data, such as free variables and calculated variables, was saved in JSON for-

mat. Any number of free and calculated variables were handled well by the code.  

 

• The interpolation class proved to be highly precise for both well model and random test 

point data sets. Due to the fewer errors, the cubic method was used for multidimensional 

interpolation instead of the linear. 

 

• The well equilibrium rates function performed effectively, and its results for flow equilib-

rium, oil, water, and gas rates were similar to those obtained through the GAP. Six wells 

were plotted in Python to show the intersection points of the IPR and VLP curves. 
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• This solver considered the function created to optimize gas lift and maximize oil produc-

tion in well networks. However, the results exhibited a significant deviation from the GAP 

findings. The divergence could be due to the varied optimization algorithms implemented 

in GAP and Python. The plotting of gas lift performance curves was done with Python. 

 

• Three distinct case studies were conducted in both GAP and Python to determine the 

variables influencing oil production in the well network. The cases encompassed water 

production limitations, restricted gas lift availability, and optimization involving both gas 

lifting and choke opening. Among the test cases, limiting water production and choke 

opening were found to have a significant impact on optimizing oil production in the field. 

 

 

5.2 Recommendation for Further Work 

Several proposals for future work to enhance the scope of model-based gas lift optimization in 

well networks are presented. Generally, these suggestions consist of code enhancements and 

recommendations for optimizing gas lift. 

• Utilize equivalent or possibly superior techniques and algorithms as those used by GAP 

for conducting field optimization in Python in order to achieve identical outcomes to those 

of GAP. 

 

• Develop a Python solver with a user-friendly GUI and integrate advanced features from 

GAP, such as a dynamic adjustment of gas lift, unconstrained optimization, and potential 

constraint optimization, to streamline the optimization process for users. 

 

• Include more variables that are positively associated with lifting performance in the free 

variables. 

 

• Employing the Genetic Algorithm (GA) methodology for optimizing the allocation of the 

continuous gas-lift injection rate in a network system. 

 

• The optimization of gas lift through the application of an artificial neural network and 

integrated production modeling in GAP. 
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A.1 Tables for Chapter Four 

 

A.1.1 Constraints on Water Production 

 

 

 

 

Table A.1: Two Constraints for Water Cut in Well_2 and Results from GAP and PROSPER 

Table A.2: Two Constraints for Water Cut in Well_3 and Results from GAP and PROSPER 
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Table A.4: Two Constraints for Water Cut in Well_6 and Results from GAP and PROSPER 

 

 

A.1.2 Constraint on Gas Lift Injection 

 

Table A.5: Production Rates for Well_2 with Two Different gas lift injection Rates (QGL) in Both GAP and Python 

 

Table A.3: Two Constraints for Water Cut in Well_5 and Results from GAP and PROSPER 
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Table A.6: Production Rates for Well_3 with Two Different gas lift injection Rates (QGL) in Both GAP and Python 

Table A.7: Production Rates for Well_5 with Two Different gas lift injection Rates (QGL) in Both GAP and Python 

Table A.8: Production Rates for Well_6 with Two Different gas lift injection Rates (QGL) in Both GAP and Python 
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A.1.3 Optimization with both Gas Lifting and Choke Opening 

 

 

 

 

 

 

 

Table A.9: Choke Partially Closing Test Cases for Well_2 in Both GAP and Python 

Table A.10: Choke Partially Closing Test Cases for Well_3 in Both GAP and Python 

Table A.11: Choke Partially Closing Test Cases for Well_5 in Both GAP and Python 
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Table A.12: Choke Partially Closing Test Cases for Well_6 in Both GAP and Python 
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B.1  Read Model 
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B.2  JSON Format 
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B.3 Interpolation 
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B.4 Well Production 
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B.5 Field Optimization 
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B.6 Main 
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B.7 Config 
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B.8 WC Test Case 
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B.9 QGL Test Case 
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B.10 WHP Test Case 

 

 

 

 

 




