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Abstract

The growing effects of global warming attributed to the increase of CO2

and other greenhouse gases in the atmosphere originating from human in-

dustry, enhances the motivation to find suitable replacements. Hydrogen has

long been an attractive energy replacement for fossil fuels, and catalytic split-

ting of water through water electrolysis provides a way of producing hydrogen

without CO2 emissions. However, commercial water electrolysers either in

lack efficiency or use platinum group metal materials as catalysts, which are

quite scarce. Anion-exchange membrane water electrolysers (AEM-WEs),

aim to combine the advantages of both the established low-temperature wa-

ter electrolysers by combining alkaline operation with anionic-specific mem-

branes. Still, the AEM-WE is relatively new, but has the potential to produce

energy- and cost-efficient hydrogen by the use of more abundant catalyst ma-

terials. One of the problems with AEM-WE is catalyst stability. Microkinetic

modelling has been applied to describe the degradation of IrO2 under oxy-

gen evolution conditions in both acidic and alkaline environments based on

experimental degradation measurements [1, 2]. The alkaline model was then

implemented into a continuum model developed by SINTEF [3] simulating

the operation of an AEM-WE, trying to qualitatively capture the effects of

anode catalyst degradation during polarisation. The simulations showed that

catalyst degradation led to an offset in polarisation curves indicating a wors-

ening in performance, though a smaller offset than expected. Furthermore,

degradation did not occur uniformly across the catalyst layer; the rate of

degradation was indeed faster closest to the anion-exchange membrane. How-

ever, the alkaline microkinetic model implemented in the continuum model

by SINTEF [3] predicted too rapid degradation under normal AEM-WE op-

erating conditions, suggesting a discrepancy between the continuum model

and the microkinetic model. Nevertheless, the qualitative effects of degra-

dation of IrO2 as an oxygen evolution catalyst in an AEM-WE, could be

described by microkinetic modelling.
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Sammendrag

Økende effekter av global oppvarming som skyldes voksende mengder CO2

og andre drivhusgasser forbundet med menneskelig industri øker motivasjo-

nen for å finne erstatninger for fossile brensler. Hydrogen har lenge vært en

attraktiv erstatning for fossile brensler, og katalytisk deling av vann gjennom

vannelektrolyse er en teknologi som lar deg dele vann til hydrogen og oksygen

uten produksjon av CO2. Likevel sliter de kommersielle vannelektrolysørene

enten med dårlig effektivitet eller bruk av dyre, edle, og skjeldne metaller.

Vannelektrolysører med anionutveklsingsmembran har som mål å kombinere

fordelene med de allerede kommersielle vannelektrolysørene ved å kombinere

basisk drift med anionspesifikke membraner. Selv om vannelektrolysører med

anionutveklsingsmembraner er relativt nye, så har de potensiale til å pro-

dusere billigere hydrogen ved å bruke metaller som ikke er like sjeldne. En

av problemene med denne teknologien er stabiliteten til katalysatorene under

utvikling av oksygen ved anoden. Mikrokinetisk modellering har blitt brukt

til å beskrive nedbryting av IrO2 under oksygen utvikling i sure og basiske

forhold basert på eksperimentelle målinger [1, 2]. Den basiske modellen ble så

implementert i en continuumsmodell utviklet av SINTEF[3] som simulerer en

vannelektrolysør med anionisk utvekslingsmembran, og på den måten kval-

itativt beskrive påvirkningen av nedbryting av katalysatorlaget hos anoden

under polarisering. Simuleringene viste at nedbrytning av katalysatorlaget

førte til dårligere drift sammenlignet med uten nedbryting, likevel var denne

effekten mye mindre enn antatt. Simuleringene avslørte også at nedbrytin-

gen ikke foregikk homogent over hele katalysatoren; nedbrytingshastigheten

var størst nærmest anionutveklsingsmembranen. Likevel, implementeringen

av den basiske mikrokinetiske modellen av nedbryting inn i continuums-

modellen forutså en for rask nedbryting av katalysatorlaget under normale

driftsbetingelser, noe som kan tyde på avvik mellom continuumsmodellen og

den mikrokinetiske modellen. De kvalitative effektene av nedbrytingen av

IrO2 som katalysator for oksygen utvikling i en vannelektrolysør med anion-

utveklsingsmembran kunne likevel bli beskrevet ved bruk av mikrokinetisk

modellering.
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1 Introduction

In recent years, the world has experienced the adverse effects of climate change, of

which the greenhouse gas (GHG) CO2 has played a key role [4]. Climate change

has led to more rapid occurrences of extreme weather, more drought, more acidic

environment in the seas, etc. These effects have been linked to higher concentra-

tions of CO2 in the atmosphere originating from human industry from the use of

fossil fuels [4, 5]. Different measures have been taken worldwide in order to reduce

the emissions from GHGs and especially CO2, such as the Paris Agreement [6],

the Kyoto Protocol [7], and the recent meeting in Glasgow in 2021 [8]. Such agree-

ments have led to more innovation and investments in renewable and alternative

energy sources. One of the promising alternative energy carriers to fossil fuels is

hydrogen[9].

Hydrogen is attractive in many ways: it has a high energy density compared to

fossil fuels[9] when used as an energy source through a combustion reaction; it does

not produce any CO2, but water (see reaction 1.3 and 1.6); and it can be produced

from water, which is one of the more abundant compounds on earth, through water

electrolysis. The most common ways of producing hydrogen are either through

chemical synthesis from natural gas, usually referred to as gray hydrogen [10], or

through water electrolysis, which is commonly referred to as green hydrogen [10].

Green hydrogen can be produced through the electrocatalytic splitting of water

into hydrogen, H2, and oxygen, O2[9, 11, 12]. Electrocatalytic splitting of water

is, however, not a spontaneous process, and therefore it requires some form of

energy. This energy should indeed come from renewable energy sources, and not

from fossil fuels in order to make the hydrogen production without CO2 emissions.

Water electrolysis is an already established technology and recently, it has gained

a lot of interest. Efforts have been made to improve the technology even further,

especially in the field of a quite young electrolysis technology, namely the anion-

exchange membrane water electrolyser (AEM-WE). The AEM-WE is similar to

the alkaline water electrolyser (A-WE) in the manner of an alkaline environment,

it is also comparable to the proton-exchange membrane water electrolyser (PEM-

WE) when it comes to membrane technology; both of them use solid polymer

membrane [13, 14, 15]. The AEM-WE is the least established technology of the

three, but it shows great potential when it comes to producing cost- and energy-

1



1 INTRODUCTION

efficient hydrogen by combining the advantages from both the PEM-WE and the

A-WE[9, 16, 17, 18]. The limiting factor for water electrolysis technology, in

general, is the sluggish kinetics of the oxygen evolution reaction (OER) occurring

on the anode and the stability of the catalyst material [19, 20, 21, 22, 23, 24, 25].

It is therefore essential to understand the OER in order to improve AEM-WE

performance.

The OER is infamously known for lowering the cost- and energy efficiency of hydro-

gen production. The large overpotential related to the evolution of oxygen at the

anode is perhaps one of the dominating factors causing a loss in energy efficiency

[26, 27, 28, 20]. This has then motivated the search for viable electrocatalysts

that can lower this energy loss and improve efficiency[15, 19, 29, 30]. Usually,

noble metals, such as iridium, ruthenium, platinum, and their oxides have been

used as such catalysts due to their outstanding catalytic activity towards both the

hydrogen evolution reaction (HER) and OER [2]. Ir and iridium oxide are often

regarded as the benchmark for OER catalytic activity due to their high stability

and high activity, especially in acidic environments. However, the low abundance

and high cost of noble metals make them less attractive for industrial applications.

The activity towards OER is one problem, but the electrocatalysts must also be

stable enough to sustain the harsh conditions surrounding oxygen evolution. Non-

noble metals such as Ni, Fe, Co, and their oxides have been employed in alkaline

conditions due to their stability. Because of these harsh oxidising conditions, the

degradation of OER catalysts is often suggested to be coupled with the OER itself

[1, 2, 25, 30, 31, 32]. This also begs the question of whether it is even sustainable

to use expensive noble catalysts in the first place. Describing the relationship

between the degradation of OER catalyst and the OER itself accurately is an

important step towards realising efficient and sustainable hydrogen production

through AEM water electrolysis. And here is where modelling can play a key role

in gaining insights which are difficult to extract solely by experimental measures.

The dissolution of iridium, and similar noble metals, as OER catalysts is found ex-

perimentally to be dependent on the increase in anodic potentials/currents, change

in anodic potentials and sweep directions, pH, nature of oxide layer, preparation

history, and change in oxidation states[1, 2, 25, 30]. Kasian et al.[25] studied the

dissolution of iridium and iridium oxide in acidic solutions with different prepa-

2



ration histories and proposed a two-way mechanism encapsulating how OER and

dissolution are coupled. Mayrhofer et al. [1, 30] also studied the dissolution of

iridium[30] and hydrous iridium oxide [1] with cyclic voltammetry (CV) in acidic

solutions and found that the degradation was incited by a change in sweep rate and

oxidation states. A similar experiment was conducted by Schalenbach et al.[2] un-

der alkaline conditions, and saw the same general trends. Using microkinetic mod-

elling to describe such dissolution trends for iridium oxide during OER conditions,

could perhaps be applicable in the modelling of AEM-WE to study qualitatively

how degradation of the catalyst layer affects performance.

Through the years there have been similar studies of water electrolysis and fuel

cell technology by modelling [16, 33, 34], and there have also been studies where

microkinetic modelling has been applied to study the OER both with[29, 35, 36]

and without [28, 37] degradation. The microkinetic approach by Marshall et al.

[28] showed the importance of how quasi-steady-state assumptions can hide impor-

tant kinetic properties of the OER across potential ranges. Liu et al. [33] focused

on the role of KOH electrolyte and its effect on AEM-WE performance, and An

et al. [16] made a mathematical model of an AEM-WE, much like the continuum

model from SINTEF [3] used in this thesis. However, both Liu et al. and An et

al. did not incorporate any dissolution into their models. Geppert et al. applied

microkinetics to study different mechanisms for OER and displayed how different

mechanisms can explain the same observations, however, they too neglected dis-

solution in both cases as well. Lastly, Dam et al. [29] aimed to study the coupling

of the OER and degradation on rutile iridium oxide, and found how structural

differences of the oxide layer affect the dissolution rate and the importance of the

nature of the dissolution step.

It is therefore not unreasonable to believe that implementing the dissolution of

OER catalyst materials described by microkinetic modelling in a modelling frame-

work, which simulates the operation of an AEM-WE, would yield results closer to

real-life observations. Thus, describing the operation of an AEM-WE more accu-

rately, and unifying theory with experiments by means of modelling and simula-

tions. In this work, microkinetic modelling was used to simulate the degradation

of IrO2 in both acidic and alkaline environments based on the dynamic CV mea-

surements from Mayrhofer et al. [1] and Schalenachet al.[2]. The alkaline model
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would then be implemented into a continuum model developed by SINTEF[3]

to simulate an AEM-WE with degradation described by microkinetic modelling.

Thus, unveiling the effects of degradation during operation of an AEM-WE.

1.1 Electrolyser technologies

Electrolyser technologies, such as the proton-exchange membrane water electro-

lyser (PEM-WE) [38] and the alkaline water electrolyser (A-WE) [39], are already

established technologies [12, 40]. Still, water electrolysis technologies have gained

far more interest in recent years following the worlds global goal in lowering the

amounts of carbon dioxide in the atmosphere as a response to the adverse effects

of climate change [4, 6, 7, 8]. This has led to more research and innovation within

renewable forms of energy in order to reach those commitments. One of such areas

of interest is hydrogen production. Hydrogen has been a potential substitute for

fossil fuels for a long time, there has even been mention of an idea called "Hydro-

gen society" [41], where hydrogen is the primary source of energy. Still, hydrogen

is difficult to utilize, store efficiently, and lastly produce efficiently among other

aspects [41]. One of the more promising, but not yet commercially available, wa-

ter electrolyser technology is the up-and-coming anion-exchange membrane water

electrolyser (AEM-WE) [9, 12, 15, 17, 33, 42]. Water electrolysis is a viable option

for sustainable, energy-, and cost-effective production of hydrogen, though it has

some limitations [11].

Water electrolysers split water electrocatalytically into hydrogen and oxygen through

the hydrogen evolution reaction (HER), and the oxygen evolution reaction (OER)

[38, 42]. These reactions happen at separate electrodes, but they are connected

through an outer circuit. The current water electrolysis technologies will be intro-

duced within the next sections

1.1.1 PEM water electrolysers

PEM-WE is one of the most commercial and well studied water electrolyser tech-

nologies on the market because of its high voltage efficiency and high operational

current density [38, 42]. The name proton-exchange membrane water electrolyser

insinuates an interplay between protons (H+) and a membrane. PEM-WE relies

on an acidic membrane which separates the anode and cathode compartments

from each other. This acidic membrane also conducts protons, making it a solid
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electrolyte, and at the same time, keeps the oxygen and hydrogen produced at

the different compartments separated [9, 12, 38], see reaction 1.1 and 1.2. Since

the proton is the only ion that travels between two compartments, due to the

membrane, it is also the charge carrier for the PEM-WE [38]. This means that

the proton carries the current with its movements from one side to the other, and

this way closing the circuit.

The overall reaction for the splitting of water in a PEM-WE can be seen in reaction

1.3. Reaction 1.3 is the sum of the two half-reactions mentioned earlier, the HER

and the OER. Water is split according to the OER at the anode, reaction 1.2,

and produces protons. These protons then travel through the membrane to the

cathode and create hydrogen through the HER at the cathode, reaction 1.1. [38]

Cathode : 4H+(aq) + 4 e− −−⇀↽−− 2H2(g)

E


c = 0 Vvs SHE[43]
(1.1)

Anode : 2H2O(l) −−⇀↽−− 4 e− + 4H+(aq) + O2(g)

E


a = 1.23 Vvs SHE[43]
(1.2)

Overall : 2H2O(l) −−⇀↽−− 2H2(g) + O2(g)

E


cell = −1.23 Vvs SHE
(1.3)

The electrocatalytic water splitting requires electrocatalysts, meaning catalysts

that can increase the rates of electrochemical reactions occurring on surfaces [44].

Such catalysts need to be both stable and have increased activity towards the

desired reaction. The presence of protons in the membrane as well as at the

surface of the electrodes makes the environment acidic and puts a high demand on

catalysts [9, 12, 38]. In addition, the catalyst materials must also withstand high

applied voltages [12, 38]. These harsh conditions make the list of viable catalyst

materials thin [12, 18, 38]. The most common catalyst materials used in PEM-

WE are noble catalysts such as Pt, Ir, Ru, and their oxides, these are often called

platinum group metals, or PGM for short [38]. Iridium or iridium oxide is often

chosen as a catalyst material for the OER in PEM-WE because of its high stability

and relatively high activity towards the OER [1, 30]. The sluggish kinetics of the

OER and the use of scarce catalyst materials are some of the major drawbacks for

the PEM-WE [12].
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1.1.2 Alkaline water electrolysers

Alkaline water electrolysers are perhaps the most mature water electrolysis tech-

nology of the three because of their long history [38] and the use of inexpensive

catalyst materials [9, 12, 18]. As the name suggests, this water electrolyser is using

an alkaline electrolyte, usually concentrated aqueous KOH solutions [9, 12, 14, 18].

The anode and cathode compartments are separated by a porous diaphragm which

separates the product gasses H2 and O2. This diaphragm, however, does not in

itself have any intrinsic ionic conductivity; the conductivity is supplied by the cir-

culation of the KOH-filled electrolyte which passes through the diaphragm along

with OH– [9, 17]. Subsequently, the diaphragm leads to large ohmic losses, re-

sulting in lower operational currents and make it hard to operate with differential

pressure [12, 13].

The half-reactions for the A-WE are still HER and OER, but because of the

alkaline environment caused by the electrolyte, the half-reactions are a bit different

than the ones presented in the previous section. Reaction 1.4 and 1.5 represents

the HER on the cathode and the OER on the anode in an alkaline environment

respectively [12]. A-WE is still a water electrolyser technology, so the overall

reaction is identical to that of the PEM-WE, compare reaction 1.6 to reaction

1.3. Analogous to the role of the proton for the PEM-WE, the hydroxide ion is

transported between the compartments in the A-WE, but because of the opposite

charge of the OH– -ion compared to the proton, it moves in the opposite direction,

meaning from the cathode compartment to the anode compartment [38].

Cathode : 4H2O(l) + 4 e− −−⇀↽−− 4OH−(aq) + 2H2(g)

E


c = −0.83 Vvs SHE[43]
(1.4)

Anode : 4OH−(aq) −−⇀↽−− 4 e− + 2H2O(l) + O2(g)

E


a = 0.41 Vvs SHE[43]
(1.5)

Overall : 2H2O(l) −−⇀↽−− 2H2(g) + O2(g)

E


cell = −1.23 Vvs SHE
(1.6)

Contrary to the PEM-WE, the environment in the electrode compartments is

alkaline, and not acidic. This enables the use of less scarce materials such as
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Co, Ni, and Fe and their oxides to be used as catalyst materials due to their

increased activity towards HER and OER[9, 17]. The stability and abundancy of

these metals make it more desirable to upscale the production, but the A-WE still

suffers from lower efficiency and limited current density due to some cross-diffusion

of the product gasses between the chambers [12, 15, 38], high ohmic losses across

the electrolyte due to the presence of the porous diaphragm [12], and low operating

pressures [12]. The general kinetics for the A-WE is also slower compared to that

of the PEM-WE because of the lower conductivity of OH– in the A-WE, and the

larger ohmic losses [12].

1.1.3 AEM water electrolysers

Lastly, the anion-exchange membrane water electrolyser aims to combine the ad-

vantages of both the PEM-WE and the A-WE [9, 12, 14, 16, 17, 33]. It is still in

its early stages, and yet it has the potential to produce hydrogen in large scales,

cost- and energy efficiently. Like the alkaline water electrolyser, the AEM water

electrolyser can potentially utilise more abundant catalyst materials because it too

operates under alkaline conditions [9, 14, 15, 17, 18]. Replacement of the PGM

catalyst materials lowers the cost drastically compared to PEM-WE. Though the

electrolyte itself is alkaline, it shows more resemblance to the operation of the

PEM-WE, in the regard that it has a nonporous polymer membrane which also

acts as a separator between the electrode compartments [12, 40], meaning no

diaphragm. The Anion-exchange membrane (AEM) permits the AEM-WE to

operate without circulating a caustic liquid electrolyte between the two compart-

ments. Analogous to the proton exchange membrane (PEM) in the PEM-WE, the

AEM also provide the anionic conductivity for the hydroxide ion with its intrinsic

ionic conductivity [12, 14, 15, 33]. The AEM-WE can still be run with circulating

caustic electrolytes like 1mol L−1 or 5mol L−1 KOH[17, 45]. However, using a

concentrated corrosive alkaline electrolyte is a disadvantage to membrane-based

AEM-WEs, though using pure water instead has shown much lower performance

[18]. Some operational parameter for AEM-WE are given in Table 1.1.
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Table 1.1: Some operating parameters for anion-exchange membrane water electrolysis

Parameter [unit] Value Ref

T [◦C] 60− 85 [17]

cOH− [mol L−1] 0.1− 5 [17, 45]

i [Acm−2] 1.8− 5.3 [17, 46]

ECell [V] 1.8 - 2 [17, 46]

p [Pa] 1.013 · 105 [16]

Life time [h] <3000 [46]

A simplified figure of an AEM-WE is shown in Figure 1.1 and is meant to represent

the AEM-WE which is being modelled by the framework provided by SINTEF [3].

The figure shows that both the anode and cathode consist of a porous transport

layer (PTL) and a catalyst layer (CL) as well as bipolar plates (BP). In addition,

the AEM is placed between the two electrode compartments, and the anode and

cathode CL along with the AEM is often referred to as the membrane electrode

assembly (MEA) [3, 15]. Inside the AEM in Figure 1.1, it is emphasised that

the hydroxide ions are travelling from the cathode compartment, where they are

created through the HER, see reaction 1.4, to the anode compartment where they

react to form oxygen through the OER, see reaction 1.5 [9]. The HER and OER

are also displayed in Figure 1.1 in their respective electrode compartments. From

the schematic, one can see that there is also the presence of other ions, like K+,

but they are prevented from crossing over by the AEM, and is a part of the

electrolyte KOH solution providing hydroxide ions. The oxygen and hydrogen

being produced are transported out of the cell by the anode and cathode PTL

respectively. Though it is not represented in Figure 1.1, there is also an ionomer

present, see Figure 1.2, ensuring ionic transport between both the cathode and

anode CL, and the AEM. Moreover, the ionomer is also responsible for making

the active sites for the electrochemical reactions more accessible for reactants,

increasing the reaction rate [15]. Introduction of the AEM and the presence of an

ionomner within the CLs can, in theory, remove the need for a caustic electrolyte

solution like KOH or K2CO3 [13, 16, 17, 18, 40], but this may also lead to lower

activity [15]. The modelling framework developed by SINTEF [3] does in fact

simulate an operating AME-WE with a KOH solution and an ionomer.
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Figure 1.1: An anion-exchange membrane water electrolyser (AEM-WE). The figure shows
that both the anode and the cathode is comprised of a porous transport layer
(PTL) and a catalyst layer (CL), which is also porous. Additionally, the bipolar
plates (BP), which collect the current, are also displayed, along with the voltage
source and the direction of both electrons, e– , and current, I. The anion exchange
membrane (AEM) is sandwiched between the two CLs, and as the figure shows, it
only lets hydroxide ions, OH– , through. It can also be seen that oxygen gas, O2,
is produced at the anode and hydrogen, H2 at the cathode.

The CLs are porous with an ionomer providing more surface area per volume

catalyst, increasing the surface area available for reactions [3, 16, 47]. Usually, the

electrode compartments are flushed with KOH electrolyte [18, 40], and this too is

the case for the modelling framework by SINTEF [3]. The KOH, ionomer, and

the AEM ensure ionic conductivity throughout the MEA, see Figure 1.2. HER

is occurring within the cathode CL through reaction 1.4 where water is reduced

into hydrogen and hydroxide ions upon reacting with electrons coming from the

outer circuit. Then, the hydroxide ions travel from the cathode CL, through the

AEM, to the anode CL where the hydroxide ions get oxidised into oxygen and

water according to reaction 1.5. In the creation of oxygen, the hydroxide ions

also generate electrons which are then transported via the external circuit. The

direction of the electrons is given in Figure 1.1.
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The electrochemical reactions for the AEM-WE, see reaction 1.4, 1.5, and 1.6 are

limited to occur at catalyst sites where there is access to electrons, water, and

hydroxide ions [3, 15]. These catalytic sites are referred to as electrochemically

active sites. Such active sites are illustrated in Figure 1.2 as catalyst particles,

black, partially covered in ionomer, yellow, making what is not covered in ionomer

exposed to the electrolyte. This is also called a three-phase boundary [15] where

the catalyst particle provides a pathway for the electron, the ionomer ensures a

pathway for hydroxide ions with its ionic conductivity, and the pore electrolyte

provides water [48]. Figure 1.2 is meant to visualise how the ionomer is present in

the anode CL since the scope of the project is limited to the study of the anode

catalyst layer, though the ionomer is present across the AEM and in the cathode

CL too.

CLPTL AEM +

-

-

-

+

+

+

-

BP

- H2O
- K+

- OH-

- O2

- Catalyst particle

- Active site

- Ionomer

- Catalyst surface

- Liquid electrolyte

Figure 1.2: The anode side of the anion-exchange membrane water electrolyser (AEM-WE)
with porous transport layer (PTL), bipolar plates (BP), anode catalyst layer (CL),
and lastly the anion-exchange membrane (AEM) with emphasis on a specific part
of the CL. The zoomed-in circle represents a local microscopic area where active
sites are visible as catalyst particles in contact with an ionomer, two reactions on
active sites are also illustrated to emphasise the importance of the active sites in
the CL

As stated earlier, the goal of a commercial AEM-WE is to take the advantages

from both the PEM-WE and A-WE. However, it still needs innovation when it
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comes to power efficiency, handling, reduction in cell cost, and lastly membrane

and catalyst stability [9, 42]. This project focuses on the latter, catalyst stability

for the anode catalyst material under OER conditions. The common limitation for

all three of the water electrolysis technologies and water electrolysis, in general,

is the sluggish kinetics of the OER [15, 32, 42], though the OER activity can be

somewhat higher in alkaline environment [15]. Compared to the HER, the OER

is also quite complicated including a four-electron transfer [15]. Finding a stable,

active, and cheap electrocatalyst is no easy feat, and there is an extensive effort in

catalyst research [9, 15, 42, 49]. Ir and Ru and their respective oxides are popular

choices due to their activity towards the OER [12, 42], but both lack long-term

stability in alkaline conditions [42]. Even though the AEM can utilise non-PGM

catalysts, IrO2 is chosen as the model catalyst material for this project since it is

used as a benchmark for electrocatalysts towards OER. There is also a lot of data

on iridium oxide regarding OER and degradation [1, 25, 27, 29, 30, 31, 37, 50, 51]

and because of the available data and proposed mechanisms, the mechanism for

degradation of iridium oxide is studied.
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2 Theory

2.1 Electrocatalysis

The electrochemical reactions occurring in the AEM-WE, and electrochemical re-

actions in general, usually occur at the interface between the electrolyte and the

electrode on the surface of the electrode [44, 52, 53]. If the surface acts as a

catalyst for the electrochemical reaction, then the electrode is an electrocatalyst.

The catalysis can also be referred to as heterogeneous catalysis since the electrode

surface is a different phase than the electrolyte [53, 44][54, p. 15]. Figure 2.1 is an

example of the OER on the surface of a catalyst. Electrochemical reactions are

associated with the transfer of electric charge between the electrolyte/electrode

interface where the charge carriers in such reactions can be either ions or electrons

[44, p. 339-341]. The dissolution of electrode material, as will be discussed later

in section 2.3, is an example of an electrocatalyst not catalysing the wanted reac-

tion. In this case, the wanted reaction is not catalysed and the catalyst is instead

participating in another reaction leading to the surface of the electrocatalyst be-

ing altered in the end, see Figure 2.3. The surface orientation also plays a role

in the catalysis of reactions, for instance, the (110) crystal plane for rutile IrO2

was found to be more stable, but less active than the (100) plane towards the

OER [19, 55]. Moreover, whether the layer is monocrystalline, amorphous, hy-

drous, anhydrous, reactively sputtered or thermally prepared has a lot to say for

the stability and the activity towards the desired reaction [1, 25, 29, 30, 42]. The

difference in activity and stability can indicate different mechanisms altogether

due to the surface chemistry [1][44, p. 339-341]. The driving forces for regular

heterogeneous catalysis are parameters like surface concentration, temperature,

and pressure, but electrocatalysis is also affected by the potential drop at the

electrode surface [44, p. 339-341]. This means that the potential across the elec-

trocatalyst can affect the rate of a reaction occurring on the surface, and this is

utilised in the electrocatalytic splitting of water to increase the rate of the desired

reactions, namely the OER and HER.

The activity of the electrocatalysts is largely decided through the binding energy

of the reactants adsorbed onto the surface [56]. Plotting an activity descriptor

against binding energy, or descriptors easier to measure since binding energies
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seldom are accessible, will give rise to a volcano plot[26], which is often used

to compare activities for different electrocatalysts. Iridium oxide is often found

around the top of the volcano plot[57] for electroactivity towards OER, and hence

often regarded as an excellent OER catalyst. The Sabatier principle is usually

used as a qualitative description of how an ideal catalyst should be, and it says

that the catalysts should not bind themselves to the adsorbates too strongly nor too

weakly [58]. The principle states that if the reactant is bound too weakly then the

reactant won’t interact with other adsorbates on the surface, or if it is bound too

strongly, then it will have a hard time desorbing from the surface, and thus inhibit

further reaction[56].

Electrochemical reactions occur on electrode surfaces, and experimentally it is

often observed that electrochemical reactions either do not occur, or they do occur,

but at very low rates for certain electrode materials [44, p. 339]. The role of the

catalyst is to increase the rate at which the surface reactions happen by altering

the reaction mechanism to be more favourable compared to the situation without

a catalyst[54, p. 39]. Usually, the catalyst lowers the activation energy needed for

the specific reaction, because the reaction mechanism changes accordingly, and

that way, increasing the rate of reaction[54, p. 41]. For water electrolysis, it is

specifically the OER that limits the efficiency of hydrogen production with its

sluggish kinetics. It is therefore desirable to have a catalyst that increases the

reaction rate for the OER under the relevant conditions. Another criteria for the

electrocatalyst, or catalysts in general, is to not be consumed during reaction [44,

p. 339][54, p. 10], and this is a problem regarding the OER electrocatalysts. The

electrocatalysts used for OER in water electrolysis technology show some degree

of dissolution, be it either noble or non-noble catalyst material, alkaline or acidic

environment[1, 2, 29, 30, 32, 27]. This is especially unfortunate when metals such

as Ir and Ru and their oxides are regarded as the most active catalysts for the

OER, and yet they still suffer degradation [1, 30, 49, 27]. Usually, the oxides of

such metals show smaller degradation, and higher stability, than their metallic

counterparts, but the metallic catalysts also show more activity[50]. Cherevko et

al.[50] found that the activity for OER increased as IrO2 < RuO2 ≈ Ir < Ru

in acidic media. An opposite trend for the same compounds was also observed

for the stability of the same compounds as IrO2 ≫ RuO2 > Ir ≫ Ru during

OER conditions [50]. A similar study by Cherveko et al. [27], studied several
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Figure 2.1: An example of the OER mechanism on the surface of an electrocatalyst where the
catalyst is not consumed, nor is the surface changed at the end of the reaction. The
figure can also, in a way, describe the reaction mechanism for OER on thermally
prepared IrO2 proposed by Kasian et al. [25] and written in section 2.6 as step 3.1
- 3.2 - 3.4. In addition it is also a representation of the electrochemical oxide path
formulated by Bockris et al. [59] described in section 2.2

noble metals and observed that the activity towards OER was increasing like

Au < Pt < Pd < Rh < Ir < Ru. In alkaline conditions, Schalenbach et al. [2]

conducted similar measurements of noble metals as Cherevko et al. [27], and found

that the activity towards OER at i = 4mAcm−2 increased as Au < Pt < Pd <

Ag < Rh < Ir < Ru, which follows the same pattern.

Figure 2.1 displays a mechanism for a half-cell reaction occurring on the surface of

an electrode, where the electrode has active sites where species can adsorb onto so

that reactions can occur [44, p. 207-208][53]. An active site on a surface is usually

a microscopic area on the surface that differs from the rest of the surface, such

as atomic clusters, flat planes, edges, defects, and more [44, p. 207-208]. Such

active sites play a huge role in the kinetics of electrochemical reactions where

adsoprtion is a prerequisite for reactions to occur, such as illustrated in figue 2.1.

The mechanism is an example of the OER in acidic environment as described by

Kasian et al.[25].

2.2 Oxygen evolution reaction

The oxygen evolution reaction, see reaction 1.2 for acidic and 1.5 for alkaline, is

the electrochemical reaction in water electrolysis taking place at the anode. While

the HER has relatively fast kinetics on platinum based cathodes [36], the OER, on

14



2.2 Oxygen evolution reaction

the other hand, suffers from sluggish and poor kinetics with high overpotentials

required to promote the OER at the anode[27, 28, 31]. Lowering the overpotentials

for the OER and improving the kinetics is therefore of high interest for increasing

the energy efficiency for hydrogen production through water electrolysis. Con-

sequently, the preparation of adequate catalysts is important for improving the

kinetics and driving the overpotential related to OER to a minimum. Because

of the harsh reaction conditions related to the OER in low-temperature WE, like

high overpotentials in very alkaline or acidic environment, there is a lot of con-

straints on viable catalyst materials regarding both high activity towards OER,

but also high long-term stability, making the list of catalyst materials thin. Even

though model catalyst materials based on PGMs like Ir and Ru and their oxides

are regarded as excellent catalysts, they still suffer from degradation under OER

conditions, and lack long-term stability in both alkaline and acidic environment

[2, 27, 42, 50].

The mechanism for the OER has been under heavy discussion and is poorly un-

derstood. Understanding the mechanism of the OER on different materials is

paramount for creating good electrocatalysts [26]. It is a rather complex reaction

involving four electrons and four hydroxide ions/protons depending on the envi-

ronment, see reaction 1.5 and 1.2. Geppert et al. [36] lists four mechanisms for

OER on iridium surfaces, where they also involve dissolution steps. Usually, the

OER mechanism does not include dissolution, for example, Bockris et al. [59] have

proposed two different paths for OER on a general catalyst surface. These two

paths are the electrochemical oxide path

S + H2O(l) −−⇀↽−− S−OH+H+(aq) + e− (2.1)

S−OH −−⇀↽−− S−O+H+(aq) + e− (2.2)

S−O −−⇀↽−− S +
1

2
O2(g) (2.3)

and the oxide path

S + H2O(l) −−⇀↽−− S−OH+H+(aq) + e− (2.4)

2 S−OH −−⇀↽−− S−O+H2O(l) (2.5)

2 S−O −−⇀↽−− 2 S + O2(g) (2.6)
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where S alone denotes an active site on the catalyst surface, and S−OH and

S−O represent OH and O adsorbed onto a site respectively. The mechanism

in Figure 2.1 is an example of the electrochemical oxide path which occurs on

active sites on the surface of a catalyst layer. A different type of mechanism

altogether has even been found experimentally and researched by computational

methods, where the lattice oxygen in the crystal lattice on the surface participates

directly in the OER [29, 31, 32, 60, 61, 62]. It is often called lattice oxygen

evolution reaction, LOER, by Binninger et al. [32] and Dam et al. [29], while it is

dubbed lattice oxide oxidation mechanism, LOM, by Wang et al. [60] and lattice

oxygen participated mechanism, also LOM, by Rong et al. [61]. This mechanism

will be called LOER from here on out. Wang et al. [60] even hypothesize that

this mechanism can bypass the traditional rate-determining step for the OER

mechanism via adsorption and therefore increase the effectiveness of the OER by

promoting this type of mechanism. The study of this type of mechanism is outside

of the scope of this project, but it should be kept in mind.

Oxygen evolution on iridium and iridium oxide surfaces depends on the prepara-

tion history, the pH, the available surface, and the potential to name a few. Kasian

et al. [25] studied the degradation of metallic Ir and its oxides in acidic solutions

and found two paths for the OER. The most favourable pathway depended on

whether the iridium oxide was formed by thermal treatment, was reactively sput-

tered, or produced during short polarisation of the metallic Ir surface, and also

on the anodic potential. The different oxides experienced different degradation

and hence two separate OER pathways were hypothesised and described in the

Supporting material [63] and also given in Appendix B. Both the activity and sta-

bility of iridium oxide depend heavily on the surface chemistry[1, 19, 26, 55, 30].

As mentioned earlier, crystal orientation has an effect on electrocatalytic activity,

and Lee et al. [19] compared the (100) plane for both rutile IrO2 and columbite

IrO2 and found that they displayed different activities towards OER. In addition,

Stoerzinger et al. [55] found that the electrocatalytic activity towards OER for

the (100) plane on iridium oxide showed greater activity than the more stable

plane (110) in alkaline environments. However, monocrystalline electrocatalysts

are seldom used as catalysts towards OER, and usually, the electrodes have more

porous structures to promote intimate contact with the electrolyte [52]. To fol-

low up on this, Du et al. [42] state that the electrolytic activity towards OER is
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greater for amorphous iridium oxide, IrOx, and hypothesise that may be related to

the more porous structures of hydrous and amorphous iridium oxides, especially

in acidic environments[36]. On the contrary, consistent baseline data for OER

activity on iridium and iridium oxide in alkaline environments are rare and often

quite different than that of acidic environments[30, 42].

2.3 Catalyst degradation

Electrocatalysts, and catalysts in general, will deteriorate over time. The rate of

this degradation is of high importance when it comes to electrocatalysts, especially

when it comes to the use of noble and expensive PGM materials, such as iridium.

Over time, the efficiency of the catalyst layer will decrease, mainly because of

the catalytic surface changes either in the form of dissolution or by changing the

structure. Hence, the frequency of replacing the catalyst layer is crucial when it

comes to the economic perspective of hydrogen production. As mentioned earlier,

because of the harsh conditions related to the OER, the catalyst is put under a lot

of stress, and the list of viable catalysts is thin. There are few catalysts which show

long-term stability, but even noble catalysts such as iridium display degradation

under OER conditions.

Most of the investigated oxides for anodic catalysts for the OER undergo sub-

stantial corrosion [32]. Binninger et al. [32] have explained a universality in

the correlation between oxygen evolution activity and corrosion of oxides through

fundamental thermodynamic concepts independent of the pH by assuming that

the autoprotolysis of water holdsi. Wohlfahrt-Mehrens & Heitbum [62] among

others[31, 51, 64] have also reported lattice oxygen from the crystal lattice of the

metal oxide in the evolved oxygen amongst the corrosion phenomena by the use

of isotope labelling. This was mentioned in the last section as a different form for

OER mechanism, and one of which dominates in hydrous oxide [29]. In addition,

degradation by the dissolution of metal cations from the catalyst surface is also

observed [25, 27], and this degradation does not participate in the production of

oxygen in the OER. These are two examples of altering and degradation of the

catalyst surface, which affects the activity towards OER for the anodic catalyst

layer.

By the use of thermodynamic principles, Binninger et al. [32] have explained why
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metal oxides, often used as catalyst materials, experience corrosion during OER

conditions. The reason is the thermodynamic instability of the oxygen anion in the

metal oxide [32]. They have derived the concept based on alkaline conditions, but

by assuming that the chemical equilibrium of the water autoprotolysisi holds, the

result is independent of the pH and is equally valid for acidic environments. Their

results include the diffusion of cations from the surface, but does not exclude dis-

solved ions, see Figure 2.3. Furthermore, it also includes the LOER mechanism of

OER as well. Their work concludes with an impossibility of a thermodynamically

stable metal oxide under OER conditions, regardless of the pH because of the

instability of the oxygen anion in the metal oxide lattice. This implies that the

degradation and OER might be coupled and that degradation might even be trig-

gered in some cases by the onset of OER [25, 31, 63]. Their findings imply that

since the degradation of catalyst might be unavoidable, the study of the rate of

degradation is paramount. In addition, their findings do not contradict the pre-

dictions of the Pourbaix diagram, Figure 2.2, which tells which phase of the metal

is most stable under defined pH - potential regimes. From the Pourbaix diagram

in Figure 2.2, one can see that in alkaline conditions and high potentials, as there

are in AEM-WEs, the most stable phase of iridium in contact with water is indeed

the dissolution product IrO 2–
4 . In acidic conditions, however, Ir is stable up until

around 0.9V vs SHE, where it forms a protective oxide layer and becomes IrO2.

IrO2 is resistant to corrosion up until around 1.3V vs SHE where it then forms

IrO3. Still, Mayrhofer et al. [1, 25, 30, 31] still report dissolution of iridium oxide,

in line with the correlations described by Binninger et al. [32] for higher potentials

and acidic conditions.

iThe waters autoprotolysis is the chemical equilibrium described by

H2O(l) −−⇀↽−− H+(aq) + OH−(aq)

which describes water’s ability to self-dissociate into protons and hydroxides [65]. In addition,
the ionic product for water gives the relationship between the protons and the hydroxides and
is described as

KW = aH+aOH−

where KW is the ionic product for water and is a function of the temperature, but at room
temperature, the ionic product is KW = 10−14. This relation can be used to transform reactions
from acidic conditions to alkaline conditions
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Figure 2.2: A simplified Pourbaix diagram of Ir in contact with water based on the values
from Pourbaix [66] and Material Explorer app [67, 68, 69, 70, 71, 72, 73, 74, 75,
76, 77, 78, 79, 80]. It is based on data measured by Pourbaix, and also from the
DFT calculations from the Material explorer from Materials Project [81]. Activities,
assumed to be equal to concentrations, for IrO2–

4 creates the extra lines marked
with pIr = {0, 2, 4, 6} separating IrO2

4 from IrO3(s) and IrO2(s). pIr = 0 is the same
as setting the concentration equal to 1mol L−1, and hence setting the activity to
unity. The derivation of the Pourbaix diagram is given in Appendix A.

Figure 2.3 shows an electrocatalyst which degrades. It shows the same procedure

as Figure 2.1 up until point four, the adsorbed oxygen on the active site. Contrary

to the mechanism which is displayed in Figure 2.1, where the catalyst surface is left

unchanged and oxygen is produced, this mechanism displays degradation of the

catalyst layer by the dissolution of an active site away from the catalyst surface,

leaving the catalyst surface changed and with one less active site available for

OER. Figure 2.3 can in a way display the reaction pathway of dissolution of IrO2

as described in reaction 3.5/3.18 and is different from that of the LOER where

oxygen is produced as well.
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Figure 2.3: An electrocatalyst which participates in a reaction mechanism, and is spent/altered
such that one of the active sites leaves the OER catalyst surface via dissolution
route. The end result is a changed catalytic surface with fewer active sites and thus
lower activity towards OER since there now are fewer sites where reactions can
occur. This figure can also, in a way, represent the dissolution pathway described
by Kasian et al. [25] which is written in section 2.6 as step 3.1 - 3.2 - 3.3

The mechanism mentioned in Section 2.2, where the oxygen in the metal oxide

lattice participates directly in the OER[29, 32, 60, 61], dubbed LOER here, is

an example of catalyst degradation that promotes the OER, but sacrifices long-

term stability. Even though this mechanism can supposedly bypass common rate-

determining steps and increase the efficiency of the OER [60], it is not certain if this

type of mechanism is sustainable due to the reconstruction of the catalyst surface.

It is shown that this type of mechanism does occur in an acidic environment for

IrO2 [51, 60]. It was mentioned that Dam et al. stated that the activity towards

OER is greater for hydrous oxides compared to dry oxides in Section 2.2, but this

may also be related to the presence of hydroxides within the hydrous catalytic

layer, promoting the LOER mechanism. There is usually a trade-off between high

electrolytic activity towards OER and stability during OER [55]. The conclusions

from Danilovic et al. [82] suggest that an electrocatalyst for the OER should

balance activity and stability as a consequence of their reverse proportionality

and states the catalyst should not dissolve too fast nor too slow.

Generally, electrocatalyst degradation is a transient process[30]. It is usually

initiated by a change in oxidation state, both by reduction and oxidation on

the surface. The oxidation states of metals change continuously during non-
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equilibrium processes, like polarisation, under OER conditions. This implies that

the metal cations on the surface are prone to dissolution due to their constant

change in oxidation states, which makes dissolution rate a function of kinetics and

mechanisms[2]. Because of the kinetic effects from the OER, the real onset po-

tential for dissolution and also the potential dependency on the rate of dissolution

cannot be captured by a Pourbaix diagram which is described purely by thermo-

dynamical principles in the absence of other factors [53, p. 116][2]. In addition to

the potential dependency, the dissolution kinetics are also affected by the physio-

chemical properties of the catalyst and the operating conditions [83]. For instance,

the Pourbaix diagram does not differ between hydrous and anhydrous oxide layers,

which makes the stability of the different oxide layers under different OER condi-

tions not represented in a Pourbaix diagram. However, the Pourbaix diagram is

still a useful tool to predict if corrosion is possible under certain conditions.

2.3.1 Degradation of IrO2

The studied dissolution is based on the mechanism proposed by Kasian et al. [25]

for thermally prepared iridium oxide described in section 3.1 and also rewritten in

Appendix B. The same mechanism is assumed to apply in alkaline conditions and

explained in Section 3.2. The dissolution reaction in question is given in reaction

3.5 and 3.18 and describes a pathway of the OER mechanism which does not lead to

oxygen production, but rather a change in catalytic surface. Figure 3.1 illustrates

how the degradation mechanism for dissolution does not lead to oxygen production,

and Figure 2.3 shows a simplified degradation mechanism which resembles that of

Figure 3.1, where the catalyst surface is left altered.

Usually, there is a trade-off between OER activity and stability against corrosion

arising from different types of iridium and iridium oxides such as hydrous oxides,

anhydrous oxides, reactively sputtered oxides, single crystal surfaces, polycrys-

talline surfaces, etc. [1, 30, 31, 35, 55]. In the research done by Mayrhofer et

al. [1, 30], they compare the degradation of metallic iridium and hydrous irid-

ium oxides. Hydrous iridium oxide is known for its superior OER activity, but

at the same time suffers from poor stability [1], though metallic iridium displays

a larger dissolution rate than oxidised iridium [27, 1]. At the same time, Du

et al. [42] reports that the activity for amorphous and hydrous iridium oxides,

IrOx, shows greater activity towards OER than rutile and crystalline iridium ox-
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ide, but also worse stability. Stoerzinger et al. [55] studied how the orientation

of crystalline IrO2 and RuO2 and found that the (100) plane for both was more

electrocatalytically active towards OER than the more thermodynamically stable

plane (110) for both in alkaline conditions (pH = 13). They too also argue that

the formation of a hydrous layer contributes to the increased activity [55]. An-

other article by Kasian et al. [31] explores the participation of the surface oxide

in both the OER and the degradation of the catalyst layer. They also found that,

unlike rutile, hydrous iridium oxide containing IrOOH- species directly affected

the oxygen evolution from the lattice at the surface. These species is also included

in the reaction mechanism displayed earlier. In addition, this oxygen evolution led

to faster dissolution and degradation of the iridium. In turn, this mechanism for

the OER also displayed more involvement for oxygen catalysis in the near-surface

bulk region for the hydrous oxide, compared to the rutile IrO2 which only involves

the active sites on the outermost layer for both reaction mechanisms.

Now, for the Iridium oxide, there is still a lot of debate about how the OER mech-

anism, and subsequently the degradation process in fact do occur. As mentioned

earlier, the degradation mechanism is dependent on the type of oxide, alkaline or

acidic conditions, as well as the applied potential. For this study, the proposed

mechanism by Kasian et al. [25] which was most favourable for thermally formed

oxides was chosen and assumed to be the most dominant mechanism. Such thermal

oxides are usually called "dry" based on the temperature, while electrochemically

grown oxides usually are hydrous, which affects both stability and activity [1].

The mechanism is described in section 3.1 and the other half of the mechanism,

most favourable towards reactively sputtered, electrochemically grown, and metal-

lic iridium is given in Appendix B where the dissolution product is Ir3+. Their

study focuses on common intermediates for OER and degradation, which for this

study is IrO2OH and IrO3 [25]. By taking a look at the Pourbaix diagram in

Figure 2.2, it can be seen that the most stable form of iridium in contact with

water is IrO 2–
4 in alkaline conditions and high potentials, which implies that the

degradation of iridium oxide would be higher in alkaline compared to acidic condi-

tions. It should be noted that Naito et al. [23] has also reported other degradation

products different from Ir3+ and IrO 2–
4 . Depending on the nature of the oxide,

there can be several mechanisms of OER and dissolution present at the same time,

especially in porous electrodes since there might be a large variation in reaction
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2.4 Concentrated solution theory

rates and local conditions promoting different mechanism [52].

The OER and dissolution reaction is thought to be coupled or intertwined and go

through a common intermediate[1, 25, 29, 83]. As a consequence of the duality

regarding stability and activity towards OER, Danilovic et al. [82] stated that

an OER catalyst should balance the two in such a way that the catalyst does

not dissolve too fast, nor too slow. However, the findings by Mayrhofer et al.[1]

suggests that there is no link between the dissolution and activity, but that dis-

solution and OER are two parallel pathways joined by a common intermediate.

They even hypothesise that you might be able to suppress one of them without

changing the other considerably. This idea of the two reactions being in parallel

is illustrated in Figure 3.1, illustrating that IrO3 is the common intermediate for

this OER path on iridium oxide [25]. Depending on the mechanism of OER and

the dissolution of iridium oxide, the common intermediate might be different, and

hence affect the dissolution rate. As mentioned, IrO3 is the common intermediate

for the assumed reaction mechanism of OER on thermally treated oxide, while

for the electrochemically formed oxide, HIrO2 is the common intermediate and is

formed in the same step as oxygen gas[25]. The nature of the intermediate and

also whether or not the dissolution step itself is chemical or electrochemical has a

great effect on the stability of the OER/dissolution relationship[29]

2.4 Concentrated solution theory

Mass transport in a concentrated electrolytic solution is described by the move-

ment of charged species in the solvent, the interaction between the charged species,

mass continuity, current flow, and fluid mechanics [52, p. 271]. The molar flux

equation in infinite dilute solution theoryii breaks down in concentrated solutions

due to the interactions between ionic species being neglected and because the mi-

gration and diffusion, and flux relations from this, must be defined with respect

to an average velocity of the fluid. There is not only the solvent velocity which

contributes to the fluid velocity in a concentrated solution [52, p.274]. Further-

more, the driving force for diffusion is approximated to be concentration gradients

instead of gradients in activity, and defining potential gradients in a solution which

can change composition should be done with care. This leads to the conclusion

that the coupled driving force for both diffusion and migration is expressed with
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a gradient in the electrochemical potential, µ̃, defined as

µ̃k = µk + zkFΦβ = µ


k + RT ln{ak}+ zkFΦβ

where µk, µ


k, ak, and zk are the chemical potential, standard chemical potential,

activity, and the charge number for species k respectively. R is the Molar gas

constant, F is Faraday’s constant[43, p. 4],and T is the temperature. Lastly Φβ

is the potential in phase β. From Newman and Thomas-Alyea [p. 297][52] a

multicomponent diffusion equation can be expressed for the total flux density of

species k, N⃗k, as

N⃗k =
ctck∇⃗µ̃k

RT
∑k

l=0
cl(v⃗l−v⃗k)
Dklv⃗k

= ckv⃗k

where ck, ∇⃗µ̃k, and v⃗k is the concentration, gradient in electrochemical potential,

and velocity of species k. l is denoting all species which can also contain k. For the

system described by SINTEF in their model [3], a KOH electrolyte is used making

the only species worth taking into account is k = {H2O(l),K+(aq),OH−(aq)}. l =

0 is reserved for the solute which is H2O(l). Finally, Dkl, is a diffusion coefficient

describing the interactions between species k and l, Dk0 resembles the diffusion

coefficient for species k in dilute solution theory. ct is the total concentration

including the solute and can be described as [52, p. 298]

ct =

k∑
l=0

cl

A current in the electrolyte is established due to the movement of the electrically

charged species in the electrolyte[52, p. 272]. This current is related to the total

molar flux of each charged species in the electrolyte as

iiFrom infinite dilute solution theory, the molar flux density of an ionic species N⃗k is given by

N⃗k = N⃗diff
k + N⃗Mig

k + N⃗Conv
k = −Dk∇⃗ck − ukck∇⃗Φ+ ckv⃗

where N⃗diff
k , N⃗Mig

k , and N⃗Conv
k is the diffusion, migration, and the convective molar flux densities

of species k respectively [52, p. 271]. The diffusion flux is described by Fick’s first law[53, p. 154]
where Dk is the diffusion coefficient for species k in the solvent and ∇⃗ck is the concentration
gradient and the driving force for diffusion. The migratory flux is the product of the mobility,
uk, and concentration, ck, of species k, and the driving force which is the gradient in potential,
∇⃗Φ. Lastly, the convective flux is the product of the fluid velocity, v⃗, and the concentration of
species k.
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i⃗L = F
k∑

l=0

zlN⃗l, L

where i⃗L is the current density in the electrolyte phase, denoted L, formed as a

response to the molar flux density of electrically charged species movement [52,

p. 272][53, p. 165]. Next, a material balance for a component in the electrolyte is

needed. For a species k, a mass continuity can be described by

∂ck
∂t

= −∇⃗ · N⃗k +Rk

where ∂ck
∂t , ∇⃗ · N⃗k, and Rk is the rate of change in concentration for species k,

the divergence of the molar flux density of species k, and the production term

for species k respectively [p. 272][52]. Lastly, it is reasonable to assume that the

liquid electrolyte is macroscopically neutral and that electroneutrality applies [52,

p. 273]. Electroneutrality is described as

∑
j

zkck = 0

The fluid velocity, v⃗k has not been described yet, and that is because it is dependent

on the nature of the medium the fluid is travelling through. For the case of the

AEM-WE, the catalytic layer is porous, and therefore Darcy’s law [84] is used

to describe the fluid velocity. This is also the case for the model framework by

SINTEF [3] and will be elaborated in Section 2.5 where the essential parts of the

continuum model will be described shortly.

2.5 Modelling framework

The continuum model developed by SINTEF [3] is a modelling framework meant

to simulate the operation of an AEM-WE. The model simulates the entirety of

an AEM-WE while the scope of this project is confined to the anode CL, hence

only the most essential parts of the model which affect the scope are described

here. Figure 1.1 is a representative visualisation of the different domains in the

model. From the figure, it can be seen that the anode compartment contains anode

catalyst, bipolar plates, porous transport layer, H2O, O2, K+, and OH– . What is
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not present in Figure 1.1 is the ionomer phase, which is added in Figure 1.2. These

different phases have different properties, and these properties affect the different

mechanisms such as transport, reaction rates, current, etc. A short description

of the relevant phases and their properties will be described before elaborating

on how they affect the modelling. The notation in this section is inspired by the

description of the model by Michael et al.[3].

There are primarily three phases in the anode compartment that are of concern, the

anode catalytic layer, the ionomer, denoted as "Inmr", and the electrolyte, denoted

as "L". As mentioned in Section 1.1, the electrodes are porous, which brings

with it complications regarding the ohmic potential drops and the mass transport

which now occurs in both series and parallel with electrode processes because of

the intimate contact with the electrolyte [52, p. 518]. At any given time, there

might be a range of reaction rates as a result of local conditions within the pores.

This makes it necessary to describe the porous electrodes with average quantities

that are experimentally accessible and expresses the most essential features of the

electrode, such as void fraction for porous structures, average surface area per

volume, and volume averages of currents and resistivity [52, p. 518]. The addition

of the ionomer phase complicates things even further. Now, the ionomer adds

an additional way of transport for reactants to the electrode surface on top of

the one provided by the pore-filling electrolyte. Furthermore, there will also be

an exchange of hydroxide ions and water between the electrolyte and ionomer

as well. It is also important to remember that the current must be a part of a

continuous circuit, and one of the aspects that characterize an AEM-WE is that

the AEM only permits the hydroxide ions to travel between the cathode and anode

compartments, which affects both how and the magnitude of the current carried

by hydroxide ions. At the boundaries of the anode CL is the AEM and the PTL,

which affect the boundary conditions for current and flux.

2.5.1 Governing equations

The Continuum model solves seven governing equations concurrently, with the

ode15i solver in MATLAB under isothermal conditions and in one dimension. The

seven governing equations describe the conservation of gaseous species, conserva-

tion of liquid water, conservation of dissolved ionic species, charge conservation,

conservation of water in the ionomer phase, conservation of iridium oxide catalyst
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volume fraction, and a liquid equation of state which deals with the change in mo-

lar volume for water with different ions and concentrations [3]. It is primarily the

conservation of iridium catalyst volume fraction that is of most interest, however,

the electrochemical reactions are also dependent on the transport of reactants and

products and the interplay between the ionomer, electrolyte, CL, AEM, and the

PTL, thus this will also be elaborated.

The conservation of gaseous species, k is described by

dρkϵG
dt

= −∇⃗ · J⃗k, G + Sk, G (2.7)

where the subscript G denotes gas phase. ρk is the density of species k and ϵG is

the volume fraction related to the gas phase. The divergence of the mass flux of

gas is ∇⃗ · Jk, G and lastly the source term for the gaseous species is Sk, G. The

mass flux is affected by the porosity of the electrode and will be described later,

and the source term for the gaseous species consists of electrochemical reactions,

which for the anode is the OER.

Conservation of dissolved species in the liquid phase is expressed with

d(ck,LϵL)

dt
= −∇⃗ · N⃗k,L + Sk, L (2.8)

where ck, L is the concentration of species k in the liquid phase L. Like for Equation

2.7, ϵL is the volume fraction related to the liquid phase. Lastly, ∇⃗ · N⃗k,L and Sk, L

is the divergence of the molar flux and the source term of species k in the electrolyte

phase. This source term is also affected by the electrochemical reactions, but also

the exchange of hydroxide and water between the electrolyte and the ionomer,

illustrated in Figure 3.2, and will also be elaborated later.

Lastly, the conservation of anode catalyst volume fraction, ϵIrO2
, is described by

dϵIrO2

dt
= SIrO2

(2.9)

where SIrO2
is an expression for the source term for iridium oxide. The source

term, SIrO2
is expressing the dissolution of the catalyst over time, normalised
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to the molar volume of iridium oxide, V̄IrO2
, and is described by Butler-Volmer

kinetics in the model framework.

How the governing equations are expressed in detail and how they are affected

by the porous structure of the electrode and the electrochemical reactions will

be elaborated. First a short description of the molar and mass fluxes, then the

electrochemical reactions and the dissolution of the electrode catalyst.

2.5.2 Transport equations

Both Equation 2.7 and 2.8 are dependent on mass and molar flux, both of which

is affected by the porous structure of the electrode, and thus assumed to follow

Darcian flow [84] through the porous membrane. The mass flux of the gaseous

species is described solely by convection through porous media and calculated

independently as

J⃗k, G = ρk, Gv⃗G = −ρk, G
BG

ηG
∇⃗pG (2.10)

where v⃗G is the velocity of the gas phase, BG is the permeability of the solid to

the gas phase, ηG is the viscosity of the gas phase, and lastly ∇⃗pG is the pressure

gradient in the gas phase, which acts as the driving force for convection of the gas.

The permeability of the solid to the gas phase is calculated from the saturated

permeability, BSat as

BG = BSatϵ
1.5
G (2.11)

The molar flux of ionic species in the electrolyte is described by the concentrated

solution theory, but approximating it to moderately dilute solutions [52, p. 289],

to the extent that the driving force for diffusion and migration is still coupled and

described by a gradient in electrochemical potential, see Section 2.4. This gives

N⃗k, L = −DEff, k∇⃗ck +
tk
zkF

i⃗L + ckv⃗L (2.12)

where tk is the transport number of species k, jL is the ionic current in the liquid

phase as a result of the movement of ions, ∇⃗ck is the gradient in the concentra-

28



2.5 Modelling framework

tion of species k. Because of the porosity of the electrode, the effective diffusion

coefficient, DEff, k has replaced the regular diffusion coefficient in Fick’s first law

[53, p. 154]. Similar to the permeability in Equation 2.11, the effective diffusion

coefficient is described by

DEff, k = Dkϵ
τ
L (2.13)

where τ is the tortuosity, which is a correction factor for transport through porous

media [85]. Tortuosity can be interpreted as a ratio between the actual path

through porous media compared to the path in the absence of porosity and is

often in the range of τ = 1.5.

2.5.3 Source terms

All three governing equations given earlier is dependent on a source term S of some

kind. The source term is a collection of different contributions to increase/decrease

the number of species k either through electrochemical reactions or through trans-

fer between phases.

The OER and the dissolution of catalytic particles is the only electrochemical

reaction occurring on the anode electrode surface. From reaction 1.5 one can see

that the products are oxygen gas and liquid water, and the reactants are four

hydroxide ions. This implies that the OER on the surface of the anode affects

both the conservation of O2 and OH– . It is assumed that the water produced by

the OER is in liquid, which leads to oxygen being the only gas produced through

the OER. Likewise, hydroxide ions are used in the OER to produce oxygen, but

because of the addition of the ionomer, we also have an exchange between the

ionomer and the electrolyte phase as well. In the modelling framework[3], the

OER is modelled by Butler-Volmer kinetics as

irxOER, L =(1−XInmr)ain, OER×[
exp

{
αOER,anF

RT
ηsurfL

}
− exp

{
−
(1− αOER,c)nF

RT
ηsurfL

}] (2.14)
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irxOER, Inmr =(XInmr)ain, OER×[
exp

{
αOER,anF

RT
ηsurfInmr

}
− exp

{
−
(1− αOER,c)nF

RT
ηsurfInmr

}] (2.15)

where the irx is a measure of the reaction rate in the form of a volume averaged

current density. a is the specific interfacial area describing the surface area in

the porous electrode per volume, in is the exchange current density for the OER

on iridium oxide, αa and αc is the charge transfer coefficients for the anode and

cathode reactions of the OER respectively, ηsurf is the surface overpotential, and

lastly XInmr is the fraction of the surface area covered by the ionomer, making the

rest, (1−XInmr) covered by electrolyte.

The source terms for oxygen in the gas phase then becomes the sum of the con-

tributions of the OER in ionomer and electrolyte as

SO2, G =
irxOER, L + irxOER, Inmr

nF
MO2

(2.16)

where MO2
is the molar mass of oxygen gas. For the hydroxide ions which are

consumed in the OER, the source term for the hydroxide in both the electrolyte

and the ionomer phase becomes a sum of the contributions from the OER and the

exchange between the ionomer and the electrolyte as

SOH–L =
irxOER, L

nF
MOH− −RExch (2.17)

SOH– Inmr =
irxOER, Inmr

nF
MOH− −RExch (2.18)

where MOH− is the molar ass of the hydroxide ion, and RExch is the exchange

term expressing the exchange of hydroxide between the ionomer and the elec-

trolyte phase. The exchange of hydroxide and water between the ionomer and the

electrolyte is illustrated in Figure 3.2.

Finally, source term for the conservation of the catalyst layer expressed in Equation

2.9 is assumed to only be a function electrochemical kinetics and assumed to follow

Butler-Volmer kinetics as well. The dissolution of the IrO2 is given by
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2.5 Modelling framework

irxDiss = ain, Diss

[
exp

{αDiss, aF

RT
ηDiss

}
− exp

{
−
αDiss, cF

RT
ηDiss

}]
(2.19)

and like the source terms for oxygen and hydroxide, the source term for IrO2 then

becomes linear function of the dissolution current by

SIrO2
= −

irxDissV̄IrO2

nF
(2.20)

where V̄IrO2
is the molar volume of IrO2.

The specific interfacial area of the catalyst layer available for reaction, a, is as-

sumed to consist of a number of particles, or clusters, Np, per volume. These

clusters are also assumed to be spheres, with a radius, r, which has its original

value from geometrical considerations expressed as

r(t) =
3ϵIrO2

a
(2.21)

By setting the initial value of a = 2·106 m2m−3 and the initial value of the volume

fraction of iridium oxide to be ϵIrO2
= 0.14, an initial radius to the clusters are

defined. Since this radius can describe the surface area of every particle on the

surface, that also means that the total interfacial area can be expressed as the

total surface area for all the clusters on the surface as

a = 4πr(t)2Np (2.22)

This radius, r, can also describe the volume of the clusters, Vp through the volume

of a sphere as

Vp =
4πr(t)3

3
(2.23)

During the dissolution, it is assumed that iridium atoms are removed from these

particles/clusters that contain the catalyst material. This implies that the number

of particles per volume, Np, stays the same, but the radius of every cluster does

not. For every time step, ϵIrO2
is calculated from Equation 2.9, which results in
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a new volume of each particle. The new Vp can be described through geometri-

cal considerations from the new volume fraction and the number of particles per

volume as

Vp =
ϵIrO2

Np

This will in turn provide a new radius by Equation 2.23 which can be used to

calculate a new value for the interfacial area through Equation 2.22. However, this

approach also implies that the dissolution occurs uniformly over every particle, but

the particles might experience different dissolution rates between them selves.

2.6 Microkinetic modelling

Microkinetic modelling is a powerful tool for studying and describing the surface

kinetics of heterogeneous catalysis, be it electrocatalysis or not [86]. Microkinetic

modelling has been widely used to study the kinetics of different types of reac-

tions on surfaces and compare model predictions with experimental data, and in

that way extracting important parameters such as rate constants, the free energy

of adsorptions for intermediates, and rate-determining steps for different catalysts

[86, 87]. One of the most important aspects of microkinetic modelling and analysis

is the use of physical and chemical parameters that can be either estimated and re-

lated by theory and/or measured experimentally [88, p. 3]. The main objective of

the microkinetic analysis is to unify available experimental data, theoretical prin-

ciples, and fitting correlations relevant to the catalyst reactions in a quantitative

manner [88, p. 2].

The fundamental starting point for a microkinetic analysis is the description of a

reaction by a feasible reaction mechanism consisting of several elementary steps

encapsulating the essentials of the surface reactions [88, p. 2]. This includes re-

actants, products, intermediates and their surface coverages, and the interplay

between them. A fundamental assumption for microkinetic modelling is therefore

to assume that the reaction itself can indeed be described by a set of stepwise

elementary reactions. An elementary step is regarded as the most simple, mecha-

nistic process a reaction can undergo [52, p. 207]. A reaction scheme or mechanism

dictates the output of the model and thus plays an essential role in the output
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2.6 Microkinetic modelling

of the microkinetic model to be successful [29, 36]. Consequently, the mechanism

should be inspired by either experimentally found intermediates or measured data.

The microkinetic analysis describes a reaction as a set of elementary reactions, and

the rate of each elementary reaction has its own rate [88, p. 2]. Usually, the power-

law model is used to describe the kinetics of elementary reactions[86]. This model

is extensively used because of its ease of application, but it might be a limiting

approximation to more complicated mechanisms[86]. The power law model, as

described by Fogler [89, p. 82], describes the rate of reaction as a product of the

activity for the reacting species raised to the power of their reaction order and a

rate constant. Equation 2.24

rj = kj
∏
k

aΩk
k (2.24)

illustrates the power-law model for an elementary step j of a mechanism with rate

constant, kj, and the activity of species k, ak, reacting in the step raised to its

respective reaction order Ωk[88, p. 24][89, p. 82][86]. Note that for a reversible

reaction, equation 2.24 can express both the backward and the forward rate, and

the total rate is the difference between the two. The rate constant, kj, is not

dependent on the reacting species but is a function of temperature[88, p. 23]. In

this project, the rate constant, kj, is denoted as a chemical rate constant as k0j ,

to separate it from the potential dependent rate constants kj(E). The reaction

orders for a species, Ωk are often assumed to correlate with the stoichiometric

coefficients, but must always be measured and verified experimentally if the power

law is assumed [89]. In order to describe elementary steps which are also electro-

chemical, the elementary step is assumed to follow Butler-Volmer kinetics and in

its most simple way should also only include the transfer of one single electron

[p. 130][53]. The activity of the electron is dependent on the potential that the

electrode experiences through [53, p. 135]

ae− = exp

{
− F

RT
(E − En)

}
(2.25)
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3 Method

In order to study the degradation of IrO2 used as the anode catalyst material

in an AEM-WE under OER conditions studied in this thesis, microkinetic mod-

elling was applied to the reaction mechanism describing the coupled mechanism

of degradation of IrO2 during OER and the OER on an IrO2 surface proposed by

Kasian et al. [25] with some modifications. The full reaction mechanism includ-

ing dissolution by Kasian et al.[25, 63] is provided in Appendix B. By applying

microkinetic analysis to the proposed mechanism, it is implicitly assumed that

the reaction indeed can be described by a set of elementary steps [86]. Though

Kasian et al. [25] proposed the mechanism in acidic conditions, the same mecha-

nism is assumed to be applicable to alkaline conditions as well, by assuming water

autoprotolysis to holdi[32] such that acidic conditions can be transformed to alka-

line conditions. Hence, the degradation of IrO2 was studied during OER in both

acidic and alkaline environments. In addition, using the modelling framework by

SINTEF described in Section 2.5, the effect and the rate of catalyst degradation

could be studied during the operation of an AEM-WE by the use of the continuum

model.

The proposed reaction mechanism is a two-way mechanism, which includes both

oxygen evolution, and dissolution through the formation of IrO2–
4 and is assumed

to be the most dominant mechanism present on thermally formed iridium oxide

[25]. If electrochemically grown iridium oxide was assumed, then the other half

of the mechanism proposed by Kasian et al..[25] would be most fitting. Figure

3.1 is a simplification of the reaction scheme presented later in this section which

displays the different species containing iridium throughout the propagation of the

reaction. The starting point is the iridium oxide IrO2, which then reacts in step 1

in the figure and creates IrO2OH. IrO2OH reacts further into IrO3 in step 2. Now

IrO3 acts as a common intermediate[25] for the two pathways, where the reaction

can either go towards dissolution by IrO2–
4 in step 3, or towards the formation of

oxygen and IrO2 as displayed in step 4. If the reaction goes through the latter

step, IrO2 can again be used as a catalyst for the reaction by providing an active

site on the surface, shown by the arrow pointing towards the top.
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IrO2

IrO2OH

IrO3

IrO4
2- IrO2+�∕�O2

1

2

3 4

Figure 3.1: The reaction pathway for the OER (1-2-4) on IrO2 and degradation of IrO2 (1-2-3)
during OER. If the reaction goes towards OER, then IrO2 is not consumed during
the reaction and can act as an electrocatalyst again. The numerical steps are also
analogous to the reaction mechanisms described in the acidic model, and steps in
the alkaline model.

The reaction mechanism provided in Figure 3.1 is applicable in both acidic and

alkaline environments, and will be referenced later. First, the acidic model will be

described, and then the alkaline model.

3.1 Acidic model

By assuming the starting point for the mechanism is already formed IrO2, meaning

omitting step B.1 (and hence B.3) and B.2 and combining B.4, and B.5 to step

3.1, the dissolution mechanism on the IrO2 surface becomes

IrO2(s) + H2O(l)
k1+−−⇀↽−−
k1−

IrO2OH+H+(aq) + e− (3.1)

IrO2OH
k2+−−⇀↽−−
k2−

IrO3 +H+(aq) + e− (3.2)

IrO3 +H2O(l)
k3+−−⇀↽−−
k3−

IrO2−
4 (aq) + 2H+(aq) (3.3)

IrO3

k4+−−⇀↽−−
k4−

IrO2(s) +
1

2
O2(aq) (3.4)

where step 3.1 and 3.2 are electrochemical reaction steps indicated by the presence

of electrons, e– , and step 3.3 and 3.4 are purely chemical. The reaction steps pro-

vided in this mechanism in an acidic environment are analogous to the simplified

mechanism provided in Figure 3.1. In this mechanism, IrO2 represents an active

site on the surface of the iridium oxide layer, and IrO2OH and IrO3 denote surface
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intermediates by adsorbed OH and O respectively. Based on this mechanism, it is

assumed that IrO2OH and IrO3 are the only surface species present, and hence, all

occupied active sites are occupied by one of these two. If the dissolution step, step

3.3, is neglected, then the reaction mechanism becomes that of the Electrochemical

oxide path proposed by Bockris et al. [59], see Section 2.2.

If the reaction proceeds through step 3.1 - 3.2 - 3.3, indicated by step 1 - 2 - 3, in

Figure 3.1, then the reaction goes towards dissolving the catalytic surface via the

soluble species IrO2–
4 . The total reaction for this process is the sum of these steps

and yields,

IrO2(s) + 2H2O(l) −−⇀↽−− IrO2−
4 (aq) + 4H+(aq) + 2 e−

E


diss = 2.057Vvs SHE
(3.5)

with its standard reduction potential E

diss = 2.057Vvs SHE[90]. It shows that

the degradation of the catalytic surface, IrO2, is dependent on both the pH and

the potential.

If the reaction mechanism were to proceed through oxygen formation by step 3.1 -

3.2 - 3.4, then IrO2 would act as an electrocatalyst towards OER. The half-reaction

for this process is

IrO2(s) + H2O(l) −−⇀↽−− IrO2(s) +
1

2
O2(aq) + 2H+(aq) + 2 e−

E


OER = 1.23Vvs SHE
(3.6)

with its well known standard reduction potential of E


OER = 1.23Vvs SHE[43].

This way is again analogous to Figure 3.1 by steps 1 - 2 - 4. Here IrO2 is solely

acting as an electrocatalyst towards the OER [44, p. 339-241]. The two standard

potentials for the two half-reactions 3.5 and 3.6 is given in Table 3.1
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3.1 Acidic model

Table 3.1: The standard electrode potentials for the dissolution reaction, E


Diss, and for the
oxygen evolution reaction (OER), E



OER in acidic environment

Parameter Unit Value

E


Diss V vs SHE 2.057 [90]

E


OER V vs SHE 1.23 [43, p. 157]

In order to study this reaction mechanism by microkinetic modelling, the rate of

each step must be described by a rate law, where the power law model is assumed

to be applicable. By applying the power law model to each step in the degradation

mechanism under acidic conditions described by the steps 3.1 to 3.4, the rate of

each step can be expressed by

r1 = r1+ − r1− = k1+Γ(1− θ1 − θ2)aH2O
− k1−Γθ1aH+ (3.7)

r2 = r2+ − r2− = k2+Γθ1 − k2−Γθ2aH+ (3.8)

r3 = r3+ − r3− = k03+Γθ2aH2O
− k03−aIrO2−

4
a2
H+ (3.9)

r4 = r4+ − r4− = k04+Γθ2 − k04−Γ(1− θ1 − θ2)
√
aO2

(3.10)

where the total rate of each step, rj, is given by the difference between the forward

reaction, rj+, and backward reaction, rj−, for step j = {1, 2, 3, 4}. Γ represents the

total concentration of active sites on the IrO2-surface and is an intrinsic property

of the nature of the oxide layer and is different whether the layer is hydrous,

anhydrous, polycrystalline, monocrystalline etc... Each step is a product between

the rate constant, kj± or k0j±, for step j and the activities of the reacting species,

ak, raised to their stoichiometric coefficient νk, where k = {IrO2, IrO2OH, IrO3,

H+,H2O,O2}. The activities of reacting species k is a function of the surface

concentrationiii, ck since electrochemical reactions occur on electrode surfaces.

Subsequently, the activities of IrO2OH and IrO3 are described with their surface

concentration expressed by their fractional surface coverage, θ, with respect to

the total concentration of active sites, Γ. Therefore, their fractional coverage

is denoted θ1 and θ2 respectively, and their activities then become Γθ1 and Γθ2

respectively[91]. The use of fractional coverages implies that the activity of the

catalyst surface, aIrO2
, can be expressed as Γ(1 − θ1 − θ2), practically represent
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an unoccupied site. Lastly, the rate constants for step j is represented by either

kj± or k0j±. k0j± denotes the chemical rate constants for step j, and kj± denotes

the potential dependant rate constants for the electrochemical steps. kj± also

encapsulates the activity of the electrons through Equation 2.25 and is expressed

by

kj+ =k0j+ exp

{
(1− αj)F

RT
(E − En)

}
j = 1, 2 (3.11)

kj− =k0j− exp

{
−αjF
RT

(E − En)

}
j = 1, 2 (3.12)

and is also a function of the chemical rate constants k0j±. Both the chemical rate

constant and the electrochemical rate constant are a function of temperature, T ,

but the potential dependent rate constant is also a function of the transfer coeffi-

cient αj[53, p. 135], Faradays number, F, the molar gas constant, R, the electrode

potential, E, and the null potential, En for the reaction. The null potential, En,

for a reaction is expressed by Nernst equation as

En = E


j − RT

nF
ln

{∏
k

aνk
k

}
(3.13)

where νk is the stoichiometric coefficient for species k = {IrO2(s),H2O(l),H+(aq),

IrO2−
4 (aq),O2(aq)} which participates in reaction j. By using the convention that

the half-reactions are written as reductions, then νk adopts a positive sign if species

k is a product and a negative if it is a reactant. E

j is the standard potential for the

half-reaction [53], and if the activity for all species is set to unity, ak = 1∀k, then

the null potential becomes equal to the standard potential, En = E
 . Lastly, the

n in the denominator represents the number of electrons being transferred every

time the reaction proceeds, in this case, n = 2. Since the mechanism has two

separate paths, as indicated by figure 3.1, this gives rise to two separate faradaic

currents[92], which also means that there is a null potential related to both the

pathway that leads to the dissolution reaction, given by reaction 3.5, and the OER,

iiiThe activity of species k is a function of concentration through

ak = γk
ck
c0

where γk is the activity coefficient for species k, which expresses deviations from ideality, and c0

is the reference concentration c0 = 1mol L−1. γk is often difficult to predict but is assumed to
be unity in infinitely dilute solutions.
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3.2 Alkaline model

given by reaction 3.6.

3.2 Alkaline model

The same reaction mechanism introduced in the previous section is assumed to

also be applicable under alkaline conditions, by assuming the chemical equilibrium

of the water autoprotolysisi to hold. By doing so, the acidic conditions can be

trivially changed to alkaline conditions by the introduction of hydroxide ions [32].

Consequently, the degradation mechanism of IrO2 in alkaline environment can be

expressed by

IrO2(s) + OH−(aq)
k1+−−⇀↽−−
k1−

IrO2OH+ e− (3.14)

IrO2OH+OH−(aq)
k2+−−⇀↽−−
k2−

IrO3 +H2O(l) + e− (3.15)

IrO3 + 2OH−(aq)
k03+−−⇀↽−−
k03−

IrO2−
4 (aq) + H2O(l) (3.16)

IrO3

k04+−−⇀↽−−
k04−

IrO2(s) +
1

2
O2(aq) (3.17)

where step 3.14 and 3.15 are electrochemical and 3.16 and 3.17 are purely chemical.

Comparable to the mechanism described in the previous section, hydroxide ions

have been added to all the steps which are dependent on the pH, and that way

neutralised H+ to H2O. If the dissolution step, step 3.16, is neglected from the

mechanism the resulting mechanism is the electrochemical oxide path on IrO2

proposed by Bockris et al. [59], see section 2.2, in alkaline conditions. The same

notation as introduced in the acidic model is used here.

If the reaction proceeds through step 1-2-3 as indicated by figure 3.1, represented

by step 3.14 - 3.15 - 3.16 in the alkaline model, then the end product is dissolution

of the catalytic layer via the soluble species IrO2–
4 , same as for the acidic model,

though the reaction steps are different. The sum of these steps yields the half-

reaction for dissolution given by
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IrO2(s) + 4OH−(aq) −−⇀↽−− IrO2−
4 (aq) + 2H2O(l) + 2 e−

E


Diss = 0.401Vvs SHE
(3.18)

with its standard potential of E


Diss = 0.401Vvs SHE iv. In the reaction, the

catalyst is consumed and therefore no longer acts as a catalyst towards the OER

[44, p. 339-341].

On the other hand, if the reaction proceeds through steps 1-2-4 from figure 3.1,

also represented by step 3.14 - 3.15 - 3.17, then the half-reaction becomes that of

OER on iridium oxide in alkaline conditions

IrO2(s) + 2OH−(aq) −−⇀↽−− IrO2(s) +
1

2
O2(aq) + H2O(l) + 2 e−

E


OER = 0.401Vvs SHE

(3.19)

where IrO2 is not consumed and can be used again as an active site in the catalytic

layer. This is also depicted in figure 2.1. If the mechanism proceeds this way, then

IrO2 does in fact behave as a catalyst towards OER [44, p. 339-241]. The standard

potentials for the half-reactions 3.18 and 3.19 is available in Table 3.2

Table 3.2: The standard electrode potentials for the dissolution reaction, E


Diss, and for the
oxygen evolution reaction (OER), E



OER

Parameter Unit Value

E


Diss V vs SHE 0.401 iv

E


OER V vs SHE 0.401 [43, p. 43]

By following the same procedure as described in the acidic model, the power law

model is applied to describe the rate of the reaction steps 3.14 to 3.17, and Butler-

Volmer kinetics are applied to describe the activity of the electrons described by

Equation 2.25 for electrochemical steps. The rate equations for each step in the

ivThe standard reduction potential for reaction 3.18, E


Diss, was found by using equation
A.10 which is derived based on reaction 3.5 and reaction A.4. By using the acidic dissolution
reaction and applying standard state, meaning setting pIr = 0 in equation A.10, and using the
tabulated standard reduction potential for reaction A.4 provided by Milazzo and Caroli [90] to be
E



Diss = 2.057V, the standard reduction potential for reaction 3.18 could be found by evaluating
equation A.10 at pH = 14.
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mechanism under alkaline conditions becomes

r1 = r1+ − r1− = k1+Γ(1− θ1 − θ2)aOH− − k1−Γθ1aH2O
(3.20)

r2 = r2+ − r2− = k2+Γθ1aOH− − k2−Γθ2aH2O
(3.21)

r3 = r3+ − r3− = k03+Γθ2a
2
OH− − k03−aIrO2−

4
aH2O

(3.22)

r4 = r4+ − r4− = k04+Γθ2 − k04−Γ(1− θ1 − θ2)
√
aO2

(3.23)

where rj is the total rate of reaction j which is still the difference between the

forward rate, rj+, and the backward rate rj− where j = {1, 2, 3, 4}. Γ denotes

the total concentration of active sites available on the surface of the catalyst.

The intermediates IrO2OH and IrO3 from the described reaction mechanism are

formed on the surface, and therefore occupy an active site each. It is still assumed

that these two intermediates are the only two intermediates taking part in the

reaction mechanism and consequently an available active site, IrO2, is then denoted

Γ(1− θ1 − θ2). The activities for each species taking part in each elementary step

is ak for each species k = {H2O(l),OH−(aq), IrO2−
4 (aq),O2(aq)}. Lastly, the

chemical rate constants for each step is denoted k0j+ and k0j− follows the same

notation as described in the acidic model and is expressed by equation 3.11 and

3.12 respectively. The null potential as expressed by the Nernst equation, equation

3.13, in the previous section, still applies, but the reactants and products have

changed in response to the shift to alkaline conditions. This means that there is a

null potential and anodic current related to reaction 3.18 and 3.19.

3.3 Numerical approach

The numerical approach for studying the degradation of iridium oxide under OER

conditions was the same for both the acidic and alkaline modelsv. The end goal

was to try and describe qualitatively how fast the degradation occurs in acidic

and alkaline environments. For both models, the rate of dissolution is given by

the rate of the third step in both mechanisms, meaning step 3.3 and 3.16 in the

acidic and alkaline model respectively. This implies that the motivation behind

this approach is to compare the rate of dissolution described by 3.3 and 3.16 with

measured degradation data. Degradation data measured by Mayrhofer et al. [1]

is used for the acidic model, and data from Schalenbach et al. [2] is used in
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the alkaline model. The amount of data on iridium oxide is much more scarce for

alkaline conditions than for acidic conditions, so the data provided by Schalenbach

et al. [2] is for metallic iridium. The simulated current-potential curves can be

found by expressing the conservation of adsorbed species and the sweep rate, ν,

in the form of a set of differential equations as

d(Γθ1)

dt
= r1 − r2 (3.24)

d(Γθ2)

dt
= r2 − r3 − r4 (3.25)

dE

dt
= ν (3.26)

and then solving the set of equations where t is the time variable. Equation 3.24

and 3.25 describes the conservation of the site coverage of IrO2OH and IrO3 re-

spectively and equation 3.26 describes the sweep rate. Here r1, r2, r3, r4 represents

the reaction rates described in section 3.1 or 3.2 depending on the model used.

Then by following the same procedure as Daydova et al. [93, 91], the total faradaic

current of the system arising from electrochemical reactions on the surface of the

electrode can be described as the sum of the electrochemical steps by

i = nF (r1 + r2) (3.27)

in the case where transport limitations are absent[91]. Equation 3.27 relates the

electrochemical steps from the reaction scheme to the faradaic current density, i.

The current density is the total current, I, divided by the surface area, A, of the

electrode available for reactions

i =
I

A

As Figure 3.1 suggests, there are two possible reaction pathways, assuming the

given reaction mechanism is the dominant one, which gives rise to one anodic

current originating from two different reaction pathways. These reactions are a
vThe code used to do the microkinetic modelling is available on the public Github repository:

https://github.com/pekarste/Degradation/tree/main. Some segments are also provided in
Appendix F

42

https://github.com/pekarste/Degradation/tree/main


3.3 Numerical approach

part of the same mechanism and occur on the same electrode and will experience

the same potential. The total current density will therefore be the sum of the two.

That is

iantot = iOER + iDiss (3.28)

where iant is the total anodic current density, and iOER and iDiss is the current

density from the OER and the dissolution reaction on the anode respectively.

From the literature, and based on general catalyst properties, it is reasonable

to assume that the OER pathway will dominate over the dissolution pathway,

iOER ≫ iDiss. Cherevko et al. [27] found that the faradaic current efficiency for

the dissolution current on iridium oxide was somewhere between 0.05% and 1% in

acidic conditions. Schalenbach et al. [2] found a similar current efficiency for the

dissolution current in alkaline media to be around 0.01% at i = 1mAcm−2. These

findings are in line with the assumption that the majority of the anodic current is

originating from the OER. This assumption lets Equation 3.28 be approximated

to

iantot ≈ iOER (3.29)

which also implies that the reaction mechanism is dominated by the OER pathway

following step 3.1/3.14 - 3.2/3.15 - 3.4/3.17. This can be illustrated in Figure 3.1

as the pathway 1-2-4 will dominate over 1-2-3.

The next step is then to find an expression for the total current density. In order

to do that, a quasi-steady state is assumed for the mechanism where step 3.2 and

3.15 is assumed to be the rate-determining step (rds) for the acidic and alkaline

model respectively. The rate-determining step is now denoted as r̂2, where the hat

ˆ represents rds. The rds is assumed to be much slower than the other steps [53,

p. 48], hence this step is the bottleneck for the rate of the reaction. This implies

that the steps prior, meaning step 3.1/3.14, can be assumed equilibrated, and the

steps after the rds, meaning step 3.4/3.17 can be assumed to be much faster than

the forward rate of the rds [35, 36, 37]. Though, it is advisable to avoid such

quasi-steady-state assumptions when modelling dynamic behaviour since it can
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undermine the complexity of the kinetics and hide kinetic properties like several

Tafel slopes across large potential regions [28, 35]. A full dynamic analysis inspired

by the work of Reksten [94] and Marshall et al. [28] was attempted, but ultimately

abandoned and described in Appendix D. Finally, by assuming a quasi-steady-state

and following the procedure from the mechanistic study described by Reksten et

al. [37] to derive an expression for the total rate of the OER based on the rds, the

rate of the reaction becomes

Acidic model : r̂2 =
Γk02+ exp

{
(1−α2)F

RT (E − En)
}

1 +
aH+

aH2O
K0

1 exp
{
− F

RT (E − En)
} ≈ iantot

nF
(3.30)

Alkaline model : r̂2 =
Γk02+ exp

{
(1−α2)F

RT (E − En)
}
aOH−

1 +
K0

1
aOH−

exp
{
− F

RT (E − En)
} ≈ iantot

nF
(3.31)

where k02+ is the chemical forward rate constant for step 3.2/3.15, which is also

the rds. α2 is the transfer coefficient [53, p. 135] which accompanies the electron

transfer in the rds, though it is assumed that the transfer coefficient for both

electrochemical steps is equal, meaning α1 = α2 = α. Following the notation of

Reksten et al. [37], K0
1 is the ratio between the chemical backwards and forward

rate constant, k01−
k01+

. This expression is based on the assumption that OER domi-

nates over the dissolution reaction, and therefore simulates the OER, consequently,

the null potential, En, for this expression is that of the OER vi. Lastly, the n in

this denominator is representing the total number of electrons being transferred

in reaction 3.6/3.19, which can be seen as n = 2.

Equation 3.30 and 3.31 is supposed to simulate a polarization curve for the OER,

and by using reported linear sweep voltammetry data (LSV) for OER on iridium

and iridium oxide, the unknown parameters to equation 3.30/3.31 could be found

through numerical fitting procedures in MATLAB ®. By using reported LSV
viThe OER is given in reaction 3.6 for the acidic model and 3.19 for the alkaline model. By

using the Nernst equation given in 3.13, the null potential becomes

Acidic model : En = E


OER − RT

nF
ln

{
aH2O

a2
H+

√
aO2

}

Alkaline model : En = E


OER − RT

nF
ln

{
a2
OH−

aH2O
√
aO2

}

which depends on the pH/pOH.

44



3.3 Numerical approach

data for OER on iridium and iridium oxide from Scohy et al. [24] and Mayrhofer

et al. [1] in the acidic model, and Schalenbach et al. [2] for the alkaline model, and

lastly, Cherevko et al. [50] and Damjanovic et al. [95] for both models, estimates

for Γk02+, α2 = α, and K0
1 , could be found. Γ is treated as an unknown since it is

difficult to estimate, and therefore the product Γk02+ is found by fitting instead of

Γ and k02+ separately. The numerical fitting and the resulting fitting parameters

are presented in Section 4 for Mayrhofer et al.[1] and Schalenbach et al.[2] since

that is where the degradation comes from. The fitting results from the other LSV

data are shown in Appendix C.

With estimate values for the fitting parameters Γk02+, α2 = α, and K0
1 , the rate

of degradation could be found. In this assessment, the rds is assumed to be much

slower than the rest of the steps. This means that one could assume that the rate

of formation of IrO2OH, denoted as Γθ1, given in equation 3.24 to be at steady

state. Now, one can solve the site balance for IrO3, which is denoted Γθ2, given as

the differential equation 3.25 with respect to time with some assumptions being

made. Firstly, the backwards reaction for both step 3.3/3.16 and 3.4/3.17 can be

assumed to be much lower than the forward reaction. In this approximation, the

redeposition of IrO2–
4 is assumed negligible compared to the dissolution of IrO2–

4 ,

making the forward rate of step 3.3/3.16 much larger than the backward rate,

r3+ ≫ r3−. Though, it should be noted that Yu et al. [96] did a study on PEM-

WE degradation and found that iridium was redeposited all across the membrane,

and was even found on the cathode, still, the redeposition of iridium was outside

of the scope. The same goes for the last step, 3.4/3.17, which creates oxygen in

the OER mechanism. The back diffusion of O2 back to the iridium oxide surface is

highly unlikely, and can be deemed much slower than the formation of oxygen on

the surface. Geppert et al. [36] performed a similar modelling study of a similar

mechanism, and stated the oxygen formation step could be assumed irreversibly

due to its high reaction energies, hence r4+ ≫ r4−. Lastly, we assume that the rate

of oxygen formation out rules that of the dissolution, which is the fundamental

assumption for this numerical approach. This can also be related to the dominating

current efficiencies for the OER already mentioned earlier. Consequently, the site

coverage of IrO3 given in Equation 3.25 can be written and simplified to
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dΓθ2
dt

= r2 − r3 − r4 = r̂2 − (r3+ − r3−)− (r4+ − r4−)

≈ r̂2 − r3+ − r4+

≈ r̂2 − r4+

(3.32)

Applying Equation 3.32 to the acidic and the alkaline model gives

Acidic model :
dΓθ2
dt

≈
Γk02+ exp

{
(1−α2)F

RT (E − En)
}

1 +
aH+

aH2O
K0

1 exp
{
− F

RT (E − En)
} − k04+Γθ2 (3.33)

Alkaline model :
dΓθ2
dt

≈
Γk02+ exp

{
(1−α2)F

RT (E − En)
}
aOH−

1 +
K0

1
aOH−

exp
{
− F

RT (E − En)
} − k04+Γθ2 (3.34)

where the potential, E, is a function of time, t, given by integrating equation 3.26

from the initial time, ti to a time t with a constant sweep rate, ν, yielding

E(t) = Ei + νt (3.35)

where, Ei, is the initial potential at t = ti. Though for the degradation data that

the microkinetic models are meant to simulate, the degradation measurements

were performed by cyclic voltammetry [1, 2], where the sweep rate changes di-

rection after reaching a maximum potential after a time t = tmax. Hence, the

potential regime used is described by

E(t) =

{
Ei + νt, t ≤ tmax

Ei + ν(2tmax − t), t ≥ tmax

Solving the simplified differential equation 3.32 for Γθ2(t), yields an estimate for

the formation of the site coverage of IrO3, Γθ2(t), which participates in the degra-

dation mechanism. The chosen potential regime used by Mayrhofer et al. [1] is

that of a linear potential sweep, with a constant sweep rate, with two cycles, one

cycle with Emax = 1.2Vvs RHE and another with Emax = 1.6Vvs RHE, both

with a sweep rate of ν = 2mV s−1. For this study, the latter cycle with dissolu-

tion data and the corresponding potential regime was used, capturing the whole
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3.3 Numerical approach

dissolution peak corresponding to this potential change. The potential regime

from Schalenbach et al. [2] follows the same procedure with the same sweep rate,

but only using two cycles with Emax = 1.5Vvs RHE where the first cycle was

chosen. Now, the only unknown parameter in equation 3.33/3.34 is the forward

rate constant for step 3.4/3.17, k04+, meaning that the solution to Equation 3.32,

Γθ2(t), is dependent on a value for k04+.

The differential equations 3.33 and 3.34 are examples of stiff differential equations.

Stiff differential equations are mathematically difficult to define unambiguously

but they show properties like a solution to a slow and smooth curve is substantially

disturbed by nearby rapid solutions [97], such properties force the step size to be

unreasonable small in regions where the curve is smooth [98]. Equation 3.33 and

3.34 are considered stiff because of the different sizes of the rate constants in the

expression. This equation was solved using a built-in solver in MATLAB®called

ode15s, which is briefly described in Appendix E.

Now, with a solution for equation 3.32 on the form, Γθ2(t), for different values

of k04+ obtained by using ode15s, corresponding estimates for the forward rate

constant for the dissolution step, k03+, could be found by setting the rate of step

3.3/3.16, equal to the rate of dissolution, dIr
dt , measured by Mayrhofer et al.[1] and

Schalenbach et al. [2] as

r3 = r3+ − r3− ≈ r3+

= r3+ =
daIr
dt

(calc)
(3.36)

where the first approximation is still the neglecting of back diffusion of IrO2–
4 for

both models. Inserting the respective expressions for the acidic model and the

alkaline model for r3+ gives

Acidic model : r3+ = k03+aH2O
Γθ2 =

dIr

dt
(calc) (3.37)

Alkaline model : r3+ = k03+a
2
OH−Γθ2 =

dIr

dt
(calc) (3.38)

The calc represents the calculated value based on the solution Γθ2(t) obtained by
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solving 3.32. Then by comparing the calculated dissolution rate to the measured

dissolution rate from Mayrhofer et al. [1] and Schalenbach et al. [2], an estimated

value for k03+ could be found by minimising the difference between the measured

dissolution and the calculated dissolution rate, on the basis of k03+. This can be

described as minimising the square of the differences given as χ2 for both models.

χ2 =

[
dIr

dt
(calc)− dIr

dt
(meas)

]2
(3.39)

where meas represents the measured dissolution rate reported by Mayrhofer et al.

[1] and Schalenbach et al.[2]. The value of the rate constant, k03+, can give an

indicator of how fast the degradation reaction occurs.

Table 3.3 contains a summary of the important parameters from the microkinetic

model, their description, units, and lastly how they are found.

Table 3.3: A summary of the different constants from the microkinetic model and how they are
found

Variable Description Unit Source

Product of total concentration

Γk02+ of active sites on IrO2 surface molm−2 s−1 Fit from data

and forward rate constant for rds

K0
1 Chemical equilibrium constant - Fit from data

for step 1

α Charge transfer coefficient - Fit from data

k03+ Chemical forward rate constant s−1 Found by minimising χ2

for dissolution step

k04+ Chemical forward rate constant s−1 Predetermined

for oxygen formation step

3.3.1 Continuum model for an AEM-WE

Since the continuum model by SINTEF [3] is made to simulate the operation

of an AEM-WE, then it was most reasonable to implement the alkaline model

into the continuum model where it was fittingvii. Implementing a microkinetic

model describing the dissolution of the catalyst layer into a cell-level model may
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3.3 Numerical approach

capture the details of the degradation process more accurately, than just assuming

they follow a Butler-Volmer type of reaction. This way, the mechanism of the

degradation has an effect on the output, whereas, without the microkinetic model,

it would seem as if the dissolution is described by a single step. This means that

the way dissolution and current in the model were described in Section 2.5 had

to change. The model descriptions for the membrane and the cathode side were

left unaltered. As mentioned in Section 2.5, the model is solving seven governing

equations concurrently, by the use of ode15i [3]. By implementing the microkinetic

model to describe dissolution, the conservation of site coverage for IrO3, Equation

3.34, was added to the system of equations in the continuum model.

With the assumption of an rds and quasi-equilibrium, Equation 3.31 describes the

total rate of the OER, and hence the anodic current related to the oxygen evolution

at the anode. Until now, the reactions and the prior numerical approach have not

dealt with the presence of an ionomer, only IrO2 covered in an electrolyte. In order

to be consistent, the derived alkaline model described in Section 3.2 and 3.3 was

then assumed to only apply for the electrolyte-covered catalyst. Consequently, this

also meant that there was assumed no degradation for the catalyst which is covered

by an ionomer, see Figure 3.2. Li et al. [18] found that ionomer detachment from

the catalyst surface led to a higher degradation rate, meaning that the presence

of ionomer could keep the catalyst particles stable under operation. The resulting

change is then that Equation 2.15 remains unchanged, and is still described by

Butler-Volmer, and that Equation 2.14 is replaced with

irxL = aLnFr̂2(η
surf
L ) (3.40)

where aL has replaced (1 − XInmr)a, indicating the interfacial area covered by

electrolyte. Subsequently, XInmra is replaced with aInmr, and that way, omitting

the use of XInmr. This implies that it is only aL which is decreasing as a result of the

degradation of electrolyte-covered catalyst, while aInmr stays the same. The initial

value for the interfacial area exposed to electrolyte and the part covered by ionomer

is set to be the same, and half the original value of a as aL = aInmr = 1·106 m2m−3.

viiThe continuum model with my alterations is available on the open Github repository:
https://github.com/CHANNEL-H2020/AlkalineElectrolyzerContinuumModel/tree/Pally_
AEM_WE_diss
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Equation 3.40 has also put emphasis on the substitution of E−En with the surface

overpotential related to the electrolyte-covered catalyst, ηsurfL , in addition, the

activity of hydroxide, aOH− , within r̂2 as showed in Equation 3.31 is now calculated

by the means of the continuum model.

Figure 3.2 illustrates the effect of implementing the alkaline microkinetic model

into the continuum model. Because of consistency, there is only catalyst dissolu-

tion where the catalyst is exposed to the electrolyte, and not ionomer, whereas

there is still the formation of oxygen in both phases. Furthermore, it shows the

exchange of OH– and H2O between the ionomer and electrolyte phase.

+

2-

2-

+-

-

-
-

-

-

-

-

(Inmr)

(Inmr)

(L)

(L)

Ionomer Electrolyte

+

+

+

+

- O2

- H2O

-- OH
+

- K

- Dissolved
catalyst

- Active site 
on catalyst

Figure 3.2: Anode catalyst surface of an anion-exchange membrane water electrolyser partially
covered in ionomer and partially exposed to the electrolyte. It illustrates the ef-
fect of the implementation of the microkinetic model into the continuum model
regarding the dissolution of the catalyst layer. The transfer of hydroxide and water
between the two phases is also added, as well as oxygen formation.

The alteration of how the current is calculated will also affect the oxygen produced

in the anode by Equation 2.16 and also the amount of hydroxide consumed by

Equation 2.17. This will also indirectly affect the molar transport of ions expressed

through Equation 2.12 and also the pressure gradient in Equation 2.10.

Finally, the dissolution will not be described by Butler-Volmer directly, but by

the microkinetic expression in Equation 3.38. Equation 3.38 would then replace

50



3.3 Numerical approach

Equation 2.19 as

irxDiss = aLnFr3+ (3.41)

and the source term for the dissolution of IrO2 described by Equation 2.20 was

then changed to

SIrO2
= −aLr3+V̄IrO2

(3.42)

Regardless of the resulting rate constant from the alkaline model, the ratio k04+
k03+

was

also changed when running simulations. This was done since the k03+ values ended

up being dependent on a given value of k04+, making the results more qualitative.

Hence, the ratio was also changed to study the effect of larger differences in k04+

and k03+ on the output of the model. This is because it is often assumed that the

rate of dissolution is usually much lower than that of oxygen formation, and that

could be studied as well, and this would be a qualitative measure for that.

Table 3.4 contains the standard operating conditions and the initial values for

quantities related to the simulation of an AEM-WE. The predefined variables

are above the midrule in the table, while initial values based on the predefined

parameters are below the midrule.
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Table 3.4: Model parameters used for the continuum model after the implementation of the
alkaline model. The constants from the alkaline model are given in Section 4

Parameter Value [unit]

cOH− 1 mol L−1

in 0.256 Am−2

aL 1 · 106 m2m−3

aInmr 1 · 106 m2m−3

ϵIrO2
0.14 [-]

T 333.15 K

V̄IrO2
1.9230 · 10−5 m3mol−1

I 30000 Am−2

r 4.2 · 10−7 a m

Np 4.51 · 1017 b m−3

a Calculated from Equation 2.21 based on

ϵIrO2
and aL

b Calculated from Equation 2.22 based on r

and Np
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4 Results

To study the dissolution of iridium oxide during OER, it was assumed that the

current originating from dissolution was negligible compared to the current related

to the OER. Moreover, a quasi-steady-state was assumed for the reaction where

step 3.2 and 3.15 were assumed as the rds in the acidic and alkaline model respec-

tively. This led to the derived expression for the rate of reaction given in equation

3.30 and 3.31, where Γk02+, α2, and K0
1 was unknown. In order to find estimated

values for these parameters, a numerical fitting procedure was undertaken using

MATLAB for both the acidic model and the alkaline model based on linear sweep

voltammetry (LSV) in acidic[1, 24, 95, 50] and alkaline[2, 50, 95] conditions re-

spectively. Though, only the results from Mayrhofer et al. [1] and Schalenbach

et al.[2] are reported here since those are directly related to the degradation data

which the model is meant to reproduce. From there a solution to equation 3.32 for

three different values of k04+ could be obtained giving values for the site coverage

of IrO3 as a function of time, Γθ2(t). The site coverage was then used to estimate

the rate of dissolution r3+. This section contains the fitting parameters of Γk02+,

α2, and K0
1 from the LSV data from Mayrhofer et al.[1] and Schalenbach et al.[2],

Γθ2 as a function of time, t, and potential, E, and lastly the rate of dissolution

for both the acidic and alkaline model as a function of time.

4.1 Acidic model

The acidic model was based on the assumption that reaction 3.2 is the rds, which

leads to the rate of reaction expressed as equation 3.30. Equation 3.30 has three

unknown parameters, the product between the concentration of active sites on

the surface and the forward chemical rate constant for the rds, Γk02+, α, and K0
1 .

The values of these parameters were obtained by numerical fitting carried out in

MATLAB of Equation 3.30 to the measured LSV curves in acidic media. The LSV

curves were extracted from Scohy et al. [24], Damjanovic et al. [95], Cherevko et

al. [50], and Mayrhofer et al.[1], though only the result from Mayrhofer is given

in this section, and the rest in Appendix C.

The result of fitting Equation 3.30 to the sampled LSV curve from Mayrhofer et

al.[1] which corresponds to the electrode of which the degradation was measured

is shown in Figure 4.1. Sampled data are represented by red squares and the fitted
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result is the black line. In addition, the coefficient of determination, R2, is also

provided.
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Figure 4.1: The sampled data from a linear sweep voltammetry on hydrous IrO2 in 0.1mol L−1

H2SO4 from Mayrhofer et al. [1] in red squares and the corresponding curve fitting
black line. This electrode was cycled 20 times and shares the preparation history
of the electrode in which the degradation is measured. The coefficient of determi-
nation is R2 = 0.99942

The modelling parameters used for solving Equation 3.33 were the fitting param-

eters obtained by the fitting of Equation 3.30 to LSV data, and the temperature

and activity of protons during the measuring of the degradation data done by

Mayrhofer et al.[1]. The degradation was measured on a hydrous iridium oxide

electrode, which was cycled 20 times and a sweep rate of ν = 2mV s−1 and the

activity of the protons was approximated to be equal to the concentration of pro-

tons in 0.1mol L−1 H2SO4. Table 4.1 shows the parameters used for the acidic

model.
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4.1 Acidic model

Table 4.1: Model parameters used for the computation of the dissolution rates for the acidic
model. Above the horizontal line are the results from the numerical fitting of equa-
tion 3.30 to sampled data extracted from measured LSV data by Mayrhofer et al.[1].
Γk0

2+, α2, and K0
1 were fitting parameters and the 95% confidence interval is pro-

vided in parenthesis after the calculated value by MATLAB. The corresponding
LSV curve with the sampled data and the coefficient of determination are shown in
Figure 4.1

Parameter Value [Unit]

Γk02+ · 105 1.954 (1.9− 5.8) [molm−2]

K0
1 · 10−7 1.532 (0.65− 2.06) [−]

α 0.7881 (0.67− 0.91) [−]

T 298a [K]

cH+ 0.2b [mol L−1]

a Temperature for electrochemical measurements from

Mayrhofer et al.[1].
b The concentration of H+ given by Mayrhofer et al.[1]

to be 0.1mol L−1 H2SO4, and full dissociation was as-

sumed.

With the modelling parameters in Table 4.1, a solution to Equation 3.33 could

be found for different values of k04+. The differential equation, Equation 3.33, is

solved over the time measured by Mayrhofer et al. [1] for the dissolution peak

with Emax = 1.6Vvs RHE and the potential regime as described in Section 3 with

a sweep rate of ν = 2mV s−1. The solution to equation 3.33 for k04+ = {0.1 s−1,

0.01 s−1, 0.001 s−1} as a function of time is given in Figure 4.2 along with the

potential regime, E(t), in grey dashed lines.

55



4 RESULTS

2200 2300 2400 2500 2600 2700
t - [s]

0

0.01

0.02

0.03

0.04

0.05

!
3

2
(t

)
-

[m
o
l

m
!

2
]

1.1

1.2

1.3

1.4

1.5

E
-

[V
v
s

R
H

E
]

E(t)

Mayrhofer -
Acidic

k0
4+ = 0.1

k 0
4+ =

0.01

k 0
4+ = 0.001

Figure 4.2: The solution of equation 3.33 describing the site coverage of IrO3, denoted Γθ2, as
a function of time, t, for three different values of k0

4+ based on the data obtained
from Mayrhofer et al. [1] and the model parameters from Table 4.1. The potential
regime during the degradation study by Mayrhofer et al. [1] is also provided on
the right y-axis. The markers represent the sampled data points for time from the
degradation data

The solution to equation 3.33 based on the parameters in table 4.1 was also plotted

as a function of the potential during the potential sweep in Figure 4.3. The

measured degradation data by Mayrhofer et al. [1] is plotted against the second

y-axis, denoted dIr
dt , in grey dashed lines. The direction of the linear potential

sweep is also given in the figure as black and grey arrows.
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Figure 4.3: The solution of equation 3.33 describing the site coverage of IrO3, denoted Γθ2,
as a function of potential, E, for three different values of k0

4+ based on the data
obtained from Mayrhofer et al. [1]. The degradation data from Mayrhofer et al.
[1] is also provided for reference on the right y-axis. The markers represent the
sampled points from the degradation data

Lastly, the rate of degradation was obtained by minimising χ2 as described by

equation 3.39 with respect to k03+ for the acidic model. The resulting degradation

rates along with the minimised values for k03+ are given in Figure 4.4 as a function

of time. The degradation data, which the calculated dissolution rates are meant

to reproduce, are also given in black dashed lines marked with dIr
dt , along with the

potential regime, E(t) in grey dashed lines.
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Figure 4.4: The rate of degradation, r3+, as a function of time, t, for three different values
of k0

4+, based on the data from Mayrhofer et al. [1]. The resulting rate constant
for the degradation, k0

3+, is also provided with their respective solutions. The
measured rate of dissolution from Mayrhofer et al. [1] in black dashed lines and
the potential regime used under the measuring of degradation is also provided as
grey dashed lines. The markers represent the sampled data from the degradation
data

The chemical forward rate constants for the dissolution rates in Figure 4.4 can be

seen in Table 4.2.

Table 4.2: The chemical rate constants for dissolution, k0
3+, as a result from the minimisation

of Equation 3.39 for the acidic model for k0
4+ = {0.1 s−1, 0.01 s−1, 0.001 s−1}. The

values are also showed in Figure 4.4.

Rate constant Value

k04+ [s−1] 0.1 0.01 0.001

k03+ [s−1] 3.13 · 10−6 5.43 · 10−7 2.97 · 10−7

4.2 Alkaline model

Much like the acidic model, the alkaline model was based on the assumption that

reaction 3.15 is the rds, and this assumption gives the expression for the whole
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reaction rate as Equation 3.31. The three unknowns in this expression are Γk02+, α,

and K0
1 . These unknowns were fitted by a numerical fitting procedure in MATLAB

based on the measured LSV data in alkaline conditions from Cherevko et al. [50],

Damjanovic et al. [95], and Schalenbach et al. [2], though only the results from

Schalenbach is reported in this section since the degradation data in alkaline media

was from Schalenbach et al. [2]. The result obtained based on Cherevko et al. [50]

and Damjanovic et al.[95] are given in Appendix C.

The numerical fitting of Equation 3.31 to the LSV data from Schalenbach et al.

[2] is shown in Figure 4.5, where the sampled data are represented in magenta

diamonds and the resulting fit is the black line. The coefficient of determination,

R2, is also displayed.
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Figure 4.5: The sampled data from the LSV measurement on Ir in 0.05mol L−1 NaOH from
Schalenbach et al. [2] in magenta diamonds and the corresponding curve fitting
black line. The coefficient of determination is R2 = 0.99901

The modelling parameters for solving Equation 3.34 were the fitting parameters

obtained by the fitting of Equation 3.31 to LSV data, and the temperature and
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activity of hydroxide ions during the measuring of the degradation data done by

Schalenbach et al.[2]. The activity of the hydroxide ions was approximated to be

equal to the concentration. Table 4.3 shows the parameters used for the alkaline

model.

Table 4.3: Model parameters used for the computation of the dissolution rates for the acidic
model. Above the horizontal line are the results from the numerical fitting of equa-
tion 3.31 to sampled data extracted from measured LSV data by Schalenbach et
al.[2]. Γk0

2+, α2, and K0
1 were fitting parameters and the 95% confidence interval is

provided in parenthesis after the calculated value by MATLAB. The corresponding
LSV curve with the sampled data and the coefficient of determination are shown in
Figure 4.5

Parameter Value [Unit]

Γk02+ · 105 3.684 (2.9− 4.4) [molm−2]

K0
1 · 2436 (1757− 3115 [−]

α 0.7146 (0.70− 0.73x) [−]

T 298a [K]

cOH− 0.05b [mol L−1]

a Temperature for electrochemical measurements from

Schalenbach et al.[2].
b The concentration of OH– given by Schalenbach et al.[2]

to be 0.05mol L−1 NaOH, and full dissociation was as-

sumed.

By using the model parameters in Table 4.3, a solution, Γθ2(t), to equation 3.34

could be obtained. The solution to equation 3.34 is given as a function of time

in Figure 4.6 for k04+ = {0.1 s−1, 0.01 s−1, 0.001 s−1}. The used potential regime,

E(t), by Schalenbach et al.[2] for the dissolution peak chosen is plotted against

the right y-axis for Emax = 1.5Vvs RHE and a sweep rate ν = 2mV s−1.
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Figure 4.6: The solution of Equation 3.34 describing the site coverage of IrO3, denoted Γθ2, as
a function of time, t, for three different values of k0

4+ based on the data obtained
from Schalenbach et al. [2]. The potential regime during the degradation study by
Schalenbach et al. [2] is also provided on the right y-axis. The markers represent
the sampled data from the degradation data.

The solution to Equation 3.34 was also plotted as a function of potential in Figure

4.7. Here, the measured dissolution rate by Schalenbach et al. [2] as a function of

potential is also plotted against the right y-axis, denoted dIr
dt . The direction of the

potential sweep is also given by arrows.
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Figure 4.7: The solution of equation 3.34 describing the site coverage of IrO3, denoted Γθ2,
as a function of potential, E, for three different values of k0

4+ based on the data
obtained from Schalenbach et al. [2]. The degradation data from Schalenbach et
al. [2] is also provided for reference on the right y-axis. The markers represent
sampled data from the degradation data

Lastly, the estimate of the dissolution rate, r3, for the three different values of k04+
was found by minimising χ2 expressed by equation 3.39 with respect to k03+ for

the alkaline model. The result is given in figure 4.8 as a function of time, with

the minimised values of k03+ also given in the figures. The measured degradation

data, which the simulated dissolution rates were meant to reproduce, is also given

in black dashed lines and denoted dIr
dt , while the potential regime is given in grey

dashed lines.
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Figure 4.8: The rate of degradation, r3+, as a function of time, t, for three different values of
k0
4+, based on the data from Schalenbach et al. [2]. The resulting rate constant

for the degradation, k0
3+, is also provided with their respective solutions. The

measured rate of dissolution from Schalenbach et al. [2] in black dashed lines and
the potential regime used under the measuring of degradation is also provided as
grey dashed lines. Markers represent the sampled data from the degradation data.

The chemical forward rate constants for the dissolution rates in Figure 4.8 can be

seen in Table 4.4.

Table 4.4: The chemical rate constants for dissolution, k0
3+, as a result from the minimisation

of Equation 3.39 for the alkaline model for k0
4+ = {0.1 s−1, 0.01 s−1, 0.001 s−1}. The

values are also shown in Figure 4.8.

Rate constant Value

k04+ [s−1] 0.1 0.01 0.001

k03+ [s−1] 1.09 0.288 0.148

4.3 Continuum model for AEM-WE

The continuum model was developed by SINTEF and described in more detail by

Gerhardt et al.[3] and the most important aspects of how the implementation of

the microkinetic model affects the output are described in Section 2.5 and 3. This
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modelling framework is meant to simulate the operation of an AEM-WE, which

operates under alkaline conditions, thus it was most consistent to implement the

alkaline model based on the results from Schalenbach et al. [2] presented in the

previous section into the continuum model. All the simulations were done with

polarisation conditions. The time to reach the maximum operational current was

always set to be t = 36 000 s, meaning that lower maximum operational current

densities also correspond to a slower increase in current per time. With an example,

this means that when simulating the operation of an AEM-WE with an operational

current of imax = 30 000Am−2, compared to that of a imax = 300Am−2, they will

both reach their operational current after t = 36 000 s. This is important to keep

in mind for this section.

The degradation expressed by Equation 3.42 is meant to decrease the available

surface area of the electrolyte-covered catalyst layer over time, expressed as the

specific interfacial area, aL. Moreover, the modelling framework calculates aL as a

function of both time and position across the anode catalyst layer (CL) thickness

during the polarisation. Since this is a quantitative study, the effect of the ratio

between k04+ and k03+, and the magnitude of the operational current on degradation

was also studied.

First, the highest rate constants in Table 4.4 from the results of the alkaline model

were chosen as model parameters used for the study of the effect of different

maximum current densities, imax. Thus, Figure 4.9 was made by choosing k04+ =

0.1 s−1 and the corresponding value of k03+ = 1.09 s−1 from Table 4.4, and setting

the operational current density, imax, to be imax = {30 000Am−2, 3000Am−2,

300Am−2, 30Am−2, 3Am−2}. Keep in mind that the operational current given

in the legend is not achieved before 36 000 s.
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Figure 4.9: Average specific interfacial area, aL, as a function of time, t, with the highest pair
of rate constants obtained in the alkaline model from Table 4.4 for five different
maximum current densities, imax. The simulation was done under polarisation
mode.

Figure 4.9 illustrates the effect of implementing the alkaline model described in

section 3.3 on the average specific interfacial area of the electrolyte-covered cata-

lyst layer. With the obtained rate constants from the alkaline model to describe

both the reaction rate on the surface of the electrolyte-covered catalyst, through

Equation 3.40, and the degradation of the available surface, with Equation 3.42,

it seems as aL disintegrates within an instant for normal operational currents,

compare imax to operational current densities in Table 1.1. It is not before the

operational current density becomes as low as 3Am−2 that the specific interfacial

area seems to not dissolve within the ten hours of operation, but aL still declines

quite rapidly as a catalyst.

Figure 4.9 describes the average value for aL for different times, and also for

different current densities under a polarization of the AEM-WE. It is interesting,

however, to see how the local interfacial area changes with time. Figure 4.10 shows
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both the relative interfacial area, Figure 4.10a, and the regular interfacial area,

Figure 4.10b, as a function of normalised anode catalyst thickness for a polarisation

with operational current of imax = 3Am2 from Figure 4.9. In the normalised

anode catalyst thickness, a value of 0 represents the interface with the PTL while

a value of 1 represents the interface with the AEM. The figure can be interpreted

as taking a snapshot of the anode catalyst layer covered in the electrolyte at t =

{600 s, 1600 s, 2600 s, 3600 s}. The simulation with an operational current density

of 3Am−2 from Figure 4.9 was chosen since it was the only simulation where the

electrolyte-covered catalyst layer was not totally spent and lasted for the whole

duration.

Figure 4.10b shows that for a constant increase in current of this magnitude, aL

decreases quite linearly with time/current density. It also seems like the interfacial

area is the same across the entire catalyst layer for every time frame. Figure 4.10a

displays the relative local changes across the anode catalyst layer. By the look of

Figure 4.10a it seems that there is most catalyst closest to the PTL as time goes

by. From the PTL the electrolyte-covered specific interfacial area decreases the

closer it comes to the AEM, and moreover, it also decreases more rapidly closer

to the AEM as well. However, it can also be seen from Figure 4.10a that the

largest local difference across the anode catalyst layer is around 0.006 %, which

is not big at all, insinuating that the anode catalyst layer is, in fact, degrading

quite uniformly across the anode catalyst layer for this magnitude in operational

current and for the rate constants obtained from the alkaline model.
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Figure 4.10: Regular and relative specific interfacial area, aL, as a function of normalised cat-
alyst layer (CL) thickness where 0 represents the interface with the PTL and 1
means interface with AEM. The figure shows the spatial aL for the average aL

from Figure 4.9 and imax = 3Am−2 for four different time frames. The simulation
with imax = 3Am−2 from Figure 4.9 was chosen because aL did not become zero
and could give the best visualisation of the trends.
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Since the rate constants obtained in the alkaline model given in Table 4.4 were

so close in magnitude, they would not show any new properties regarding the

operation of an AEM-WE. Hence, the ratio between the forward rate constant

for oxygen formation by step 3.17, k04+, and the forward rate constant for the

dissolution by step 3.16, k03+, was changed independently of the results from the

alkaline model. Motivated by the rapid dissolving surface from the ratio of around
k04+
k03+

≈ 0.1 for the operational current of i = 30 000Am−2, the ratio was instead set

to be k04+
k03+

= {10, 100, 1000} and with the operational current of i = 30 000Am−2.

Figure 4.11 displays the average interfacial area of the electrolyte exposed cat-

alyst layer, aL, as a function of time, t, for the same operational current of

i = 30 000Am−2. It is essentially illustrating the effect of the ratio k04+
k03+

on aL.

The interfacial area is spent quite fast for k04+
k03+

= 10 and k04+
k03+

= 10, compared to
k04+
k03+

= 1000. The average interfacial area also seems to flatten out as the current

reaches its operational value for k04+
k03+

= 1000.
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Figure 4.11: The average specific interfacial area, aL, as a function of time, t, for three different
ratios between k0

4+ and k0
3+. The simulation was done under polarisation and the

highest maximum current density of imax = 30 000Am−2 was chosen.
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It is also interesting to see how the ratio k04+
k03+

also affects the local degradation of the

anode catalyst layer with time. While Figure 4.11, shows the effect of k04+
k03+

on the

interfacial area as a function of time, Figure 4.12 shows how the specific interfacial

area of the catalyst layer exposed to electrolyte changes with position. Figure 4.12

shows the change in aL along a normalised catalyst layer for k04+
k03+

= 1000 and imax =

30 000Am−2. The simulation with k04+
k03+

= 1000 and imax = 30 000Am−2 from

Figure 4.11 was chosen due to the single fact that it did not dissolve completely

over the course of 36 000 s. Like previously, Figure 4.12 can be interpreted as

snapshots of the catalyst layer at t = {600 s, 1600 s, 2600 s, 3600 s}.

Figure 4.12b illustrates how aL changes across the anode catalytic layer exposed

to the electrolyte for four different time frames. It can be seen from Figure 4.12b

that the interfacial area is decreasing quite a bit as time goes and the current

increases towards i = imax. Furthermore, it is easy to see that the interfacial area

is not decaying uniformly as in Figure 4.10b, but dissolving more rapidly closer to

the AEM, compared to the catalyst layer closer to the PTL, as time goes by.

The relative changes across the anode catalyst layer in Figure 4.12a is expressing

the same trends as Figure 4.12b, only relative to the maximum value. From

that, it is clear that there is a much larger consumption rate closer to the AEM

than closer to the PTL. The relative change is also much bigger compared to

the relative changes of that in 4.10a, which might come from the much larger

operational current density.
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Figure 4.12: Regular and relative specific interfacial area, aL, as a function of normalised anode
catalyst layer (CL) thickness, where 0 means the interface with the PTL and 1
is the interface with the AEM, for four different time frames. The highest ratio
between k0

4+ and k0
3+ from Figure 4.11 was chosen because aL did not become

zero.
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Degradation of the catalyst layer is expressed in Equation 3.42, which is a linear

function of the rate of dissolution, r3+. From Equation 3.38. It is clear that r3+ is

linearly dependent on the site coverage of IrO3, Γθ2, and is hence also related to

the degradation of the catalyst layer. The conservation of the site coverage of IrO3

was also added to the governing equations determining the AEM-WE output.

Figure 4.13 displays the average site coverage of IrO3, Γθ2, as a function of

normalised catalyst thickness with k04+ = 0.1 s−1 and k03+ = 1.09 s−1, and with

imax = {30 000Am−2, 3000Am−2, 300Am−2, 30Am−2, 3Am−2}. It can be seen

from Figure 4.13, that the average site coverage of IrO3 is increasing with time/cur-

rent density. Figure 4.13 is split in two because of the large differences in magni-

tude.
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alkaline model were used.
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Figure 4.13: Average site coverage of IrO3, Γθ2, for five different current densities as a function
of time, t. The simulation was done under polarisation with the maximum rate
constants obtained from the alkaline model. The figure is split in two since the
large difference between the currents hid the surfae coverages. Figure 4.13a shows
the site coverage for imax = {30 000Am−2, 3000Am−2, 300Am−2} and Figure
4.13b shows for imax = {300Am−2, 30Am−2, 3Am−2}. Simulation with imax =
300Am−2 is in both figures and has the same colour.
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4.3 Continuum model for AEM-WE

The change in local surface concentration of IrO3 through the anode catalyst layer

is shown in 4.14. Like earlier, the site coverage of IrO3, Γθ2, is plotted against

a normalised anode catalyst layer where 0 represents the interface with the PTL

and 1 represents the interface with the AEM. The simulation with the maximum

operating current of imax = 3Am−2 was chosen for consistency with the choice

made for Figure 4.10.

Figure 4.14b illustrates the local site coverage of IrO3 across the anode catalyst

CL for imax = 3Am−2 in Figure 4.13 at t = {600 s, 1600 s, 2600 s, 3600 s}. Γθ2.

Figure 4.14b shows that the site coverage is steadily increasing across the whole

catalyst layer as the current increases. Moreover, much like the trend in Figure

4.10b, it seems like the site coverage is the same across the whole anode catalyst

layer. However, the relative changes displayed in Figure 4.10a indicate that there

is a very small difference across the catalyst layer as time goes by. The largest

difference between the site coverage closest to the PTL and AEM is as expected,

after the longest duration of time.
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layer (CL) thickness for four different times with the largest rate constants
obtained from the alkaline model during a polarization with imax = 3Am−2.
This current density from Figure 4.13 was chosen because of consistency.
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Figure 4.14: Site coverage and relative site coverage of IrO3, Γθ2, as a function of normalised
catalyst layer (CL) thickness, where 0 is the interface with the PTL and 1 is
the interface with the AEM for four different times during a polarization with
imax = 3Am−2. This current density was chosen to be consistent wit the choice
of operational current density done for Figure 4.10.
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The effect of the ratio k04+
k03+

on the site coverage of IrO3 was also studied in the

same way as for the specific interfacial area. Figure 4.15 was made by setting

imax = 30 000Am−2 and having k04+
k03+

= {10, 100, 1000}. It shows how the average

site coverage of IrO3, Γθ2, changes with time/current for three different ratios

between the forward rate constant for oxygen formation and the forward rate

constant for dissolution. The site coverage is generally higher for the lowest ratio,

but the magnitude is still much lower compared to the rate constants from the

alkaline model in Figure 4.13.
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Figure 4.15: Average site coverage of IrO3, Γθ2, for three different ratios between k0
4+ and

k0
3+ as a function of time, t. The simulation was done under polarisation with a

maximum current of imax = 30 000Am−2

The spatial site coverage of IrO3 for the simulation with the highest ratio between

the rate constants at t = {600 s, 1600 s, 2600 s, 3600 s} from Figure 4.15 is shown

against a normalised catalyst layer thickness in Figure 4.16. Again, 0 represents

the interface with the PTL and 1 the interface with AEM. The simulation with

the highest ratio was chosen to be consistent with the choice made for Figure 4.12.

The trends shown in Figure 4.16 are more profound compared to those in Figure
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4.14b. It is clear that the site coverage is not increasing uniformly, but more

rapidly closer to the AEM as the current density reaches maximum operational

current density. The relative changes in site coverage from Figure 4.16b shows

that the there is a much larger gradient in site coverage across the anode CL, than

that illustrated in Figure 4.14a, with the largest difference being close to 60%.
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alyst layer (CL) thickness for four different times. The highest ratio
between k04+ and k03+ from Figure 4.15 was chosen.
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(b) Site coverage of IrO3 as a function of normalised catalyst layer (CL)
thickness for four different times. The highest ratio between k04+ and
k03+ from Figure 4.15 was chosen.

Figure 4.16: Site coverage and relative site coverage of IrO3, Γθ2, as a function of a normalised
anode catalyst layer (CL) thickness, where 0 means the interface with the PTL and
1 is the interface with the AEM, during a polarization with imax = 30 000Am−2

and with the highest ratio between k0
4+ and k0

3+ from Figure 4.15. It shows
the spatial site coverages for the average site coverages from Figure 4.15 for four
different time frames. The highest ratio was chosen to be consistent with the
choice made for Figure 4.12.

A direct measure of performance is given by polarisation curves. The effect of the
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degradation of the catalyst layer on the polarisation curves is given in Figure 4.17.

There is also added a simulation of an AEM-WE without the implementation of

the alkaline microkinetic model for dissolution and oxygen formation. This sim-

ulation is then based on the original model described by Gerhardt et al.[3] and

according to the description in Section 2.5. The simulation with no degradation

is black in both subfigures in Figure 4.17. The effect of changing the operating

current density while the values of k04+ and k03+ are kept constant are shown in

Figure 4.17a, and seems like the only effect is that the potential and current is cut

shorter, while it follows the same trajectory. Figure 4.17b provides a visual repre-

sentation of how different ratios between k04+ and k03+ affects the performance.

The polarisation curves for the simulations with degradation are constantly a bit

over the simulation of an AEM-WE with no degradation for both cases, but not

by much. Simulations with no degradation were performed with the continuum

model before the introduction of the microkinetic model. The fact that the two

models are so close to each other in itself without having the microkinetic model

explicitly tailored to fit into the cell model is surprising.

78



4.3 Continuum model for AEM-WE
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dation is added in black.
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(b) Polarisation curves for three ratios of k04+ and k03+ for the same maximum current
density of Imax = 30 kAm−2. A polarisation curve with no degradation is also added
in black.

Figure 4.17: Polarisation curves showing the effect of different maximum current densities, imax

for k0
4+ = 0.1 s−1 and k0

3+ = 1.09 s−1, and the effect of the ratio between k0
4+ and

k0
3+ for the same maximum current density of imax = 30 kAm−2. A polarisation

curve with no degradation is also added in black for comparison.
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5 Discussion

The loss of catalyst covered by electrolyte leads to an offset in polarisation curves.

Polarisation curves can be used to assess the performance of electrolysers where a

lower cell potential for the same current indicates a better performance. From both

of the obtained polarisation curves, it is clear that the performance is best with

no degradation of the catalytic layer, which is no surprise. However, the relatively

small offset is to some extent surprising. Even more so, when the performance

for all the separate simulations with degradation is, for all practical purposes, the

same, even though all the electrolyte-covered catalyst has disappeared in some

cases. From the obtained interfacial area profiles, it is easy to see that the fastest

decline in the catalyst layer is closest to the AEM, indicating a higher rate of

degradation. Though, this effect is more profound for larger operational current

densities, and is practically absent for very small current densities. The current

density generated from the surface reactions on the surface covered in ionomer

will contribute to the majority of the current as the electrolyte-covered catalyst

diminishes. However, it is unable to completely fill the void left behind by the

electrolyte-covered catalyst layer, even though it does not experience degradation.

Based on the small offset in the polarisation curves, it is not unlikely that the re-

action rate across the catalytic layer will even out as the catalytic layer disappears

over time, to accommodate for the loss in catalyst matter.

Catalyst degradation is not uniform during the operation of an AEM-WE. For an

AEM-WE under polarization, the catalyst layer will experience different demands

coming from different local conditions. It is perhaps easiest to study the interfacial

area profiles together with the surface coverage profiles. From the interfacial area

profiles, which were just mentioned, it is clear that there is a higher demand

closer to the membrane compared to the interface with the PTL. This suggests

that the rate of degradation is also higher closest to the membrane. Likewise,

the surface coverage of IrO3 can also give some clues about how the degradation

is spread across the catalyst layer. The removal of the interfacial surface area is

described by Equation 3.42, which is a function of r3+, the rate of the dissolution

step, and is coupled with r4+, the rate of oxygen formation step, by Equation

3.34. The rate of the dissolution step is given by Equation 3.38 and the rate of

oxygen formation is given by step 3.23, and these tell us that both the rate of
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dissolution and formation of oxygen is linearly dependent on the surface coverage.

This means that a higher surface coverage is related to a higher rate of oxygen

formation, but also a higher rate of dissolution. The surface coverage profiles imply

that both reactions, dissolution and oxygen formation, have a higher occurrence

closer to the AEM compared to the interface with the PTL. This coincides with

information from the interfacial area profiles. In addition, these observations can

also be coupled with the findings from Yu et al.[96] regarding catalyst diffusion in

PEM-WE. They found iridium particles from the anode catalyst had dissolved and

redeposited right at the interface at the membrane, but also across the membrane

and all the way to the cathode. A lot of the redeposited iridium had formed an

iridium band right at the interface. This is also in line with a higher reaction rate

close to the membrane.

Accumulation of IrO3 on the surface of IrO2 enhances degradation and inhibits

catalysis. The ratio between the forward rate constants for dissolution, k04+, and

oxygen formation, k03+, tells you something about how fast IrO3 reacts to either

oxygen or dissolves into IrO2–
4 . A high k04+/k

0
3+-ratio indicates that there is less

degradation since more of the surface species is participating in the OER. A lower

ratio, on the other hand, suggests more accumulation on the surface since less is

transformed into oxygen, and the OER is still inherently faster than the disso-

lution. This is especially clear when looking at the average interfacial area as a

function time for different ratios of k04+/k03+. It is also indicated for the average

interfacial area for different currents as well. A higher current for the same ratio

forces more reaction, but it also leads to more surface species, which are perhaps

forming faster than they are removed. The microkinetic model also predicts the

accumulation of surface coverage for lower forward rate constants for oxygen for-

mation. The same ratios and current densities that yield a higher accumulation of

IrO3 are the same ratios and current densities that also yield the absolute fastest

disintegration of the interfacial area. The electrocatalyst loses its catalytic ability

since more surface species occupy active sites, without reacting further to oxygen.

This can qualitatively be related to Sabatier’s principles, where the surface adsor-

bates are bound too strongly to the surface, thus, lowering the catalysing ability

of the catalyst.

The continuum model captures the main predictions from the alkaline microkinetic
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model. As mentioned earlier, site coverage can to some degree be compared to

reaction rate. The microkinetic model alone predicts a slow constant increase of

the site coverage of IrO3 with time as the potential steadily increases. However,

the microkinetic model is also modelled to recreate degradation during a CV,

while the cell model is modelled to operate during LSV. So the change in sweep

directions which incites the dissolution and also spikes the surface concentration

IrO3 is not captured. Still, the surface coverage shows the expected trend by

steadily increasing as a function of time and potential. The continuum model

predicts the highest surface coverage at the end of the operation, which is also

where the highest current and potential exist; the same as for the microkinetic

model. In addition, as mentioned previously, the accumulation trends for lower

values of the ratio k04+/k
0
3+, are the same for the two models.

Still, there is a large discrepancy between the predictions from the alkaline model

alone and the results from the continuum model with the alkaline model im-

plemented. The alkaline model predicts a maximum dissolution rate of rDiss ≈

1.6 · 10−8 molm−2 at a potential E ≈ 1.5Vvs SHE. This would yield a time of

around 32 000 s before all of aL is spent with a roughness factor of 100. However,

when the largest rate constant obtained from the alkaline model, given in Table

4.4, is implemented in the model, it predicts a far more rapid depletion, as can be

seen in the average interfacial area as a function of time with the alkaline model

parameters implemented. By looking at the polarisation curves, a cell potential

of ECell ≈ 1.5V would correspond to a current density of 2 kAm−2. It is not

before the operation current is as low as 3Am−2, that the catalyst layer survives

the whole polarisation. The discrepancy might be explained by the difference in

complexity. SINTEFs model is simulating an AEM-WE under polarisation with

an initial concentration of KOH of 1mol L−1, which is far more concentrated than

0.05mol L−1 which was used in the alkaline model to estimate the rate constant.

From Equation 3.38, it can be seen that the reaction order for OH– for the dissolu-

tion current is ΩOH− = 2, which means that a concentration of 1mol L−1 KOH as

a huge effect on the dissolution rate. Moreover, the Pourbaix diagram, Figure 2.2,

predicts that the most stable form of iridium at this pH and operating potential

is the dissolution product. So a more rapid dissolution of IrO2 in alkaline solu-

tions, compared to acidic is expected. In the derivation of the microkinetic model,

transport limitations are neglected. This might be a valid assumption for small
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current densities, potentials, and diluted solutions, but it oversimplifies the system

when implemented in the full-cell model. There are indeed transport limitations

within the model, especially at the large current densities, which also come into

play. Following this further, the dissolution rate obtained in the alkaline model

in Section 4 was based on degradation data from Schalenbach et al. [2], which

was measured for very small current densities, less than i = 15Am−2 and within

0.04Vvs RHE < E < 1.5Vvs RHE. There is no guarantee that the derived disso-

lution is valid for current densities and operating potentials of the magnitude the

AEM-WE operates. Looking at the polarisation curves, the potential is around

2V, which is a lot more than 1.5V, and the corresponding current density reaches

30 kAm−2. This implies a small gap within operational parameters where the

microkinetic model is valid. This could perhaps have been avoided if a full dy-

namic analysis of the system was undertaken and successful, such that different

Tafel behaviour could indeed be captured across these large spans in potential.

Lastly, the way degradation is modelled as described in Section 3 is based on a

totally different surface than that the degradation is actually measured.

The site coverage can describe the validity of the microkinetic model. Γθ2 as a

function of time with the potential regime for both the acidic and alkaline model,

reveals two completely different magnitudes where the acidic site coverage is in

the order of 10−2 molm−2, while the alkaline is within the order of 10−5 molm−2.

The large span in surface coverage may be caused by the difference in activity

and stability between the polarisation curves related to the microkinetic model.

The intrinsic concentration of available active sites, Γ, is difficult to predict for

oxide layers that are not monocrystalline. Though Geppert et al [36] reports that

the value of active available sites for the (110) plane for rutile iridium oxide from

density functional theory (DFT) is ΓIrO2
= 8.3 · 10−6 molm−2, but they also

mention that the value for hydrous iridium oxide can be two orders of magnitude

larger, which might be caused by the roughness of the hydrous layer. Still, this

makes the fractional surface coverage of IrO3 for the acidic model based on the

dissolution study of Mayrhofer et al [1] to be θ2 ≈ 60, with a roughness factor of

100. This is a bit high considering the fractional coverage should, by definition, be

0 < θ2 ≤ 1. Since the roughness is not measured by Marhofer et al[1], it might be

even higher. The alkaline surface coverage in Figure 4.6, is a completely different

story. Schalenbach et al [2] is measuring dissolution on metallic iridium, but the
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major parts of the degradation is occurring after the onset potential of formation

of an oxide layer. This means that the possibility of dissolution occurring from an

oxide layer instead of the intended metallic surface can not be ruled out. It also

means that the dissolution mechanism is most likely not described by the assumed

mechanism of Kasian et al [25], and hence not captured properly by the alkaline

model. By using the same intrinsic value for the concentration of active sites as

for the (110) plane of IrO2 the fractional coverage of IrO3 for the alkaline model

becomes θ2 ≈ 1.2, which is not unreasonable at all, and well within the bounds of

uncertainty.

The results from microkinetic models are heavily influenced by the chosen mecha-

nism [36, 29]. One of the key steps in devising such a model is to pick or describe

a mechanism which is either supported by experimental observations or based on

theoretical aspects like DFT calculations[88, 86]. So even though the intermedi-

ates IrO3 and IrO2OH are found experimentally, it is also found that the LOER

mechanism described in Section 2 can be substantial or even dominating under

certain conditions. The presence of LOER, however, does not exclude the pres-

ence of other surface mechanisms, meaning that the OER occurring on the metallic

iridium in Schalenbach et al[2] degradation study, might be a combination of the

two, or none of them. This is perhaps the reason why the predicted models have a

harder time fitting to the degradation data from the alkaline model as illustrated

in Figure 4.8, compared to that of the acidic model in Figure 4.4. Furthermore, as

mentioned in the last paragraph, the modelled mechanism is meant to fit a surface

which starts out as a metallic surface, and then an oxide layer is formed during

polarization. The oxygen in the oxide layer is prone to dissolution since it will

always experience a change in oxidation state during polarization, which is one

of the reasons oxides are thermodynamically unstable under OER[32]. This will

then have the oxygen atoms participate more in surface reactions, which consist

of OER and different dissolution reactions among others. However, this is not

encapsulated in the assumed mechanism.
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Microkinetic modelling was applied to describe the degradation of IrO2 during

OER in both alkaline and acidic environments based on degradation measure-

ments from Mayrhofer et al.[1] and Schalenbach et al.[2]. The alkaline model was

then implemented in a continuum model simulating the operation of an anion-

exchange membrane water electrolyser to describe the degradation of the catalyst

layer. The polarisation curves in Figure 4.17 from the simulations indicate that

the dissolution of the catalyst layer described by the model has a relatively small

effect on the performance. This indicates that the catalyst covered by ionomer

provides most of the current, which was assumed not to degrade. This applies re-

gardless of the ratio between the rate constant for oxygen formation and the rate

constant for dissolution, k04+
k03+

. However, from the specific interfacial area profiles

in Figure 4.12 and 4.10, it is clear that the dissolution rates are not uniform across

the catalyst layer, especially at higher current densities. There is indeed a higher

rate of dissolution on the catalyst closer to the CL/AEM interface, compared to

that of the PTL/CL interface. This is also coherent with the site coverage illus-

trated in Figure 4.16 and 4.14. From the surface coverage, one can also conclude

that the higher surface coverage is also related to a higher rate of oxygen forma-

tion, and also followed by a higher rate of dissolution. This is consistent with the

catalyst trade-off between stability and activity from Danilovic et al.[82]. This

distribution of reaction rates is more pronounced at higher current densities. The

continuum model is predicting the same trends to some degree regarding the disso-

lution as a function of current/time, but there is also a lot of discrepancy between

the microkinetic model alone and that of the continuum model. This is perhaps

originating from the use of quasi-steady-state assumptions in the derivation of the

microkinetic model of dissolution. There is also a large potential range where the

microkinetic model might be invalid because of the higher potentials from the op-

eration of the continuum model compared to the potential where the dissolution

was measured. The alkaline microkinetic model stems from the degradation of

Ir/IrO2 in alkaline solution from Schalenbach et al.[2]. They did, however, start

with metallic iridium, and an oxide layer was formed during the dissolution. This

may have affected their data, such that there indeed were several dissolution mech-

anisms dominating throughout the CV used to measure dissolution. This leads to

the question if the assumed mechanism even was applicable to these data. The
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acidic model on the other hand seemed to capture the dissolution trends quite

well, compared to the alkaline model.
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7 Further work

The microkinetic model introduced in Section 3.3 was based on quasi-steady-state

assumptions by assuming the step where the formation of IrO3 was rate determin-

ing, reaction 3.2 and 3.15. Such an assumption was perhaps valid in elucidating

the microkinetic model based on the degradation data from Mayrhofer et al. [1]

and Schalenbach et al. [2] since the maximum potential was E = 1.6Vvs RHE

for acidic and E = 1.5Vvs RHE for the alkaline model, and in estimating the un-

known kinetic parameters with LSV data. However, as Geppert et al.[28] points

out, such assumptions might hide different tafel behaviours across large spans in

current density and potential, as was the case of AEM-WE from the continuum

model, where the potential for an operating AEM-WE could end up being in the

range of ECell ≈ 2V. In addition, which step is rds can change depending on the

potential. This means that the initial assumption of a quasi-steady-state might

have led to a too simple microkinetic model, for such a dynamic system that is

modelled in the continuum model. As a result, the implemented degradation would

perhaps not capture an accurate picture of the dissolution of the anode catalytic

layer for higher currents and potentials. In order to capture such properties, more

resources should be spent on a full-rate analysis, to ensure that the implemented

model would be valid over the span of the operational potential. Much inspired

by the work of Reksten [94], Marshall et al. [28], and Geppert et al.[36].

Because of time constraints related to the modelling, the continuum model only

simulated an AEM-WE under polarisation conditions. The microkinetic model

was based on more dynamic measurements like cyclic voltammetry. It would be

interesting to see how the continuum model would respond to exposure of CV

measurements and see if the results from the AEM-WE model would predict the

same properties as the microkinetic model. Lastly, doing simulations with the

constant current would perhaps give a more nuanced picture of the degradation

of iridium oxide. Comparing how Γθ2 and aL would be affected by different forms

of operation would indeed be interesting.

A big aspect of microkinetic modelling is assuming that the reaction mechanism

is occurring on the surface, and hence, the surface processes play a huge role.

The way adsorbates interact with each other and the surface was outside of the

scope and implicitly assumed ideal. Geppert et al.[36]also introduced adsorption

87



7 FURTHER WORK

functions which would account for non-ideality in the adsorption processes. It

would be interesting to include this aspect and see if the use of isotherms for

adsorption processes would yield even more accurate results.

The OER mechanism in general is highly debated, and a lot is unknown. Only one

part of the OER mechanism proposed by Kasian et al. [25] was studied. Though,

as the results and degradation curves indicate, this mechanism might not alone

capture the most correct image, especially in an alkaline environment. It would

therefore be worth not only expanding the proposed mechanism by Kasian, but

also comparing simulations based on two different mechanisms and see how the

output each mechanism changes behaviour if the simulated AEM-WE.
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Appendices

A Pourbaix diagram of Ir

A Pourbaix diagram, also called potential-pH (E - pH) diagrams [66, 44, 53] or

dominance diagram [53] is a diagram representing the thermodynamic stability as

a function of potential and pH [44]. The diagram shows which species is the most

dominant/stable species for a given potential-pH condition [53]. Such diagrams

are often used in the field of corrosion, but they tell nothing about the kinetics of

the reactions[53]. The lines in a Pourbaix diagram represent different equilibria

existing in the system, often a metal in contact with water [53]. It is important

to note that since the Pourbaix diagram is only a two-dimensional diagram, other

variables such as temperature and pressure must be fixed. Both chemical and

electrochemical reactions are present in a system described in a Pourbaix dia-

gram. Horizontal lines represent equilibria where there is no transfer of protons

or hydroxides, but there is a transfer of electrons, and thus the reaction is purely

electrochemical. Vertical lines depict the opposite implying that no electrons are

being transferred, but an equilibria with protons or hydroxides. Lastly, diagonal

lines are subsequently a combination of the two other lines, meaning an equilib-

rium which has both protons or hydroxide ions and electrons transfer.[66, 53]. The

activity of dissolved ions in the system also affects the dominance areas. Since the

system is usually in contact with water, the equilibrium for the OER and HER

are also included.

Figure 2.2 is a simplified Pourbaix diagram of Ir in contact with water. The

stability regions of Ir(s), IrO2(s), IrO3(s), and IrO2–
4 (aq) are represented in the

diagram with their corresponding equilibrium lines in black. Indeed, there are

more species in this system, but this simplified version is sufficient for the scope

of the study. In addition, the equilibrium lines for OER and HER are also present

as orange dashed lines. The equilibria represented in this diagram include
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A POURBAIX DIAGRAM OF IR

I : IrO2(s) + 4H+(aq) + 4 e− −−⇀↽−− Ir(s) + 2H2O(l) E


I (A.1)

II : IrO3(s) + 2H+(aq) + 2 e− −−⇀↽−− IrO2(s) + H2O(l) E


II (A.2)

III : IrO2−
4 (aq) + 2H+ −−⇀↽−− IrO3(s) + H2O(l) ∆rG



III (A.3)

IV : IrO2−
4 (aq) + 4H+ + 2 e− −−⇀↽−− IrO2(s) + 2H2O(l) E



IV (A.4)

OER : O2(g) + 4H+ + 4 e− −−⇀↽−− 2H2O(l) E


OER (A.5)

HER : 2H+ + 2 e− −−⇀↽−− H2(g) E


HER (A.6)

By using the Nernst equation, equation 3.13, on the electrochemical reactions A.1,

A.2, A.4, A.6, and A.5, solving the potential En,i for i = {I, II, IV,HER,OER} as a

function of pH, and evaluating the Gibbs free energy at equilibriumviii for reaction

A.3, the lines to the Pourbaix diagram can be elucidated. By assuming that the

activity for all components is equal to unity except for H+(aq) and IrO2–
4 (aq) the

equilibrium lines describing the Pourbaix diagram becomes

En,I = E


I − 4RT

nIF
ln{10}pH (A.7)

En,II = E


II −
2RT

nIIF
ln{10}pH (A.8)

pHIII = −pIr

2
−

∆rG


III
2 ln{10}RT

(A.9)

En,IV = E


IV − RT

nIVF
ln{10}pIr− 4RT

nIVF
ln{10}pH (A.10)

En,HER = E


HER − 2RT

nHERF
ln{10}pH (A.11)

En,OER = E


OER − 4RT

nOERF
ln{10}pH (A.12)

where the activity for the proton and the dissolved iridium is substituted with pH

and pIr respectively.

viiiThe Gibbs free energy for a reaction ∆rG is given by

∆rG = ∆rrG


+ RT ln

{∏
j

a
νj
j

}

where ∆rG


is the standard Gibbs free energy for the reaction at standard conditions. At
equilibrium, the Gibbs free energy for the reaction is equal to zero, ∆rG = 0. [53]

ii



By using data from the free and open resource The Materials Project ’s[81] app

Material Explorer [67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80], along with

data from Pourbaix [66], the Pourbaix diagram in Figure 2.2 could be made. It

is based on data measured by Pourbaix, and DFT calculations from the Material

explorer app.

iii



B OXYGEN EVOLUTION MECHANISMS ON IRIDIUM OXIDES

B Oxygen evolution mechanisms on iridium oxides

Kasian et al. [25] did a study on the degradation of iridium oxides during oxygen

evolution reaction (OER), and found different pathways were favourable depend-

ing on the preparation and the electrode potential. They arrived at a two-way

mechanism depending on the preparation history. The mechanism studied in this

report and the one presented in section 2.6 is the one for thermally prepared oxide,

the other mechanism is the one for reactively sputtered oxides, and for metallic

iridium, and is recited here.

The initial stages of their two-way mechanism are the same for both ways and

start with metallic iridium and proceed through the formation of IrO2

Ir(s) −−⇀↽−− Ir3+ + 3 e− (B.1)

Ir(s) + 2H2O(l) −−⇀↽−− IrO2(s) + 4H+ + 4 e− (B.2)

Ir3+(aq) + 2H2O(l) −−⇀↽−− IrO2(s) + 4H+ + e− (B.3)

The dissolution occurring in step B.1, is insignificant if the iridium is already

covered by an oxide layer [25]. The steps prior to the formation of iridium oxide

are not so relevant for the degradation study on iridium oxide, as this study is,

and hence, they are not included in this study. However, they are included here

since Kasian et al.[25] studied dissolution under OER conditions for both metallic

iridium and iridium oxide.

After the iridium oxide is formed, either through step B.2 or B.3, it reacts further

with water creating IrO2OH through

IrO2(s) + H2O(l) −−⇀↽−− IrO2OHads +H+(aq) (B.4)

IrO2OHads −−⇀↽−− IrO2OH+ e− (B.5)

where IrO2OHads is IrO2 with an adsorbed OH-group and is a short lived interme-

diate. From here, the reaction mechanism can take two ways, making IrO2OH a

common intermediate for the two pathways. Now the OER mechanism can either

iv



follow the path most favourable to thermally prepared oxides or the way most

favourable to reactively sputtered oxides and metallic iridium. The former is the

one studied in this study and elaborated in section 3.1, and the one presented in

section 3.2 is modified to alkaline conditions. The proposed mechanism by Kasian

et al.[25] in acidic conditions after step B.4 is the following for the thermally

prepared oxide

IrO2OH −−⇀↽−− IrO3 +H+(aq) + e− (B.6)

IrO3 +H2O(l) −−⇀↽−− IrO2−
4 (aq) + 2H+(aq) (B.7)

IrO3 −−⇀↽−− IrO2(s) +
1

2
O2(aq) (B.8)

where the dissolution in step B.7 by the dissolution of IrO2–
4 . As illustrated in

Figure 3.1, this mechanism is a two-way mechanism which can either lead to

dissolution by step B.7 or to the formation of oxygen by step B.8.

Now the latter path, the one for reactively sputtered iridium oxide and metallic

iridium is described to undergo the following steps after step B.5,

2 IrO2OH −−⇀↽−− HIrO2(s) + O2(g) (B.9)

HIrO2(s) + 3H+ −−⇀↽−− Ir3+ + 2H2O(l) (B.10)

HIrO2(s) −−⇀↽−− IrO2 +H+ + e− (B.11)

where the oxygen is produced in step B.9. This part is also a two-way mechanism,

where the reaction can either go to dissolution by step B.10 via Ir3+, after oxygen

is produced or recreate the catalyst layer, IrO2, by step B.11, and thus work as an

electrocatalyst.

Even though Kasian et al.[25] studied the dissolution of iridium oxide under acidic

conditions, their mechanism for OER on thermally prepared oxide is still assumed

to describe the dissolution in alkaline conditions by introducing OH– to the pH-

dependent steps as elaborated in section 3.2.

Mayrhofer et al.[30] mention that the electrochemistry for iridium is quite different

v
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in acidic compared to alkaline environments, making the transfer of knowledge

from one to the other difficult. On the other hand, Dam et al. [29] hypothesise

that the mechanistic path for iridium dissolution might change towards utilising

hydroxide ions in alkaline conditions, but that the degradation will still proceed

through the adsorbed oxygen, Oad, on IrO2, by the formation of IrO3 as it is

displayed here. This encourages, the assumption that the mechanism is still valid

in alkaline conditions by indeed introducing hydroxide ions in the mechanistic

path.
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C Additional results

Additional results based on polarisation curves from other experiments than Mayrhofer

et al. [1] and Schalenbach et al. [2] which do not bring new insights than those

presented in Section 4. The results presented in Section 4 are based on polarisation

curves from the same experiments that the degradation studies were conducted.

C.1 Acidic model

Additional results from the study based on polarisation curves on iridium/iridium

oxide in acidic media from Scohy et al. [24], Damjanovic et al. [95], and Cherevko

et al. [50]. These results convey the same trends as the one presented in Section

4, and since they don’t bring any new results, they are added here.

The numerical fitting of Equation 3.30 to the polarisation data from Scohy et al.

[24], Damjanovic et al. [95], and Cherevko et al. [50]. are shown in Figure C1.

The coefficient of determination, R2, is also added.
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(a) The sampled data from the polarisation curve
on activated Ir(III) in 0.05mol L−1 H2SO4
from Scohy et al. [24] in blue circles and the
corresponding curve fitting in black line. The
coefficient of determination is R2 = 0.99974
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(b) The sampled data from the polarisation curve
on IrO2 in 0.1mol L−1 H2SO4 from Cherevko
et al. [50] in red squares and the corresponding
curve fitting in black line. The coefficient of
determination is R2 = 0.99936
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(c) The sampled data from the polarisation curve
on Ir in 1N HClO4 from Damjanovic et al. [95]
in orange downward triangles and the corre-
sponding curve fitting based on the logarithm
of the current density in black line. The coeffi-
cient of determination is R2 = 0.99983
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(d) The sampled data from the polarisation curve
on Ir in 1N HClO4 from Damjanovic et al. [95]
in purple upwards triangles and the correspond-
ing curve fitting in black line. The coefficient
of determination is R2 = 0.99963

Figure C1: The sampled data from the polarisation curves from Scohy et al. [24], blue circles
in figure C1a, Cherevko et al. [50], red squares in figure C1b, and Damjanovic
et al. [95], orange downward triangles in figure C1c, and purple upward triangles
in figure C1d, along with their corresponding fits in black line. The coefficient of
determination is also displayed in their respective figures. All these data are for
acidic data and acidic data fitting

The resulting fitting parameters for each of the CV curves shown in Figure C1 are

given in Table C.1. Table C.1 shows the model parameters used to solve Equation

3.33.
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C.1 Acidic model

Table C.1: Model parameters used for the computation of the dissolution rates for the acidic
model

Parameter Scohy[24] Damjanovic/log[95] Cherevko[50] Unit

Γk02+ · 107 18.26 0.6528/0.5969 0.4518 [molm−2 s−1]

K0
1 · 10−5 2.435 2.179/2.952 897.3 [−]

α 0.7371 0.5423/0.5346 0.5829 [−]

T 298a [K]

cH+ 0.2b [mol L−1]

a Temperature for electrochemical measurements from Mayrhofer et al [1].
b The concentration of H+ given by Mayrhofer et al [1] to be 0.01mol L−1 H2SO4, and full

dissociation is assumed.

The solution to Equation 3.33, Γθ2, as a function of time, t, based on the numerical

approach in the acidic model elaborated in Section 3 are shown in Figure C2. The

parameters from Table C.1 were used to find a solution. In addition, the potential

regime, E(t), from Mayrhofer et al. [1] is also added in grey dashed lines.
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potential regime used in the solution is also pro-
vided on the right y-axis.
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is also provided on the right y-axis.
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(d) The solution of equation 3.33 as a function of
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The potential regime used in the solution is also
provided on the right y-axis.

Figure C2: All subfigures display the solution of 3.33 as a function of time, t, for three different
values of k0

4+, which is the forward chemical rate constant for step 3.4. The product
Γθ2 is a measure of the surface concentration of IrO3 on the surface of IrO2, where
Γ is the total surface concentration of active sites, and is unknown, while θ2 is the
fractional site coverage with respect to Γ. The data used in this figure is gathered
from Scohy et al.[24], figure C2b, Cherevko et al.[50], figure C2a, and Damjanovic
et al. [95], figure C2d and C2c. The potential regime is also provided and plotted
against the second y-axis to the left. Markers represent the sampled data from the
degradation data

The solution to Equation 3.33, Γθ2, as a function of potential, E, is shown in

Figure C3. For reference, the dissolution data from Mayrhofer et al. [1] is also

displayed in grey dashed lines for comparison.
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(a) The solution of equation 3.33 is plotted as a
function of potential for three different values of
k04+ based on the data obtained from Scohy et
al. [24]. The degradation data from Mayrhofer
et al. [1] is provided for reference on the right
y-axis.
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(b) The solution of equation 3.33 is plotted as a
function of potential for three different val-
ues of k04+ based on the data obtained from
Cherevko et al. [50]. The degradation data
from Mayrhofer et al. [1] is provided for refer-
ence on the right y-axis.
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(c) The solution of equation 3.33 is plotted as a
function of potential for three different values
of k04+ based on the data obtained from Dam-
janovic et al. [95], but based on the logarithmic
fitting of equation 3.30. The degradation data
from Mayrhofer et al [1] is provided for refer-
ence on the right y-axis.
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(d) The solution of equation 3.33 is plotted as a
function of potential for three different values
of k04+ based on the data obtained from Dam-
janovic et al [95]. The degradation data from
Mayrhofer et al [1] is provided for reference on
the right y-axis.

Figure C3: All subfigures display the solution of 3.33 as a function of potential, E, for three
different values of k0

4+, which is the forward rate constant for step 3.4. The product
Γθ2 is a measure of the surface concentration of IrO3 on the surface of IrO2, where
Γ is the total surface concentration of active sites, and is unknown, while θ2 is the
fractional site coverage with respect to Γ. The data used in this figure is gathered
from Scohy et al [24], figure C2b, Cherevko et al [50], figure C2a, and Damjanovic et
al [95], figure C2d and C2c. The degradation data from Mayrhofer et al [1] is also
provided on the right y-axis as a reference. Markers represent the sampled data
from the degradation data

The model parameters used to obtain the solution to Equation 3.33 are given in

Table C.1

The rate of dissolution,rDiss, also called r3+ in section 3, is plotted against time,

t, along with the degradation data from Mayrhofer et al [1]. The simulated disso-

lution rate is aiming to recreate the degradation data from Mayrhofer et al [1].

xi
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(a) The rate of degradation, r3+, as a function of
time, t, for three different values of k04+, based
on the data from Scohy et al [24] for the acidic
model. The resulting rate constant for the
degradation, k03+, is also provided with their re-
spective solutions. The degradation data from
Mayrhofer et al [1] is also provided.
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(b) The rate of degradation, r3+, as a function
of time, t, for three different values of k04+,
based on the data from Cherevko et al [50]
for the acidic model. The resulting rate con-
stant for the degradation, k03+, is also provided
with their respective solutions. The degrada-
tion data from Mayrhofer et al [1] is also pro-
vided.
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(c) The rate of degradation, r3+, as a function
of time, t, for three different values of k04+,
based on the data from Damjanovic et al [95]
for the acidic model. The resulting rate con-
stant for the degradation, k03+, is also provided
with their respective solutions. The degrada-
tion data from Mayrhofer et al [1] is also pro-
vided.
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(d) The rate of degradation, r3+, as a function of
time, t, for three different values of k04+, based
on the data from Damjanovic et al [95] for
the acidic model, but the logarithmic fitting.
The resulting rate constant for the degradation,
k03+, is also provided with their respective so-
lutions. The degradation data from Mayrhofer
et al [1] is also provided.

Figure C4: All figures display the rate of dissolution as a function of time, t, for three different
values of k0

4+, which is the forward rate constant for step 3.4 for the acidic model.
The rate of dissolution is given by r3+ from step 3.3 and the chemical rate constant
k0
3+ is a measure of how fast the rate of dissolution is. The degradation data from

Mayrhofer et al [1] is also provided in grey dashed lines. Markers represent the
sampled data from the degradation data

C.2 Alkaline model

Additional results from the study based on CV data on iridium/iridium oxide in

alkaline media from Cherevko et al [50] and Damjanovic et al [95]. These results

xii



C.2 Alkaline model

convey the same trends as the one presented in Section 4, and since they don’t

bring any new results, they are added here.

The numerical fitting of Equation 3.31 to the polarisation data from Cherevko et

al [50] and Damjanovic et al [95]. are shown in Figure C5. The coefficient of

determination, R2, is also added.
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(a) The sampled data from the polarisation curve
on IrO2 in 0.05mol L−1 NaOH from Cherevko
et al [50] in red squares and the corresponding
curve fitting in black line. The coefficient of
determination is R2 = 0.99921
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(b) The sampled data from the polarisation curve
on Ir in 1N KOH from Damjanovic et al [95]
in orange downward triangles and the corre-
sponding curve fitting based on the logarithm
of the current density in black line. The coef-
ficient of determination is R2 = 0.99583
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(c) The sampled data from the polarisation curve
on Ir in 1N KOH from Damjanovic et al
[95] in purple upward triangles and the cor-
responding curve fitting in black line. The
coefficient of determination is R2 = 0.99993

Figure C5: The sampled data from the polarisation curves from Cherevko et al [50] in red
squares in figure C5a and Damjanovic et al [95], orange downward triangles in figure
C5b and purple upward triangles in figure C5c, along with their corresponding fits
in black line. The coefficient of determination is also displayed in their respective
figures. All these data are for alkaline data and alkaline data fitting

The fitting parameters obtained from fitting Equation 3.31 to the CV data showed

in Figure C5 were used as model parameters together with the hydroxide activity

xiii



C ADDITIONAL RESULTS

and temperature from Schakenbach et al.[2]. The model parameters were used to

solve Equation 3.34

Table C.2: Model parameters used for the computation of the dissolution
rates for the alkaline model.

Parameter Cherevko[50] Damjanovic/log[95] Unit

Γk02+ · 106 3.732 0.1049/0.08199 [molm−2 s−1]

K0
1 · 10−5 4.46 0.5203 /1.469 [−]

α 0.7007 0.5349/0.5128 [−]

T 298a [K]

cOH− 0.05b [mol L−1]

a Temperature for electrochemical measurements from Schalenbach et al.[2].
b The concentration of OH– given by Schalenbach et al.[2] to be 0.05mol L−1

KOH, and full dissociation is assumed.

The solution to Equation 3.34, Γθ2, as a function of time, t, based on the numerical

approach in the alkaline model elaborated in Section 3 are shown in Figure C6.

The solution was obtained by the use of the numerical parameters in Table C.2.

In addition, the potential regime, E(t) from Schalenbach et al [2] is also added in

grey dashed lines.
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(a) The solution of equation 3.34 as a function of
time for three different values of k04+ based on
the data obtained from Cherevko et al [50].
The potential regime used in the solution is
also provided on the right y-axis.
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(b) The solution of equation 3.34 as a function of
time for three different values of k04+ based
on the data obtained from Damjanovic et al
[95], but based on the logarithmic fitting of...
. The potential regime used in the solution is
also provided on the right y-axis.
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(c) The solution of equation 3.34 as a function of
time for three different values of k04+ based on
the data obtained from Damjanovic et al [95].
The potential regime used in the solution is
also provided on the right y-axis.

Figure C6: All subfigures display the solution of 3.34 as a function of time, t, for three different
values of k0

4+, which is the forward rate constant for step 3.17. The product Γθ2
is a measure of the surface concentration of IrO3 on the surface of IrO2, where Γ
is the total surface concentration of active sites, and is unknown, while θ2 is the
fractional site coverage with respect to Γ. The data used in this figure is gathered
from Cherevko et al [50], figure C2a, and Damjanovic et al [95], figure C2d and C2c.
The potential regime is also provided and plotted against the second y-axis to the
left. Markers represent the sampled data from the degradation data

The solution to Equation 3.34, Γθ2, as a function of potential, E, is shown in

Figure C7. For reference, the dissolution data from Schalenbach et al [2] is also

displayed in grey dashed lines for comparison.
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C ADDITIONAL RESULTS
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(a) The solution of equation 3.34 as a function
of potential for three different values of k04+
based on the data obtained from Cherevko et
al [50]. The degradation data from Mayrhofer
et al [1] is provided for reference on the right
y-axis.
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(b) The solution of equation 3.34 as a function
of potential for three different values of k04+
based on the data obtained from Damjanovic
et al [95], but based on the logarithmic fit.
The degradation data from Mayrhofer et al
[1] is provided for reference on the right y-
axis.
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(c) The solution of equation 3.34 as a function
of potential for three different values of k04+
based on the data obtained from Damjanovic
et al. [95]. The degradation data from
Mayrhofer et al. [1] is provided for reference
on the right y-axis.

Figure C7: All subfigures display the solution of 3.34 as a function of potential, E, for three
different values of k0

4+, which is the forward rate constant for step 3.17. The product
Γθ2 is a measure of the surface concentration of IrO3 on the surface of IrO2, where
Γ is the total surface concentration of active sites, and is unknown, while θ2 is the
fractional site coverage with respect to Γ. The data used in this figure is gathered
from Cherevko et al.[50], figure C2a and Damjanovic et al. [95], figure C6c and
C6b. The degradation data from Schalenbach et al. [2] is also provided on the right
y-axis as a reference. Markers represent the sampled data from the degradation
data

The rate of dissolution,rDiss, also called r3+ in section 3, is plotted against time,

t, along with the degradation data from Schalenbach et al. [2]. The simulated

dissolution rate is aiming to recreate the degradation data from Schalenbach et al.

[2].
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C.2 Alkaline model
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(a) The rate of degradation, r3+, as a function of
time, t, for three different values of k04+, based
on the data from Cherevko et al. [50] for the
alkaline model. The resulting rate constant
for the degradation, k03+, is also provided with
their respective solutions. The degradation
data from Mayrhofer et al. [1] is also provided
in grey dashed lines.
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(b) The rate of degradation, r3+, as a function of
time, t, for three different values of k04+, based
on the data from Damjanovic et al. [95] for
the alkaline model based on the logarithmic
fitting. The resulting rate constant for the
degradation, k03+, is also provided with their
respective solutions. The degradation data
from Mayrhofer et al. [1] is also provided in
grey dashed lines.
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(c) The rate of degradation, r3+, as a function of
time, t, for three different values of k04+, based
on the data from Damjanovic et al. [95] for
the alkaline model. The resulting rate con-
stant for the degradation, k03+, is also pro-
vided with their respective solutions. The
degradation data from Mayrhofer et al. [1]
is also provided in grey dashed lines.

Figure C8: All figures display the rate of dissolution as a function of time, t, for three different
values of k0

4+, which is the forward rate constant for step 3.17, for the alkaline
model. The rate of dissolution is given by r3+ from step 3.16 and the chemical rate
constant k0

3+ is a measure of how fast the rate of dissolution is. The degradation
data from Mayrhofer et al. [1] is also provided in grey dashed lines. Markers
represent the sampled data from the degradation data
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D FULL RATE ANALYSIS

D Full rate analysis

The study of the oxygen evolution reaction (OER) mechanism has been researched

extensively and is still poorly understood. In this study, a microkinetic approach

with the assumption of a rate-determining step (rds) was performed. Though, as

mentioned in section 3.3, it is often advisable to conduct a more complex and full

dynamic analysis [36, 28]. The motivation to conduct such a complex analysis

by avoiding steady-state assumptions and quasi-steady-state assumptions is that

these approximations can undermine the complexity of the system, and can hide

the presence of important kinetic parameters such as several Tafel slopes for dif-

ferent regions of the potential. However, a mechanistic study without assuming

the presence of an rds and avoiding quasi-steady-state assumptions was performed

based on the works of Reksten [94] in "Appendix B: Electrochemical Oxide Path

without Assumption of Quasi-Equilibrium", though her derivation is in an acidic

environment.

As mentioned in section 3, the dissolution step was neglected since the OER

pathway would most likely dominate the total current and the reaction mechanism

is the same as the one presented in the same section. The reaction mechanism of

the OER on IrO2 in an alkaline environment without the dissolution step is also

given here as

IrO2(s) + OH−(aq)
k1+−−⇀↽−−
k1−

IrO2OH+ e− (D.1)

IrO2OH+OH−(aq)
k2+−−⇀↽−−
k2−

IrO3 +H2O(l) + e− (D.2)

IrO3

k04+−−⇀↽−−
k04−

IrO2(s) +
1

2
O2(aq) (D.3)

where the same notation as used in the study in section 3 is applied. This is the

same as Bockris [59] electrochemical oxide path on a catalyst surface in alkaline

conditions. The derivation from Reksten [94] is based on the assumptions that

everything is occurring under steady state and no presence of catalyst dissolution.

Hence, non of the reaction rates are equal to zero, but this allows the different

rate equations to be set equal to each other. Still, this is an approximate solution

since the rate of dissolution is still neglected, and the presence of dissolution would
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contradict the steady-state assumption.

With the following rate equations based on the power law model

r1 = r1+ − r1− = k1+Γ(1− θ1 − θ2)aOH− − k1−Γθ1 (D.4)

r2 = r2+ − r2− = k2+Γθ1aOH− − k2−Γθ2aH2O
(D.5)

r4 = r4+ − r4− = k04+Γθ2 − k04−Γ(1− θ1 − θ2)
√
aO2

(D.6)

is the same as previously. The rate constants for the electrochemical steps, step D.1

and D.2, follow the same definition as introduced earlier in section 3, see equation

3.11 and 3.12, and is a function of the chemical rate constants, k0i±, and potential,

E, where + denotes forward an − denotes backward reaction respectively. θ1 and

θ2 is denoting the fractional surface concentration of species IrO2OH and IrO3

with respect to the total surface concentration of active sites, Γ. Assuming steady

state (r1 = r2 = r4 = r), the total rate of reaction becomes

r = ΓaOH−

[
1−B

(
1 +K2(E)

aH2O

aOH−
+K1(E)K2(E)

aH2O

a2
OH−

)]

·
{

1

k1+(E)
+

1

k2+(E)
+

K1(E)

k2+(E)aOH−

+ΓAaOH−

[
1 +K2(E)

aH2O

aOH−
+K1(E)K2(E)

aH2O

a2
OH−

]}−1

(D.7)

where A and B are

A =

1
k04+

−
K0

4

√
aO2

k2+(E)aOH−

Γ
[
1 + k04

(
K2(E)

aH2O

aOH−
+ 1
)√

aO2

]
B =

K0
4
√
aO2

1 +K0
4

[
K2(E)

aH2O

aOH−
+ 1
]√

aO2

and
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D FULL RATE ANALYSIS

Ki =
ki−
ki+

= K0
i exp

{
− F

RT
(E − En)

}
, i = {1, 2}

K0
i =

k0i−
k0i+

, i = {1, 2, 3}

In addition, there is indeed a thermodynamic constraint that the system must

obey which is

K =
aH2O

√
aO2

a2
OH−

=
1

K0
1K

0
2K

0
4

(D.8)

and is derived by evaluating the system at equilibrium when E = En.

Without any further assumptions being made, there are eight kinetic parameters

that are somewhat unknown, being K0
1 , k01+, α1, K0

2 , k02+, α2, K0
4 , k04+. In addi-

tion, the total surface concentration of active sites, Γ, is usually unknown unless

the reaction is occurring on a well-defined monocrystalline crystallographic plane.

By using the thermodynamic constraint on the system given in equation D.8, it

removes one fitting parameter since it can be described by two others, still there

are seven kinetic parameters and one intrinsic property that is till unknown. If the

same procedure as described in section 3 were to be undertaken without assuming

an rds, the transfer coefficient for step 3.14 and 3.15 to be the same, and lastly, let-

ting Γ be a fitting parameter as well, the numerical fitting procedure would lead to

unphysical descriptions of the fitting parameters because of the many unknowns.

The result of the numeical fitting procedure of equation D.7 to the sampled data

of Schalenbach et al. [2] and [50] is given figure D1

with the resulting fitting parameters shown in Table D.2

It is easy to see that the result of too many unknown parameters, also increases

the amount of uncertainty related to these coefficients. The confidence interval

for all parameters is several orders of magnitude larger than the actual value, and

the lower bounds are even negative which are nonphysical for empirically positive

parameters, even though the coefficient of determination says the fitted curve

describes the data well, as shown in figure D1. Because the actual fitting itself

is also very prone to the starting values, because the large span in the confidence
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(a) The sampled data from the polarisation curve
on IrO2 in 0.05mol L−1 NaOH from Cherevko
et al. [50] in red squares and the correspond-
ing curve fitting in black line based on equa-
tion D.7. The coefficient of determination is
R2 = 0.99648
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(b) The sampled data from the polarisation curve
on Ir in 0.05mol L−1 NaOH from Schalenbach
et al. [2] in magenta diamonds and the cor-
responding curve fitting black line based on
equation D.7. The coefficient of determina-
tion is R2 = 0.99939

Figure D1: The sampled data from the polarisation curves from Cherevko et al. [50] in red
squares in figure C5a, Schalenbach et al. [2] in magenta diamonds in figure D1b
along with their corresponding fits in black line based on equation D.7 with K0

1 , k0
1+,

α1, K0
2 , k0

2+, α2, k0
4+, and Γ as fitting parameters. The coefficient of determination

is also displayed in their respective figures.

interval, and the nonphysical values of the confidence interval ultimately led to

abandoning this approach entirely.

Though to simplify this expression, one can assume that the last step, step D.3,

in the mechanism is irreversible towards the right, meaning that k04+ ≫ 1, which

leads to K0
4 ≪ 1. This also implies that A → 0 and B ≪ 1, which simplifies the

full rate of reaction expressed by equation D.7, to

r =
Γk02+ exp

{
(1−α2)F

RT (E − En)
}
aOH−

1 +
k02+
k01+

+ K1(E)
aOH−

=
iOER

2F
≈ i

2F
(D.9)

where there is also assumed that α1 = α2 = α. Even though, three parameters

disappear, it is still four kinetic parameters left, being k02+, α2 = α, k01+, and K0
1 ,

and the surface concentration, Γ. If the surface concentration is assumed to be

the same as for the (110) plan of rutile on IrO2, see section 4, the numerical fitting

procedure improves to some extent as can be seen in figure D2

Still, the uncertainties in the fitting parameters become unreasonably high

Like the approach with the full rate and without any assumptions, this approach
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D FULL RATE ANALYSIS

Table D.1: Results from the numerical fitting of equation D.7 where K0
1 , k0

1+, α1, K0
2 , k0

2+, α2,
k0
4+, and Γ were fitting parameters and K0

4 were omitted by the use of equation D.8.
The data used for the fitting was extracted from polarisation curves from Cherevko
et al. [50] and Schalenbach et al. [2] for alkaline solutions.

Fitting
parameters Cherevko Schalenbach

K0
1 [−] 1030 (−1.175 · 106, 1.177 · 106) 1320 (−1140, 3781)

k01+ [s−1] 1182 (−2.286 · 1010, 2.286 · 1010) 1045 (−6.403 · 108, 6.403 · 108)
K0

2 [−] 11.81 (−2.056 · 108, 2.056 · 108) 15.91 (−2.059 · 107, 2.059 · 107)
k02+ [s−1] 1.387 (−2.699 · 107, 2.699 · 107) 4.591 (−2.813 ·1 06, 2.813 · 106)
k04+ [s−1] 297.1 (−8.992 · 108, 8.992 · 108) 585 (−1.388 · 109, 1.388 · 109)
α1 [−] 0.5459 (−2.694 · 105, 2.694 · 105) 0.9088 (−3.751, 5.569)
α2 [−] 0.6668 (−46.11, 47.44) 0.6014(−0.7552, 1.958)
Γ [molm−2] 1.306 · 10−6 (−25.41, 25.41) 2.103 · 10−6 (−1.289, 1.289)

Table D.2: Results from the numerical fitting of equation D.9 where K0
1 , k0

1+, α, k0
2+ were

fitting parameters and Γ was assumed to be equal to Γ = 8.16 · 10−6 molm−2

and the transfer coefficient were assumed equal, α1 = α2 = α. The data used for
the fitting was extracted from polarisation curves from Cherevko et al. [50] and
Schalenbach et al. [2] for alkaline solutions.

Fitting
parameters Cherevko Schalenbach

K0
1 [−] 4.1 · 105(−4.407 · 108, 4.415 · 108) 9554(−8.344 · 109, 8.344 · 109)

k01+ [s−1] 2066(−1.043 · 1010, 1.043 · 1010) 6.06(−1.811 · 106, 1.811 · 106)
k02+ [s−1] 0.4404(−473.4, 474.3) 17.71(−1.547 · 107, 1.547 · 107)
α [−] 0.6989(0.6769, 0.7208) 0.7146(0.7004, 0.7287)

was also abandoned because of the same reasons. Too broad confidence intervals,

and also lower bounds, making the insecurities too high. This might come as a

surprise since Equation D.9 is very similar to when a quasi-steady-state is assumed,

and step D.2 is assumed to be the rds, which is described as an assumption for

this study. Comparing to equation D.10,

r2 =
Γk02+ exp

{
(1−α)F

RT (E − En

}
aOH−

1 + K1(E)
aOH−

=
iOER

nF
≈ i

nF
(D.10)

it is easy to see that the only difference is the extra k02+
k01+

term in the denominator

in equation D.9. This a consequence of assuming step D.2 to be rds, because

that implies that step D.1 is equilibrated and that step D.2 is much slower than

step D.1. Subsequently, this means that k01+ ≫ k02+, which makes the extra term

diminish in comparison to the other terms in the denominator and we are left
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(a) The sampled data from the polarisation curve
on IrO2 in 0.05mol L−1 NaOH from Cherevko
et al. [50] in red squares and the correspond-
ing curve fitting in black line based on equa-
tion D.7. The coefficient of determination is
R2 = 0.99921
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(b) The sampled data from the polarisation curve
on Ir in 0.05mol L−1 NaOH from Schalenbach
et al. [2] in magenta diamonds and the cor-
responding curve fitting black line based on
equation D.7. The coefficient of determina-
tion is R2 = 0.99901

Figure D2: The sampled data from the polarisation curves from Cherevko et al. [50] in red
squares in figure D2a, Schalenbach et al. [2] in magenta diamonds in figure D2b
along with their corresponding fits in black line based on the fitting of Equation
D.9. The coefficient of determination is also displayed in their respective figures.

with the same result as used in this study. The evaluation of the full analysis

approach, was what ultimately led to the assumption of an rds, and the result of

the numerical fitting procedure is shown in section 4.[99]
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E ODE15S

E Ode15s

In order to solve the differential equation that describes the site coverage of IrO3,

which acts as the common intermediate for the chosen mechanism for OER on

iridium oxide, given Equation 3.25, we need a stiff equation solver. This is because

equation 3.25 is a stiff differential equation, and the "stiff" property is a bit difficult

to define. One of the properties of stiff equations is that they make the use of

explicit solvers slow in obtaining a solution, and also make the solver unstable [98].

Most notable is this because the step size is being forced to become unreasonably

low compared to the integration level, even in regions where the curve is smooth

[98]. These small steps will then make an explicit solver use a lot of evaluations

in order to traverse a small time step. This makes it necessary to use stiff solvers,

which do more work per step, but have a higher numerical stability and they can

take larger steps than the explicit solvers can. Dumesic et al.[86] also state that by

applying microkinetic modelling to such systems as this, with coupled differential

equations, the use of stiff solvers is necessary because of the, and they too mentions

the use of the built-in solver ode15s in MATLAB®.

MathWorks® proposes to use the ode15s solver since it performs best in most

cases, though ode23s is also a good alternative and can at times be even more

efficient [100]. ode15s is a stiff ordinary differential equation (ODE) solver which

utilizes variable step, variable order (VSVO) and is based on the numerical differ-

entiation formulas (NDF) for orders 1 to 5[100]. Since it performs best in most

cases, it was chosen as the solver for the numerical approach described in 3.3.
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F Code

Some essential parts of the code used for the microkinetic model in the alkaline

and acidic models are given here. It consists of three functions that calculate

important quatities like k03+ and Γθ2. There is no plotting descriptions here, since

that is not so relevent for the calculations themselves. For the whole code used in

the microkinetic model, see my public github repository[101] and is also availabe

from the url:https://github.com/pekarste/Degradation/tree/main.

F.1 Acidic model

The following function is called

time_theta_potential_ode15s_acidic

and takes in input arguments

(E_Data, i_data, a_H, T, data_type, k_4_0_plus)

and the output from this function is

[t_ode_15s_acidic, gamma_theta_ode15s_acidic,

potential_ode15s_1, gamma_theta_interpol]

. The input variables to the function are potential, E_data, current density,

i_data, the activity of the proton, a_H, temperature, T, the data type, data_type

being a string element either "array" or "number", and lastly the chemical for-

ward rate constant of oxygen formation, k_4_0_plus. It uses these input pa-

rameters and does the numerical fitting procedure to produce the necessary con-

stants, solving Equation 3.33 with a known value of k04+, and lastly interpolates

the solution obtained by the use of ode15s with the measured degradation data

from Mayrhofer et al.[1]. It returns the time, t_ode15s_acidic, and solution,

gamma_theta_ode15s_acidic, ode15s returns on solving Equation 3.33, the po-

tential based related to the time, potential_ode15s_1, and lastly the interpolated

values of the solution, gamma_theta_interpol, to be used for the plotting.

1 function [t_ode15s_acidic , gamma_theta_ode15s_acidic ,

potential_ode15s_1 ,gamma_theta_interpol] =

time_theta_potential_ode15s_acidic(E_data , i_data , a_H , T,

data_type ,k_4_0_plus)
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F CODE

2 %time_theta_potential_ode15s_acidic will take in some a bunch of

things

3 %and giove back arrays of t, theta , and interpolated values

4 % Detailed explanation goes here

5

6 %% %%%%%%%%%%%%%%%%%%%%%% Acidic model

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

7 % This script will couple all the different functions together and

work

8 % like a masterscript.

9

10 %% Define Physical Constants

11

12 R = 8.31446261815324;

% J mol^-1 K^-1

13 F = 96485.3329;

% A s mol^-1

14 E_OER_SHE = 1.229;

% Standard reduction potential for OER vs SHE - acidic

15 E_REF_RHE = 0.0;

% Standard redcution potential for HER vs SHE - acidic

16 E_n = E_OER_SHE - E_REF_RHE;

% Standard reduction potential for OER vs RHE

17 a_H2O = 1;

% [-]

18 Mm_Ir = 192.2;

% g/mol [SI]

19 %gamma = 8.16*10^( -6);

% mol/m^2 [concentration of active sites]

20 Marhofer_a_H_acidic = 0.05*1;

% [-] - Activity of OH-

21 theta_2_0 = eps;

22 %% %%%%%%%%%%%%%%%%%%%%% Fitting %%%%%%%%%%%%%%%%%%%%%%%%%%

23 % Fitting the expression of the current based on r_2 to the data

24 % The r_2_fit returns the curve (fitting results) and the gof.

25 % The coefficients are contained in the curve

26

27 % Cherevko

28 [curve_acidic , gof_acidic] = ...

% This is the expression with rds

29 r_2_fit_acidic(E_data , i_data , a_H , T, data_type);

30 %% %%%%%%%%%%%%%%%%% Data for degradation
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

31 Mayrhofer_dissolution_data = readmatrix (" Mayrhofer_dissolution_2.

xlsx"); % Mayrhofer dissolution vs time data - [ng/cm^2s]

32

33 %Mayrhofer_dissolution = Mayrhofer_dissolution_data (5:end ,2);

% Mayrhofer dissolution data - [ng/cm^2*s] -- Starting

from 5 to remove the tail

34 Mayrhofer_time = Mayrhofer_dissolution_data (5:end ,1);

% Mayrhofer time data [s] -- Starting from 5 to remove

the tail to be consistent

35

36 %Mayrhofer_dissolution_mole = Mayrhofer_dissolution *10^( -9) *10^(4)/

Mm_Ir; % Changes the units from ng/cm^2*s --> mole/m^2*s

37

38 %% %%%%%%%%%%%%%%%%%%%%% Solving differental equation

%%%%%%%%%%%%%%%%%%%%%%%%

39

40 %

--------------------------------------------------------------------------

41 [t_ode15s_acidic , gamma_theta_ode15s_acidic] =

diff_equation_solver_acidic(Mayrhofer_time , "value",

curve_acidic , Marhofer_a_H_acidic , T, k_4_0_plus , theta_2_0);

42

43 %% %%%%%%%%%% Transforming time to potential for the ode15s solution

44 potential_ode15s_1 = CV_potential_acidic(t_ode15s_acidic , "array");

45

46 %% Interpolating the solution from ode15s to find values

corresponding to

47 % the measured values since ode15s gives more points

48 gamma_theta_interpol = interp1(t_ode15s_acidic ,

gamma_theta_ode15s_acidic ,Mayrhofer_time);

49

50 end

The next function is called

chi_square_acidic

and takes in

(time_solver, gamma_theta_solver, k_4_0_plus,

time_data, degradation_data)
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and returns

[curve]

Just as the name of the function implies, this function is minimising χ2 from Equa-

tion 3.39 with respect to k03+. The input parameters represent the time, t, and solu-

tion, Γθ2, from the solution of Equation 3.33 by the use of ode15s as time_solver

and gamma_theta_solver. In addition, it takes in the k04+, k_4_0_plus, and

the sampled time and degradation data from Mayrhofer et al.[1], time_data and

degradation_data. It is a numerical fitting procedure that returns a cfit struc-

ture which contains the minimised value of k03+ in curve as k_3_0_plus.

1 function [curve] = chi_square_acidic(time_solver , gamma_theta_solver

, k_4_0_plus , time_data , degradation_data)

2 %UNTITLED Summary of this function goes here

3 % Detailed explanation goes here

4

5 %gamma = 8.16*10^( -6);

% [mol/m^^2]

6 a_H2O = 1;

7

8 fun = @(k_3_0_plus , x) k_3_0_plus .* a_H2O .* interp1(time_solver ,

gamma_theta_solver , x);

9 FT = fittype(fun , ’independent ’,{’x’}, ’coefficients ’,{’k_3_0_plus ’

});

10

11 FO = fitoptions(’Method ’,’NonLinearLeastSquares ’ ,...

12 ’Lower ’, eps ,...

% k_3_0_plus

13 ’Upper ’, 10^4, ...

14 ’StartPoint ’, k_4_0_plus ,...

15 ’TolFun ’, 1e-20);

% k_3_0_plus

16

17 [curve , gof , output ,warnstr ,errstr ,convmsg ]...

18 = fit(time_data ,degradation_data ,FT,FO);

19

20 end
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F.2 Alkaline model

The following functions are the same as the ones introduced in the acidic model,

just an alkaline version.

The first function is the alkaline version of time_theta_potential_ode15s_acidic,

and is

time_theta_potential_ode15s_alkaline

which takes in

(E_data, i_data, a_OH, T, data_type, k_4_0_plus)

and returns

[t_ode_15s_alkaline, gamma_theta_ode15s_alkaline,

potential_ode15s_1, gamma_theta_interpol]

The input parameters are all the same as the ones introduced in the first acidic

model, except that the activity of the proton, a_H, has naturally been replaced by

the activity of the hydroxide, a_OH. This also means that the return values are the

same as in the acidic model, only alkaline. This is also why many of the output

names have _alkaline at the end.

1 function [t_ode15s_alkaline , gamma_theta_ode15s_alkaline ,

potential_ode15s_1 ,gamma_theta_interpol] =

time_theta_potential_ode15s_alkaline(E_data , i_data , a_OH , T,

data_type ,k_4_0_plus)

2 %time_theta_potential_ode15s_alkaline will take in some a bunch of

things

3 %and giove back arrays of t, theta , and interpolated values

4 % Detailed explanation goes here

5

6 %% %%%%%%%%%%%%%%%%%%%%%% ALKALINE model

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

7 % This script will couple all the different functions together and

work

8 % like a masterscript.

9

10

11 % Will try to use acidic equations but alkaline environemnt

12 %% Define Physical Constants
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13

14 R = 8.31446261815324;

% J mol^-1 K^-1

15 F = 96485.3329;

% A s mol^-1

16 E_OER_SHE = 0.40;

% Standard reduction potential for OER vs SHE - alkaline

17 E_REF_SHE = -0.829;

% Standard redcution potential for HER vs SHE - alkaline

18 E_n = E_OER_SHE - E_REF_SHE;

% Standard reduction potential for OER vs RHE - alkaline

19 a_H2O = 1;

% [-]

20 Mm_Ir = 192.2;

% g/mol [SI]

21 gamma = 8.16*10^( -6);

% mol/m^2 [concentration of active sites]

22 theta_2_0 = eps;

23 Schalenbach_OH_alkaline = 0.05*1;

% [-] - Activity of OH-

24

25 %% %%%%%%%%%%%%%%%%%%%%% Fitting %%%%%%%%%%%%%%%%%%%%%%%%%%

26 % Fitting the expression of the current based on r_2 to the data

27 % The r_2_fit returns the curve (fitting results) and the gof.

28 % The coefficients are contained in the curve

29

30 % Cherevko

31 [curve_alkaline , gof_alkaline] = ...

% This is the expression with rds

32 r_2_fit_alkaline(E_data , i_data , a_OH , T, data_type);

33 %% %%%%%%%%%%%%%%%%% Data for degradation

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

34 Schalenbach_dissolution_CV_linear_data = readmatrix ("Data\Alkaline\

Schalenbach\Schalenbach_dissolution_alkaline_peak_1.xlsx");

35 % Schalenbach dissolution vs time - [ng/cm^2*s]

36

37 %Schalenbach_dissolution_CV_linear =

Schalenbach_dissolution_CV_linear_data (1:end ,2); %

Schalenbach dissolution data - [ng/cm^2*s]

38 Schalenbach_time_CV_linear = Schalenbach_dissolution_CV_linear_data

(1:end ,1); % Schalenbach time data - [s]

39
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40 %Schalenbach_dissolution_mole = Schalenbach_dissolution_CV_linear

*10^( -9) *10^(4)/Mm_Ir; % Changes the units from ng/cm^2*s -->

mole/m^2*s

41

42 %% %%%%%%%%%%%%%%%%%%%%% Solving differental equation

%%%%%%%%%%%%%%%%%%%%%%%%

43

44 %

--------------------------------------------------------------------------

45 [t_ode15s_alkaline , gamma_theta_ode15s_alkaline] =

diff_equation_solver_alkaline(Schalenbach_time_CV_linear , "value

", curve_alkaline , Schalenbach_OH_alkaline , T, k_4_0_plus ,

theta_2_0);

46

47 %% %%%%%%%%%% Transforming time to potential for the ode15s solution

48 potential_ode15s_1 = CV_potential_alkaline(t_ode15s_alkaline , "array

");

49

50 %% Interpolating the solution from ode15s to find values

corresponding to

51 % the measured values since ode15s gives more points

52 gamma_theta_interpol = interp1(t_ode15s_alkaline ,

gamma_theta_ode15s_alkaline ,Schalenbach_time_CV_linear);

53

54 end

This function is too the alkaline version of minimising χ2 by Equation 3.39. The

function is called

chi_square_alkaline

also recognized by the _alkaline at the end of the name. It takes in the same

arguments as the acidic chi_square_acidic

(time_solver, gamma_theta_solver, a_OH, k_4_0_plus,

time_data, degradation_data

except that the activity of the hydroxide has replaced the activity of the proton

by a_OH. Lastly, it returns

[curve]
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which is a cfit, which contains the minimised value of k03+, k_3_0_plus, inside

curve.

1 function [curve] = chi_square_alkaline(time_solver ,

gamma_theta_solver , a_OH , k_4_0_plus , time_data ,

degradation_data)

2 %UNTITLED Summary of this function goes here

3 % Detailed explanation goes here

4

5 %gamma = 8.16*10^( -6);

% [mol/m^^2]

6

7 fun = @(k_3_0_plus , x) k_3_0_plus .*a_OH .^(2) .* interp1(time_solver ,

gamma_theta_solver , x);

8 FT = fittype(fun , ’independent ’,{’x’}, ’coefficients ’,{’k_3_0_plus ’

});

9

10 FO = fitoptions(’Method ’,’NonLinearLeastSquares ’ ,...

11 ’Lower ’, eps ,...

% k_3_0_plus

12 ’Upper ’, 10^4, ...

13 ’StartPoint ’, k_4_0_plus ,...

14 ’TolFun ’, 1e-20);

% k_3_0_plus

15

16 [curve , gof , output ,warnstr ,errstr ,convmsg ]...

17 = fit(time_data ,degradation_data ,FT,FO);

18

19 end
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