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Abstract

Proximity effects from interfacing superconductors with other materials is an active field
of research. Quantum effects occurring in such interfaces are of interest both from a
theoretical perspective of understanding fundamental physics and for application in the
field of quantum information. In the last two decades, particular interest has been found
in proximity effects from combining ferromagnets with superconductors. Whereas a con-
ventional superconductor contains singlet Cooper pairs, the combination of conventional
superconductors and ferromagnets also induces spin-triplet Cooper pairs. Since these
triplets can carry spin polarization they are highly relevant for the field of spintronics.

In this thesis, quasiclassical theory was used to perform an analytical and numeri-
cal study of proximity effects caused by supercurrents in combination with a spin-orbit
coupled interface. Singlet supercurrents, triplet supercurrents, and spin supercurrents
were created using conventional singlet superconductors in combination with spin-active
interfaces. A normal metal was attached to the current-carrying material, separated by
a thin layer of spin-orbit coupled material. Induced magnetization in the normal metal
was studied.

We have found that the angle between the spin-active interface magnetization and
the attached normal metal affects the induced magnetization. Moreover, we found that
the different currents depend differently on this angle. By this, we found induced mag-
netization that can be used to distinguish singlet, triplet, and spin currents.
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Sammendrag

Proksimitetseffekt fra a sammenkoble superledere med andre materialer er et aktivt
forskningsfelt. Kvanteeffekter som oppstar i slike grensesjikt er interessante bade fra
et rent teoretisk perspektiv for a forsta fundamental fysikk, og fra et praktisk perspek-
tiv for anvendelser innen kvanteinformasjon. De siste to tiarene har proksimitetseffekter
fra kombinasjoner av superledere og ferromagneter vakt stor interesse. I en vanlig su-
perleder er Cooper-parene koblet sammen i singlet spinnpar, men i koblingene mellom
superledere og ferromagneter kan ogsa triplet Cooper-par oppsta. At disse triplettene er
spin-polariserte gjor de relevante for spintronikkanvendelser.

I denne oppgaven er kvasiklassisk teori brukt til a studere proksimitetseffekter fra
superstrgmmer i kombinasjon med spinn-bane koblede grensesjikt. Dette er studert bade
numerisk og analytisk. Singlett-, triplett- og spinn-strgm settes opp ved bruk av kon-
vensjonelle singlett superledere i kombinajson med spinn-aktive grensesjikt. Et normalt
metall festes til det stromfgrende materialet, separert med et tynt lag med spinn-bane
kobling materiale. Indusert magnetisering i det normale ble studert.

Det ble funnet at vinkelen mellom magnetiseringene i de spin-aktive grensesjiktene og
det tilkoblede normale metallet pavirker magnetiseringen i det normale metallet. Videre
kan den induserte magnetiseringen brukes til a skille mellom singlett-, triplett- og spinn-
strgm.
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Chapter 1

Introduction

When Heike Kamerlingh Onnes cooled down mercury to 4.2 K in 1911 [1-3], nobody
had predicted that the resistivity would abruptly drop to zero. At that time, the theo-
retical framework required to understand this quantum mechanical phenomenon known
as the superconducting phase had not yet been established. It was not until 1957, after
significant progress had been made in the field of quantum mechanics, that the first mi-
croscopic theory of superconductivity was developed by J. Bardeen, L. Cooper, and J.
R. Schrieffer [4]. In this theory, an attractive force between electrons is introduced, most
commonly through a phonon-mediated interaction. At low enough temperatures, this
interaction pairs electrons together in so-called Cooper pairs. These pairs are protected
against scattering by an energy gap, allowing a current to flow without resistance.

The absence of electrical resistance is an intriguing property of the superconducting
phase. A perhaps even more characteristic trait of the phase is the Meissner effect,
which describes the expulsion of magnetic fields from the interior of a superconductor [5].
Furthermore, the proximity effect adds another fascinating aspect to superconductivity
by describing how Cooper pairs from the superconductor can leak through to adjacent
materials. Interfacing superconductors with other materials allows for the emergence of
new quantum effects that arise from the combined interaction of both materials, rather
than from either material alone.

Over the past two decades, proximity effects from combining ferromagnets (F) and
superconductors (S) have captured the attention and interest of physicists. This might
at first seem strange since ferromagnetism and superconductivity are thought of as com-
peting phenomena that do not exist together. In a conventional superconductor, the
electrons are paired in a spin-singlet state. The exchange field of the ferromagnet, which
tries to align the spins, thus effectively splits up the electron pair and makes the sin-
glet Cooper pair short-ranged in the ferromagnet. The reason these S/F interfaces were
thought to be interesting was that several works predicted that these interfaces cause
triplet Cooper pairs to arise [6-9]. The triplet that is spin-neutral in the exchange-field
orientation is, for the same reason as for the singlet, short-ranged in a ferromagnet. How-
ever, the triplets with spins aligned in the exchange field direction are long-ranged as
they are not subjected to the spin-splitting effect of the exchange field. In a ferromagnet
with a constant exchange field in proximity to a conventional singlet superconductor, it
is the spin-neutral short-ranged triplet Cooper pair that is induced. However, ferromag-
netic multilayers with varying exchange fields can create a triplet in one thin region that
is long-ranged in the next region where the exchange field is rotated [10-13]. The first
experimental evidence of the triplet pairing from superconductor-ferromagnet proximity
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effect was found in 2006 by R.S. Keizer et al. [14]. Since then several experimental
works have found supporting results [15-18]. More theoretical work has also been done
on ferromagnetic-superconductor proximity effects [18-22]. Bergeret et al. [6] showed
that the triplet Cooper pairs they predicted at S/F interfaces are odd in frequency. Such
odd-frequency states were first suggested by Berezinskii [23], and physicists have taken
an interest in studying properties and signatures of such odd-frequency states [7, 11, 24,
25].

These triplet Cooper pairs can be spin-polarized which makes them an intriguing sub-
ject for spintronics. Spintronics, short for spin electronics, is a field of study that focuses
on utilizing the intrinsic spin of electrons, in addition to their charge, for information
processing and storage. As supercurrents are dissipationless, the field of superconducting
spintronics is of great interest for creating energy-efficient spintronic devices [26].

One method of theoretically investigating proximity effects is using the quasiclassical
theory [27, 28]. The key assumption in quasiclassical approximation is that the Fermi
wavelength is the smallest length scale of the system, or equivalently that the Fermi
energy is the largest energy. In the quasiclassical theory, it is assumed that the Green
function, describing both particles, holes, and Cooper pairs, is sharply peaked at the
Fermi momentum. Since the Fermi wavelength is small, the Green function will thereby
be rapidly oscillating and therefore have large derivatives that are difficult to handle. By
integrating out the Fermi momentum one manages to integrate out this rapidly oscillating
part and is instead left with a slowly varying wavefunction that contains the information
about the physical observables. Further simplification can be made by assuming that
the system is diffusive, as done by Usadel [29]. Within the quasiclassical theory and the
diffusive regime, transport equations and boundary conditions can be derived and used
to study proximity effects. This is the method we use in this thesis and a brief discussion
of the theory will be given before the proximity effects are investigated.

In 2022 J. Linder and M. Amundsen derived quasiclassical boundary conditions for
interfaces where a thin layer of a spin-orbit coupling material has been added [30]. They
predict that through such an interface, a singlet supercurrent can induce triplet Cooper
pairs in the neighboring material, which results in an induced magnetization. In this
thesis, we expand this study to involve the creation of the supercurrent. Spin-active
interfaces can be used to facilitate the creation of triplet charge current and spin cur-
rents [31-33]. The aim of this study is to discover experimental signatures capable of
distinguishing the above-mentioned currents, hoping that it one day could be utilized for
spintronic devices.

1.1 Structure

The first part of the thesis establishes the theoretical framework needed to study prox-
imity effects in the diffusive quasiclassical theory. This includes presenting the equations
of motion, the bulk superconductor solution, the observables of interest, and boundary
conditions. As this part was thoroughly discussed in the specialization project, the details
of the derivations are left out and only the most important parts are presented here.

In the next part, the particular system we study is presented. Thereafter we include an
analytical and numerical study of the supercurrent-induced proximity effects at spin-orbit
coupled interfaces and present the results.

The final summarizes the main results and discusses potential further work.
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1.2 Notation

To keep the notation and calculation simple we use natural units h = ¢ = kg = 1.
In this thesis, we will use 2 x 2, 4 x 4, and 8 x 8 matrices. To be able to distinguish
them we write

e M for 2 x 2 matrices,
o M for 4 x 4 matrices,
e M for 8 x 8 matrices.

Sometimes matrices of different sizes are used in the same equation. In such cases, it
should be understood that the matrix of smaller dimension is implicitly a tensor product
with the identity matrix meaning that AB = A(1 ® B).

The Pauli matrices are denoted with 7., 7, and 7, and since they are commonly used
they will be written without underline

Ty = ((1] é) T, = (S _OZ> T, = (é _01). (1.1)

We also write the vector of Pauli matrices 7 = (7,,7,,7,). Further, we define the

following 4 x 4 matrices
~ T; 0
T, = (O TZ'*) ) (12)

and
0 001 00 0 — 10 0 0
. 10010 . 100 —2 O . 101 0 0 (1.3)
PAPZlo 100" loi o of P |oo -1 o0 '
1 000 t 0 0 0 00 0 -1
The following notation will be used for commutators and anticommutators
[A, B] = AB — BA, (1.4)
{A,B} = AB + BA. (1.5)
For convenience, we define electron operators in Nambu ® spin space
Ut
vy
v=1 4l v =0l vl e vy, (1.6)
'
Y

where 1,, 1! are annihilation and creation operators for an electron with spin o.
The operation which will be referred to as tilde-conjugation is defined as complex
conjugating and inverting the energy £ — —F.

F(E) = F(—E)". (1.7)
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Chapter 2

Quasiclassical Theory

Quasiclassical theory is a much used method of studying multilayered systems of super-
conductors, normal metals, half metals, insulators and ferromagnets [28, 34]. The theory
is developed by Eilenberger [27] and by Larkin and Ovchinnikov [35].

This chapter presents the kinetic equation, relevant boundary conditions, bulk su-
perconductor solution and observables in the quasiclassical theory. Finally, the Riccati
parameterization is presented, which is a practical parameterization for numerically solv-
ing the Usadel equation. Much of the theory up until the Riccati parametrization is based
on the specialization project from the previous semester. Therefore, many of the details
will be left out from the main part of this thesis. Some of the more detailed calculations
can be found in the appendix, and much of the content can also be found in the master’s
thesis by Morten [36], Fyhn [37] and Amundsen [38] and in the works of Kamenev [39],
Kita [40] Gor’kov [41] and Chandrasekhar [28].

2.1 System Hamiltonian

The very first step of finding an equation of motion is to set up the relevant Hamiltonian.
Here this includes a kinetic term, Hp, a impurity scattering interaction Hi,,, a BCS
interaction term, H;,, and a ferromagnetic term Hgy. The BCS term is found by includ-
ing an attractive force between electrons of opposite spin and performing a mean-field
approximation. For a thorough explanation of the BCS theory we refer to chapters 8 and
9 in the book by T. Kita [40]. At first we allow the terms to be time-dependent and the
total Hamiltonian can be written in terms of the second quantized electron annihilation
and creation operators, 1, and 9], as

H(t) =Ho(t) + Hint(t) + Himp(t) + Hpm (1),

Ho(t) :/dr > ke - L (V.- ieA(r,t))2 T ep(r,t) — | (r,t),

2m
Hinlt) == X [ dr [A%(r )0u(r,00n(r,0) + Al 00])]
Hipnp(t) = / dr > (e, ) Vimp(r, )y (7, 1),
Hes) == [ dr 32 wl(r.h - Tombr(r.)

bt
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The subscript o refers to the spin of the electron, m is the electron mass, A is the elec-
tromagnetic vector potential, ¢ is the electromagnetic scalar potential, p is the chemical
potential and h is the exchange field. Vi, is the impurity potential which plays a central
role in allowing us to assume that the wavefunction is isotropic. The superconducting
order parameter is defined as A(r) = (P4(r, 1)1, (v, 1)).

2.2 Equation of motion

The Heisenberg equation of motion for an operator a reads
i0a = [a, H]. (2.2)

This can be used to find the equation of motion for the electron creation and annihilation
operators

0o (1,1) = =[5 (Vi — 1€ A)* + ep — i)y
+ AP )0 (r,t) = 6,88 (r,1)) (2:3)
+ Vimpqﬁa(’r, t) — Z[h Tlhgr (1, 1),

0./

where 0, is the Kronecker delta. In Nambu ® spin space, this can be written compactly
in 4 x 4 matrix notation using the spinors ¢ = (¢4, 1|, wi, wl)

iat/ai%w(’rv t) = ]:I(T’ t)w(’rv t)? (24)

where H is defined as

0O 0 0 A 05
A 0 0 —A 0 2.5
A=10 a o0 ol
~A* 0 0 0
M = h-T.

Green functions

Moving forward we introduce a powerful and much used tool in studying quantum me-
chanical systems, the Green function. Further, we introduce the Keldysh Green function
[42], which is commonly used to study non-equilibrium systems. A more thorough dis-
cussion of the Keldysh formalism is found in the book by A. Kamenev chapters 2 and 9
[39].

First, the 2 x 2 retarded, G¥, advanced, G*, and Keldysh, G¥, Green functions are
defined as well as the anomalous Green functions F'. For this, we use the 4-vector notation
x = (r,t).

6
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GE (11, 22) = —iO(ty — t2) ({Uo (1), ¥} (22)}) (2.6)
G (w1, 12) = iO(ty — t1) ({tho (1), ¥} (22)}) | (2.7)
GE (w1, 22) = =i ([tho (1), 0], (22)]) (2.8)
FY (w1, 29) = —iO(t — ta) ({¢o(21), Yor (22)}) , (2.9)
F (w1, w2) = iO(ty — t1) ({¢0o (1), Yo (22))}) (2.10)
(1, m9) = =i ([ho (1), Yo (2)]) (2.11)

where © is the unit step function. We can group these together and define the 4 x 4
Green functions

: ( G (ay,my)  EA (2, 2) ) | (2.12)

G e2) = (A, )y (G (ar, 22))"

AK:E 29) = QK(SLH,@) EK(561,$2)
¢ (@, 72) (—<£K<x1,x2>>* —<QK<x1,x2>>*)' (2.13)

Finally, we also define the 8 x 8 Green function which contains all the above Green
functions
- GR GK
= ) 2.14
( 0 GA) (2.14)

By using the equation of motion for the creation and annihilation operators the equa-
tion of motion for the 8 x 8 Green function can be found to be

iat1ﬁ3é($1, ZL’Q) = 5((131 - Ig) + ﬁgﬁ(l’l)ﬁgé([ﬁl, l’g), (215)
—i0,, Gy, 3)ps = 621 — 3) + Glay, xa) H (22), (2.16)

where §(z) is the Dirac delta function. We subtract the left-handed Equation (2.15) from
the right-handed Equation (2.16), which gets rid of the d-function

(iatlﬁg — ﬁgﬁ(l’l)ﬁg)é({lfl,afg) — G($17$2)( — iatQﬁg — F[T(I'Q)) =0. (217)

The effect of the impurity potential can be regarded using a self-energy as shown in
Appendix B.1. Equation (2.17) can then be written as

(iatlﬁs - ﬁ3go($1)ﬁ3)é($1,$2) - / dfﬂsi(iﬁ, xs)é(ﬂé’&fﬂz)
i ) (2.18)
— G(1,32) (= i0,p3 — Ho (22)) + / da3G (21, 23) (23, 22) = 0,

where Hj is the Hamiltonian without the impurity potential, and ¥ is the impurity self
energy. Notice that

A~ ~

psHops =& — A+ S — M, (2.19)

7
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so the two p3 matrices only change the A into —A whereas the other block diagonal terms
stay unchanged. Equation (2.18) can be written as

0= 0, 3G (21, x2) + 10, G (1, 2) P3
( )G (2 $2)+G(x1,x2)f( 2)
_S(Il)G( 1,I2)+G($1,x2)S( 2)
+ M(21)G(21, 22) + G(1, 22) M (22) (2.20)
+ A(21)G(21, 22) + G(1, 22) A22)
(

/dx S (w1, 23)G (3, 22) — /dxgé(asl,arg)fl(xg,,mg).

Wigner transformations

In the interest of being able to apply the quasiclassical approximation, the mixed repre-
sentation is introduced and Wigner transformation is performed on Equation (2.20). The
mixed representation refers to changing from the individual particle coordinates x; and x5
to the center of mass coordinate X = %(xl + x9) and the relative coordinate z = x; — xs.
The Wigner transformation is defined as a Fourier transform over the relative coordinate
such that the Wigner transform of a function A(xq,x9) is

AX,p) = /dxe_ipr(xl,xg). (2.21)

We also define the Wigner transform of a convolution, which sometimes is referred to
as a “star product” as

A® B(X,p) = /d(:vl — xg)eP@1=3) /dng(xl,xg)B(xg,xg)
— ei(‘?XAaPB_6X36PA)/2A(X,p)B(X,p).

(2.22)

The second line in the expression above is a convenient way of writing the “star product”.
A derivation of the second line expression is included in Appendix A.1. Moreover, we
define the commutator/anticommutator notation of star products

[A¢B] = A® B(X,p) — B® A(X, p),

{A?B} =A®B(X,p)+B®AX,p). (2.23)

The details of the transformation of Equation (2.20) can be found in Appendix A.3
The transformed equation, often referred to as the Gorkov equation [43] reads

—de fApy VG + 2.V + [Eﬁg—%A2—eso+M+A—i TG =0, (2.24)

where VG = VrG — ie[Aps, G.

2.3 Quasiclassical Approximation

As Equation (2.24) is expressed with the relative momentum p we can now apply the
quasiclassical approximation. The central assumption in the quasiclassical approximation

8
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is that the Fermi wavelength Ap is the shortest length scale in our system and that every
other length, [, in our system is much larger A\p < [. This is equivalent to saying that
the Fermi energy, Er in our system is much larger than all other energies and energy
fluctuations. We assume that both the length scales of derivatives and eA are large
compared to Ap. By this assumption we remove all V, and A terms from the Equation
(2.24), except those who are accompanied by p, which can be large.

In addition to removing gradients, we will in this study assume that the system is
stationary and remove time derivatives. Removing the time derivatives and gradients
gives

[A ¢ B] =[A, B, (2.25)
{A 9B} ={A, B}. (2.26)

By these approximations, Equation (2.24) simplifies to
e . . ~ ~ A s
p-E[A;S;;,G]Jr%-VRG+[Eﬁ3—ego+M+A—E,G]:O. (2.27)

In the quasiclassical approximation, we also assume that the Green function is strongly
peaked around the Fermi level. The reason for this assumption is that inside the Fermi-sea
the states are mostly filled at low temperatures. Because of the Pauli principle electrons
cannot be scattered into an already occupied state, and hence they will not give consid-
erable contributions to kinetics. Above the Fermi-level states are mostly unoccupied, so
there are no electrons to be scattered, hence no contributions will come from such states
either. By this reasoning, the quasiclassical Green function is defined as

oo E) = [ a0 ), (2.23)

—00

where £, = %. This quasiclassical Green function keeps the angular dependency of p
but the magnitude of p is integrated out. It should be commented that the integral
is diverging, a problem that could be solved as done by Eilenberger by using a special
integration contour, or by Serene and Rainer [44] by introducing a cut-off frequency.

We now integrate Equation (2.27) and we say that G is so strongly peaked around
pr that we also can say that p = p, inside the integral and hence move the p, outside
the integral. This gives us the equation which in the literature often is referred to as the
Eilenberger equation [27]

%-?Q+[Bﬁ3—e¢+M+A—i,g]:o. (2.29)

Further restrictions can be put on the quasiclassical Green function by introducing
the normalization condition
gg = 1. (2.30)

Although there are different ways to normalize the Green function, this is the most
common normalization and is thoroughly discussed in [45].

2.4 Diffusive limit and Usadel Equation

The next and important step is assuming the system to be diffusive. This means that
we are in the region where the Green function has been scattered enough to consider the
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wavefunction to be isotropic. We expand the Green function in the spherical harmonics
and keep only the s- and p-wave part [41]

g=Ggst+er- g, (2.31)

From impurity averaging it can also be shown that the quasiclassical self-energy in
the self-consistent Born approximation can in the diffusive limit be written as
o (2.32)
o~ ——1(s, .
27_95

where 7 is the relaxation time. This is shown in appendix B.2.
By using this and the normalization condition it can be found that the quasiclassical
equation of motion can, in the diffusive limit, be written as

Dv(gsvfk) +i[Eps —ep + M + A, gs| =0, (2.33)

where D = %TUF and vp is the Fermi velocity. This is the commonly named Usadel
equation [29]. Moving on we remove the s-subscript for simplicity of notation.

2.5 Bulk superconductor solution

Assuming that the system is in equilibrium we only need to find a solution for the retarded
Green function, since it can be found from the definition that

9% = —psg"ps, (2.34)
and in equilibrium we have the fluctuation-dissipation relation [46]
9" = (3"(E) — ¢*(E)) tanh(E/2T). (2.35)

It can be shown, as in [28] that the bulk superconductor solution to the Usadel
equation is

= ( sgn(E)
VE? - [AP

The solution has the shape

i

O(E? — |A]P) — ————

O(|A> — E2)> (psE+A).  (2.36)

g 0 0 f
(0 9 = O _(9g f

f 0 0 —g -
where the tilde-notation means g(E) = g(—F)*.

This bulk conventional superconductor solution only contains singlet Cooper pairs.
With triplet Cooper pairs present, f and g will change form, and can also include diagonal
clements. In these cases, the structure of the last matrix in Equation (2.37) will remain
intact. It should here also be mentioned that the superconductor can have a phase. A
physical observable is never dependent on a phase, however, a phase difference can affect
the physics. In case of a phase, ¢, we would simply add a phase factor ¢’ to S and

e ™ to z . Notice that in a singlet superconductor, the tilde conjugated anomalous Green

function satisfy f = — fe 2.

10
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Z

Figure 2.1: A illustration of interfaces between two materials. The z-axis is defined to
be orthogonal to the interface.

2.6 Singlet-triplet decomposition

In this thesis, we study systems where not only the conventional singlet Cooper pairs
are present but also triplet pairing. As it will later prove to be convenient, the d-vector
notation is introduced. This singlet-triplet decomposition looks like

f= fs+d~rn:< v . > 2.38
( ) ) _fs+dz d$+2dy ( )

This decomposition is discussed in more detail in other works [47, 48]. The triplets are
defined such that d, = (|1}) + |{1)). where the z-subscript indicates that 1 is chosen to
align with the positive z-direction. Similarly d, = (|t})+[{1)), and d, = (|[T)+[I1)),. So
the d;-component correspond to the spin-neutral triplet in the i-directions. As discussed
in the paper by H. Giil and J. Linder [11] this d-vector usually behaves oppositely from
the singlet under tilde conjugation d = d, or with a phase involved, d = de~2¢. How the
components behave under tilde conjugation will be a central part of the discussion later
in this thesis.

2.7 Boundary conditions

In the previous section we found the equation of motion. To solve the system, the
differential equation needs to be accompanied by a set of boundary conditions. The
system, which will be studied in this thesis, includes different types of interfaces. In the
following section, we discuss the boundary conditions from each of the interface types.
The simplest and most used boundary condition is the Kuprianov-Lukichev boundary
conditions [49]. For the study later on, this will be used when we look at a singlet
charge current created by a normal Josephson junction. Further, we will discuss the spin-
active boundaries that we will be used to create triplet charge currents and spin currents.
Lastly, we discuss the Rashba spin-orbit coupling boundaries which is a cornerstone of
this thesis. These will be used between the current-carrying material and a normal metal
to get experimental signatures in the normal metal induced by the supercurrents.
Figure 2.1 describes the general system for which the boundary conditions are set up.
Presenting the boundary conditions here we assume that we have an interface normal in
the z-direction. We call the material to the “left” L, and the material to the “right” R.
We will mark the left and right Green functions by an R or L subscript that should not
be confused with the superscript R used previously for the marking the retarded Green
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CHAPTER 2. QUASICLASSICAL THEORY

functions. In general, the boundary conditions are written on the form
910:91 =1, (2.39)

where I is the matrix current that takes into account both transmission and reflection
at the interface [50]. All the boundary conditions presented below are presented for the
derivative of the left side Green function 0,¢;. Finding the boundary condition for the
right side Green function can be done by simply interchanging L and R and changing
sign on the right-hand side terms.

2.7.1 Kuprianov-Lukichev boundary conditions

The Kuprianov-Lukichev boundary condition [49] is the simplest quasiclassical boundary
condition that considers only spin-independent tunneling between the materials. These
boundary conditions read

gLasz = QL[QL?.&R]? (240)

where ()7 is a material-specific constant that depends on the ratio between the bulk
resistance of the two sides of the interface and the length of the left material.

2.7.2 Spin-active boundary conditions

For the purpose of creating triplet currents, spin-active interfaces will be used. Spin-active
boundary conditions is a term used for boundary conditions where strongly spin-polarized
magnetic materials are involved. These materials could be either strongly spin-polarized
magnetic insulators or half-metallic ferromagnets. In this work we will consider interfaces
where a half-metallic ferromagnet is introduced between two materials, one of which will
be a superconductor and the other a ferromagnet or a normal metal. Triplets can then
be induced from spin-mixing caused by reflective scattering of the wavefunction and by
spin-dependent transmission probabilities.

The boundary conditions for spin-active tunneling interface to the first order of tunnel-
ing probabilities and spin-mixing angles, described in [31] will be used. In these boundary
conditions, three more terms than the normal Kuprianov-Lukichev term are included. A
derivation of these boundary conditions is found in [51] and the boundary conditions read

9120-91 = Golgr, 9r] + G1[gr, mgrm] + Gur + gL, {Gr, M}] — i1GL[GL, ). (2.41)

We recognize the Gy term as the Kuprianov-Lukichev term. Gy is a magnetoresis-
tive term and G is a de-pairing term which both originate from having spin-dependent
tunneling probabilities. We define polarization as

T =T
p_ =1

= : (2.42)
T +T,

where T4, T) is the transmission probability for spin up and spin down respectively. The
expressions for G; and Gyr read

- VI=P? P

Ch/Gy= YT GGy —
Vo= O S e

(2.43)
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Figure 2.2: The general system for which the spin-orbit coupling boundary conditions
are derived, the system is considered to be narrow in the z-direction such that the Green
function has no x-dependency.

Further, the G, term takes into account spin-dependent scattering at the interface,
and more about this spin-mixing scattering can be read in [52]. G, depends on the spin-
mixing angles ¢ which is the spin-dependent scattering phase shift. It should here be
noted that P and G, really are a sum over scattering channels, but here it is assumed
that the scattering channels are equal such that the summation can be removed.

2.7.3 Spin-orbit coupling boundary conditions

Another type of interface can be made by including a thin region of a spin-orbit coupling
material. In the paper by J. Linder and M. Amundsen [30], they derived quasiclassical
boundary conditions for such interfaces where the gradient parallel to the interface is taken
into account. The type of boundaries described by these boundary conditions is shown
in Figure 2.2, where the left side Green functions are allowed to have a y-dependency. A
Rashba spin-orbit coupling interaction was used in the interface and both tunneling and
reflection terms were considered.

Since a couple of smaller errors, were found in the paper, the derivation of these
boundary conditions is also included in Appendix C. If we assume that the right side
Green function has no y-dependency the boundary conditions reads

Dgrd.gr =T3[91. gr) + Tipe(ge. T19r7)] = mDTTo[gr, {0, grdygr}] (2.44)

— DdOé2 [ﬁma gLﬁng] - DdOé2[,6y, gLﬁygL]'

In the equation above T, T; are diagonal and off-diagonal elements of the tunneling

matrix, « is the strength of the spin-orbit coupling interaction, and d is the thickness of
the spin-orbit coupling material.

2.8 Observables

As mentioned we will be looking at how charge currents and spin currents affect the
magnetization induced through the spin-orbit coupled interface. To do so we need to
know what the expressions for magnetization and currents look like in the quasiclassical
theory. Thus, in this section, the quasiclassical expressions for the magnetization, spin

13
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and charge currents are presented. To simplify the analytical study later on we also take
the time to present the observables expressed in the singlet-triplet decomposition in the
weak proximity regime. Again, the detailed derivation of these expressions was presented
in the specialization project and is left out, but the final expressions are presented.

2.8.1 Currents

The quasiclassical expression for current can be found by using the continuity equation
Op+V -J =0, where J is the current of a quantity and p is the corresponding density.

For charge, we have that the charge density can be written as p = e (¢7ps1)), and
for spin the spin density can be written as (1)'2p371). By using the equation of motion
for the creation and annihilation operator and writing the expression in terms of the
quasiclassical Green function we get the charge current expression

J = eNoD

/ dETr[p3gVg)"]. (2.45)

The spin current is similar, we just have to add the %T in front of the ps.
As mentioned we are interested in writing the expressions in terms of the singlet-triplet
decomposition terms f; and d. By hnearlzmg, assuming ¢ = ps + f and only keeping

the first order in f , usmg the relation §* = —p3(§%)ps and that we in equilibrium have

G = (§" — ¢*) tanh(ZE 5 E), we get the following expressions for the current J and spin
current Jg

& dE 6E re 't I 't ~

J =y i A_o tanh(T)Re([fSst -d,vd, —d,Vd, —d,NVd,| —[. ]), (2.46)

J. = Ja / —tanh (B2 Im([d,Vd, — d.Vd,] + [.7.]). (2.47)

Js, = Jgo / A—tanh(%)lm([d,zvjx —d,Vd. |+ 7)), (2.48)

= Jy / —tanh (EEYIm([d, Vd, — d,Vd,] +[.7.]), (2.49)

where J, = 2€N0DA0 and Jy = NgDAy. We have written the integral in terms of the
dimensionless variable E//Aq, where Ay = A(T = 0) is the zero temperature energy gap.
This means that J/.Jy is also a dimensionless variable which is practical for the numerical
study. To arrive at these equations we have also used that

/_Oo dEf(E)" = — /_oo dEf(E). (2.50)

o0 o0

In the following sections, we will separate the part of the charge current carried by
the singlet and the triplet components. We define the current component carried by the
different components as

To=h [ b (CERe((£VF] - (), (251)
Jy = —Jy /Ooo % tanh(Z2)Re([d;Vd;] — [.7.]), (2.52)

where Jy, is the charge current carried by the singlet component and Jy, is carried by
the d; component.
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2.8.2 Magnetization

It can be shown that the quasiclassical expression for magnetization reads

M = % / dETe(#6%). (2.53)

It should be mentioned that this expression does not take into account the contribution
from the Fermi sea, such that a ferromagnetic exchange field will not be captured by this
expression.

Once more we want to express the magnetization in terms of the singlet-triplet de-
composed components. This can be done similarly to the current, by using the expression
for g4 and the equilibrium expression for . This time there will be no first-order con-
tribution so we have to take into account the normalization condition, (§%)? = 1, to
find the normalized expression for g and §. By this method, it can be found that the
magnetization, to the second order in f, reads

M, = M, / —tanh (EE)Re(d, fs — d. fs), (2.54)
M, = M / A—tanh(%)Re(dy fo —dyfo), (2.55)
M, = M, / —tanh (EEYRe(d. fs — d.fs), (2.56)

where My = poQo.

2.9 Riccati parametrization

One way of parametrizing the Green function is the Riccati parametrization [53, 54]. The
Riccati parametrization is advantageous for numerical computation because the param-
eters are bounded between 0 and 1. For the purpose of studying systems numerically we
will here go through the derivation of the Riccati parametrized Usadel equation as well
as the Riccati parametrized boundary equation.

First of all the parameters need to be defined. N and ~ are defined as follows

. (N(1+v%) 2Ny
g_( —-N5 —N(1+%)>' (297

N and v are 2 X 2 matrices, but for the purpose of keeping the expressions tidier, the
underline notation is dropped for these matrices. By the normalization condition it is
seen that N = (1 —~7)~" and N = (1 — 57)~".

A couple of useful identities can be found

N~y =~N, N4 =A4N. (2.58)

Notice also that this gives
Yy =1-— N~ (2-59)

When writing the Usadel equation and the boundary conditions in this parametriza-
tion, we will have to consider derivatives. To simplify the notation we therefore introduce
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~" = 0,v. The following way of writing derivatives will also be useful

9.N = N(v'5 +~7)N, (2.60)

d.N = N3y +4Y)N, (2.61)
0-(N7) = N(Y + 777N, (2.62)
0-(N7) = N(¥ +779)N, (2.63)
(2.64)

all of which can be found by using the identities above.

The derivation of the Riccati parametrized Usadel equation and the Kuprianov-
Lukichev boundary condition is thoroughly described in the paper by Jacobsen et al.
[54]. To separate out the 92y term from the Usadel equation, which is a 4 x 4 matrix
equation, we take the upper-right 2 x 2 matrix minus the upper-left 2 x 2 matrix multiplied
by . Thereafter we multily with %N ~1 from the left. This means writing

sV Tz = [ Ju),s (2.65)

where [...] is the full matrix equation and the subscript indicates block matrix. For the
boundary condition, 0,7 is found by the same procedure. The Riccati parameterized
Usadel equation for a ferromagnet reads

0%y = —2iEy —ih - (17 — y7*) — 29/ N37/, (2.66)

where for a normal metal, the only adjustment needed is to set h = 0. Further, it can be
shown that the Riccati parameterized bulk superconductor solution is

0 b
TBCS = (—b 0) ; (2.67)

where
A fo|E| > A,
b= {Egggﬁ Eil | EL N (2.68)
Bive—ar lorlEl <A

2.9.1 Riccati parametrization of boundary conditions

Before starting on the Riccati parametrizing of the specific boundary conditions we note

that many of the terms, both in the spin-orbit coupling and spin-active boundary condi-

tions, have the same form. Here a practical method for Riccati parametrizing this type

of term is presented in order to simplify the calculation in the two following sections.
Several of the terms take the form

A

gz, U], (2.69)

where U is a matrix whose exact form depends on the specific boundary conditions. In

general, we write U as R
> Un U 12)
U= A . 2.70
(U21 Usa (2.70)
It can be found that the procedure described by Equation (2.65) performed to the left
side of the boundary conditions g0,g gives

1

§NL_1 ([920-9L)12 = [90.0-gLlnvL) = B27L, (2.71)
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as seen in [54].

This is the left-hand side of the Riccati parameterized boundary conditions. For the
complete boundary conditions, we also have to do the same on the right-hand side. This
means we need to take $N;'([...]12 — [...]1171) of every term on the right-hand side of
the boundary conditions. Thus we start by finding a procedure for all terms that come
in the form of Equation (2.69).

1 oA oA
2 Ll([gb U]1’2 — (g, U]1’17L)

- % P (QLU12 S Un = Unf +Ung, - (QLUH + £, Un—Ung, + Ul?iL)VL)'
(2.72)
As a next step, every term with the same 2 x 2 Uij matrix is put together and we
insert i = 2N~ and g=2N -1 The UH terms can be written as

SN (=Ouf, = 9, 0nve + Ung, )

= %Nfl(_ﬁHQNLWL — (2N, — DUy + U (2N — 1)7z) (2.73)
= —Un%:-

In the same manner the Ulg terms become
%NL_I (21;012 + ngL N U12£L7L)
= %NL_l((QNL — DU+ Upp(2Np — 1) — U122NLf~nyyL) (2.74)
- 012-

The Um term should also be written in terms of v as

%NL_I(—LUHWL)

; (2.75)
= —vUn L.
And finally the UQQ term can be written as
INSY(f U
2k (AiL ) (2.76)
= yLUss.
Putting everything together we get
5 2 (100, U1 = 92, U1 y,) = =Unye + Ure — veUaive + voUsse. (2.77)

We note that this also can be used for the Kuprianov-Lukichev boundary conditions,
where we would use U = Q2gg. From this, and using the identities in Equation (2.58) and
(2.59), the Kuprianov-Lukichev boundary conditions can be found to be

8szL - Q(]- - 'VL’?R)NR(VR - 7L)7 (278)
0:7r = UL —vrYL)NL(vL — VR)- (2.79)
(2.80)

In the following, both the spin-orbit coupled and spin-active boundary conditions
will be written in the Riccati parameterized form using the method described here. In
the following derivation, the underline notation of the 2 x 2 Greens function g and f is
removed to keep the calculation tidier. B B
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Riccati parametrization of the SOC boundary conditions

We now look into the Riccati parametrization of spin-orbit coupled boundary conditions
given in Equation (2.44), where we do the same to every term on the right-hand side as
we did to the left-hand side in Equation (2.71) The first term is simply the Kuprianov-
Lukichev boundary term. The rest of the terms we go through one by one.

The first term is 2T2p% (g1, 7 gr7 )], for which we define the matrix

o = T\JRT| = (Txg~L7-x —T:chT;) I <Ty9~LTy _TnyT;) : (2.81)

whr —mars) T \nhe -
where we leave out the prefactor %Tfp%. Thus the contribution from this term will
according to Equation (2.77) be
1 71([A 2T2 2[A AoA A ]]1,2_[A 2T2 Z[A AoA A ]]1,1 )
5L 9L, 3 1Prl9L; T||9RT)| gL, 3 1Prl9L, T 9RT ||| "L
:[ — (oL T + TygrTy) VL — T fr7y — Tyfr7, — ’YL(T;JELT;E + T;fLTy)’YL
+ v (—To gLy — T;‘QLT;)] .

We insert f = 2N~ and g = (2N — 1) get

(2.82)

[—TeNp7eyL + o — T NLyomy — ’YLT;NL:YLTJ:’YL - ”YLT;NLT; (2.83)
— 1y Noyyr + v — 7y Neyer, — vy Noynmyn — ’YLT;NLT;].
From the second term we define
U® ={#., 9r0,0r}
_ ( Tulgrgr — frfR)  Telgr[R — fROR] )
—15frdR + GrfR] —Tel—frfR + GrOR)
+G@%—m&m %%&—m%m)
(fr9% + GrfRlTe —[—frfR + GrORITE

(2.84)

which gives us the contribution to the right-hand side

[ — (7olgrgk — frfR) + l9rgR — frIR)T)R
+ Tolgrfr — frRIR) — [9rfR — fRIRITS
— vr(=T:frgRk + Grfr] + [from + G SR ™) VR

~

VR(=Tu[~Frfr + GrGR] — [~ Frfr + GrIRTS)]-

(2.85)

Using Equation (2.63) and (2.64) we see that we may write the following

l9rgR — frfr] = Ne[ViAr — vrVR|Nr,

l9rfr — frAR] = Nr[VR — YVRVRVRINR.

Thus the contribution to the right-hand side of the Riccati parametrized boundary
conditions can be written as

(2.86)

7:2NR[Vr — YRVRVRINR — 2NR[VR — YRVRVR]

— YT 2NRAR VR — YRR — VL 2NR[TRvR — ARVRINRT,

— 72NR[VgYr — YRYRINRYL — 2NR[VRYR — YRYRINRT L
+.7i2NR VR — ARVRTRINRYL — YL2NR[Vh — YRVRVRINRTL.

(2.87)
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The third and fourth terms in Equation (2.44) do not have the shape as in Equation
(2.77), so we have to treat them differently. The two terms do, however, have the same
shape as each other. Therefore we only have to do the calculation once by performing
the parametrization procedure on

[pi> grpigL). (2.88)
First, we write out grp;9r,
GLpigL = ( grLTigL + fle *fL~ 9L~Tz’fL + ngz :kqf ) . (2.89)
—foTigr — o7 fr —JfiTifr — 9uT oL

The upper left component of the whole expression then reads

(1.1)

16i, Gupign) Y = Tigrmigr + Tifor fr — gomgim — fori fom, (2.90)

and the upper right part reads
60, Gr.pigr) M = migrmifr + TiforiGn + gifory + forianT (2.91)

We write g and f in terms of the Riccati parametrized expressions and get that the
contribution from these terms to the right-hand side is

%Ngl [Ti(2NL — D)712NpyL + Ti2NL’)/LTi*(2NL — 1)+ (2N, — D)1:2NpyL 7}
+ 2Ny (2N — D7 — [1:(2Np — D71(2NL — 1) + 72Ny 2N AL

— (2N, — 1)1(2Ng, — 1)09 — 2N 3,7 2N A1)

= =2 + 25 Npy7) + 2907 Now) + 2n Ny + 2907 N AL

(2.92)

Putting all of the terms together we get the complete Riccati parametrized spin-orbit
coupled boundary conditions

971 =2To(1 = v.7r) Nr(YR — Y1)
+ 2273 (= o Ny + vo — TeNpvems — e NoArmey — oo Nur)
— 7, Npve +vn — oy Nevry — vers NeArmyvn — vy Nor))
— mDT Ty + 72Nr[vk — VaVavR)Nr — 2NR[V: — VeV R VR
— L722Ne [V vr — YrVR] — VL2NRFRVR — VRVRINRT,
— 7e2Nr[Vr7r — YRYRINRYL — 2NR[VRVR — YRVRINRT2 L
+ T3 2NR[VR — A YRARINRYL — 71.2NR[FR — FrVR VR NAT L)
— Ddo (= 2yp + 27, Ny ms + 2y i Npmi + 27, N oyr, + QVLT;NL%THL)
— Ddo® (= 2y, + 21, Ny, + 2907 Nl + 21, Nomyvr + 2907 NoAr ).

(2.93)

Riccati parametrization of the spin active boundary conditions

Now we find the Riccati parameterized boundary conditions for the spin-active interfaces
given in Equation (2.41). All the terms in this boundary condition are on form as in
Equation (2.69). As for the spin-orbit coupling boundary conditions the first term is
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simply the Kuprianov-Lukichev term. The rest we go through one term at a time starting
with the G term. Here we define

Uy = rgrin = ( moTgRm T MeTfpm T ) , (2.94)
-m-Tfpm -7 —m-Tgpm - T
which gives the contribution to the right-hand side
—m - TgrmTYL + MT frmT* + yomT femry, — yymT grmr. (2.95)

By inserting the f = 2N~ and g = 2N — 1 and using the useful identities this can be

written as _
m~7‘NRVRm~T*—vLm~T*NR&RmT*—|—m27L (296)
—m - TNgm - 7y, +yom - 7" Nedm - 7. .

For the second term, we define the U-matrix

grm T+ M TgR me'T*+m~TfR> (2.97)

Uur = {an.m) = . -
M = {JR: 11} <—me-‘r—m-T*fR —grm - T " —m - T gR

which gives the contribution to the right-hand side

—(grm - T+m - Tgr)VL
+me'T*+m'TfR

— (= frm T —m T fr)r
+yL(—grm - T —m - T GR).

(2.98)

Written only in terms of the Riccati parameters this reads

Nryvem7* +m - TNgyr — v [Nem - 7"+ m - 7°Ng — m - 77 (2.99)
— [Ngm -7 —m -7 +m - 7Ngly, — 1[Neirm - 7 + m7* Npirlve .

For the third term, the U-matrix is simply
U, =, (2.100)
which gives the contribution
—m - Ty, +ym - T (2.101)

The total Riccati parameterized spin-active boundary conditions thus read

0:vr =Go(1 = vr)Nr(vR — 1)
+Gi(m - TNgyrm - T° — ypm - T Nppmt* + mPyp
—m - TNgm - Ty, +7,m - 7" Negym T1) ) (2102
+ GMR(NRVRmT* +m - TNgygr — Vo[Npm - 7" +m - 7" Ng —m - 77
— [Ngm -7 —m -7 +m- 7Ny — v [NeFrm - 7 + m7* Nrir]vL)

+Z'G¢(—m~7'7L—|—”yLm~T*).
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Chapter 3

Supercurrents and Induced
Magnetization

In this chapter, we will investigate how we can use spin-active boundaries to create spin
and charge currents and how they in turn can induce a magnetization in a normal metal
through a spin-orbit coupling interface. The three different cases, singlet current, triplet
charge current, and spin current are considered. First, the setup and numerical methods
are discussed. Next, an analytical study of the system is presented, where the linearized
boundary conditions are used to make predictions of what should be expected in the
numerical study. Finally, the numerical results are presented.

3.1 Setup

The system we are studying is illustrated in Figure 3.1. The region in which the super-
currents will flow is drawn to the left and will therefore be referred to as (L). Similarly,
the region where induced magnetization will be studied is drawn to the right and is called
(R). In this study we let the region (R) be a normal metal, and (L) will either be a nor-
mal metal or a ferromagnet depending on the situation. The z position at which (R) is
connected to (L) is called zp. In most situations, we use zo = /2, and it will be speci-
fied when other values are used. The grey region between (L) and (R) is the spin-orbit
coupled material, for which the spin-orbit coupled boundary conditions will be used. At
z = 0 and z = [, conventional BCS superconductors, S1 and S2, are attached to the
(L) material. These superconductors are the sources for Cooper pairs in the rest of the
system. Between (L) and the superconductor spin-active interfaces are introduced and
are marked as grey regions in the figure. The interface magnetizations in the spin-active
interfaces are called m; and ms.

To create the singlet charge current, the interface magnetizations are switched off
m,; = my = 0, which is equivalent to using the regular Kuprianov-Lukichev boundary
conditions. Furthermore, (L) is a normal metal in the singlet current case. As the
superconductors S1 and S2 only contain singlet Cooper pairs, no triplets will be induced
in (L) in this scenario. We want a supercurrent to flow through the (L) region. This is
achieved by applying a phase difference, ¢, between S1 and S2.

To create the triplet charge currents and the spin current, the interface magnetizations
are switched on. The triplet charge current is created in the same way as in the singlet
case, by applying a phase difference. As we will see later, a spin current can be created
without applying a phase difference.
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Figure 3.1: The system in which supercurrents and induced magnetization are inves-
tigated. The material to the left, (L), is the material in which the supercurrent will
flow. This material will be either a ferromagnet or a normal metal. To get the currents
flowing, two conventional superconductors are connected to (L), and a phase difference
between them is applied. In between the superconductors and (L) spin active interfaces
are included in the purpose of creating triplet Cooper pairs and thereby also triplet su-
percurrents. A normal metal, (R), is connected to (L) through a spin-orbit coupling
interface. This material borders to vacuum at y = [.

For the purpose of discovering effects caused solely by triplets, a ferromagnetic ex-
change field is included in the material (L). Because of the exchange field, the singlet
becomes short-ranged and dies out rapidly in the (L) region. In an experimental setup,
it would be of importance to separate the magnetization from an exchange field and the
magnetization induced by supercurrents. Therefore the exchange field is modeled to be
spatially varying in (L) such that it is zero in the middle region, but large at the sides.
In practice, this can be realized by attaching thin ferromagnetic regions with a strong
exchange field right next to the superconductors and then having a long normal metal
region separating the ferromagnets. In this way, the singlets and short-range triplets are
filtered out by the thin, strongly polarized ferromagnetic regions, whereas the long-range
triplets remain and can propagate through the normal metal. More specifically, it is
the triplet component that is spin-neutral in the exchange field orientation d||h that is
short-ranged, and the others are long-ranged.

As we will discuss in the following analytical study, the difference between the d,
and d, component is quite insignificant in the spin-orbit coupled interface, it is the d,
component that is by far the most relevant. Therefore, we focus most of the discussion
on the case where the interface magnetizations lie in the zy-plane, and the exchange
field points in the z-direction, h = (0,0, h(z)). We do, however, include rotation of both
m, and my with an angle o around the z-axis, and the angle between m; and ms
which we call #. These angles are illustrated in Figure 3.2. We also note here that the
directions chosen are advantageous for an experimental setup, as rotating the interface
magnetizations in plane is a simpler task than driving them out of the xy-plane.

We also remark that rotating both interface magnetizations, m; and ms,, by an angle
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Figure 3.2: The figure shows the definition of the angles o and 0. « is defined as the
angle between the z-axis and the interface magnetization of in the first interface m,. 6
is the angle between the two interface magnetizations.
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Figure 3.3: The figure shows the exchange field function h(z) which is applied to the left
material (L) in the triplet current cases.

a is equivalent to rotating material (L) around the z-axis. If we consider (L) to be an
unknown material, o dependent signatures can thus be utilized to determine the current
in the unknown material, given that measurements in different attachment angles are
possible.

We note that we have mainly focused on discovering in which situations induced
magnetization occurs, not on the strength of a realistic magnetization, which would
require using physically realistic parameters. As we can not guarantee that all pa-
rameters are realistic, we do also not draw conclusions about the strength of the in-
duced magnetization, only about the possible existence of the magnetizations. In the
numerical study, we have used the following spin-orbit coupled interface parameters
T§ = 0.2,2T¢p% = mDT\T; = Ddo = 0.1. As in the paper by Ouasso et al. [32],
we set P = 0.12 and Gy = 0.3Go whenever the interface is described by non-zero values
for these parameters. However, to be able to create pure charge currents we also use
P =0 or G, = 0. The interface magnetization strength we use is m = |m;| = |ms| = 10,
and the spin-independent tunneling Go = 1. Furthermore, a combination of the length
of material (L), [, that is short enough to preserve some of the triplets, and strength of
h that is strong enough to remove the singlet, had to be found. Setting the length of
material [ to eight times the bulk superconducting coherence length [ = 8¢, = 81/ D /Ay,
and h(z) as in Figure 3.3 was found to work well. Note here that in the setup in Figure
3.1, the axes are defined differently than in section 2.7.3, however, the only difference is
changing the 7.
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3.1.1 Numerical method

Both sides of the interface are affected by each other. However, here it is assumed that
the proximity effect is weak and that it is sufficient to consider the proximity effect to
go one way. This means that the effect (L) has on S1 and S2 is neglected, and only the
effect from the superconductor on the material (L) is considered. The superconductors
are thus assumed to be the bulk superconductors all the way to the spin-active interfaces.
The bulk superconductor Green function can by this assumption be used directly in the
boundary conditions used to solve system (L). Similarly, the effect from (R) on (L) is
neglected, and the solution for system (L) at z = z; is used directly into the spin-orbit
coupled boundary conditions for (R). Furthermore, the materials are individually modeled
as one-dimensional, meaning that material (L) is extended in the z-direction and (R) in
the y-direction.

The system which has to be solved is now a one-dimensional Usadel equation. This is
a second-order differential equation for two variables v and 7, and to solve it numerically
we rewrite it as four first-order differential equations writing

/

Y v

,yl/ 7/

Ll = T 3.1
s 1=715 (3.1)
,7// ;5//

where f() is a function that returns the derivative of the input. The function will thus
return 7’ as the derivative for v and use the Riccati parameterized Usadel equation to find
the derivative of 7/, and similarly for 4. Thus we have a system of 16 complex differential
equations, four elements in each of the matrices v,v’,%, and 4’. The boundary conditions
give restrictions to 4" and 4’ on each side of the material.

To solve the system we have used the boundary value problem solver from SciPy [55].
To stabilize the solver, the real and imaginary parts are split such that the 16 complex
equations become 32 real ones. To increase numerical stability an inelastic scattering is
also included by adding a small imaginary component to the energy, which here is set
to 6 = 0.01 as used in [32]. This imaginary component is often referred to as the Dynes
parameter and has also been found to exist experimentally [56]. Shortly explained, it
has the effect of broadening the peaks of the Green functions that occur at £ = 0 and
E=A.

As mentioned, the interface magnetizations are rotated in the xy-plane in the triplet
cases. To save computation time, the Usadel equation only has to be solved once in
material (L) for one given 6 and one given set of interface parameters. The angle o can
simply be taken into account by rotating the triplet components d, ;, and d, 1, such that

dy.(a) = dy ,(0) cos(ar) + dy, ,(0) sin(a),

dy.r(a) = —dq (0) sin(a) + dy, (0) cos(a). (3.2)

This means that instead of solving the system in (L) for every «, we solve it once and then
rotate the solution to proceed to study the material (R). For the material (R), however,
the Usadel equation needs to be solved separately for every value of a.

To verify our numerical method we have tested it on some known cases. We notice
that the singlet current behaves as expected in a Josephson junction [57, 58]. We also
see that our conclusion for the induced magnetization from a singlet charge current is the
same as in the paper by J. Linder and M. Amundsen [30]. Also for the rest of the cases,
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the numerical results seem to be supported by the analytical study. Another sanity check
is to see that the physical observables are not dependent on the value of the individual
phases in S1 and S2, only the phase difference between them. It was therefore tested and
seen that currents and magnetization were unchanged under addition of the same phase
to both of the superconductors. Additionally, it was seen that the current in material (L)
was conserved throughout the material both in the singlet and the triplet case as should
be expected in an equilibrium system.
The code used for the numerical study can be found on GitHub [59].

3.2 A brief analytical study

To get an idea of what to expect from the numerical study, we start by analyzing the
system using the linearized boundary conditions, as well as the magnetization and current
expressions. We will see that there is a clear relation between singlet charge current, Jy,,
and induced magnetization in the z-direction, M,. A similar relation also exists between
a triplet charge current carried by the d, triplet, J;, , and M,.

In the weak proximity regime, we assume that the quasiclassical Green function is
close to the normal metal solution, gy = p3, but with a small superconducting part, f ,
induced by the proximity superconductors. We thereby assume that we can use the weak
proximity solution g ~ ps + f . Using the singlet-triplet decomposition, the spin-orbit
coupled boundary conditions can be written as follows keeping only the terms of the first
order in f.

Oyfsp = — mDT\T5(0.dy 1) — 2(T5 — 22T7p3)(for — for) (3.3)
0yd..p = — (8Dda — 2T3 + A2T2p2)d. g — 2d. (T + 22T7p3) (3.4)
Oyder = — 4(0.fs.)mDTTy — (4§Tfp§m +4Dda — 2T3)dy g — 2d, 1 T3 (3.5)
Oydy r = — (4§Tfp§ +4Ddo — 2T3)dy, g — 2T5d, 1 (3.6)

From this, we see that there is a link between f;r and 0,d, and the other way
around between d, g and 0, fs . Whereas, to the first order, d, r can only be induced by
dyr and d. r only by d. 1.

Furthermore, we can use the solution to the linearized Usadel equation in a normal
metal

fs = Aseiky + Bsekya

d, = Aye™™ + B,ekv, (3.7)

where k = \/—2iE/D and A, A,, Bs, and B, are constants that have to be determined
using the boundary conditions. If we assume that [ = oo, the B factors have to be zero
in order to avoid blowing up the function. This gives fs g o< d,fs.r and dr x 0ydg. In
the following, we will use these proportionalities to investigate the connection between
the different currents and the induced magnetization.

3.2.1 Singlet current

We start by discussing the singlet charge current case. In this scenario, there are no
triplet components present in (L). Thus there is no induced d,, or d, on the right side of
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the interface. Furthermore, there is no d, and thus no d.d, on the left side. Thus from
Equation (3.3) and Equation (3.5) we see that

fs,R X fs,L; (38)
d:ﬂ,R X azfs,L- (39)

Note that the tilde-conjugated components have the same proportionality between the
left and right sides. Thus we can see that

fs,Laz]Es,L - fs,Lazfs X fs,RCZx,R - fs,Rdx,R' (310)

From Equation (2.51) and Equation (2.54) we see that the real part of the left side in the
expression above is exactly what occurs in the expression for a singlet current in material
(L), Jy,. We also see that the real part of the right side in the expression is exactly what
occurs in the induced magnetization expression M,.

Thus from the analytical expression, we conclude that there is a clear connection
between induced magnetization and the singlet charge current. We note, however, that
fs.0.0: fS L — fS 0. fs1 and f Rdm R — fS rd, p might not have the same phase, such that
the real part of these expressions might not be directly proportional.

3.2.2 Triplet charge current

Next, considering triplet charge currents we see that J;, and Jg,, which contain varying
d, and d, components in (L), do not induce a singlet in (R), at least to the first order
in f. We can thus conclude that J;, and .J;, induce no magnetization in (R). For the
last type of triplet charge current, J;, the same argumentation as for the singlet charge
current applies. The difference is that in this case we have

dy,r X dy 1, (3.11)
fs,R X azda:,L' (312)

This gives
daz,Lazdz,L - sz,Lazdx X fS,Rj$,R - fs,Rdx,R~ (313)

The left side of this expression occurs in J;, and the right side in M,. So seemingly J,,
and Jy, induces the same magnetization.

A triplet charge current does, however, not have to be carried by a pure d,, d,, or d..
In general, we can have an arbitrary d-vector carrying the pure charge current. Keeping
to the situation where the triplet vector d points in the zy-plane, we would get a current
carried partially by d, and partially by d,. In this case, the part carried by d, seems to
induce a singlet component in (R), whereas the d, part induces a d, in (R) as well. By
this, a magnetization in the y-direction would also be induced. Thus we see that with
a triplet charge current, magnetization can also be induced in more than one direction.
This is contrary to the singlet charge current. Because of the similarities of the d, and d,
boundary conditions, we also note that we expect also a magnetization in the z-direction
from a current carried partially by d., partially by d,.
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3.2.3 Spin current

As mentioned, magnetization induced by a spin current will also be explored. From
section 2.8 we see that there is no d, component involved in the z-polarized current .Jg, .
From this spin current, no singlet can be induced in (R), and thus also no magnetization.
Both for the y-polarized spin current, J, , and the z-polarized spin current J, , a d,
component is involved. Since the d, and d, components are treated similarly by the spin-
orbit coupled interface, we settle for only studying .J,,. Assumingly, J,, would induce a
rotated, but similar magnetization.

The z-polarized spin current, J, is seen in Equation (2.49) to be dependent on the
imaginary part of the following expression

dm,Lazjy,L - dy,Lasz,L + d~x,Laydy,L - dy,Lazdx,L- (314)

Notice that from the linearized spin-orbit coupled boundary conditions, it can be found
that

dy@@dx,L X dy7R‘]FS7R. (315)

Notice that the real part of the right side also occurs in the M, expression. The relation
here is much less direct than in the charge current and M, case. In the expression for
M,, the term and the tilde-conjugated of the term are subtracted from each other, but in
the J, . expression they are added together. Furthermore, M, depends on the real part
of the expression whereas J,, depends on the imaginary part. It does therefore seem like
a spin current does not have to induce a magnetization, although we do not rule out that
there can be some connection.

3.2.4 Linearized spin-active boundary conditions

Before the numerical study, we also look at the linearized spin-active boundary conditions
in order to understand how the currents are created. We linearize Equation (2.41) and
separate the parts for the singlet and triplets components. This gives the following
equations for the interface between (L) and S2

O.fsr =—2m*(fsr + f552)G1 + 2Gofs 50 — 2Go fs.1 (3.16)
— 2Gy4(dy my + dymy +d, m,).

0.d,. 1, =(—2m>*Gy — 2Go)d, 1, + (4id, pm, — 4id, ;m,)Gur — (2Gy) forme,  (3.17)

0.d, 1 =(—2m*G, — 2Gy)d, 1, + (4id, ym, — 4im.d, 1)Gur — (2Gy) fsrmy,  (3.18)

0.d, 1, =(—2m*G, — 2Gy)d. 1, + (4id, m, — did, 1 m,)Gur — (2Gy) ferm.,  (3.19)

where only the singlet component of the S2 is included since we regard this as a conven-
tional singlet superconductor. The boundary condition for the S1 and (L) interface can
be found as described in section 2.8 with exchanging subscript and changing signs.

For studying the triplet scenarios, material (L) will be a ferromagnet. In the most
cases we study, the exchange field will be oriented in the z-direction which induces a d.
component in (L). As mentioned, this d, triplet will then be short-ranged, and thus we
focus this discussion on the d, and d, components induced by the spin-active boundary.

The terms that create the d, and d, triplets are the G- and Gugr-terms. If we only
have the G, term, we see that the induced d is parallel to the interface magnetization.
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Figure 3.4: Figure (a) shows the current induced in material (L) as a function of the
phase difference between S1 and S2, ¢. (b) shows the induced magnetization in (R),
right next to the interface spin-orbit coupled interface at y = 0.

If we however, turn off G, but turn on G\r we see that d is orthogonal to the interface
magnetization, since d, will already be present because of the exchange field in (L).

If we thus let the interface magnetization be parallel and only include one of the terms
such that we have either G, = 0 or P = 0, it closely resembles a conventional Josephson
junction [57], except that it is only the triplet and not the singlet that is long-ranged.
Applying a phase difference of the BCS superconductors S1 and S2, it is reasonable to
expect that in this case, we can create a pure triplet charge current in (L). In that case,
we are able to create only one long-ranged triplet component we know there can not be
any spin currents. When both G4 and Gyr are present, or ¢ # 0, we see that both d,
and d, will be created, and we might also find a spin current.

3.3 Numerical results

Having established some expectations from the analytical study, we proceed to the nu-
merical study. In the following, we study the singlet current, triplet charge current, and
spin current separately. We focus on the induced magnetization, and how it differs in the
three cases.

3.3.1 Singlet current

The proximity effects of the singlet supercurrent are explored by removing the interface
magnetizations and the exchange field in (L).

The current and magnetization as a function of ¢ is shown in Figure 3.4. The magne-
tization is evaluated at y = 0. As expected from the analytical study, no magnetization
was induced in the y- or z-direction. Furthermore, it is seen from the figure that the
induced M, in (R) is proportional to the singlet current in (L). We remark that this
supports the finding in the paper by J. Linder and M. Amundsen [30], who found that
M, o J by using an effective model for the Green function in (L). In the effective model
in their paper, the absolute value of the singlet component is constant, but with a phase
e’ where J is the current. In their model, the derivative of the singlet component thus
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Figure 3.5: The figures (a) and (c) show the absolute value of the singlet component
and its derivative in material (L). Figures (b) and (d) show the absolute value of the
components f;(E/A) and d,(E/A) in material (R) as a function of ¢ for different energies,
E/A. Figures (a) and (b) are found by using zo = [/2, whereas (c) and (d) are from
using zp = /4.

vanishes if J = 0. As we also include the creation of the current in our model, we can
investigate this further. Inside a normal metal, we expect the Cooper pair wavefunc-
tion to decay when moving away from the superconductor. Therefore we expect a finite
derivative also when there is no current.

We ask the question, of whether the disappearance of the magnetization at J = 0 is
caused by the disappearance of the f; p and d, rp components at ¢ = 0,7 or by the tilde
properties of the triplet and singlet component. To investigate this the plots in Figure 3.5
was made. The first situation explored is when material (R) is connected to the middle
of material (L), zo = [/2. It is seen from the figure that the singlet component, f, 1, is
zero at ¢ = m and the derivative, 0, f; 1, is zero at ¢ = 0. The figure shows that this
also causes d, r to vanish at ¢ = 0 and fs r at ¢ = m. From this, it cannot be concluded
whether the tilde property itself could make the magnetization vanish.

Thus a new situation was explored, where zy = /4 so that the material (R) is no
longer connected to the middle of (L). From this the plots in Figure 3.5¢ and 3.5d were
made. It is seen that neither f,, nor 0,f, vanishes at any ¢. Therefore also d, g
and f; g is finite at every ¢. It was checked and confirmed that the magnetization looks
exactly like Figure 3.4b, also for zy = [/4. Thus we can conclude that it is the tilde
properties that cause the magnetization to vanish at ¢ = 0,7. The absence of induced
magnetization does not necessarily imply the absence of a triplet in (R).
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Figure 3.6: Contributions to the magnetization integral for different energies as a function
of phase difference ¢ and position in material (R), y. The energies that are evaluated are
EA =0.01in (a), E/A=0.051in (b) and E/A =0.9 in (c).

o le—6
2
3n/2 1
s
e 0 =
=
-1
n/2
-2
04 J
0 £/2 L

y

Figure 3.7: The magnetization as a function of phase difference ¢ and position y in the
zero temperature case.

It was observed that the contribution to the magnetization, which is proportional to
Re{fs(E)jx(E) - fS(E)d17<E)}7 (320)

oscillates as a function of y for some energies. This is contrary to the integrand of the
current, which does not vary with z. Figure 3.6 shows what the expression in Equation
(3.20) looks like for three different energies. Here it is seen that not only the size of
the integrand but also the shape depends on E. To understand why the magnetization
integrand is shifting sign as a function of y we explore how the f; and d, components
behave in a normal metal.

Again we turn to the linearized equation to gain insight, and we start with the solution
to the linearized Usadel equation in normal metal, given in Equation (3.7). As before we
assume [ = oo, such that the factors B, and B, have to be zero. Thus, the real part of k
damp out the Cooper pair wavefunctions in the normal metal. The imaginary part of k
will make the wavefunctions rotate in the complex plane as a function of y. Also notice
that k is invariant under tilde-conjugation k = k. The tilde-conjugated components have
the same damping and the same rotation in the complex plane.

We now explore what happens to the expression in the magnetization, fid, — fods.
Using the solution from Equation 3.7 we find that

fsda: - fsdx - (AsAx - AsAac)e_wcy- (321)
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Figure 3.8: The magnetization from using a phase difference ¢ = 7/4 evaluated at y = [
as a function of temperature.

This expression rotates twice as fast in the complex plane as f; and d,. This rotation in
the complex plane means that the real part of this expression, which the magnetization
depends on, will oscillate. This explains why the magnetization integrand oscillates in
y and also why this oscillation is different for different energies as the wave number k
depends on the energy.

Performing the integral, however, shows that the magnetization does not change di-
rection with y, at least not on these length scales used here for 7" = 0. This is shown in
Figure 3.7.

The magnetization in Equation (2.54) has a factor tanh(SFE/2) in the integrand.
Varying the temperature changes how

are weighted with respect to energy. A relevant question to ask is therefore how the
temperature affects the magnetization. A quick temperature analysis was performed. To
do so a couple of remarks about temperature have to be made. Firstly, it has to be taken
into account that the energy gap changes with temperature. We chose the interpolation

formula used in [60, 61],
A(T) = A(0) tanh (1.74, [T — 1) , (3.23)

where T, is the critical temperature. This formula should be valid for 7' € (0,7,). We
also use the relation between the zero temperature gap and the critical temperature,
% = 1.76, as described in [62].

Figure 3.8 shows the magnetization evaluated at y = [ as a function of temperature.
Even though the integrand has different signs at y = [, this graph shows that the sign of
M, at y = [ does not change.

3.3.2 Triplet charge current

In the following, the case with triplet charge current is explored and compared to the
case with singlet charge current. To reduce the number of parameters, this discussion
only considers zero temperature. A pure triplet charge current is created by having the
interface magnetizations to be parallel, as discussed in section 3.2. Moreover, we have to
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Figure 3.9: The absolute value of the triplet components evaluated for E/A = 0.14. The
figure shows that f, and d, are many orders of magnitude smaller than the d, component.
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Figure 3.10: The absolute value of the magnetization in material (R) induced by d, d,,
and d, carried charge current. It is seen that it is only the d, carried charge current that
induces a magnetization.

set either the polarization or the spin-mixing angles to zero. We explore both of these
situations.

The first case explored is the zero polarization case, P = 0, but with finite spin-mixing
angles Gy # 0. This is also explored by I. Gomperud and J. Linder [33], who show that
a pure finite charge current occurs for parallel interface magnetizations, whereas spin-
polarized currents are created for non-parallel interface magnetizations.

As discussed, we are interested in a situation where the singlet component is negligible
compared to the triplets in (L). Figure 3.9 shows that both f; and d, die out on a short
range into the material (L) when m; = my = (m,0,0) and h(z) = (0,0,h(2)). The
singlet and the d, triplet oscillate rapidly and decay quickly as should be expeccted [12,
13]. In the middle region, d, and f; are many orders of magnitude smaller than d, and
we conclude that the results from this section can be thought of as pure triplet effects.

The triplet charge current can be divided into the three components, Jy,,Jg, and
Jq., which from section 3.2 are expected to give different results. The J;, current is
created by using m; = my = (m,0,0) and h = (0,0,h(2)). In the same manner the
Jg, current is created by using m; = my = (0,m,0) and h = (0,0, h(z)), and the Jg,
current is created with m,; = my = (0,0, m) and h = (h(2),0,0). The absolute value of
the induced magnetization in (R), |[M|, is plotted for the three different triplet cases as
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Figure 3.11: Charge current as a function of ¢ in material (L). The green line in (a)
shows the total current and the orange shows the singlet current. It is clear that the
singlet current is negligible compared to the triplet current. Figure (b) shows only the
d, carried component of the current as both the phase difference ¢ and interface angles
in the xy-plane, o are varied.
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Figure 3.12: The figure shows the induced magnetization in (L) in the triplet current
case where G, = 0, P # 0. Plot (a) is the induced m,, and (b) is the induced m,,.

a function of ¢ in Figure 3.10. In agreement with our prediction in section 3.2 we find
that only J,, induces a magnetization in (R). The induced magnetization can thereby be
utilized to distinguish J;, from the other triplet currents.

As mentioned, a triplet current does however not have to be carried by a pure d,, d, or
d,, but could just as well be carried by any d-triplet. Therefore, rotation of the interface
magnetization in zy-plane is investigated. We will look at the induced magnetization,
but first we consider the current. The current in material (L) is shown in Figure 3.11 as a
function of the phase difference ¢. The current has the same form as the singlet current,
but this time it is carried by a triplet component.

As seen in section 3.2, the G,-term creates a d-vector proportional to the interface
magnetization. At o = 0, the interface magnetizations are m; = my = (m,0,0), so it is
natural that the charge current will only be carried by the d, triplet. As m; and ms are
rotated by an angle o in the xy-plane, so is the triplet vector d. The proportion of the
current carried by d,, as a function of «, is shown in Figure 3.11b.
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Figure 3.13: Plot of the absolute value of d, ;, in subfigure (a) and 0,d, ;, in subfigure (b).
The absolute values are plotted as a function of z and ¢ and are evaluated at £/A = 0.14.

The induced magnetization in material (R) by the triplet current is plotted in Figure
3.12. As we have discussed in section 3.2 there should be a clear relation between J,
and M,. Figure 3.12a confirms this resemblance, as the induced M, has the same form
as Jy, in Figure 3.11.

The magnetization induced by the triplet current is clearly different from the singlet
case. First of all, the induced magnetization varies with . What this means is that in
the singlet case, one would measure the same induced magnetization (in axes relative to
(R)), no matter in what direction (R) was connected to (L). However, in the triplet case,
the angle, at which (R) is connected to (L), makes a difference.

Other than the a-dependency, a new and significant signature arises in the triplet
case, namely a magnetization component in the y-direction, as seen in Figure 3.12b. In
the singlet case, only a M, was induced. The induced M, could therefore contribute
to distinguish singlet and triplet currents. From Figure 3.12 we also notice that M,
has a different a-dependency than M,. This can be explained by realizing that we
expect d, 1, and thus 0,d, 1, to have a cos(a) dependency. This would, according to
the linearized spin-orbit coupled boundary conditions, give both d, p and fs g a cos(a)-
dependency. Thus, M,, a product of d, r and f g, naturally gets a cos?(a) dependency.
Furthermore, d,, 1, and thus also d, g, should be expected to have a sin(«) dependency.
The magnetization in the y-direction, a product of fs p and d, g should therefore have a
sin(a) cos(«) dependency.

Similarly as in the singlet case, we investigate whether the disappearance of the magne-
tization at ¢ = 0 and at ¢ = 7 can be explained by the tilde properties of the components.
The absolute value of d, ;, and 0,d, , is shown as a function of z and ¢ in Figure 3.13. In
the middle of the material, at z = [/2 we observe the same as in the singlet case, d, , =0
for ¢ = 7 and 0.d,; = 0 for ¢ = 0. When adjusting 2o to /4 in a similar manner as
in the singlet current case, a bit more caution has to be taken, since f, and d, become
larger towards the edges of (L). From Figure 3.9 we still see that there is a big difference
between the triplet of interest and the singlet. It is therefore clear that the potential
effects are caused by triplets and not the singlet. In our model, the exchange field is
finite at z = /4 and is not really suitable for measuring magnetization at zy = /4, since
the exchange field itself would induce a magnetization in (R). However, the quasiclassical
model does not capture this magnetization induced by the exchange field, and thus our
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Figure 3.14: (a) is the absolute value of the f; component in (R) at y = 0 as a function
of @ and ¢. (b) is the absolute value of the d, component. This is from the case where
zo=1/4at E/A =0.14.
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Figure 3.15: Figure (a) shows the current as a function of ¢ in material (L) in the case
of Gy =0, P # 0. The singlet current is zero, which means that the current is carried by
triplet components. Figure (b) shows how the d, carried current as a function of ¢ and
a.

model should hold for investigating the role of the tilde properties.

The d, and f, in (R) is plotted in Figure 3.14 for zq = [/4. It was also observed that
at this value of z; both the induced M, and M, look exactly the same as for zy = [/2.
This leads to the same conclusion as in the singlet case, the magnetization at ¢ = 0,7
disappears because of the tilde properties of the component, not because of vanishing f
and d.

To check the robustness of the results another parameter set is also investigated. The
interface magnetizations are kept parallel, however, the polarization is turned on, adding
the magnetoresistive and the depairing term. Instead, the spin-mixing is turned off. From
section 3.2 we see that the Gyr term creates a triplet d orthogonal to the interface mag-
netization and to h. The current is shown in Figure 3.15 and the induced magnetization
in Figure 3.16 There is a 7/2 shift in o compared to the P = 0 situation because the
induced triplet is orthogonal to the interface magnetization, instead of parallel. Other
than that, the form of the magnetization is similar and the conclusions from the P = 0
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Figure 3.16: The figure shows the induced magnetization in (L) in the triplet current
case where G, = 0, P # 0. Plot (a) is the induced M,, and (b) is the induced M,,.

case hold.

The main results from the triplet case are that a pure J;, can be distinguished from
a pure Jg, or Jg,, as the Jg, is the only one that induces magnetization. When a current
is carried partially by d, and partially by d,, as we got by varying o, we observed an
induced magnetization also in the y-direction. We note that, because of the similarities
in the boundary conditions for d, and d., we expect a current carried partially by d. to
induce a magnetization in the z-direction. In the singlet case, only M, can be induced,
and magnetization induced in other directions is thus a signature of triplet current.

3.3.3 Spin current

Using the parameters P = 0,G4 = 0.3 and orthogonal interface magnetizations, 6 = 7,

induces a spin current in material (L). We will look at how the magnetization differs from
the charge current cases and discuss why the results are reasonable.

Firstly we explain the currents. The charge current shown in Figure 3.17 oscillates
as a function of ¢ with a period of m. This oscillation is twice as rapid as what we
observed in the previous cases. It is known that the second-order contribution of the
Josephson current is proportional to sin(2¢) [58]. In addition to the periodicity, the
order of magnitude of the total current J, which is much smaller than the maximum
of the individual components Jg, and Jg, in Figure 3.17b, also suggest that this charge
current is a second order effect.

We study Figure 3.17b further and notice that J;, is small for & = 0. This can be
understood from the linearized spin-active boundary conditions in section 3.2. When
my = (m,0,0) and my = (0,m,0) there is no d, induced at the z = 0 interface, and
no d, at the z = [ interface (to the first order). Therefore the tilde symmetry, which is
attributed to d, at the z = 0 interface, stays unchanged through the material (L), even
though a phase difference is present between S1 and S2. The same argumentation applies
for d, and explains why there is no first-order contribution to neither Jg, nor Jz, at a = 0.
At oo = 7 /4, however, both interface magnetizations contain both a x and a y component
so that both d, and d, are induced at both interfaces. Adding a phase difference does
therefore induce both J;, and .J;,. An additional plot of J;, is redundant since it is the
same as .Jg, only shifted with o = /2. We see from Figure 3.17b that Jg, and .J;, have
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Figure 3.17: Charge currents from the spin current case. Figure (a) shows that the charge
current is small and oscillates as a function of ¢ with the period 7. Figure (b) shows only
the d, component of the charge current plotted as a function of ¢ and a.
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Figure 3.18: Spin current as a function ¢.

the opposite sign and approximately cancel each other out, such that the total current
indeed should be the current in Figure 3.17a. The reason Jg, has the opposite sign from
Jg, is simply that when the z-components of the two interface magnetizations point in
the same direction, the y-components point in the opposite direction, which causes the
d, current to flow in the opposite direction.

Having explained the charge current, we move on to the spin current which is shown
in Figure 3.18. Notice that this current is shifted with ¢ = 7/2 compared to the charge
currents in the charge current cases. To understand this we study the integrand of J;_
from Equation (2.49)

dp.1,02dy 1, — dy 1.02dy 1, + du 10ydy 1, — dy 1,02d, 1. (3.24)

For ¢ = 0, both triplets transform equally under tilde conjugation. Furthermore, we
expect the d, triplet to decay away from the z = 0 interface where it is induced, and
similarly, d, to decay away from the z = [ interface. By this, we expect the derivatives,
0.d,,, and 0.d, 1, to have opposite signs. It follows that all the terms in Equation
(3.24) get the same sign. Thus it seems reasonable that the spin current we found
numerically in Figure 3.18 is finite at ¢ = 0. For ¢ = /2, however, we expect d, and d,
to have the opposite tilde symmetry, such that we, for example, could have dy = —d, and
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Figure 3.19: Magnetization induced in the spin current scenario. Figure (a) shows the
x-component of the magnetization and (b) the y-component as a function of o and ¢.

d, = d,. The same tilde properties will apply to the derivatives so that azdy = —0,d,
and 8ZJ,C = 0,d,. With these tilde properties, we see that the terms in the J,, integrand
cancel, and we get zero spin current for ¢ = 7/2.

In the previous cases, we have observed that the magnetization has the same ¢-
dependency as the current. However, in this case, the magnetization shown in Figure
3.19 is shifted by ¢ = 7/2 compared to the spin current. We see, however, that the
proportionality between M, and J;, still holds. In this case, however, M, and J; are
different in the way that they change sign as « is varied. The induced magnetization
in the y-direction, M,, also differs from the charge current case. Here M, is shifted by
a = /4 compared to the triplet charge current case. The explanation for this shift can
again be found in the tilde properties of the d, and d, components. At ¢ = /2 the
d, triplet should have the opposite tilde symmetry as the d, triplet and thus also 0.d,.
Since f,s inherits the tilde property from 0.d,, this means that f, z and d, z will have
the opposite tilde symmetry as well, which is exactly what is needed to get an induced
M,. This explains why we do get an induced M, at ¢ = 0, even though there is no M,.
Because M, is shifted in «, no value of « gives zero induced magnetization, unlike in the
triplet charge current case.

We comment here, that due to time limitations, this set of spin current parameters
is the only tested thoroughly. We see that the spin current we got is symmetric with
respect to the phase difference ¢, which makes it an exchange spin current. In the article
by Ouassou et al. [32] the difference between this exchange spin current and a spin current
which is antisymmetric with respect to ¢, the polarization spin current, is discussed. The
polarization spin current is the polarized part of the charge current and it would also be
of interest to investigate magnetization induced by this type of spin current.
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Summary and Outlook

Our findings suggest that induced magnetization in a normal metal, facilitated by a spin-
orbit coupled interface, can serve as a signature of the spin-polarization of a supercurrent
in a neighboring material. The results are supported both by our analytical reasoning
and numerical study. In the case of a singlet supercurrent, we confirmed the emergence
of a magnetization in the z-direction, with the directions defined in Figure 3.1. A short
study of the temperature dependency shows that in the singlet case, the magnetization
simply seems to be decaying with increasing temperature.

Furthermore, we discovered that also a triplet charge current can induce magnetization
if it is carried, at least partially, by the d, triplet. The d, charge current alone induces
a M,. However, together with another triplet, a magnetization can also be induced in
other directions. A triplet charge current only carried by d, or d. does not induce a
magnetization in the normal metal. With a rotation of the interface magnetizations in
the xy-plane, we were able to investigate the combination of a current carried by d, and
d,, which was seen to induce a magnetization in both z- and y-direction.

Also in the spin current scenario, we discovered induced magnetization. The spin
current we investigated was an exchange spin current, and we saw that it was a ¢ = /2
offset between this spin current and the induced magnetization. The induced magnetiza-
tion in the spin current case differs from the charge current case. In particular, we saw
that M, also changed sign with variation of a, which was not the case for the charge
currents. Furthermore, for ¢ = m/2 a magnetization either in the z-direction or in the
y-direction was present for all values of «.

We conclude that, when taking into account the a-dependency of induced magnetiza-
tion, the currents investigated have distinct signatures. This could provide a measurement
protocol to directly use the spin-polarization of the triplet Cooper pairs in supercurrents
to create a measurable spin signal in a dissipationless manner.

The study of the tilde properties shows that it is not only the presence of Cooper pairs
in the normal metal that is needed to create the magnetization. To induce a magnetization
the singlet and triplet also need to transform differently under tilde conjugation. For the
charge current cases, it follows that the magnetization is directly proportional to the
current, and not to the absolute value of the individual components.

In this thesis, we limited ourselves to studying induced magnetization. Further re-
search could also consider the density of states, to look for new signatures to distinguish
the different types of currents. We also note that in several cases we have triplet Cooper
pairs that do not contribute to the magnetization because they have the same tilde sym-
metry as the singlet. A deeper investigation of the tilde symmetries that occur in the
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spin-orbit coupled interfaces could possibly provide new insight into fundamental physics.
We have only considered an exchange spin current, and for further studies, it would also
be interesting to investigate a polarization spin current.

Finally, we emphasize the importance of experimental validation of the results, as it
is highly desired to validate and strengthen the findings. We note that in order to make
quantitative predictions it is required an evaluation of what would be realistic values for
the parameters involved.
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Appendix A

Wigner Transformations

*These derivations are taken from the specialization project with only a few changes. It
is quite inspired by the master thesis by J. P. Morten [36], however, some part of that
calculation were found to be slightly incorrect and should be corrected here.

The Wigner transformation of the Gor’kov equation is presented, but first it is seen
how the Wigner transfromation of a convolution and a convolution with a gradient is
presented.

A.1 Wigner transform of a convolution

Here we show that

A® B(X,p) = d.Teipx/dﬂng(I‘1,SU3)B(£U3,l’2)

_ (A.1)
= 2% =0 %) A(X, p) B(X, p),
where £ = 21 — 25 and X = %(Xl + x5). We start off with the expression
/dx/dxgeimA(X + sz, x3)B(xs, X — 1), (A.2)
and we shift the integration variable x5 by an amount of X which gives us
/dx/dxgeipr(X + 12, X + 13) B(X + 23, X — 12). (A.3)

Further, we change integration variables to u = x5 + %[E, and v = 3 — %:v and note that
this transformation of variables has a Jacobi determinant equal to 1. We can thus write
our expression as

/du/dve_ip(“J“”)A(X—l— Tu+v), X +3(u—v)B(X +i(u—v),X —(u—v)). (A4)

Next, we Taylor expand the function A with respect to u and B with respect to v,
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and can, by following the steps below, arrive at the desired expression.

/du/dveip(““) [ O A(X + ;(u +v), X + %(u - v))}
n=0

n!

u=0
v 1 1
> [ L B(X + 5 (u—v), X — S(u— )] »
. w0y 1 1
_ —ip(utv) X -
/du/dve nzzo [an‘ A(X + 50, X + 211)}
v OR 1 1
> [(_Q)mm‘B(X 5 X - §u)}
- [ X /dvv e PUA(X + 11} X+ —lv)]
n=0 m=0 2mn! 2 2 (A5)
a? n_—1ipu 1 1
X [m/duu e "'B(X + 2u,X — QU)}
I 1 1
_ —ipv z _Z
_nzo 2 [an' /dv(za )TeTPPA(X + 2U,X + 21})}
oY —ipu 1 1

o o

D [ (0" AK, >} |3 00" B

:e%(aXAapB dXdeA)A(X7p)B(X’ p)

E

A.2 Wigner transform of convolution with deriva-
tives

Here we calculate the Wigner transform of terms of the form

A(ZEl) . VTIB(ZL'l,ZEQ). (AG)

Note that V,, = (V,,,R)Vg + (V,,7)V, = %VR + V., , so the Wigner transform of
Equation (A.6) can be written as

/dxA(X +12) AV +V,)B(X + Lo, X — 1), (A7)

The Vg term is trivial and by using the same procedure as for the non-derivative convo-
lution case we get

1 /dxA(X Flp) VRB(X 1o, X — 1) = LA© VRB(X,p).  (AS)
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The V,. term, however, demands some more work, so we continue focusing on this term

[ dse P ACE 4 ) 4V, BX 4 o X - )

[N

/d:ce_ipxzo [ naXA( )] VpB(X + 32, X — 1z)

2!

= in FlO%AX )]/dm e "V, / PTG (X, p)
e (A.9)
-5 [ORAX)]0; /d:ce W(zp)/ (§f>4 " G(X, p)
— QZZ! (0% A(X))0) (pG(X, p))
= 3 R A 1V} @Y. ) + POG(X. )|

The second term on the last line we can recognize as p (A ® G(X,p)). However, we need
to look a bit closer at the first term.

At this point, we should remind ourselves that the Wigner transformation is really
performed for one coordinate at a time so that the Taylor expansion is really an expansion
in every one of the coordinates ) = an7ny7nz7nt. This means that in the second line
below we are only changing the summation over the n for the spatial derivatives

Z L0 G (X, )0 A(X)

“2"n !
n n A.10
— -1 Z S VRG(X,p)O% V- A(X) (A.10)

Thus the total expression reads
[ @A) VB = JASVRBO D) dip(AS BX)

1
2

For the similar right-handed expression we keep in mind that V,, = -V, + %V r and
that we also we get an extra (—1)" from the Taylor expansion so that we in total get

/demB(xl,xg) - A(zs) = 2(VRB(X,p)) ® A —ip(B(X,p) ® A)
—3(VRA) ® B(X, p).

(A.12)
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A.3 Wigner transforming the Gor’kov equation

We start with the equation

0 = 90y, p3G (21, 2) + 10, G (21, T2) p3 (A.13a)
— §(21)G (w1, w2) + G, 25)€" (x2) (A.13b)

— SA<I1>GV<x1’ ) + Gz, xg)S( 2) (A.13c)

+ ]}/[(xl)G(xl, T) 4+ Gz, m3) M (x5) (A.13d)

+ A1) G (21, 22) 4+ G (21, 12) A(2) (A.13e)
/dx Sy, x3)G (23, 22) (A.13f)

- / dasG(xy, x3)S(23, 22). (A.13g)

In the following, this equation is Wigner transformed term by term, starting with the
first term in Equation (A.13a)

i/dxe_imﬁtlﬁgé(xl,xg)

) dy’ ..
:i/dxe_’pxﬁtlﬁg/ p4e’pr(X,p')

(2m)
:z'/dxe"p:",ﬁg;/ng)4 [(8tleip'”)@(X,p’) —eip’xatlé(x,p’)] (A14)
:i/dxe—mﬁg/% [( iE)e? " G(X,p) — e 0rG(X, p)}
=it [ o5t (2m) '8 =) [(HE) G, ) = e w0y LX)
= p3EG(X,p) +ips0rG(X, p).

Going to the fourth line we use that 9, G(X,p') = 20rG(X,p'), and that 9, e™* = 0,e’®.
For the first term to the second term in (A.13a) the difference is that the second includes
Oy, instead of 9;, which can be written as 0,,e?* = —d,e?*. The Wigner transform of
(A.13a) thus reads

Tl - o x 1. - R N .
i bp?ﬂTG(X,P) + (—iE)psG(X,p) + §5TG(ZE1, T2)p3 — (—iE)G(x1, 72)p3
= [Eps 9G].

(A.15)

Next, we perform the Wigner transformation on (A.13b). We start by writing out the
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term

1 . . .
= 5~ (Vr —ieps A1) °G(x1,22) — (ep(21) — )G

— G, )V, + iy A(02))? + Car, ) ep(s) — 1)

1
T 2m

—&(21)G (@1, ) + Gla1, 22)E(22)
)

(V2, - V2,)Glar,z2)
_ e [(vm - A(21)p3) Gy, 22) + G2y, 22) (Vi - A(xz)ﬁ:a)}

2m

(A.16)
— 2[4V, G, 22)) + (V0 G, 22)) Al

— 2 A?(21)G(z1, 12) + > A% (19) G (21, T9)

— ep(21)G(x1, T2) + G (21, 22)0(22).

We Wigner transform each of the terms separately and start with the term

/d:L‘ e (V2 — V2)G(21,72)

. dp' .
— [ dwe2v,v / T C(X,
/ 7 [ "GP (A17)

— / dze”P" / %eip/xp’ - VRG(X,P)
=2p - VrG(X,p).
For the term including V,., - A we argue as follows
Vi A1) = (Ve 7)Ve + (Ve - R)V,) - A(X + 2/2)
=V, AX +2/2)+3;Vr-  AX +/2) (A.18)
=Vgr A(X +2/2),
where we, in going to the last line, use that 9, f(z + y/2) = 30, f(z + y/2) which is seen
from the way the arguments occur in f. Now, we can also do the same for V,, - A(z2)
Vi - A(z2) = (Ve - 1)V + (Vy, - R)V,) - Avec(X — 2/2)
= -V, A(X —2/2)+ iVr - A(X — 2/2) (A.19)
=Vgr- - AX —z/2).

By this, we can see that the Wigner transform of the V - A terms can be written as
follows

—e o\ - -
e dz [(Vy, - A(21)p3)G (21, 22) + G (21, 22) Vi, - A(22)p3]
m , (A.20)
—ie <
= — “Aps PG
o {Vr-Ap;s ?G}
For the transform of the VVCV} terms, Appendix A.2 is used and it can be seen that the
Wigner transform of the VG-terms becomes
1€ : R . y .
— — [ dve ™ [A(z1)ps - Vi, G(a1,22) + (Vi G(31, 22)) - A(22) 3]
m 4 , (A.21)
= A VR ST As O CApy O,
=3 {Aps $VRG} + o 4 [Aps PG + o {Vr-Ap; $G}.
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The transformation of the rest of the terms in Equation (A.16), the ¢-term and the
p-term, are straightforward, the same goes for the terms in (A.13c), (A.13d) and (A.13e).
Using V such that V§ = Vg —ie[Aps, ], we can now write the whole Wigner transform
of Equation (2.18) as follows

| By =5 A—ep =S+ M+A-S G (A.22)
m



Appendix B

Self-Energy

*This appendix is taken from sections in the specialization project, and only a few changes
have been made.

B.1 Introducing self-energy

To see how the self-energy can replace the potential in the equation of motion we start by
splitting the Hamiltonian into a non-impurity part and an impurity part. In this section
we will use H, for the Hamiltonian including all other terms than the impurity potential,
it should not be confused with the H, definition used earlier. The Hamiltonian is divided

into the two parts
H = HO + Himp>

Hy=¢+A+5— M, (B.1)
ﬁimp:%mp

Now we can define G to be the Green function for a system without Hjy,, so that we
have

(iatﬁs - ﬁ3ﬁo(r1)ﬁ3> Golz1, 22) = 6(21, 22). (B.2)

From the Dyson equation we get
G(Il, 1’2) = Go(ﬁl,xg) + /d%g/dd?zlGo(Il, 1’3)2<I3, SL’4>G(I4, 1’2), (B?))

where X is the one-particle irreducible self-energy. Now, we act on Equation (B.3) with
the operator (0, ps — psHo(x1)ps), which gives

(i0y, p3 — psHo(1yp3)G (21, 22)
= (10y,p3 — p3Ho(x1)p3)Go(x1, T2)
+/d$3/d$4(i3t1/33—/53H0(551)/33)G0(371>$3)2($37$4>G($4,$2) (B4)

— (iatlﬁg — ﬁgHg($1)ﬁ3)G([E1,[E2) = (5(1’175[‘2) + /dl’42(l’1, J]4)G(l’4, .132).

The same can be done for the left-handed equation. First, notice that the Dyson
equation also can be written as

G(ZEl,Ig) :Go(l’l,l'g)+/dl‘g/d$4é($1,$3)2($37l‘4)éo. (B5)
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Acting from the right with the operator (id;, — Hy(2)) and using the left-handed equation
of motion for Gy, Go(x1, 22)(i0, — H(x3)) = d(x1, o) then gives

Gla1, 22) (i, — Ho(s)) = 0(xq, x2) / dasG (1, 23)5 (23, T2). (B.6)

In effect, we see that the Vi, is removed from the H operator and instead a convo-
lution between the Green function and the self-energy has been added to the equation of
motion.

B.2 Diffusive quasiclassical self-energy

Impurity averaging

Before reaching the Usadel equation, approximations need to be applied to the self-energy
3. The self-consistent Born approximation will be used, and to do so impurity averaging
has to be discussed. The starting point is assuming that the impurity potential comes
from identical impurities spread around in the material. If we have a system with N
impurities located at positions Ry, Rs,...Ry, the impurity potential reads

Vinp (1) = Z U(r — Ry), (B.7)

where U(r — R;) is the potential at position 7 from one impurity located at position R.
The position of the impurities will vary in different realizations of the system, and for the
calculation it is most meaningful to calculate the average over all possible realizations,
namely all possible positions of Ry, ...Ry. We define the impurity average over a quantity
X as follows

(X),, = / dR, / dRy- - - / dRyX. (B.8)

To see how the self-energy can be approximated the first step is writing the Dyson equa-
tion for GG expanded in powers of V and G

Gla,a) = Gol,a') + / d1Go(z, )V (1)Go(1,7')

(B.9)
The impurity average of this equation reads
(G(z,2")) = Go(z,2") + /leo(x, 1) (V(1)) Go(1,2)
(B.10)

+ /dl/dZGo(x, 1) (V(1)Go(1,2)V(2)) Go(2,2") + - - - .
If we assume a uniform random distribution of impurities, the average over one impu-
rity potential is a constant, and we can freely define what to call zero energy by adjusting

the chemical potential, therefore we can set this average over one impurity to be zero

/dR U(r — R) = const = 0. (B.11)
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The average over the entire impurity potential is thus also zero

:/de.../dRNiV:U(r—RZ-) = 0. (B.12)

From this, it is seen that the first term in Equation (B.10) disappear. Looking further
at the third term in Equation (B.10), we see that the sum can be split into one part
where ¢ = j and one where 7 # j. Rewriting by splitting the sum we get

(V(1)Go(1,2)V(2))
— Z/de... /dRNU(r1 — R;)Gy(1,2)U(r: — R;)

+Z/de /dRNUm R))Go(1,2)U(r; — R;)

i#]

- Z/C1R,-U(r1 — R)G(1,2)U /dR1 /dRz l/dRz+1 /dRN

+Z (/dRU Ty — R¢)>G0(172)(/dRﬂ'U(r2_Rj)>

X /dR1/del/de+1/dR]1/dR]+1/dRN
= Z/dRiU(’r'l R,)Gy(1,2)U /dR1 /dR, l/ou’azz+1 /dRN.

(B.13)
We can write the integrals that are contributing to the Green function diagrammatically,
by attributing one dotted line to every U(r — R;), and when the i is equal j from another
factor U(r — R;) the dotted lines are connected. If a line is not connected, the term
vanishes. This is seen in the equation above, when i # j for all other j the term becomes
zero. We can now express the contributing terms in Equation (B.10) up to the fourth
order of V' with diagrams as in Figure B.1.

Self-consistent Born approximation

In the Born-approximation one only includes the term of second order of V', which is only
the first diagram in Figure B.1,

(G(z,2"))g = Go(z,x

)
/ / d2G(z,1) /de /dRN _—

N
x Y U(ry — Ri)Go(1,2)U(ry — R;)Go(2,7'),
i,j=1

where the subscript “B” stands for Born approximation. From Equation (B.14), it can
be seen that the self-energy is

5(1,2) /de /dRN Z U(ry — R)Go(1,2)U(r2 — R;), (B.15)

i,5=1
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Figure B.1: Impurity scattering diagrams up to fourth order in V.

so that the impurity averaged Green’s function now can be written as
(Gl 7))y = Golw,2') + / d1 / d2Go(z, )51, 2)Go (2, 7). (B.16)

An improvement can be made by introducing the self-consistent Born approximation,
for which the equation for the approximated Green function, Gscp reads

(G, 2"))gep = Gola, o) + / a1 / 42Go(2, 1) (V(1) (G(1, 2))se V(D) (G20 ))scs
(B.17)

In this case, the self-energy reads
Ysen(1,2) = (V(1) (G(1,2))scp V(2)) - (B.18)

Writing out Gscp it can be seen that the diagrams (a), (c) and (e) from Figure B.1 are
included.

Quasiclassical self-energy

The quasiclassical approximation should also be applied to the self-energy. We use the
self-energy in the self-consistent Born approximation from Equation (B.18). We also use
that we can write the impurity potential in terms of the Fourier transformed potential

=Y U@ - Z Z e'e(r—Ri) (B.19)
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where v(q) is the Fourier transform of the real space potential U(r). We can then write
the self-energy as follows

r iq"-(ro—R;
xth E 'E ela(ri— (xth)E :E :ezq (re—Ry)
R; ¢

- N Z Z G 331, 1'2 (q+q,).Ri’U(q,)eiq’rl"riq/"rg
S g (B.20)
= N Z x17 T 'U( q)ezq.rl—zq.TQ

d .
—n, / (2;1) TG 0, ) o(q) P,

where NV; is the number of impurities and n; is the impurity density. In going from the
first to the second line, we use that there is no contribution unless i = j. Assuming that
V(r) is real we conclude that v(—q) = v(q)*. The next step is Wigner transforming %

d 4
(X, p) /dr/dte Py /(27%3‘1)(‘1)‘262‘1'7'671(561,@)

— / el (@FGX. Bp —a) (B.21)

= n/ dq3\v(p - q)I’G(X,q).

(2m)
dp ~N0/d§,,/ (B.22)

We use the approximation
where Ny is the density of states at the Fermi level, £, = -, and (), is the solid angle in
momentum space. Next we assume that |v(q — p)| depends weakly on &, so that we can
write

dQ
o)~ [ 2 - ap) [ 66X

nm [ dQ 5 5
= i 4_7:|U(p_qF)|2.g(X7E7gF)

(B.23)

Here we follow the notation often used in the literature by writing ¢ instead of ¥ to indi-
cate that we are expressing the self-energy in terms of the quasiclassical Green function.

Diffusive limit

For the quasiclassical self-energy we approximate that the main contribution comes from
the s-wave Green function gs. Using Equation (B.23) the relaxation-time 7 can be defined

1 dQ, )
— QanNO/EW(q -p)l, (B.24)

such that the self-energy can be written

o(R, T, pp, E) ~ ——3,. (B.25)
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Appendix C

Spin-Orbit Coupling Boundary
Condition

*This derivation is copied from the specialization project and only a few changes have
been made. The derivation follows [30] closely.

To derive the boundary condition, the first step is setting up the Hamiltonian consist-
ing of interactions between the electrons on the left side of the barrier, the interactions
between the electrons at the right side, and the tunneling term where the electrons on
the right side interact with the electrons at the left side. We set up the Hamiltonian in
momentum space as follows

H=H;,+ Hgr+ Hy
HL - Z HL,O’O'/(p7p/>aLO'ap,aOJ

pp'oo’

HR - Z HR,O’O'/(p7p/)bI)o'bpl,O'/ (Cl)
pp'oo’

Hy = > [Too (P, P)abybpor + Tigs (P, P)bLy o1 ).
pp'oo’

Here a', a are the creation and annihilation operator of electrons at the left side of the
interface, and bf,b are the creation and annihilation operators of electrons at the right
side of the interface.

We could include more terms to the left side and right side Hamiltonian H; and Hg,
like the BCS interaction terms. However these terms will not contribute to the tunneling
current, therefore we leave them out. The tunneling Hamiltonian is here written in a
general manner, and we will keep it like this for the first part of the derivation. Later
on we will introduce the specific tunneling term that corresponds to Rashba spin-orbit
coupling.
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Equation of motion for creation and annihilation operators

The equation of motion for the field operators can be derived using the Heisenberg equa-
tion i0,a = [H, al

i@tapa = Z [HL7UO'I (p7 p/)ao/p’ + Taa’ (pa p/)bp/tf’] )
p/a-/
_iﬁtaT_po_ = Z |:]¥L7UU/(—197 —p/)CLT_p/O./ -+ T:o./(_p7 _p/)b.i-_plo./] )
p/o-/
| (C.2)
1O =Y [Hr oo (0. 2) + Ty (9. P)ayyor].

p/o./

—i@tb,pa = Z [HR,UU’(_pa —p/)b-r_p/o./ -+ Ta’a(_p/7 —p)a,pla/] .
pla-/
Continuing in the same way as earlier, we switch to the spin ® Nambu space notation
where

Upt
Up|
AP = CLT ) <C3)
T*PT
a_py
and equivalently for B,. We write down the equation of motion in this spin ® Nambu
notation

ips0hAp =) [ﬁL(p,p’)Apf + T(p,p’)Bp/} : (C.4)
P
ips0:Bp =y [ﬂR(p,p’)Bpf +T (p,p’)Ap/] 7 (C.5)
p
where
2 / ﬂ pvp/ 0
HL(R)(p7p) = ( L(R)CE ) _L(R)<_p7 _p/)> ) (C 6)
2o _ (T(p,p) 0
tp) = (T0P ©7)

Defining more Green functions

To proceed we need to define some more Green functions. We will now introduce greater,
lesser and time-ordered Green functions. In addition we introduce the concept of con-
nected Green functions. These connected Green functions will be correlation functions
of one electron operator from the left side and one from the right side and they will be
called C' instead of GG, so it should be paid attention to the difference between C' and G
in the calculation that follows. In addition we add a subscript R or L, for "right” and
"left” which indicated which electron operator type we are using, or the order they are
in. The lesser Green functions are defined as

Ci (p.t:9/.#) = (AL (BT

A< AT T p\T ™T

AR(pJ?p,t)—M[[Bp/(t I A7) ©8)
i(.tp ) =i (JAL (O] [4,0)]"7)

Yot 1) = i ((BLW)] [Bp()]"]")
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In the same manner we define the greater Green functions

o7 (p tip ) =i (By(H) AL (1))

> el Y Y

AR(p,t,p ) =i (Ap(t) B, (1)), (©9)
Tt ) =i (A,(H)AL ),

G(p ) =i (By(t)BL(t)) .

We also define the Keldysh Green functions in the same manner

CE(p,t:0,t) = —ips ([By(t), AL ()]) , (C.10)

also for the right side Green function and for the connected Green functions. Lastly, we
also define the time-ordered Green functions

Cup, ;0. t') = —ips (T Bp(t) AL (¢))
= —ips0(t —t') (Bp() AL (1) + ips ([[AL ()] [Bp()]T]) -
One should pay attention to that the lesser and greater Green functions are defined

without a p3 whereas the Keldysh Green functions and the time-ordered Green function
are defined with.

(C.11)

Tunneling current

To find the tunneling current we use J = e0;N;, = —ed;Ngr, where N; and Ng is the
number operator of the left and right side respectively. Notice that we have defined that
the direction of the current is from the left side toward the right side.

The number operator of left-side electrons reads

Np = Z a;r,saps. (C.12)

We use our equations of motion and we see that we can write it in terms of a trace over
the lesser connected Green function

(OiNp) = Z T[T St t)). (C.13)

To evaluate this we will also need the time derivative of the connected time-ordered
Green function, which can be found to be

ips0:Cr(p,t;p 1) = > [H (p.q)CL(q.t;p 1) + T(p, q)G1]. (C.14)
q
This can be written as
S ipsdibay — B (p. ) = 3 T rig. 1) (©15)
q q
to which we can write the solution

Clpt,pt )—/dtlzGOR p.t:a,t)T(q,¢)Crld ;. 1), (C.16)

qaq’
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Here @07 r refer to the solution of the system where Hp is not included, that satisfies

> lips0i0pg — H(p, @)|Gor(q. 1/, t) = 6(t — )6y (C.17)

q

If we first deform this integral to the Keldysh contour we can use Langreth rules on
Equation (C.16). These rules are explained in the book by Haug and Jauho [63] and
state that if one have C' = fc AB, where A, B and C are time-ordered Green functions
and the subscript C' on the integral means it is over the Keldysh contour, one also have
C< = [[|[A®"B< + A<BA], where the integral is over the real time axis. One also has the
equivalent for the greater Green function. By these rules we get

psC=(p,t;p' 1) = /dh > GErlp.tiq. t)T(q,q)psCGr(q 1y P t)

qq’

+ G pp g, t)T(q.4)GE(g s P 1),

. (C.18)
psC” (p,tip' 1) = /dh > [GErlp.tiq. t)T(q,q)psC7(q 1y P t)
aq’
+ [A)?)GER(pv U q, tl)T(q7 q,)é?(q/a t1; Pl7 t,)]
Now we use the relation between the Keldysh, greater and lesser Green function
GE = p3(G< + G™), (C.19)

and that for equal time we have G< = G™ we can write Equation (C.13) as follows
(O:NL)

1 o s K71 (C.20
=3 > /dtlTr [ﬂs (T(’P,p)Go,R(p7t;q,t1)T(an)GL(q’tl;p’t)> } o

pp'qq’

In the same manner we can calculate (9;Ng) = (0, ), bl,bps) by using the Green
functions defined on the right side of the barrier Cr, Gr. We get

1 - 2 . K
(O:NR) = =3 > /dtlTr{ﬁg (Go,L(p’,t;q,t)T(q,q’)GR(q’,t;p, t)T(p,p’)> }
pp'qq’
(C.21)

We use the average of the two expressions we found above in the expression for the
tunneling current

(OiN) = 3 ((:NL) — (9NR)). (C.22)

We Fourier transform the expression and assume that the flow is stationary so that we
can evaluate the expression at ¢t = 0

A

o) =1 Y [ Somils (Goulp. @ BT (@.0)Cald 9 ETH.p)])

pr’'qq’
4 It P3 D,P)Go,r\D,q,; q,q \g,pP; .

pp'qq’
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From the current expression we have
J ~ / dETr(psI"), (C.24)

where I = GV is the current matrix. Next, we approximate Gy ~ G, so that we can
write

I~ Z (G, TGRT) + Traceless terms (C.25)
prp'qq’
where the traceless terms means terms where the Keldysh component of the 8 x 8 matrix
multiplied with the ps matrix, is traceless.

Rashba spin orbit coupling.

Until now we have not specified what the tunneling terms look like. One can use different
tunneling terms where the simplest is just to let the T = diag(7T,T,T,T). This would
give quite simple boundary conditions for the Green function namely the Kuprianov-
Lukiichev boundary conditions. Here we use a more complicated tunneling Hamiltonian
where Rashba spin-orbit coupling is present.

Following Linder and Amundsen we choose a tunneling term with a symmetrized
Rashba spin-orbit coupling term to ensure hermiticity. We define the tunneling Hamil-
tonian in real space as

Hy =) / dr [l T,p(r)by(r) + hec] (C.26)
with b
T(’l”) = T()(’T'H) = T()(S(TJ_ — Ro) — Z{ﬂ](’l"”)é(’rj_ — R(])Tj, 81} (027)

Here 7| is the part of r that is parallel with the interface, and 7, is the component of
r that is orthogonal to the interface. We have here used that the tunneling term only
appears at 7, = Ry, meaning that we assume an infinitesimally thin layer of spin-orbit
coupling material between the superconductor and the other material.

We rewrite this tunneling Hamiltonian in terms of the Fourier-transformed fermionic
operator

Hr = Z / dr Z a’ipeiip.,rTao" (T)eip/'rbglp/
oo’ pp’
= Z a’LpTO'O'/ (pa p/)ba"p’ where
i (C.28)
Tyo (p,p) = /d’l“e_ip'TTwz(r)eip/‘T

B /d""n [To(ry) + Ty (7)) (Di + P})Taor jle” @ P71

In the last line the T' from above is inserted. Further, we approximate the interface to

be only one point.
To(ry) = o(ry)To

(C.29)
Tij(ry) = 0(ry) Ty
where Ty and T;; are constants. This gives
TUU’ (pa Pl) = TO + ,I‘ij (pz + p;)TJU’,j = TUU’ (p; p/) (C?’O)
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Tunneling terms in the case of Rashba SOC

We now find the tunneling current terms by going to the continuum limit so that the
sum in Equation (C.25) can be expressed by integrals, and we perform the integration.
First, we write the T-term in a convenient notation

T(p.p) = To + (pi — P Typs0; = To + (pi — )i,
(p.7) oAEp pi)Tiips05 = To + (pi — 1}) (C.31)
ti = 13 psT;.

Also here will use the quasiclassical approximation and write the integral in terms of the
quasiclassical Green function

rynpr R=0) = o [ da [ a6,Crulp.a) (©32)

We start by looking at the integral

/ dp / dp’ / dq / dq'T(p, p)Crl(p, a)T(ad )Cr(d, D). (C.33)

Using the dirty limit approximation writing § = gs + pp - g, with g, = —7vpg;V g, as we
got from the Usadel equation. Making use of the identity [ %ppﬂppd /p% = %@j we can
write Equation (C.33)

T39r.sdr.s — MDTodr.s0idr.stigr.s — mDTogr <tidr s0idr.s

. o o 3 o 9. 2. (C.34)
— mDTotigr s0idr sdr,s — MDTotigr s91,50id1.s + 5PFLiIR sLidL,s)
2
where D = % Here the a factor 1/3 was missing from the last term in the paper by

Linder and Amundsen [30]. For Rashba spin-orbit coupling we have T;; = T\ngey;;. We
can write the whole tunneling term from Equation (C.25) by writing the commutator of
the terms that include gy, s,

DgL,sasz,s = T'()2 [gL,s> gRs] + %Tfp% [gL,sa T||§R,s7-||]
- mDTITO LCVIL,s, {TH) (QR,5V§R,5) X ez}]

- mDTITO[(gL,Sng,S> X €, {T||7gR,s}]
+ Traceless terms,

(C.35)

where e, is the unit vector in z-direction.
We do also want an expression Dgr 0.0r, s, expressed by the opposite side Green

function. This can be found by noting in Equation (C.23) that 7" and 53 commute, so we
can also write the expression in Equation (C.25) as

I~ S TCT,Grl == Y (Gr, TGLT). (C.36)
pp'qq’ pp'qq’

Since T = T we see that the only difference is that we have switched G, with G and
gotten a minus sign. From this we conclude that we can write

DgR,sazgR,s = ,I‘O2 [gL,sy gR,s] - %Tfp% [gR,Sa T||9L,ST||]
+ mDTlTO [gR,S7 {T||7 (gL,sng,s) X ez}]

+ mDTITO[(gR,ngR,s) X €, {TH?gL,s}]
+ Traceless terms.

(C.37)

Moving forward, the s-subscript will be dropped.
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Terms from reflection at interface

In addition to the terms we already found we could also have some traceless terms in our
I, and we will find them now by looking at terms that originate from reflection at the
interface surface. This is found by integrating the Usadel equation over the interface, so
we start by reminding ourselves that the Usadel equation in normal metal reads

DV (gVg) +i[Eps, g]- (C.38)

— ~

The spin orbit coupling is included in the V... = V... —i[A,...]. Here we have included
the p3 and e in the A so that

R A 0

A—e(o _A*), (C.39)
where A is upgraded to a matrix.

A broader discussion about the origin of the Rashba spin-orbit coupling and the
relevance it has in modern research can be found in the paper by Manchon et al. [64].
It can be shown that a Rashba Hamiltonian that breaks the inversion symmetry in 2-
direction, as the interface in consideration here, can be written

(0%

HSOC: _E(k XT)'Z, (040)

which be obtained by setting
A = ea(—1,,7,,0). (C.41)

It should be noted here that in the derivation of the quasiclassical theory the Rashba
spin-orbit coupling by this argument could be introduced from the start, by upgrading
the A to a matrix as it is used here.

We integrate Equation (C.38) from z = —d to z = d. The spin-orbit coupling material
is assumed to be thin so that we can neglect spatial variations of ¢ in this region, therefore
the right side of the Usadel equation integrates to zero, and we get

(30.9)|a — (§6.9)|—a — idVJ[A, §)|4 — ig|A, V)

= 07

where we have also approximated the derivatives with their value at z = d. If we did not
have any spin-orbit coupling the (§0.,§)|s would be equal to the tunneling current, thus
we can identify (§0,g)|_q4 as the contribution from the tunneling current Ir. We can now
write

(§0-9)|a = Iy + idV§[A, §)|la — 2idGV Al

o . o (C.43)
+idgAV |y + idAGV |+ d[A, §AG]a.
Now putting in our A, and writing §|_4 = g, gives us
gRazgR = jT + 2.dO‘ay [ﬁxa gR] - QidagRangiax + id@gRﬁzang (044)
+idaprgrOygr + Ao [pe, Gro=gr] + do[py, Grbydr), (C.45)

where we have defined p, = p37,, py = p37,. Deriving the expression for g,V gy, is similar,
we just write the other terms evaluated at z = —d. In the paper by Linder and Amundsen,
the equation above had an extra constant term that should not be there.
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Final form of the boundary conditions

We conclude this section by writing out all the terms in the boundary condition including
the tunneling and the reflection terms

Dgr0.gr = Ty [gr, gr) + 2Tip3[d0. 7197 — mDTVTo[gn, {70, JrOyIR}]
— mDTTo[G1.0y g1, {7),2: Gr}] — iDdOy|py, L]

) B Bt ] L ; o . C.46
+ 2iDdagr0ygrpr — tDdagrp0ygr, — tDdap.groydr, (C.46)
— Ddo?[py, §1.P291) — Dda® [y, Grpydr),
Dgrd.gr = Ty g, gr) — 31705 [0r, 71907 + mDT To[gr, {70 §20yGL}]
+mDTVTy|GrOy IR, {71 .2» § + 1Ddad,|py, §
\To[9rOy IR, {7 > 9L }] [ IR] (C.47)

— 2iDdagrOygrpz + 1Ddagrp.0ygr + iDdap.grOygr
+ Ddo? (6, Grpxgr] + DA Gy, Grpydr)-
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