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Abstract 

In this master’s thesis we examine the effect of investments in R&D on the financial 

performance of companies listed on the Oslo Stock Exchange. We study what performance 

could be expected by examining both the short-run and long-run effects. Our panel data is 

unbalanced, dynamic and has gaps between years. The dataset contains annual accounting 

data and the market value of companies at year-end. We find that R&D investments 

negatively affect short-term operating performance, measured through Return On Assets 

(ROA). We also find that R&D investments positively affect long-term market performance, 

measured through Tobin’s Q. Our GMM estimates indicate that R&D investments take time 

to improve the financial performance of a given company. 

 

Sammendrag 

I denne masteroppgaven undersøker vi hvilken effekt investeringer i FoU har på den 

finansielle prestasjonen til selskaper notert på Oslo Børs. Vi studerer hvilken prestasjon som 

kan forventes ved å undersøke både kortsiktige og langsiktige effekter. Paneldataene våre er 

ubalanserte, dynamiske og har tomrom mellom noen år. Datasettet inneholder årlig 

regnskapsdata og markedsverdi ved årsskiftet. Vi finner at investeringer i FoU negativt 

påvirker kortsiktig operasjonell prestasjon, målt gjennom avkastning på eiendelene (ROA). Vi 

finner også at investeringer i FoU positivt påvirker langsiktig markedsprestasjon, målt 

gjennom Tobin’s Q. Våre GMM-estimater indikerer at investeringer i FoU tar tid før de 

forbedrer den finansielle prestasjonen til et gitt selskap.  
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1. Introduction 

1.1 Background 

Research & development (R&D) plays a critical role in driving innovation, progress, and 

growth (Sokolov-Mladenović et al., 2016). R&D investments are prevalent across institutions, 

organizations and companies around the world. For the latter, such investments can result in 

the creation of new and improved products and services, enhanced operational efficiency, and 

increased competitiveness (Blanco et al., 2016). However, the impact of R&D investments 

may not be immediately observable due to the inherent lag between the time of investment 

and its effect (Lev & Sougiannis, 1996). 

  

According to Wendt et al. (2022), Norwegian companies invested approximately NOK 18.5 

billion in R&D in 2010, which rose to NOK 38.3 billion in 2021. When considering all 

sectors and institutions, the total R&D expenditure amounted to NOK 42.7 billion and NOK 

81.6 billion in 2010 and 2021, respectively. This increase aligns with the Norwegian 

government’s long-term objective of achieving an R&D-to-GDP ratio of 3% (Meld. St. 3, 

2018-2019). The government’s emphasis on innovation has resulted in the development of 

grant and financing schemes that aim to give incentives and to support companies in their 

R&D investments. Studying the effect on financial performance generated from R&D 

expenditure is therefore of great interest.  

 

We believe that the R&D investments made by the companies we study will make a 

substantial contribution towards a sustainable future. The development of innovative solutions 

through R&D can address societal and environmental challenges, enhance economic 

competitiveness and stimulate long-term growth. 

 

 

 

 



 2 

1.2 Objective & Motivation 

The objective of this thesis is to establish the importance of R&D by empirically 

demonstrating its relation to financial performance. The problem statement is as follows: 

 

What is the effect of R&D investments on the financial performance of companies listed on 

the Oslo Stock Exchange? 

 

To answer the problem statement, we formulate two research hypotheses, which are presented 

below. Although R&D investments take time to materialize, it is important to address the 

immediate consequences of R&D expenditure. Therefore, we analyze the problem statement 

with regards to both the short-term and long-term implications on financial performance. The 

hypotheses reflect the findings and argumentation in prior literature, and they also represent 

our expectations of the regression results. The research hypotheses are:  

 

H1: R&D investments have a negative short-term effect on financial performance. 

 

H2: R&D investments have a positive long-term effect on financial performance. 

 

Despite the increased priority on R&D and supportive schemes, there is a limited amount of 

literature examining the actual effects of R&D investments for companies on the Oslo Stock 

Exchange. Because of this, stakeholders have a lack of research documenting how such 

investments affect company performance. Further analysis into this subject has implications 

for investors, companies, policymakers and academia. 

 

The findings of this thesis show a negative short-term effect of R&D investments on 

operating performance, and a positive long-term effect on market performance. These results 

could impact investment strategies and decisions, leading to improved financial performance. 

Furthermore, they could potentially lead to changes in government policies and create a 

foundation for further research.  
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1.3 Research design & limitations 

This research is limited to a time period between 2005 and 2021, and studies companies listed 

on the Oslo Stock Exchange with reported R&D expenditure. The sample is structured as 

panel data, and the method applied is two-step system GMM. We have utilized Return On 

Assets (ROA) as a metric to evaluate the operating performance, which is a representation of 

the short-term financial performance. For the long-term financial performance, Tobin’s Q is 

used to assess the market performance. The models in this paper produce parameter estimates, 

and it is not the purpose of this thesis to provide estimates of causal relationships. 

 

Survivorship bias is a potential risk that could affect our results as none of the companies in 

our sample went bankrupt, merged or were acquired during the time period we study. This 

could be attributed to the sample being relatively small, containing strong and robust 

companies that have endured for many years. Consequently, the inferences of the regression 

results may be biased.  

 

Additionally, there is a risk of having selection bias in our data. According to Koh & Reeb 

(2015) some R&D expenditures may not be classified as R&D. Hence, there is a possibility 

that companies that actually have R&D expenditures are not included in our sample. Besides, 

R&D expenditure may also be under-reported in the financial statements. 
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2.0 Literature review 

In this chapter, we provide an overview of the literature that forms the basis for this thesis. 

 

Research on the relationship between R&D expenditure and financial performance for 

companies has been extensive in recent decades. However, the findings have been 

inconsistent, with some studies reporting a positive relationship and some a negative or no 

relationship at all. These inconsistencies could be attributed to differences in methodology 

and performance measures, in addition to differences in samples, objectives and time periods 

of the studies. Thus, the findings of a particular study cannot necessarily be generalized to 

other samples. 

 

Literature on the returns of companies investing in R&D provides ongoing insights into how 

the market interprets and values such investments, as well as how these investments impact 

future returns and stock prices. Lev & Sougiannis (1996) identified a positive relationship 

between R&D expenditure and future stock returns in a study of U.S. companies between 

1975 and 1991. Research conducted on UK companies by Anagnostopoulou & Levis (2006) 

supplemented this by showing that companies with higher R&D intensity generate persistent 

risk-adjusted stock returns several years into the future. Hou et al. (2022) conducted a cross-

country analysis that emphasized the significance of R&D intensity. They concluded that 

companies with high R&D intensity are likely to experience higher stock returns in the future. 

These companies also reported higher future operating performance, in addition to higher 

return volatility and default probability. The studies above were not supported by Chan et al. 

(2001), who did not find evidence of a direct link between R&D expenditure and subsequent 

stock returns. They formed portfolios based on R&D intensity and found that stocks without 

R&D expenditure did not perform significantly worse than stocks with R&D. This research 

was conducted on a very specific sample within the technology industry, which could affect 

its generalizability. 

 

Eberhart et al. (2004) studied companies that unexpectedly increased their R&D expenditure 

significantly, revealing positive abnormal returns for five years after the increase. They argue 

that this is because of a market under-reaction to the profits generated by the investments, 

which lead to a mispricing of the stock. Chambers et al. (2002) suggest risk compensation as 
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an opposing reason for abnormal returns, where higher risk is offset by higher returns. Both 

the mispricing and risk compensation reasoning are supported by Lev & Sougiannis (1996). A 

third reason was put forward by Donelson & Resutek (2012), contending that improved 

performance is not solely due to R&D investments per se, but also stems from investors’ 

expectations of the impact of such investments.  

 

A market value approach is similar to using stock returns, but by incorporating the total value 

of a company’s equity, it may provide a more comprehensive reflection of market 

performance. With a sample of 26 429 U.S. companies, Ehie & Olibe (2010) uncovered that 

R&D expenditure contributes to higher market value, after controlling for leverage, company 

size and industry. Sougiannis (1994) found that increasing R&D expenditure by one dollar led 

to an increase in market value by five dollars, on average, over the next seven years after the 

initial investment. Pantagakis et al. (2012) investigated market value for high-technology 

European companies and found a positive effect. They found that the optimal R&D intensity 

was at 41%, but it had a negative effect beyond that point. Supplementing this, Wang (2011) 

suggested that R&D expenditure must exceed a minimum level in order to lead to an increase 

in performance.  

 

Studies focusing on ROA as a measure of financial performance provide conflicting results. 

Using a one-year and a two-year lagged version of ROA, Ullah et al. (2018) found that R&D 

expenditure had a positive effect on operating performance for companies in the UK between 

2002 and 2016. The lagged variables were included in order to solve problems of 

endogeneity, which was the primary aim of their research. Alam et al. (2020) used data on 

several emerging economies and demonstrated a negative relation with regards to current year 

R&D intensity. However, when they used one-year lagged R&D intensity the relation with 

ROA was positive. This is corroborated in a study of Chinese IT companies, discovering that 

investing heavily in R&D strengthen their financial performance (Zhu & Huang, 2012). For 

Indian pharmaceutical companies, Jaisinghani (2016) showed a positive connection between 

current year ROA and R&D intensity. A possible non-linear relationship was also discovered, 

indicating diminishing returns. Contradicting this, Chen et al. (2019) found a negative link to 

current year R&D expenditure, which is explained by an increase in operating expenses in the 

short-term.  
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Vithessonthi & Racela (2016) reports R&D intensity to have a negative effect on ROA and 

positive effect on market performance. The authors argue that this is because of a lagged 

effect on operational performance, where investments today increase operating expenses that 

influence the concurrent returns negatively. The positive effect on market performance was 

measured through Tobin’s Q, which served as a proxy for the long-term financial 

performance. Connolly & Hirschey (2005) categorized their sample into three groups: 

manufacturing, non-manufacturing and one that included both. They further partitioned these 

categories into three groups based on the size of the companies. Their analysis showed that 

R&D expenditure was positively and significantly related to Tobin’s Q for all categories, 

except for small manufacturing companies. Lin et al. (2006) emphasized the significance of a 

commercial orientation when investing in R&D. They found that R&D expenditure alone had 

a negative but statistically insignificant effect. When considering commercial orientation as 

well, the effect was positive and significant. Szewczyk et al. (1996) studied market reactions 

to announcements of increased R&D expenditure, observing a positive effect on Tobin’s Q 

for high-technology companies and a negative effect for low-technology companies. Their 

findings provide evidence for the markets’ recognition of investment opportunities.  

 

Ibhagui (2019) concludes that company size matters when analyzing R&D and financial 

performance. The impact of R&D on financial performance is stronger among smaller 

companies when it is negative, and stronger among larger companies when it is positive. Tsai 

& Wang (2005) found a “U-shaped” relationship between R&D productivity and company 

size. Their study revealed that both smaller and larger companies benefited more from R&D 

than medium-sized companies. They pointed out that smaller companies are able to rapidly 

respond to changing market needs, while larger companies gain an advantage from economies 

of scale. 

 

Several studies have emphasized the need to include lagged versions of the R&D variable in 

order to investigate the impact of R&D expenditure on financial performance. According to 

Lee (2020), Chinese manufacturing companies experienced a positive effect when lagged 

R&D intensity was added for up to three years. In another study, by Lee & Choi (2015), five 

years of lagged R&D were used, but only the second and fifth lags were found to be 

significant. The effect was positive. Wintoki et al. (2012) suggested that using lagged 
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variables for two years to capture the dynamic interrelatedness is sufficient. These findings, 

along with several of the aforementioned studies in this chapter, underscore the need to 

account for lagged R&D variables.  

 

Morbey (1988) studied the effect of R&D on sales growth for companies in different 

industries within the U.S. The findings point out that companies with the highest long-term 

growth in sales invest heavily in R&D. Furthermore, this research indicates that an R&D 

intensity of at least 3% is necessary to provide long-term growth. The author advocates that 

when this 3% level of investment is not met, companies only support the current business, 

leaving future growth to chance. 

 

Accounting treatment for R&D expenditures and its impact on value creation have been the 

subject of numerous studies. Shah et al. (2013) conducted research on UK companies that 

report under IFRS and found that capitalizing R&D expenditure is more relevant to value 

creation than immediately expensing them. In other words, there is a difference in how well 

accounting information can explain a company’s stock price depending on how R&D 

expenditures are accounted for. Lev & Sougiannis (1996) argued that capitalizing R&D 

expenses would provide reliable and economically relevant information, reinforcing the 

findings of Shah et al. (2013). This contradicts the reasoning behind the reporting standards of 

the U.S. GAAP, where R&D has to be immediately expensed. Thus, it is essential to be aware 

that the accounting treatment of R&D expenditure affect the comparability between different 

studies.  

 

The sample, time period, performance measure and methodology all impact the relationships 

that are presented above. In addition to the accounting treatment of R&D expenditure, these 

factors contribute to the inconsistencies mentioned in the introduction to this chapter. This 

thesis has taken great care to address these factors, in order to ensure the application of 

appropriate statistical techniques that enhance the validity and robustness of the findings.  
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3.0 Data 

This chapter describes the dataset and the processing of our data, it presents the definition of 

our variables, the descriptive statistics and the correlation matrix. 

 

3.1 The dataset 

Our dataset is structured as a dynamic panel, where each company constitutes its own group 

in the panel, that is observed over time. The panel is unbalanced as some companies have 

more observations than others, and there are gaps between years due to missing values. Since 

we expect a delayed effect of R&D investments on financial performance, the dataset contains 

lagged versions of ROA, Tobin’s Q and R&D Intensity.  

 

The data was extracted from the Compustat Global database and consists of annual 

accounting data as well as the year-end market value of 51 companies listed on the Oslo Stock 

Exchange. The dataset contains observations from 2005 to 2021, corresponding with the 

implementation of IFRS (2005) and the last available annual data (2021) at the time of 

writing. We utilized Stata for the processing stage, the statistical tests and for running our 

regressions.  

 

Companies listed on the Oslo Stock Exchange are all subject to the IFRS, the IAS and the 

associated regulations (Regnskapsloven Art 4., 2023). The accounting principles, rules and 

practices that follow are thereby determinants of how R&D expenditure is reported; either 

immediately expensed or capitalized and listed on the balance sheet. R&D expenditure 

represent a given company’s total expenditure on R&D. When extracted from Compustat, 

both the immediately expensed and the costs associated with the capitalized investments are 

included in the variable.  

 

To ensure the analytical suitability of the dataset, specific criteria for each company and 

observation was established. The first requirement was that every company included in the 

dataset had to report R&D expenditure for a minimum of five years, but not necessarily 

consecutively. This was essential to ensure that each company had an adequate number of 

observations for the analysis. Secondly, we had to address the presence of outliers and 



 10 

missing values, which could potentially distort our results. Distribution plots and tabulations 

for each variable were employed to identify values that should be classified as outliers. 

Applying natural logarithmic transformations helped to reduce the number of potential 

outliers that required removal. Observations with missing values for key variables were also 

dropped. After addressing these issues, we assured the quality of the dataset by going through 

the descriptive statistics, which are presented later in Table 3.3. 

 

After imposing our initial requirement regarding R&D expenditure, our original dataset 

comprised 740 observations. Following the process of addressing any outliers and missing 

values, our final dataset ended up with 577 observations, representing 51 different companies. 

In Table 3.1, we illustrate how these companies are distributed across the various industries 

represented in our dataset. 

 

Table 3.1: Industries. 

 

*Consumer discretionary consists of companies that sell non-essential products and services. 

**Consumer staples consists of companies that sell essential products and services. 

 

The industries are partitioned according to Euronext (2023). Of all the industries, only Real 

estate and Utilities are not represented. Even though some industries are more represented 

than others, our dataset broadly represent the exchange. The presence of a higher number of 

companies in Technology, Industrial and Energy is not surprising, as they are major industries 

on the exchange. However, a more uniform distribution would have been desirable.  
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3.2 Variables 

Dependent variables 

ROA and Tobin’s Q are the dependent variables in our respective models. ROA captures the 

short-term operating performance of companies and allows us to measure how effectively a 

given company produce profits relative to its assets (Vithessonthi & Racela, 2016). A one-

year and a two-year version of ROA as independent variables are included to analyze the 

effect over time. It also allows us to solve some methodological issues regarding endogeneity, 

which we will come back to in the next chapter.  

 

ROA is calculated as:  

 

𝑅𝑂𝐴 =
𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒

𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠
 

 

Tobin’s Q is a measurement that reflects the expectations regarding future financial prospects 

of companies. With similar reasoning as for ROA, we have included both one-year and two-

year lagged version of this variable. Tobin’s Q can be calculated in several ways, but it 

generally expresses the market value of equity divided by the replacement cost of the 

company’s assets. Because of difficulties in obtaining the replacement cost, we followed the 

procedures of Gompers et al. (2003) and Kaplan & Zingales (1997):  

 

𝑇𝑜𝑏𝑖𝑛′𝑠 𝑄 =
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠 + 𝑀𝑎𝑟𝑘𝑒𝑡 𝑉𝑎𝑙𝑢𝑒 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦 − 𝐵𝑜𝑜𝑘 𝑉𝑎𝑙𝑢𝑒 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦

𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠
 

 

Measuring R&D 

A key variable in our analysis is R&D Intensity, which represents the level of R&D 

expenditure of a given company. This measurement is relative to a company’s revenue, which 

allows for comparison between companies and prior literature. R&D Intensity gives an 

indication of the commitment towards R&D investments, which would not be apparent when 

using absolute figures. The calculation is as follows:  
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𝑅&𝐷 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 =
𝑅&𝐷 𝐸𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒

𝑅𝑒𝑣𝑒𝑛𝑢𝑒
 

 

Control variables 

We include debt-to-equity ratio (Deratio) as a variable to control for the inherent risk of debt 

financing and the associated obligations. Additionally, debt could allow companies to invest 

more into R&D, which may influence financial performance. This is computed as: 

 

𝐷𝑒𝑟𝑎𝑡𝑖𝑜 =
𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑏𝑡

𝑇𝑜𝑡𝑎𝑙 𝐸𝑞𝑢𝑖𝑡𝑦
 

 

Company size (Size) is an important control variable because it reflects economies of scale 

and advantages related to market dominance. The natural logarithm of a company’s revenue is 

used as a proxy for size: 

 

𝑆𝑖𝑧𝑒 = ln (𝑅𝑒𝑣𝑒𝑛𝑢𝑒) 

 

Year-dummies (Year) is used to control for macroeconomic changes, shocks to the economy 

and other time-varying effects. 

 

Industry-dummies (Industry) helps to mitigate potential bias that can arise from unobserved 

industry-specific factors that can affect financial performance. For example, the Technology 

industry is likely to be more dependent on R&D than Consumer Staples.  

 

The variables are summed up in the following table: 
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Table 3.2: Variable definitions. 

 

*Compustat Global did not have any data of non-consolidated net income. 

**The calculation is based on Gompers et al. (2003) and Kaplan & Zingales (1997). 

Data from the Compustat Global database is standardized. 
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3.3 Descriptive statistics & the correlation matrix 

Table 3.3: Descriptive statistics. 

 

Descriptive statistics for “between” and “within” refer to statistics between the groups of the panel 

and within the groups, respectively. These statistics are not considered essential to discuss or 

elaborate further on, but for the sake of transparency, we have included them in this table. The lagged 

variables are not of focus either, because only the current editions are important in this context. They 

are however included for the same reason as for “between” and “within”. 

 

The mean of ROA is -0.0154, suggesting that the companies on average experience negative 

profitability, and are unable to generate positive returns from their assets. For Tobin’s Q, a 

higher value than 1 means that the market value of the company is larger than the replacement 
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cost of the company’s assets. A mean of 2.3366 therefore means that the market value is 

2.3366 times larger than the replacement cost of its assets. 

 

R&D Intensity has a mean of 0.1486, equivalent to spending 14.86% of their revenues on 

R&D on average. Previous literature shows a large variation in R&D Intensity, where some 

have a smaller level of intensity compared to our dataset, while others have a similar level 

(Ullah et al., 2018; Jaisinghani, 2016; Eberhart et al., 2004; Ehie & Olibe, 2010).  

 

Deratio has a mean of 1.6403, that is to say companies are financed with more debt than 

equity. Some companies are heavily leveraged, as can be seen from the maximum value of 

Deratio exceeding 51. 

 

Skewness depicts the asymmetry of a probability distribution. By comparing the means to the 

medians, it is observed that all the variables are positively skewed, except from ROA and Size, 

which have negative skewness. This is apparent as ROA and Size have a median that is higher 

than the mean. R&D Intensity is the variable with the highest positive skewness, and ROA is 

the variable with the lowest negative. The skewness of R&D Intensity indicates that there are 

some companies with a higher intensity than the majority of companies. These companies 

belong in R&D intensive industries, which emphasizes the importance of controlling for 

industry in the models. The skewness of ROA suggests that a few companies perform worse 

than the majority. Because we dealt with outliers in the pre-processing stage, the right-tailed 

and left-tailed probability distributions of our variables are not worrisome.  
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Table 3.4: Correlation matrix. 

 

 

The correlation coefficients between ROA and its first lag, L1ROA as well as between Tobin’s 

Q and its first lag, L1TOBQ, are 0.5220 and 0.5366, respectively. The corresponding 

correlation coefficient between L1ROA and its second lag, L2ROA is 0.5366. For L1TOBQ 

and its second lag, L2TOBQ, the correlation coefficient is 0.6607. These relatively strong 

positive correlations indicate that it is important to include lagged versions of the dependent 

variables in the models. 
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4.0 Methodology and Models 

Due to the dynamic relationship of our variables and our expectation of endogeneity 

problems, we apply the Generalized Method of Moments (GMM). This chapter explains why 

endogeneity problems are a concern for our purpose and how it may lead to inconsistent 

estimates. Subsequently, we elaborate on how we used OLS and Fixed Effects to reveal 

endogeneity and its associated problems. Then, we expand on the GMM in detail and how it 

addresses endogeneity. We conclude the chapter by presenting our models and providing 

details on our regression syntax.  

 

4.1 Endogeneity 

Endogeneity is a condition where the independent variables of a model are correlated with the 

error term of the model, or when there is a correlation among the error terms themselves 

(Roberts & Whited, 2013). If not addressed properly, endogeneity can give inconsistent 

estimates, wrong signs for the coefficients, incorrect inferences, inappropriate theoretical 

interpretations and misleading conclusions (Ullah et al., 2018).  

 

To illustrate, consider the following general model: 

 

𝑦 =  𝛼 +  𝛽1 ∗ 𝑥1𝑖𝑡 +  𝛽2 ∗ 𝑥2𝑖𝑡 + ⋯ + 𝛽𝑛 ∗ 𝑥𝑛𝑖𝑡 + 𝑢 (1) 

 

An independent variable, x, is endogenous if it is correlated with the error term, u. 

 

There are several sources to endogeneity, and for our models we expect these sources to be 

simultaneity, dynamic endogeneity and unobserved heterogeneity (Roberts & Whited, 2013; 

Wintoki et al., 2012). While omitted variable bias is a potential contributor to endogeneity, it 

is not a primary source of concern. This bias is related to unobserved heterogeneity, but is 

unlikely to create issues for our models (Ullah et al., 2018). 

 

Simultaneity is a condition where at least one of the independent variables in a model is 

determined simultaneously with the dependent variable of the model (Wooldridge, 2002). In 
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our case, the financial performance of a company could affect R&D expenditure, while R&D 

expenditure could also affect the financial performance of the company. This means that 

R&D expenditure as an explanatory variable would be correlated with the error term, u, in 

equation (1). This correlation can create endogeneity problems in our model and affect the 

reliability of our estimates.  

 

Dynamic endogeneity is a version of simultaneity that arise when values of the dependent 

variable across time influence the current value of an independent variable (Li et al., 2021). In 

this study, past realizations of company performance can influence current R&D expenditure. 

For instance, a company’s management could decide to allocate more resources to R&D 

because of strong financial performance in the past. 

 

Unobserved heterogeneity refers to differences in individual characteristics or factors that 

vary across companies. These differences are not easily measured, but could still be present in 

the data. Unobserved characteristics or factors are typically associated with company fixed 

effects. When analyzing a company’s financial performance and R&D expenditure, these 

could cause unobserved heterogeneity (Gormley & Matsa, 2013). To illustrate this, we can 

add the unobserved heterogeneity, expressed as q, to equation (1), where q represents 

unobservable factors (Wooldridge, 2002):  

 

𝑦 =  𝛼 +  𝛽1 ∗ 𝑥1𝑖𝑡 +  𝛽2 ∗ 𝑥2𝑖𝑡 + ⋯ + 𝛽𝑛 ∗ 𝑥𝑛𝑖𝑡 + 𝑞 + 𝑢 (2) 

 

Unobservable heterogeneity could be present in our model if the financial performance 

created by R&D in part is a result of management, strategy, culture or other similar company-

specific characteristics and factors. 

 

4.2 OLS & Fixed Effects 

OLS is a common linear regression approach to estimate parameters. With OLS, the sum of 

the squared distances between the observed values and the values predicted by the model are 

minimized (Hammervold, 2020). This approach depends on assumptions of linearity, 

independence, homoscedasticity, normality and no multicollinearity (Kutner et al., 2005). For 
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the independence assumption to be fulfilled, the independent variables have to be 

uncorrelated with the error term. Presence of endogeneity is a clear violation of this 

assumption (Abdallah et al., 2015). 

 

According to Semadeni et al. (2014), even low levels of endogeneity can affect OLS estimates 

significantly. Firstly, endogeneity can result in overestimated coefficients that become 

pronounced as the level of endogeneity increases. Secondly, the standard errors decrease as 

the level of endogeneity rises. Thirdly, the OLS estimates are more likely to provide 

significant results, indicating interrelations between the model regressors that may not be true. 

However, if the regressors were exogenous and if there was no heteroscedasticity, OLS could 

be an efficient GMM estimator (Baum et al. 2003). 

 

To determine if OLS is an appropriate approach and to detect indications of endogeneity, we 

ran tests for autocorrelation and heteroscedasticity. The results revealed the presence of both, 

which means that OLS is not a suitable approach. 

 

A Fixed Effects regression is used to estimate parameters while also controlling for 

unobserved company-specific effects. This is done by subtracting the mean of each 

company’s observations from the observed values. With a Random Effects approach, a model 

assumes that these company-specific effects are uncorrelated with the independent variables 

(Wooldridge, 2002).  

 

A Hausman test determines if the estimates produced from a Fixed Effects- and a Random 

Effects regression are significantly different. If they are, the company-specific effects are 

correlated with the explanatory variables, and a Fixed Effects model is preferred. In this case, 

the Hausman test has revealed unobserved heterogeneity that the Random Effects model is 

not able to address. The Fixed Effects model is able to address unobserved heterogeneity 

given that these company-specific effects are constant over time. However, because of 

simultaneity and dynamic endogeneity, these effects are likely to not be constant over time in 

our sample. This is because the within-unit variation may not capture the time-varying 

factors, resulting in correlation between the independent variables and the error term. 
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Consequently, the strict assumption of exogeneity is violated, and the Fixed Effects model is 

no longer suitable (Hammervold, 2020). 

 

Table 5.1 and Table 5.2 present the OLS and Fixed Effects regression results for ROA and 

Tobin’s Q, respectively. 

 

4.3 Generalized Method of Moments (GMM) 

The Generalized Method of Moments (GMM) is a statistical model that provide parameter 

estimates, address problems of endogeneity while also capturing the dynamic relations 

between variables. GMM deals with unobserved heterogeneity, simultaneity and dynamic 

endogeneity through the creation of instruments. These instruments estimate the company 

fixed effects, and they are created from variables assumed to be endogenous as well as the 

lagged dependent variables. An elaboration of instruments will be provided in section 4.3.1 

Instruments. 

 

GMM was initially introduced by Hansen (1982), and was then further developed by Arellano 

& Bond (1991) and Blundell & Bond (1998). The method is commonly used on dynamic 

panel data where the causal relations are dynamic over time. For example, the financial 

performance of a company in a given year may be caused by the R&D expenditure not only in 

that year, but also in previous years. Additionally, current year R&D expenditure may cause 

the company’s future financial performance. 

 

GMM works well in situations where past realizations of the dependent variable influence 

itself (Børing & Mark, 2022). For example, ROA from previous years could influence current 

year ROA. In practice, GMM allows us to include lagged values of the dependent variable on 

the right-hand-side of the model equation. If there are interrelations between the lagged 

version of the dependent variable and another independent variable, the estimates from a 

Fixed Effects regression may be biased (Wooldridge, 2002), as we elaborated on in the 

previous section.  
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The strict exogeneity assumption is relaxed with the GMM, because of the creation of 

instruments. Furthermore, because company fixed effects are accounted for in a GMM model, 

the problem of unobserved heterogeneity is addressed (Wintoki et al., 2012).  

 

There are two main approaches to a GMM regression, namely system GMM and difference 

GMM. The former corrects for endogeneity by introducing more instruments than the latter, 

which increases the efficiency of the model. System GMM also transforms the instruments to 

become uncorrelated with the fixed effects (Blundell & Bond, 1998). When dealing with an 

unbalanced dataset, system GMM reduces data loss compared to difference GMM, which 

widens the gap of missing values. This is achieved by using forward orthogonal deviations, 

which means that system GMM subtracts the average of all available future observations from 

the current observation. With difference GMM, the previous observation is subtracted from 

the current observation (Roodman, 2009). Because our dataset is unbalanced, we apply 

system GMM.  

 

The system GMM approach has two possible specifications: one-step or two-step. The two-

step specification is preferred to one-step, because it is more robust to heteroscedasticity and 

autocorrelation. Furthermore, the two-step system GMM tends to be more efficient than one-

step system GMM when the number of moment conditions are large, which often is the case 

(Roodman, 2009). Moment conditions are sets of equations that define the moments of the 

data and are used to estimate the model parameters, meaning that they describe the 

relationship between the variables. These equations are used to construct a criterion function, 

which is then optimized to obtain the parameter estimates. Both Arellano & Bond (1991) and 

Blundell & Bond (1995) identified that the two-step GMM estimator has better small sample 

properties than one-step system GMM, particularly when the number of time periods is 

relatively large. 

 

It is important to be aware of the limitations of GMM when applying it for data analysis. 

GMM is a complicated method that may produce invalid estimates if executed incorrectly 

(Roodman, 2009). A potential concern when applying GMM is the problem of the model 

becoming a “black box”, where data is processed, and the model produces an output of which 

the specific calculations are unobservable. 
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4.3.1 Instruments 

Instruments address problems of endogeneity in statistical analysis. They are created by 

identifying external sources of variation that are correlated with variables assumed to be 

endogenous, but not affected by other endogenous sources. These instruments are then used in 

a model to produce more reliable and consistent estimates, even when the model includes 

endogenous variables. The use of instrumental variables increases efficiency and reduces bias 

caused by endogeneity (Baum et al., 2003; Stock et al., 2002). When using instruments, there 

are two assumptions that must be fulfilled: relevance and exogeneity. 

 

The relevance assumption demands that the instruments, Z, are strongly correlated with the 

endogenous variables, X, in a given model (Stock et al., 2002). Identifying weak instruments 

is important because the inclusion of them may provide unreliable estimates. The solution is 

to get better instruments or to discard the weak instruments (Baum et al., 2003). 

 

For illustration, the relevance assumption can be expressed as the following:  

 

𝑐𝑜𝑟𝑟(𝑍, 𝑋) ≠ 0 

 

The exogeneity assumption requires the regressors to be exogenous (Stock et al., 2002). This 

can be expressed as such: 

 

𝑐𝑜𝑟𝑟(𝑍, 𝑢) = 0 

 

This means that the instrument, Z, affects the dependent variable, y, through its influence on 

the endogenous variable, X, (Roberts & Whited, 2013). Because the error term, u, is 

unobservable, this assumption cannot be tested. Nevertheless, this assumption does not have 

to be tested directly. This is because it is possible to test whether the model is correctly 

specified or not, and if the instruments are valid through the Hansen test.  
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4.3.2 Hansen test 

A general guideline when using GMM is that the number of instruments should not exceed 

the number of groups in the panel (Roodman, 2009). In our case, the number of groups equals 

the number of companies. When the number of instruments surpasses the number of groups, 

the model may encounter overidentification issues, which would require a reduction in the 

number of instruments. This condition arises when the moment conditions provide more 

information than is necessary for the estimation. 

 

Both the Hansen and Sargan tests indicate if a given model is correctly specified and if the 

instruments are valid (Ullah et al., 2018). However, when running two-step system GMM, 

relying on a Hansen test is sufficient, because it uses an optimal weighting matrix. This 

matrix accounts for autocorrelation and heteroscedasticity of the error terms, but the Sargan 

test is not based on this in a system GMM model (Roodman, 2009). For the Hansen test, 

rejecting the null hypothesis means that the model is not correctly specified and that the 

instruments are invalid. If it is not rejected the instruments are valid and exogenous. 

 

Consider the following hypotheses:  

 

𝐻0: 𝑂𝑣𝑒𝑟𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑎𝑟𝑒 𝑣𝑎𝑙𝑖𝑑. 

 

𝐻1: 𝑂𝑣𝑒𝑟𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑣𝑎𝑙𝑖𝑑. 

 

Roodman (2009) suggests that adhering strictly to a significance level of 0.05 may not be 

sufficient, and that significance levels up to 0.1 should also be considered with concern. It is 

important to note that these significance thresholds are indicative and not absolute, meaning 

that the context and purpose of a study should be carefully considered before determining the 

appropriate significance levels. 
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4.3.3 Arellano-Bond tests for autocorrelation 

The Arellano-Bond tests are used to reveal first-order and second-order autocorrelation in 

panel data models (Arellano & Bond, 1991). To detect first-order autocorrelation, AR(1), the 

test is run on the first-differences of the errors. The second-order autocorrelation, AR(2), 

provides information about autocorrelation in levels, and the AR(2) test is therefore 

considered more important than AR(1) (Mileva, 2007). 

 

For the AR(1) test, the null hypothesis should be rejected at the 0.05 significance level, 

uncovering first-order autocorrelation. The reason for this is the lagged variables. For the 

AR(2) test, the null hypothesis should be accepted at the 0.05 significance level, indicating no 

second-order autocorrelation. This is because the instruments become invalid with higher 

order autocorrelation (Arellano & Bond, 1991).  

 

4.4 Presentation of models 

Consider the following equation of a general dynamic econometric model, with two lags of 

the dependent variable: 

 

𝑦𝑖𝑡 =  𝛼 + 𝑦𝑖𝑡−1 +  𝑦𝑖𝑡−2 + 𝑥𝑖𝑡 + 𝑑𝑡 + 𝑖𝑖 + 𝑞𝑖 + 𝑢𝑖𝑡 (3) 

 

Where 𝑦𝑖𝑡 is the dependent variable, representing the measurement of financial performance. 

𝛼 is the constant term. 𝑦𝑖𝑡−1 is the one-year lagged version of the dependent variable, while 

𝑦𝑖𝑡−2 is the two-year lagged version. 𝑥𝑖𝑡 is the explanatory variables. 𝑖𝑖 is the industry-

dummies, that capture industry-specific effects. 𝑑𝑡 is the time-dummies, which capture the 

time-specific effects. 𝑞𝑖 controls for unobserved heterogeneity. 𝑢𝑖𝑡 is the error term, 

representing random disturbance. 

 

Inserting our variables into equation (3) gives the following models: 

 

𝑅𝑂𝐴𝑖𝑡 = 𝐿1𝑅𝑂𝐴𝑖𝑡 + 𝐿2𝑅𝑂𝐴𝑖𝑡 + 𝑅&𝐷 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑖𝑡 + 𝐿1𝐼𝑁𝑇𝑖𝑡 + 𝐿2𝐼𝑁𝑇𝑖𝑡 + 𝑆𝑖𝑧𝑒𝑖𝑡 +

𝐷𝑒𝑟𝑎𝑡𝑖𝑜𝑖𝑡 +  𝑌𝑒𝑎𝑟𝑡  + 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝑖  +  𝑞𝑖 +  𝑢𝑖𝑡  
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𝑇𝑜𝑏𝑖𝑛′𝑠 𝑄𝑖𝑡 =  𝐿1𝑇𝑂𝐵𝑄𝑖𝑡 + 𝐿2𝑇𝑂𝐵𝑄𝑖𝑡 + 𝑅&𝐷 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑖𝑡 + 𝐿1𝐼𝑁𝑇𝑖𝑡 + 𝐿2𝐼𝑁𝑇𝑖𝑡 +

𝑆𝑖𝑧𝑒𝑖𝑡 + 𝐷𝑒𝑟𝑎𝑡𝑖𝑜𝑖𝑡 +  𝑌𝑒𝑎𝑟𝑡  + 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝑖  +  𝑞𝑖 +  𝑢𝑖𝑡  

 

where: 

 

ROA = Return on Assets 

L1ROA = Return on Assets with a 1-year lag 

L2ROA = Return on Assets with a 2-year lag 

Tobin’s Q = Tobin’s Q 

L1TOBQ = Tobin’s Q with a 1-year lag 

L2TOBQ = Tobin’s Q with a 2-year lag 

R&D Intensity = Research & Development Intensity 

L1INT = Research & Development Intensity with a 1-year lag 

L2INT = Research & Development Intensity with a 2-year lag 

Size = Natural logarithm of revenue 

Deratio = Debt-to-equity ratio 

Year = Year-dummies for all 17 years 

Industry = Industry-dummies for all industries 

 

The one-year and two-year lagged versions of the dependent variables are placed on the right-

hand side of the models. The lagged versions of R&D Intensity are also included in each 

model. The lagged variables are used to capture the dynamic interrelatedness between the 

variables of the model. 

 

4.5 Stata regression syntax 

To give a better understanding of the technical aspect behind our models and to allow our 

research to be repeatable, we will present how we ran our regression in Stata. We have added 

this section because we want to be transparent.  
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Syntax for the ROA model:  

 

xtabond2 ROA L1ROA L2ROA RDIntensity L1INT L2INT Deratio Size Year* Industry*, 

gmm(ROA RDIntensity Size Deratio, lag (2 4) collapse) iv(Year* Industry*) twostep robust 

small 

 

Syntax for the Tobin’s Q model: 

 

xtabond2 TobinsQ L1TOBQ L2TOBQ RDIntensity L1INT L2INT Deratio Size Year* 

Industry*, gmm(TobinsQ RDIntensity size, lag (2 4) collapse) iv(Year* Industry*) twostep 

robust small 

 

4.5.1 The technical process: 

After the processing stage described in the data chapter, we generated unique identifiers for 

each company. This allowed us to use the “xtset id Year”-command to structure the dataset as 

a panel. To mitigate the risk of cross-group correlation, we also generated year-dummies from 

Year (Roodman, 2009). 

 

After structuring the dataset and ensuring that all necessary variables were included, we 

executed the “xtabond2” command using the variables and specifications detailed above. This 

informs Stata that we are running a GMM regression. The system GMM approach is the 

default with this command. 

 

The first variable in the syntax is the dependent variable of each model, while the others are 

the independent variables. Year* is a “short-cut” that relieves us of having to write every 

year-dummy into the syntax. The same applies for Industry*. 

 

The variables inside the gmm-bracket are the variables we expect to be endogenous. lag (2 4) 

is a specification of how recent and distant the lags that are generated of the variables inside 

the gmm-bracket can be. Because we expect these variables to be endogenous, Wintoki et al. 
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(2012) suggest that the most recent lag should be at least two years. Because the number of 

instruments should not exceed the number of groups, we limited the most distant lags to four 

years. This limitation was discovered by testing different “lag-intervals”. collapse is an option 

that further limits the number of instruments generated (Roodman, 2009). The iv-bracket 

contains variables expected to be exogenous, which in our case are Year* and Industry*, 

because these are completely independent of the model. 

 

At the end of the syntax, we have added three options. twostep specifies the use of FEGMM 

(Fixed Effects General Method of Moments).  robust triggers the Windmeijer correction. 

small gives t-test and F-test statistics instead of z-test and Wald χ2 test (Roodman, 2009). 

 

Note that the Deratio variable was included in the gmm-bracket for the ROA model, but not 

for the Tobin’s Q model. This is because the Tobin’s Q model produced poor test-statistics, 

indicating that our model was not correctly specified, until Deratio was removed from the 

bracket. Because the models use two different measures of financial performance, the basis 

for the assumption of Deratio being endogenous is different. 
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5.0 Empirical Results 

In this chapter the regression results from the two models are presented. The first model has 

ROA as the dependent variable, while the second model has Tobin’s Q. At first, the relevant 

test results are analyzed, before the coefficient estimates are interpreted. The OLS and Fixed 

Effects regressions are also presented, but these will not be further interpreted in accordance 

with the reasoning from the methodology chapter (section 4.2 OLS & Fixed Effects). The 

interpretations of the coefficients are under the assumption that all else is held equal. 

 

5.1 The ROA model 

Table 5.1: The ROA model. 

 

This table shows the coefficients and their corresponding p-values (in brackets) of the OLS, Fixed 

Effects and the System GMM regression with ROA as the dependent variable. 

 

The AR(1) test reveals a significant p-value of 0.038, confirming the anticipated presence of 

first-order autocorrelation. The AR(2) test yields a p-value of 0.694, indicating that the null 
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hypothesis is not rejected, thereby establishing that there is no second-order autocorrelation in 

the model. In terms of instrument validity, the Hansen test produces a p-value of 0.943, 

signifying that the instruments are valid and that the model is robust, albeit weakened by 

many instruments. The number of instruments is however smaller than the number of groups, 

indicating that there is not an overidentification problem. 

 

According to the estimation results, an increase of one unit in the lagged one-year return on 

assets (L1ROA) is associated with a corresponding increase of 0.2954 units in the current 

ROA, at a 5% significance level. R&D Intensity demonstrates a negative effect on ROA, being 

significant at a 1% level. An increase of one unit in R&D Intensity is estimated to decrease 

ROA by 0.0753 units. On the other hand, the lagged one-year R&D intensity (L1INT) shows a 

significant positive effect on ROA. It is however only significant at a 10% level. An increase 

of one unit in L1INT is estimated to increase ROA by 0.0391 units. Contrary to the positive 

one-year lag, the two-year lagged R&D intensity (L2INT) has a significant negative impact on 

ROA at a 1% level. When L2INT is increased by one unit, L2INT is estimated to decrease 

ROA by 0.0184 units. 
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5.2 The Tobin’s Q model 

Table 5.2: The Tobin’s Q model. 

 

This table shows the coefficients and their corresponding p-values (in brackets) of the OLS, Fixed 

Effects and the System GMM regression with Tobin’s Q as the dependent variable. 

 

The AR(1) test yields a p-value of 0.038, providing evidence for the presence of first-order 

autocorrelation. The AR(2) test gives a p-value of 0.874, entailing that the null hypothesis of 

second-order autocorrelation is not rejected. Moving on to the Hansen test, its p-value of 

0.997 supports the validity of the instruments used in the model, ensuring its robustness. 

Although the model is weakened by many instruments, the number of groups are still higher, 

indicating the absence of an overidentification problem. 

 

Regarding the regression results, the one-year lagged Tobin’s Q (L1TOBQ) is significant at 

the 1% level, with a coefficient of 1.3382. An increase of one unit in L1TOBQ results in an 
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estimated increase of 1.3382 units in Tobin’s Q. The current year’s R&D Intensity has a 

positive effect on Tobin’s Q at the 5% level, with an estimated coefficient of 1.0857. The one-

year lagged R&D intensity (L1INT) is also positive and significant, albeit at the 10% level, 

with a coefficient of 0.3121. However, the coefficient of R&D Intensity lagged two years 

(L2INT) is negative and significant at the 1% level, with an estimated decrease of 0.3732 units 

in Tobin’s Q following a one unit increase of L2INT. Lastly, Size is significant at the 1% 

level, with an estimated increase of 2.2123 units in Tobin’s Q following a one unit increase in 

Size.  
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6.0 Discussion 

We begin this chapter by discussing our hypothesis on the short-term financial performance in 

relation to our results and prior literature. Thereafter, we continue the discussion in the same 

way regarding our hypothesis on the long-term financial performance. 

 

6.1 Short-term financial performance 

The first research hypothesis (H1) of this study suggested that R&D investments have a 

negative short-term effect on financial performance. Our results affirm this hypothesis by 

showing a negative relation between the current year R&D Intensity and ROA. Similar to 

other types of investment, R&D is expected to have a delayed positive impact on operational 

performance. While an investment may have an overall positive net present value, it typically 

has a negative impact on operating performance during the initial stages of its lifetime. The 

negative relationship observed is consistent with the findings of Vithessonthi & Racela 

(2016), Alam et al. (2020) and Chen et al. (2019), who also highlight the same impact on 

operational performance. 

 

The results also indicate that the negative effect from the year of investment is prolonged. We 

argue that the negative two-year lagged R&D Intensity can be a result of two things: failed 

investments and a spillover effect. Firstly, failed R&D investments cannot directly contribute 

positively to a company’s operations. Furthermore, as these investments typically are 

immaterial and have limited alternative use, the resale value is likely to be non-existent, or at 

least very low. As a consequence, the risk associated with R&D is higher compared to 

material investments. Secondly, companies that invest in R&D are vulnerable to a spillover 

effect, whereby non-investing companies harvest benefits without incurring the associated 

costs. This cynicism may create an illusion of a negative effect between R&D expenditure 

and operating performance for the investing companies. It is a possibility that this is the cause 

of the negative relationship we found.  

 

Effective resource allocation is a crucial contributor to a company’s success. According to Lin 

et al. (2006), commercial orientation is essential to achieving success from R&D investments. 

Therefore, to maximize the value generated from R&D investments, it is imperative for a 
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company to adopt a solid strategic approach to allocate its resources. This approach should 

ensure that R&D investments are commercially oriented, which can help to generate value 

and enhance its competitive advantage in the market. However, extensive grants and financial 

schemes provided by the government could lead to principal-agent problems where the 

interests of managers and owners may not be aligned. This could potentially hinder the 

strategic approach of an investment, reducing the probability of success. While a government-

supported R&D investment could provide major benefits for a company and its managers, a 

failed R&D investment could result in financial losses that are shared with the government. 

Therefore, it is important for companies to balance their R&D investment decisions with 

careful consideration of the potential risks and rewards involved. 

 

Our findings indicate that there is a positive dynamic relationship between the one-year 

lagged ROA and the current year ROA. This suggests that a company’s financial performance 

has a degree of persistence. If previous financial performance affects the level of R&D 

Intensity, it is plausible that L1ROA indirectly affect ROA through R&D Intensity. In this case, 

the past realizations of ROA may therefore influence current year R&D Intensity. 

 

While R&D investments may lead to negative short-term financial performance, we do not 

suggest that companies should avoid such investments solely because of this aspect. The 

output of R&D can be an important contributor to a company’s competitiveness and survival, 

regardless of whether the short-term returns are positive or negative. Therefore, it is essential 

to discuss the long-term effects of such investments. 

 

6.2 Long-term financial performance 

The second research hypothesis (H2) of this study stated that R&D investments have a 

positive long-term effect on financial performance. Our findings from the Tobin’s Q model 

provide empirical support for this hypothesis, demonstrating a positive relation between 

Tobin’s Q and R&D Intensity in the current year. This immediate effect aligns with the 

findings of Connolly & Hirschey (2005), indicating that the market recognizes and 

acknowledges an R&D investment. An immediate increase in Tobin’s Q demonstrate that 

there has been an increase in the equity’s market value, reflecting heightened expectations for 
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future earnings and profitability following the investment. This is similar to the explanation 

provided by Szewczyk et al. (1996) and Donelson & Resutek (2012). 

 

The one-year lagged R&D Intensity also has a positive, but weak effect on Tobin’s Q. This 

conveys that the positive effect on market performance is reduced one year after the 

investment, but is also evidence of the time it takes for the investment to materialize. 

However, our findings show a negative impact of the two-year lagged R&D Intensity on 

Tobin’s Q. This may be attributed to the company’s strategic approach and the failure of past 

R&D investments. Hence, it appears that the market no longer recognizes any value from 

these investments. While the impact of R&D Intensity on Tobin’s Q eventually becomes 

negative after two years, the accumulated effect remains positive. Moreover, this effect would 

be enhanced with consecutive years of investments. 

 

From the descriptive statistics presented in Table 3.3, we observe that the R&D Intensity of 

our sample exceeds a lower threshold presented by Morbey (1988) and Wang (2011). These 

studies contend that companies which consistently surpass the threshold in R&D investment 

attain sustained long-term financial growth. The stability of the R&D Intensity for the 

companies in our sample supports their capability to generate long-term growth in market 

performance. On the other hand, the non-linear relationship between R&D expenditure and 

market performance highlighted by Jaisinghani (2016) and Pantagakis et al. (2012) implies an 

upper threshold as well. Given that some of the companies in our sample have a high R&D 

Intensity, there is a risk of exceeding the upper threshold, which could have adverse 

implications for the relationships we have identified. 

 

While our results suggest that investors may be overvaluing R&D investments, it should be 

noted that prior literature has consistently demonstrated a positive and lasting effect of R&D 

expenditure on Tobin’s Q, in addition to market value and stock returns, which are highly 

related to Tobin’s Q. Nevertheless, it is possible that investors are not fully accounting for the 

risk associated with such investments, which could lead to overvaluation. 
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Our regression results prove that company size has a positive connection with Tobin’s Q. This 

supports the conclusion of Ibhagui (2019), where larger companies benefit more from R&D 

Intensity than smaller companies, when the relation with financial performance is positive. 

Connolly & Hirschey (2005) argue that larger companies are more effective with R&D 

expenditure, supplementing the conclusion of Ibhagui (2019). We argue that larger companies 

have three competitive advantages. Firstly, economies of scale allows for more efficient 

production and distribution. Secondly, a greater market share facilitates effective marketing of 

their products and services. Thirdly, access to resources in terms of financing and human 

capital allows a larger company to capitalize on investment opportunities, while also being 

more resilient to failed investments. 
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7.0 Conclusion 

The problem statement of this thesis is “What is the effect of R&D investments on the 

financial performance of companies listed on the Oslo Stock Exchange?”. In order to address 

this problem, we formulated and answered two research hypotheses concerning both short-

term and long-term financial performance. We found that R&D investments have a negative 

short-term effect which turns positive in the long-term. We contend that the negative short-

term effect stems from the absence of immediate returns that can offset the rising operating 

costs. However, we argue that the market expects these investments to benefit the company 

over time, which explains the positive long-term effect. 

 

The objective of this thesis is to provide a better understanding of the importance regarding 

R&D investments on financial performance for companies listed on the Oslo Stock Exchange. 

Our broad approach, encompassing diverse industries and company types, contributes to 

make our study more generalizable compared to previous research that focused solely on 

specific company types within particular industries. Our findings demonstrate the existence of 

a dynamic relationship between the variables, which gives rise to endogeneity issues. To 

ensure the validity and reliability of our results, we employ a System GMM approach to 

address the dynamic relations and the problems of endogeneity. 

 

Our findings carry significant implications for investors, companies, policymakers, and 

academia alike. For investors, our study underscores the importance of adopting a long-term 

perspective when making investment decisions, considering the demonstrated impact of R&D 

investments on financial performance. For companies, we have emphasized the importance of 

investing sufficiently into R&D while also being commercially oriented and strategically 

allocating resources. The observed negative short-term effects followed by positive long-term 

effects further highlight the role of policymakers in designing and implementing grants and 

financial schemes that encourage R&D investments. For academia, our thesis contributes to 

the existing literature by examining an exchange that has not been researched 

comprehensively regarding R&D and financial performance, laying the foundation for further 

research. 
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8.0 Further research 

This thesis does not directly evaluate the success of innovative projects; therefore, it would be 

interesting to research a possible connection between our findings and data that incorporates 

the specific input/output relationship between R&D and financial performance. This could be 

done by gathering data on patents, thereby matching the R&D input with output. 

 

To enhance the comprehensiveness of our results, it would be beneficial to incorporate 

additional time lags, capturing the prolonged effects further into the future. This analysis has 

primarily focused on proxies for future outcomes rather than the actual future data. 

 

It is important to note that our analysis has excluded companies that do not allocate resources 

to R&D expenditure. To gain a more nuanced perspective, future research could consider 

including non-investing companies, and partitioning the sample into portfolios based on 

factors such as R&D Intensity or size. Additionally, utilizing other metrics for financial 

performance and relevant control variables could further enrich our findings. 

 

Lastly, gaining an increased understanding of the causal relationship on R&D and financial 

performance would be very valuable for company stakeholders. It could discern the 

underlying factors that drive the relationship between R&D investments and financial 

performance, filling a large gap in the literature. 
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