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Abstract

We prove Lurie’s∞-categorical version of Verdier duality. To this end, we introduce∞-categories and
some important results and constructions. Specifically, we introduce limits and colimits and state some
results that greatly aid our calculations. Before introducing∞-categorical versions of Kan extensions,
we briefly recollect the definitions and main results of Kan extensions in 1-categories. We give a short
account of the history behind sheaf theory before showing an equivalence between sheaves and K-
sheaves of locally compact Hausdorff spaces valued in ∞-categories. Finally, we recall briefly the
classical notion of Verdier duality before using all the above theory to prove the∞-categorical version.

Sammendrag

Vi beviser Luries ∞-kategoriske versjon av Verdier-dualitet. For å oppnå dette introduserer vi ∞-
kategorier og noen viktige resultat og konstruksjoner. Mer spesifikt, så introduserer vi grenser og ko-
grenser og presenterer noen resultater som er svært nyttige for å gjøre utregninger. Før vi introduserer
∞-kategoriske versjoner av kanutvidelser, gjentar vi kort definisjonene og de viktigste resultatene for
kanutvidelser i 1-kategorier. Vi gir en kort gjennomgang av historien bak knippeteori før vi viser en
ekvivalens mellom knipper og K-knipper på lokalt kompakte Hausdorff topologiske rom med verdier
i∞-kategorier. Til slutt presenterer vi klassisk Verdier-dualitet før vi bruker all teorien nevnt over til
å bevise den∞-kategoriske varianten.
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Introduction

In 1965, Jean-Louis Verdier introduced Verdier duality for locally compact topological spaces [Ver95],
thus generalizing the classical theory of Poincaré duality for manifolds. A few years earlier, Grothen-
dieck had introduced a version in algebraic geometry by proving a duality in étale cohomology for
schemes. Classical Verdier duality was introduced as a topological analog of this duality. It is a co-
homological duality that allows exchanging cohomology for cohomology with compact support. More
precisely, it states that the derived functor of the compactly supported direct image functor has a right
adjoint in the derived category of sheaves. By using sheaf cohomology, one can derive the classical
Poincaré duality as a special case. In his book “Higher Algebra” [Lur17], Jacob Lurie extends the the-
ory to the∞-categorical setting by showing there is an equivalence between sheaves and cosheaves
valued in stable∞-categories. The main goal of the thesis is therefore to prove the following theorem:

Theorem (5.2.1). Let X be a locally compact Hausdorff space and C be a stable∞-category with small
limits and colimits. Then we have an equivalence of∞-categories

D : Shv(X;C) ' CoShv(X;C).

Instead of introducing a separate theory of cosheaves, we will simply make use of the idenfication
CoShv(X;C) ' Shv(X;Cop)op andmore or less take that as our definition of the category of cosheaves.
As is the case for classical Verdier duality, Lurie’s theorem has multiple interesting consequences. Lurie
himself uses it to prove a non-abelian version of Poincaré duality in [Lur17]. Additionally, Volpe shows
in [Vol23] that Verdier duality can be used to construct a six functor formalism for sheaves with values
in symmetric monoidal∞-categories which are stable and bicomplete.

Following Lurie, we prove the equivalence on the level of K-sheaves. Lurie introduced K-sheaves in
his book “Higher Topos Theory” [Lur09] and used it to show the second big theorem in this thesis:

Theorem (4.3.8). There is an equivalence of∞-categories

Shv(X;C) ' ShvK(X;C).

We will follow Lurie’s proof of these two theorems closely, filling in details and calculations where we
deem necessary. To introduce the relevant background on sheaves and K-sheaves valued in stable∞-
categories we introduce and utilize Kan extensions, a ubiquitous concept in category theory, as well as
giving an expository account of the basic theory of∞-categories. This expository account can safely
be skipped for the reader to whom∞-categories are well-known.
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Outline

The main goal of this thesis is to understand and reproduce Jacob Lurie’s version of Verdier duality for
sheaves valued in stable∞-categories. The first four chapters in this thesis are dedicated to building
the framework and gathering the tools we need to prove the theorem.

In chapter 1, we introduce simplicial sets and∞-categories. There are many excellent introductions to
the world of∞-categories and beyond. We mostly follow [Lur22] and [Rez22].

In chapter 2, we continue our introduction to∞-categories and introduce the machinery required to
define∞-categorical versions of limits and colimits. We also introduce the notion of a cofinal functor
and present a result that greatly simplifies the calculation of limits and colimits of certain functors.
Finally, we define stable∞-categories and introduce some examples and valuable results.

In chapter 3, we first recall the definitions of Kan extensions in ordinary category theory and present
some selected results and examples. Kan extensions are a ubiquitous concept in category theory, and
their properties will be central in proving Verdier duality.

In chapter 4, we introduce sheaves on locally compact Hausdorff spaces and their compact counterpart
K-sheaves. The main goal of this chapter is to prove Theorem 4.3.8 which says that for an∞-category
C and a locally compact Hausdorff spaceX there is a categorical equivalence between the∞-category
Shv(X;C) of C-valued sheaves onX and the∞-category ShvK(X;C) of C-valuedK-sheaves. We start
the chapter by recalling the definition of sheaves valued in 1-categories and give a short recollection
of the history of sheaf theory.

In chapter 5, we prove Theorem 5.2.1: Verdier duality. The theorem says that for a stable∞-category
and a locally compact Hausdorff space X there is an equivalence between the∞-category Shv(X;C)
of C-valued sheaves on X and the ∞-category Shv(X;Cop)op of C-valued cosheaves on X . Using
Theorem 4.3.8, we restate the theorem as an equivalence between∞-categories of K-sheaves instead,
andwhile this is a crucial part of the proof, it also clarifies the connection to the classical Verdier duality.
We start the chapter by recalling classical Verdier duality and its relation to Poincaré duality.
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Chapter 1

∞-categories

What Lurie [Lur09] calls∞-categories were originally called restricted Kan complexes by Boardman
and Vogt [BV73], but without the intent of using them for∞-categories. The first development of such
a theory was done by Joyal in [Joy02], who called them quasicategories. As most of this thesis follows
Lurie’s works very closely, we will follow his convention and use the name ∞-categories.1 While
[Lur09] gives a good introduction to ∞-categories extending on the work of Joyal, his web-project
[Lur22] reworks a lot of the foundations, and we take a lot of inspiration from this presentation. We
have also used Charles Rezk’s great notes [Rez22] on∞-categories.

1.1 Simplicial sets

Originally, simplicial sets were used to rephrase the homotopy theory of spaces in combinatorial terms.
There are many good introductions to simplicial sets, depending on what you want to use them for, but
Friedman’s [Fri21] was enlightening for the author of this thesis. For algebraic topologists, Peter May’s
[May92] is a good introduction to semi-simplicial topology.

Definition 1.1.1. Usually denoted by∆, the simplex category or the simplicial category is the category
with linearly ordered sets [n] = {0, 1, 2, · · · , n} as its objects and order-preserving maps between
them as its morphisms. That is, for a map ϕ : [m] → [n] we have that 0 ≤ ϕ(i) ≤ ϕ(j) ≤ n for each
0 ≤ i ≤ j ≤ m.

We denote by δi the elementary face operator [n − 1] → [n] and by σi the elementary degeneracy
operator [n+ 1]→ [n] given by

δi(j) =

{
j if j < i

j + 1 if j ≥ i
, σi(j) =

{
j if j ≤ i
j − 1 if j > i

1It should be noted that in other sources “∞-categories” might refer to other models than the one we use.

1



2 Preben Hast Sørli: Verdier Duality for stable∞-categories

Remark 1.1.2. All morphisms in ∆ are finite compositions of such morphisms.

Definition 1.1.3. We define the category sSet := Fun(∆op, Set) (also denoted Set∆ by Lurie) of sim-
plicial sets as Set-valued presheaves on ∆, i.e. functors ∆op → Set.

LetX ∈ sSet. We will denote byXn the setX([n]) of n-simplices (also called n-cells) ofX . We define
the standard n-simplex as∆n := y([n])where y is the Yoneda embedding, meaning∆n is the presheaf
Hom∆(−, [n]). By Yoneda’s lemma, HomFun(∆op,Set)(∆

n, X) ' Xn, so we can identify each simplex
x ∈ Xn with a map x : ∆n → X . This application of the Yoneda lemma is a crucial part of the theory
of simplicial sets and we will more often than not consider n-simplices of a simplicial setX as maps of
simplicial sets instead. Observe, moreover, that composition with the elementary face operator gives
us a map ∆n−1 → ∆n.

Definition 1.1.4. For a simplicial set X , we define the face and degeneracy maps

di := X(δi) : Xn → Xn−1, si := X(σi) : Xn → Xn+1

where both maps are given by composition with δi and σi respectively.

Example 1.1.5. The standard 0-simplex∆0 := Hom(−, [0]) is a terminal object in sSet, meaning it maps
any [m] ∈ ∆ to a singleton. This is usually just referred to as the point and denoted ∗.
Example 1.1.6 ([Lur22, Remark 000P]). Let X ∈ sSet and suppose we have subsets Tn ⊆ Xn for every
n ≥ 0 such that di(Tn) ⊆ Tn−1 and si(Tn) ⊆ Tn+1. Then the collection {Tn}n≥0 is a simplicial set
which we call a simplicial subset T ⊆ X .

Definition 1.1.7. We define the boundary ∂∆n of ∆n as the simplicial set

(∂∆n)m = (∂∆n)([m]) := {α ∈ Hom∆([m], [n])| [n] 6⊆ im(α)}.

Observe that ∂∆0 = ∅ because every map [m]→ [0] is surjective.

Definition 1.1.8. For 0 ≤ i ≤ n, we define the horn Λni as the simplicial set

(Λni )m = (Λni )([m]) := {α ∈ Hom∆([m], [n])| δi[n] 6⊆ im(α)}.

Observe that the horn is inside the boundary. We usually refer to Λni as the ith horn in∆n and we will
call the horns such that 0 < i < n the inner horns.

Example 1.1.9. We define the topological n-simplex:

∆n
Top := {(x0, . . . , xn) ∈ Rn+1| 

∑
i

xi = 1, xi ≥ 0},

and for a topological space X we define its singular complex Sing(X) as the simplicial set with cells

[n] 7→ HomTop(∆
n
Top, X).

https://kerodon.net/tag/000P


Chapter 1: ∞-categories 3

Example 1.1.10. We define the nerve N(C) of a 1-category C by

N(C) := HomCat([−],C)

where we view the sets [n] as categories (posets with a map i to j whenever i ≤ j). Observe that for
any order-preserving morphism α : [m]→ [n] we get a map

HomCat([n],C)
−◦α−−→ HomCat([m],C)

and it is clear that the nerve is a simplicial set with N(C)n = HomCat([n],C).
Observe furthermore that for a functor F : C → D we get a simplicial map N(F ) : N(C) → N(D)
by sending n-cells ϕ : [n] → C in N(C)n to n-cells F (ϕ) : [n] → D in N(D)n, so the construction
is functorial. It should also be clear that the set of objects of C is identified with the 0-cells N(C)0
and the morphisms with the 1-cells N(C)1. Additionally, the 2-cells N(C)2 is in bijection with the
set of composable pairs of morphisms in C and likewise the n-cells are the strings of n composable
morphisms. We will talk more about composition of morphisms in the next section.

Definition 1.1.11. We define the connected components π0X of a simplicial set X as the colimit of
X .

Equivalently, this is the quotient of X0 by the equivalence relation on X0 generated by the relation
x ∼ y if and only if there exists an edge f ∈ X1 such that f0 = x and f1 = y.

1.2 ∞-categories

Beforewe give a precise definition, wewill take a closer look at the nerve construction. Clearly, wewant
the nerve of a 1-category to give us an∞-category. This is helpful, as most of this thesis will revolve
around nerves of certain poset-categories of topological spaces. Nerves of categories are not just any
ordinary simplicial sets but simplicial sets with some more structure inherited from the underlying
1-category. For instance, 1-categories have composition of morphisms. Take for example

X Y

Z

f

g

in some ordinary 1-category C. This diagram gives us a morphism Λ2
1 → N(C) of simplicial sets, but

in C the maps f and g can be composed to a morphism h : X → Z which in turn gives a unique way
to extend the simplicial map Λ2

1 → N(C) to a map ∆2 → N(C). If we instead look at the outer horns
Λ2
0 and Λ2

2, we will not necessarily have a way to extend morphisms to∆2 in general. For example the
diagram

X Y

X

gidX
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gives a mapΛ2
2 → N(C), but extending this to a morphism∆2 → N(C)would amount to finding a right

inverse to g, which of course is not something we can always do in general, unless C was a groupoid.
This property of extending a morphism from a horn to the standard n-simplex is sometimes also called
filling the horn, and we will see that it is a defining property for∞-categories. In fact, the existence of
horn fillings completely classifies those simplicial sets which are nerves of categories:

Proposition 1.2.1 ([Lur09, Proposition 1.1.2.2]). Let X ∈ sSet. Then the following conditions are equi-
valent:

1. There exists a small category C with an isomorphism X ' N(C).
2. Every inner horn Λni → X of X can be filled in a unique way. Or, in other words, for any solid

diagram as below, there is a unique dotted arrow making it commute:

Λni X

∆n

∃!

Simplicial sets which admits extensions for all horn inclusions are called Kan complexes:

Definition 1.2.2. A simplicial set X is a Kan complex if it satisfies the following condition: For 0 ≤
i ≤ n, any map σ0 : Λni → X can be extended to a map σ : ∆n → X .

Example 1.2.3. The singular complex Sing(X) of a topological space is a Kan complex.

Proposition 1.2.4. Nerves of groupoids are Kan complexes.

Proof. The idea of the proof is that all morphisms are invertible, so all horns can be filled.

As we saw in the example of a map Λ2
2 → N(C) above, whenever there’s non-invertible morphisms

around some outer horns will be impossible to fill. This motivates the definition of an ∞-category.
The following definition is due to Boardman and Vogt [BV73] who defined weak Kan complexes as
simplicial sets satisfying what they called the restricted Kan condition: 2

Definition 1.2.5 (Boardman and Vogt [BV73]). A simplicial set X is an∞-category if it satisfies the
following condition: For 0 < i < n, any map σ0 : Λni → X can be extended to a map σ : ∆n → X .

This means that any Kan complex is an∞-category, and in particular, so is Sing(X) for a topological
space X . Additionally, observe that the nerve N(C) of an ordinary category C is an∞-category. Be-
cause the nerve functor is fully faithful (see example 3.1.10), many authors choose to omit its notation
altogether. In many ways, ∞-categories behave similarly to ordinary categories, and we will often

2Maybe more commonly known as the weak Kan condition.
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write about them almost as if they were ordinary categories instead. For example, we will use the ter-
minology of ordinary category theory and refer to the vertices and edges of our simplicial sets as objects
and morphisms in our∞-categories. There are however some obvious differences between ordinary
categories and ∞-categories which need adressing before adopting complete 1-categorical language.
For example, and perhaps most crucially, we have higher-level maps given by simplices of dimension
n ≥ 2. While we have seen that nerves of categories admit unique horn extensions, this condition
is dropped for general ∞-categories, and hence composition of morphisms in an ∞-category is not
necessarily unique but rather unique up to homotopy. Before we can make this precise, we must define
what we mean by homotopy.

1.2.1 Homotopy

Definition 1.2.6 ([Lur22, Definition 003V]). Let C be an ∞-category and f, g : X → Y morphisms
in C. We define a homotopy between f and g as a 2-simplex σ ∈ C with boundary specified by
d0(σ) = idY , d1(σ) = g and d2(σ) = f as illustrated in the diagram

X Y

Y

f

g idY

We say f and g are homotopic if such a homotopy σ exists.

Example 1.2.7. For a 1-category C two morphisms f, g : X → Y in C are homotopic in N(C) if and only
if f = g.

Proposition 1.2.8 ([Lur22, Proposition 003Z]). Let C be an ∞-category and X,Y objects of C. Then
homotopy is an equivalence relation on the collection of morphisms from X to Y in C.

Proof. Let f : X → Y be a map in C.
First observe that reflexivity follows from considering the degenerate 2-simplex s1(f):

Y

X Y

f

f

which is a homotopy from f to f . Let us now consider three maps f, g, h : X → Y and let σ2 be a
homotopy between f and h, σ3 a homotopy between f and g, and let σ0 witness the degenerate 0-
face. Then we can picture the map τ0 : Λ3

1 → C induced by the tuple (σ0,−, σ2, σ3) with the following

https://kerodon.net/tag/003V
https://kerodon.net/tag/003Z


6 Preben Hast Sørli: Verdier Duality for stable∞-categories

diagram:
Y

Y

X Y

g

f

h

where the dashed lines represent the boundary of the “missing” face. Since C is an∞-category we can
fill in this face and extend τ0 to a 3-cell τ : ∆3 → C. Observe now that the face d1(τ) gives a homotopy
between g and h, so we have shown transitivity.
Finally setting f = h in the above diagram shows homotopy is symmetric since f is always homotopic
to itself.

Proposition 1.2.9 ([Lur22, Proposition 0040]). Two maps f, g : X → Y in an∞-category C are homo-
topic if and only if they are homotopic as morphisms in Cop.

Proof. One must show that demanding the existence of a 2-cell σ ∈ C2 such that d0(σ) = idY , d1(σ) =
g and d2(f) is equivalent to demanding the existence of a 2-cell τ ∈ C2 such that d0(τ) = f, d1(τ) = g
and d2(τ) = idX .
Let f be homotopic to g. By the symmetry of the homotopy relation there exists a homotopy σ from g
to f . Then the tuple (σ, s1(g),−, s0(g)) yields a map ρ0 : Λ3

2 → C as follows:

X

Y

X Y

g

idX

f

idY

f

g

where once again the dashed lines represent the boundary of the “missing” face from Λ3
2. We fill in to

get a 3-cell ρ : ∆3 → C with d2(ρ) = τ as “demanded” above. The other direction is very similar and
like most of these proofs it comes down to drawing the correct horn.

Now that we know what it means for morphisms of ∞-categories to be homotopic, we can define a
composition of morphisms.

Definition 1.2.10 ([Lur22, Definition 0042]). Let C be an∞-category with morphisms

X Y

Z

f

gh

https://kerodon.net/tag/0040
https://kerodon.net/tag/0042
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We define h to be a composition of f and g if there exists some 2-simplex σ ∈ C such that d0(σ) =
g, d1(σ) = h and d2(σ) = f . We say σ witnesses h as a composition of f and g and we will use the
usual notation h = g ◦ f .

Observe that we have only defined composition up to homotopy. We make this precise in the following
proposition:

Proposition 1.2.11 ([Lur22, Proposition 0043]). Let C be an ∞-category with morphisms f and g as
follows:

X Y

Z

f

gh

Then there exists a composition h of f and g and any other morphism X → Z is a composition of f and
g if and only if it is homotopic to h.

Furthermore, compositions respect homotopy in the following sense:

Proposition 1.2.12 ([Lur22, Proposition 0048]). Let C be an ∞-category with homotopic morphisms
f ∼ f ′ : X → Y and g ∼ g′ : Y → Z . Let h = g ◦ f and h′ = g′ ◦ f ′. Then h is homotopic to h′.

Remark 1.2.13. The nerve construction preserves compositions in the sense that for a 1-category Cwith
morphisms f, g as above, there is a unique morphism h : X → Z in N(C) which is given by f ◦ g in C.

One can show that the nerve construction Cat N−→ sSet admits a left adjoint h and moreover that the
counit of this adjunction is an isomorphismwhich in turnmeans that the nerve is fully faithful. This can
be shown directly and the interested reader can see for example [Rez22, Proposition 4.10.] or [Lur22,
Subsection 002Y] for proofs. We now construct h directly, but only on∞-categories, but we will delay
the proof of the adjunction to chapter 3 to illustrate the usefulness of Kan extensions. Analogously to
the construction of the fundamental groupoid π≤1(X) of a topological space X , we can construct the
homotopy category hC of an∞-category C.

Definition 1.2.14. Let C be an∞-category. We denote by HomhC(X,Y ) homotopy classes of morph-
isms X → Y ∈ C and for a morphism f : X → Y in C, we denote by [f ] its equivalence class in
HomhC(X,Y ).

Proposition 1.2.15 ([Lur22, Proposition 004B]). We have a unique composition of morphisms

◦ : HomhC(Y, Z)× HomhC(X,Y )→ HomhC(X,Z)

such that [h] = [f ] ◦ [g] for any h = f ◦ g ∈ C. This composition law is both

1. associative in the sense that any tripleW
f−→ X

g−→ Y
h−→ Z in C yields an equivalence

([h] ◦ [g]) ◦ [f ] = [h] ◦ ([g] ◦ [f ]) ∈ HomhC(W,Z).

https://kerodon.net/tag/0043
https://kerodon.net/tag/0048
https://kerodon.net/tag/002Y
https://kerodon.net/tag/004B
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2. unital in the sense that for any X ∈ C the homotopy class [idX ] of the identity on X is a two-sided

identity with respect to the composition law. In other words, for everyW
f−→ X and every X

g−→ Y
in C, we have [idX ] ◦ [f ] = [f ] and [g] ◦ [idX ] = [g].

Proof. The existence of the composition law follows directly from the previous two propositions. To
prove 1.we pick compositions u = g◦f , v = h◦g andw = v◦f . This means that ([h]◦ [g])◦  [f ] = [w]
and [h]◦([g]◦[f ]) = [h]◦[u], so it remains to show thatw = h◦u. Choosing 2-cells σ0, σ2, σ3 witnessing
the compositions v = g ◦ h, u = g ◦ f and w = v ◦ f , respectively, yields a map Λ3

1 → C as depicted
in the following diagram:

X

Z

W Y

w

f

v

h

g

u

where the dashed lines represent the “missing” 2-cell. Since C is an ∞-category we can extend this
map to a 3-cell ∆3 → C essentially “filling” in the missing 2-cell witnessing the desired composition
w = h ◦ u.
To prove 2. pick X ∈ C and maps g ∈ HomC(X,Y ) and f ∈ HomC(W,X) and observe that the
degenerate 2-cells with boundaries as in the following diagrams:

X X

X Y W Xg

gidX f

f

idX

witness the compositions g ◦ idX = g and idX ◦f = f .

We can now define the homotopy category hC of an∞-category C.

Definition 1.2.16. Let C be an∞-category. Then we define hC to be the 1-category with objects of C
as its objects and homotopy classes of morphisms as defined in 1.2.14 as its morphisms. The previous
proposition provides identity morphisms [idX ] for any objectX ∈ C and a composition law satisfying
the axioms for being a 1-category.

Example 1.2.17.

1. h∆n = [n] ' {0 < 1 < · · · < n} and in general hN(C) ∼= C.
2. For a topological space X one can identify hSing(X) with π≤1(X).
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1.2.2 Isomorphims

Definition 1.2.18. Let C be an∞-category and letX f−→ Y in C. We say f is an isomorphism if [f ] is
an isomorphism in hC. Isomorphims are also often called equivalences.

Example 1.2.19. Let C be a 1-category. A morphism in C is an isomorphism if and only if it is an
isomorphism in N(C).

Definition 1.2.20. An∞-groupoid is an∞-category such that hC is a groupoid, or in other words an
∞-category where every morphism is an isomorphism.

Example 1.2.21. Every Kan complex K is an∞-groupoid because every horn can be filled and filling
the horns Λ2

0 → K and Λ2
1 → K yields inverses for any morphisms inK .

As one shouldmaybe expect, this works the other way around aswell:∞-groupoids are Kan complexes.
Thankfully, this is true, but it is a non-trivial and technical theorem which is the main focus of [Joy02].
For a proof, see [Joy02, Corollary 1.4] or [Rez22, Section 34]. Inspired by [Gro20, Corollary 14.2.18.] we
can write the following commutative diagram of fully faithful functors:

Grpd Cat

Kan = Grpd∞ Cat∞ sSet

N N
N

Definition 1.2.22. Let C be an ∞-category and let D be a subcategory of hC, then we define the
subcategory of C determined by D as the pullback

D C

N(D) hC

y

Definition 1.2.23. We will say that D is a full subcategory of C whenever D is a full subcategory of
hC.

Proposition 1.2.24. The subcategoryD of an∞-category C determined by a subcategoryD of hC is an
∞-category.

Definition 1.2.25. The core of a 1-category is the subcategory consisting of only the isomorphisms.

Definition 1.2.26. The core of an ∞-category C is the ∞-groupoid C' (also written Ccore by some
authors) obtained as the subcategory of C corresponding to the core of hC.

We will say two objects in an ∞-category are isomorphic whenever there exists an isomorphism
between them. Furthermore being isomorphic is an equivalence relation on the objects of an ∞-
category which means we can sensibly speak of isomorphism classes.
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In addition to having a notion of isomorphism or equivalence of objects in an∞-category we would
like a notion of natural isomorphism or equivalence of∞-categories, but first we define the∞-category
Fun(C,D) of functors between∞-categories.

1.2.3 Mapping spaces

For ordinary 1-categories C and D we can create the category Fun(C,D) with functors as its objects
and natural transformations as its morphisms. We want to create an∞-categorical analogue:

Definition 1.2.27. Let X,Y ∈ sSet. We define Fun(X,Y ) by Fun(X,Y )n := HomsSet(∆
n ×X,Y ).

If σ is some map [m]→ [n] in ∆, the induced map

σ∗ : Fun(X,Y )n → Fun(X,Y )m

is defined by
(X ×∆n f−→ Y ) 7→ (X ×∆m idX ×σ−−−−→ X ×∆n f−→ Y ).

In particular, this means that Fun(X,Y )0 is precisely the set of maps between the simplicial sets X
and Y . Observe that Fun defines a functor sSetop × sSet → sSet and for each n it is clear that we
have a bijection between Hom(∆n × X,Y ) and Hom(∆n, Fun(X,Y )). Furthermore, we can extend
the bijection to any simplicial set:

Proposition 1.2.28 ([Rez22, Proposition 15.3.]). Let X,Y, Z ∈ sSet, then there is a bijeciton

Hom(X × Y, Z) ∼−→ Hom(X, Fun(Y, Z)).

This proposition yields a natural isomorphism of simplicial sets Fun(X × Y, Z) ∼= Fun(X, Fun(Y, Z)).

It can be shown that applying the same construction to∞-categories C andD yields a new∞-category
Fun(C,D)with maps of simplicial sets as objects (0-cells) and natural transformations (maps C×∆1 →
D) as morphisms (1-cells). Proving this is indeed an ∞-category uses machinery due to Joyal that I
will not introduce in this text. See for example [Rez22, Theorem 22.4.] or the proof of [Lur09, p. 1.2.7.3]
on p.94. This allows us to define an equivalence between∞-categories:

Definition 1.2.29. Let C andD be∞-categories and f, g ∈ Fun(C,D) functors between them. Wewill
say that a natural transformation ϕ between f and g is a natural isomorphism or a natural equivalence
if it is an equivalence in Fun(C,D).

Definition 1.2.30. Let f ∈ Fun(C,D) be a functor of∞-categories. Then f is a categorical equivalence
if there exists a functor g ∈ Fun(D,C) and natural equivalences between gf and idC and between idD
and fg.

Proposition 1.2.31 ([Rez22, Exercise 15.8.]). Let C and D be ordinary 1-categories. Then

N(Fun(C,D)) ' Fun(N(C),N(D)).
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Proof. We will show they are the same on the level of n-cells for all n. First use ∆n = N([n]) and that
the nerve preserves finite products to observe the following:

Fun(N(C),N(D))n :=HomsSet(∆
n × N(C),N(D)) (1.1)

=HomsSet(N([n])× N(C),N(D)) (1.2)
=HomsSet(N([n]× C),N(D)) (1.3)

Finally, we use fully-faithfulness of the nerve to get

HomsSet(N([n]× C),N(D)) ∼= HomCat([n]× C,D) (1.4)
∼= HomCat([n], Fun(C,D)) (1.5)
= (N(Fun(C,D)))n. (1.6)

To complete the proof, we note that these isomorphisms are all natural in n.

Definition 1.2.32. Let C be an∞-category with objectsX and Y . Then we define the mapping space
MapC(X,Y ) as the pullback

MapC(X,Y ) Fun(∆1,C)

{(X,Y )} C× C

y

which, in fact, is an actual Kan complex3.

For a proof that this is always a Kan complex, see [Rez22, Proposition 45.2]. It is worth mentioning that
we only define the mapping space up to homotopy so there are other useful ways to model it that we
are not mentioning here.

Definition 1.2.33. We say a functor f ∈ Fun(C,D) of ∞-categories is essentially surjective if the
functor hf ∈ Fun(hC, hD) is essentially surjective.

Definition 1.2.34. We say a functor f ∈ Fun(C,D) of ∞-categories is fully faithful if the functor
MapC(X,Y )→ MapD(f(X), f(Y )) is an equivalence for all X,Y ∈ C.

Charles Rezk names the following the “fundamental theorem” of∞-categories (and he names the cor-
responding result for 1-categories the “fundamental theorem of category theory” though he mentions
Yoneda’s lemma might be more deserving of that name).

Theorem 1.2.35 ([Rez22, Theorem 48.2.]). A functor f : C → D of∞-categories is a categorical equi-
valence if and only if it is fully faithful and essentially surjective.

3It is named mapping space because of the convention among many authors to call Kan complexes and ∞-groupoids
spaces.
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We can also define a weaker notion of equivalence between simplicial sets.

Definition 1.2.36. We say a map f : X → Y of simplicial sets is a weak homotopy equivalence if for
any Kan complex Z , the induced functor

Fun(f, Z) : Fun(Y, Z)→ Fun(X,Z)

is a categorical equivalence.

An immmediate observation is that any categorical equivalence between∞-categoriesX and Y is also
a weak homotopy equivalence, but the converse is not necessarily true:
Example 1.2.37. ∆0 ↪→ ∆1 is a weak homotopy equivalence but not a categorical equivalence.

1.2.4 Adjunctions

We give an∞-categorical definition of adjoint functors.

Definition 1.2.38 ([Lur22, Definition 02EK]). Let F : C → D and G : D → C be functors of ∞-
categories. We say that a pair of natural transformations η : idC → G ◦ F and ε : F ◦ G → idD are
compatible up to homotopy if the following conditions are satisfied:

1. The identity isomorphism idF : F → F is a composition of natural transformations:

F = F ◦ idC
idF ◦η−−−→ F ◦G ◦ F ε◦idF−−−→ idD ◦F = F.

2. The identity isomorphism idG : G→ G is a composition of natural transformations:

G = idD ◦G
η◦idG−−−→ G ◦ F ◦G idG ◦ε−−−→ G ◦ idD = G.

Definition 1.2.39. We say that a natural transformation η : idC → G ◦ F is the unit of an adjunction
if there exists a natural transformation ε : F ◦G→ idD which is compatible with η up to homotopy.
We say that a natural transformation ε : F ◦ G → idD is the counit of an adjunction if there exists a
natural transformation η : idC → G ◦ F which is compatible with ε up to homotopy.

Definition 1.2.40. Let F : C→ D andG : D→ C be functors of∞-categories. We say that F is a left
adjoint toG, andG a right adjoint to F , if there exists a natural transformation η : idC → G◦F which
is the unit of an adjunction between F and G.

Example 1.2.41. An equivalence between∞-categories is both a left and a right adjoint.
Example 1.2.42. A composition of two left/right adjoints is again a left/right adjoint.

It can be shown that this notion of adjunctions is compatible with the 1-categorical notion of adjunc-
tions in the sense that a natural transformation η : idC → G◦F is the unit of a 1-categorical adjunction
if and only if its nerve is the unit of an∞-categorical adjunction. For C and D 1-categories one can
equivalently define an adjunction as a pair of functors L : C → D and R : D → C such that there
is a bijection HomD(L(−),−) ' HomC(−, R(−)). Similarly, it can be shown that a pair of functors
between∞-categories is an adjunction if and only if we have a bijection of mapping spaces:

https://kerodon.net/tag/02EK


Chapter 1: ∞-categories 13

Proposition 1.2.43 ([Lur22, Corollary 02FX]). Let F : C → D and G : D → C be functors of ∞-
categories and let η : idC → G ◦ F be a natural transformation. Then η is the unit of an adjunction
between F and G if and only if, for any pair of objects X ∈ C, Y ∈ D, the following composition is an
isomorphism of∞-groupoids:

MapD(F (X), Y )
G−→ MapC((G ◦ F )(X), G(Y ))

◦[ηX ]−−−→ MapC(X,G(Y )).

https://kerodon.net/tag/02FX




Chapter 2

Limits and Colimits

This chapter aims to give ∞-categorical versions of limits and colimits. To accomplish this, some
machinery is required, andwe definemost of the important notions necessary as well as stating without
proofs the central results of the theory.

2.1 Joins and slices

In this section we will introduce the join and slice constructions. We will start with a recollection of
what these constructions are in the case of ordinary 1-categories before defining the appropriate∞-
categorical notions. For most people, at least for me, the slice construction is very familiar while the
join maybe not so much. These two constructions will ultimately give us a way to talk about the right
notions of limits and colimits in the world of∞-categories.

Definition 2.1.1. Let C be a 1-category and C ∈ C. The slice category, or over-category, C/C is the
category with arrows C ′ → C in C as objects and commutative triangles in C as its morphisms. The
coslice category, or under-category, CC/ is the category with arrows C → C ′ in C as objects and
commutative triangles in C as its morphisms.

Remark 2.1.2. We have pullbacks

CC/ Fun([1],C) C/C

{C} C {C}

ev0 ev1

yy

where ev0 : Fun([1],C)→ Fun({0},C) ' C is evaluation at 0 and ev1 : Fun([1],C)→ Fun({1},C) ' C

is evaluation at 1.

15
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The above remark says that we can identify the slice and coslice categories with fibers of the evaluation
functors ev0 and ev1 and we will use this idea to define the notion of slicing over (and under) diagrams.

Definition 2.1.3. Let C andD be 1-categories. For each C ∈ C, we let C : D→ C denote the constant
functor sending each D ∈ D to C and each morphism to idC . For each functor F : D→ C we denote
by C/F the fiber product

C/F Fun(D,C)/F

C Fun(D,C)

y

where the bottomarrow is given byC 7→ C . Dually, we denote byCF/ the fiber productC×Fun(D,C) Fun(D,C)F/.
Here Fun(D,C)/F and Fun(D,C)F/ are simply the slice and coslice categories of definition 2.1.1.

Definition 2.1.4. Let C and D be 1-categories. We define the join C ? D of C and D as the category
with obC

∐
obD as its objects and for objects X,Y morphisms given by:

HomC?D(X,Y ) :=


HomC(X,Y ) if X,Y ∈ C,

HomD(X,Y ) if X,Y ∈ D,

{∗} if X ∈ C, Y ∈ D,

∅ if X ∈ D, Y ∈ C,

with composition defined such that C ↪→ C ?D←↩ D are functors.

Remark 2.1.5. These inclusions are isomorphisms to full subcategories of the join. It is usual to abuse
notation a bit and identify C and D with these subcategories.

Remark 2.1.6. The functor − ?D : Cat → Cat/D is left adjoint to the slice functor that takes a functor
f : D→ C to C/f . Dually, the functor C ?− : Cat→ CatC/ is left adjoint to the slice functor that takes
a functor g : C→ D to Df/.

Example 2.1.7. Maybe the most important examples of joins, at least in this text, are the left and right
cone of a category. Letting [0] denote the category with one object and one morphism, we denote by
C/ := [0] ? C the left cone of a 1-category C and C. := C ? [0] the right cone of C. In practice, the right
cone of C is the category obtained by adjoining an additional object X0 to C and for every C ∈ C. a
unique morphism C → X0 so that X0 becomes terminal in C.. Dually, the left cone is obtained by
adjoining an additional object which becomes initial in C/.

The usefulness of cones materializes when considering limits and colimits. Lurie denotes the cat-
egory of functors extending F to the cones by FunF (C.,D) := {G ∈ Fun(C.,D)| G|C = F} and
FunF (C/,D) := {G ∈ Fun(C/,D)| G|C = F} and colimits and limits of F can be identified with
initial and terminal objects in FunF (C.,D) and FunF (C/,D) respectively.

We now define the join of two simplicial sets.
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Definition 2.1.8. Let X,Y ∈ sSet and let ∆+ be the full subcategory of ordered sets obtained by
adding the empty set [−1] := ∅ to ∆. We define the join X ? Y on n-cells:

(X ? Y )n :=
∐

[n]=[n1]t[n2]

Xn1 × Yn2 ,

where [n1], [n2] ∈ ∆+ and t : ∆+ × ∆+ → ∆+ is the ordered disjoint union. That is, [p] t [q] =
[p+ 1 + q]. We allow [n1] and [n2] to be −1 with [−1] = ∅ and X−1 = ∗ = Y−1.

Remark 2.1.9. This is the left Kan extension of the external product X × Y : ∆op ×∆op → Set along
the ordered disjoint union.1

Example 2.1.10. We denote by X/ the left cone ∆0 ? X and by X. the right cone X ?∆0.

One can show that the nerve of 1-categories commutes with joins in the sense that N(C ?D) = N(C) ?
N(D), which in particular means that the nerve commutes with the cone constructions:

N(C.) ∼= N(C). and N(C/) ∼= N(C)/.

Furthermore, it can be shown that the join of∞-categories is again an∞-category. See for example
[Lur22, Corollary 02QV] or [Rez22, Proposition 28.17.]. To define limits and colimits for∞-categories
we will need∞-categorical versions of the slice functors introduced above and we do this by finding
right adjoints to the functors X ?− : sSet→ sSetX/ and − ? X : sSet→ sSetX/.

Proposition 2.1.11. For X ∈ sSet, the functors X ?− and − ? X preserve colimits.

Proof. Writing out definition 2.1.8, we get

(X ? Y )n = Xn

∐
(Xn−1 × Y0)

∐
· · ·

∐
(X0 × Yn−1)

∐
Yn,

which means that cell-wise we have a functor to SetXn/ and here colimits and products commute.

Consequently, we can find right adjoints going from sSetX/ to sSet which we call slice functors. For a
map f : X → Y and a simplicial setK , we have bijections

Hom
(
K,Yf/

) ∼= HomX/(X ?K, Y )

and
Hom

(
K,Y/f

) ∼= HomX/(K ?X, Y ).

These universal properties will serve as our definitions, but we can define slices by what they do on
n-cells by considering the special caseK = ∆n:

(Yf/)n ∼= HomsSetX/
(X ?∆n, X) and (Y/f )n ∼= HomsSetX/

(∆n ? X, Y ).

1This can be seen as the Day convolution on presheaves on ∆+. See for example [nLa23].

https://kerodon.net/tag/02QV
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Important examples arise when considering the map y : ∆0 → Y giving descriptions of the slices Yy/
and Y/y :

(Yy/)n = {σ : ∆n+1 → Y |σ(0) = y},
(Y/y)n = {σ : ∆n+1 → Y |σ(n+ 1) = y}.

As one might expect, the nerve of 1-categories commutes with taking slices as it does for joins, i.e. for
a functor F : C→ D between 1-categories, we have

N(DF/) ∼= N(D)N(F )/ and N(D/F ) ∼= N(D)/N(F ).

Furthermore, as one might expect — or at least desire — the slices of an ∞-category are again ∞-
categories; see for example [Rez22, Proposition 30.2.] for a proof.

2.2 Initial and terminal objects

We now have what we need to define initial and terminal objects of∞-categories.

Definition 2.2.1. Let C be an∞-category. An object c ∈ C is initial if for all n ≥ 1, every f : ∂∆n → C

such that f |{0} = c can be extended to a map f ′ : ∆n → C. Dually, a terminal object is an object c′
such that for all n ≥ 1, every f : ∂∆n → C such that f |{n} = c′ can be extended to a map f ′ : ∆n →
C. Equivalently initial and terminal objects are objects such that we can always solve the respective
extension problems:

{0} ∂∆n C {n} ∂∆n C

∆n ∆n

c

∃

c′

∃

Remark 2.2.2. It can be shown that initial and terminal objects are invariant under isomorphisms.

In his notes, Rezk shows that the slice categories give alternate definitions of initial and terminal objects:

Proposition 2.2.3 ([Rez22, Proposition 31.3.]2). Let C be an∞-category and X an object in C. Then

1. X is initial if and only if the projection CX/ → C is a categorical equivalence.
2. X is terminal if and only if the projection C/X → C is a categorical equivalence.

In ordinary category theory we define initial and terminal objects by contractibility of Hom-sets and
after defining the mapping space between two∞-categories one would hope for a∞-categorical ana-
logue of this classification.

2Rezk shows that the maps are trivial fibrations rather than categorical equivalences but instead of introducing fibrations
we remedy this by referring to [Rez22, p. 40.8.] which states that isofibrations that are also categorical equivalences are trivial
fibrations and claim the projections in question are isofibrations. This is essentially [Rez22, Remark 31.4.].
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Definition 2.2.4. We say an∞-category is contractible if it is categorically equivalent to ∆0.

This definition leads us to the desired result:

Proposition 2.2.5 ([Rez22, Proposition 63.7.]). Let C be an∞-category and X an object in C. Then

1. X is initial if and only if MapC(X,Y ) is contractible for any object Y ∈ C.
2. X is terminal if and only if MapC(Y,X) is contractible for any object Y ∈ C.

While initial and terminal objects in 1-categories are unique up to unique isomorphism, initial and
terminal objects in∞-categories are unique up to equivalence in the sense that the full subcategories
spanned by the initial and terminal objects are either empty or contractible. Furthermore, any object
isomorphic to an initial (terminal) object is itself initial (terminal).

2.3 Limits and colimits

Now we can finally define limits and colimits.

Definition 2.3.1. Let C be an∞-category and f : K → C a map of simplicial sets. A colimit of f is an
initial object in Cf/, and a limit of f is a terminal object in C/f .

Thismeans that a colimit of f : K → C is a map f̄ such that we can always solve the following extension
problem

{0} ∂∆n Cf/

∆n

f̄

∃

Recalling that we defined the slice of a simplicial set as right adjoint to the join, we know that maps
{0} → Cf/ are in bijection with maps K ?∆0 = K. → C. In summary, the adjunction tells us that a
colimit of f is a map f̄ : K. → C extending f such that we can always solve the following extension
problem

K ? {0} K ? ∂∆n C

K ?∆n

f̄

∃
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Dually, a limit of f is a map f̄ : K/ → C such that we can always solve the following extension problem

{n} ? K ∂∆n ? K C

∆n ? K

f̄

∃

Lurie [Lur09] refers to the object colim f ∈ Cf/ as a colimit of f and the map f̄ : K. → C as a colimit
diagram. Wewill probably be lazy and not care about this distinction. It follows immediately that limits
and colimits are unique in the same sense that initial and terminal objects are: the full subcategory
spanned by the (co)limits is either empty or contractible. When saying something is unique in ∞-
category theory it is usually this notion we mean: it is unique up to a contractible space of choices.

Remark 2.3.2. As the slice and join constructions commute with the nerve construction, so do initial
and terminal objects and hence also limits and colimits.

2.4 Cofinality

Amajor part of the proofs in this thesis will revolve around calculating certain (co)limits and in particu-
lar certain Kan extensions. Following Lurie we will very often do these calculations by using cofinality
of certain maps to replace our diagrams with simpler diagrams without changing the (co)limit. We start
this section by defining the notion of cofinal maps between∞-category and state some results that will
turn out to be very important in proving our main theorems.

Definition 2.4.1. A map f : X → Y of simplicial sets is a right fibration if the following extension
problem can be solved for any 0 < i ≤ n, and a left fibration if it can be solved for any 0 ≤ i < n:

Λni X

∆n Y

f
∃

Definition 2.4.2. We say a simplicial set is weakly contractible if it is weakly homotopy equivalent to
∆0.

Definition 2.4.3. [Lur22, Definition 02N1] Let p : S → Y ∈ sSet. We say p is colimit-cofinal/limit-
cofinal 3 if, for any right/left fibrationX → Y , precomposition with p induces a homotopy equivalence

Fun/Y (Y,X)
'−→ Fun/Y (S,X).

Proposition 2.4.4 ([Lur09, Proposition 4.1.1.8.]). Let f : X → Y be a map of simplicial sets. Then the
following conditions are equivalent:

3The naming conventions here are highly confusing and different author’s have adopted similar but different conventions.
Lurie himself use left cofinal in [Lur17] for colimit-cofinal but changed it to right cofinal in [Lur22].

https://kerodon.net/tag/02N1


Chapter 2: Limits and Colimits 21

1. The map f is colimit-cofinal.
2. For any ∞-category C and functor p : Y → C the induced map Cf/ → C(p◦f)/ is a categorical

equivalence.
3. For any∞-category C and colimit p : Y . → C, the induced map (p ◦ f) : X. → C is a colimit.

Corollary 2.4.5. Let F : C → D be a functor between∞-categories. Then the following conditions are
equivalent:

1. F is colimit-cofinal,
2. for any∞-category E and functorG : D→ E, the colimit colimDG exists if and only if the colimit

colimCGF exists, and when they exist they are equivalent in E;

and the following conditions are equivalent:

1. F is limit-cofinal,
2. for any ∞-category E and functor G : D → E, the limit limDG exists if and only if the limit

limCGF exists, and when they exist they are equivalent in E.

This corollary makes it clear that cofinal maps are very useful for calculating (co)limits, but the defini-
tion is not the easiest to work with when determining whether a map is cofinal or not. The following
theorem due to Joyal remedies this by giving a very convenient way of checking cofinality.

Theorem 2.4.6. [Lur22, Theorem 02NY] Let f : C → D be a map of simplicial sets, where D is an ∞-
category. Then the following conditions are equivalent:

1. The functor f is colimit-cofinal,
2. for every D ∈ D, the simplicial set C×D DD/ is weakly contractible;

and the following conditions are equivalent:

1. The functor f is limit-cofinal,
2. for every D ∈ D, the simplicial set C×D D/D is weakly contractible.

This means that checking cofinality of functors reduces to checking cofinality of certain simplicial
sets. In the next part of this thesis we will mostly consider functors from certain poset categories and
this means that we can use the theory of filtered ∞-categories to simplify the process of checking
contractibility. While much can be said about filtered ∞-categories we only state the definition and
the results we need and refer the reader to [Lur22, Subsection 02P8] and [Lur09, Section 5.3.1] for more
details and proofs.

Definition 2.4.7 ([Lur22, Definition 02P9]). We say that a non-empty 1-category C is filtered if it
satisfies the following conditions:

1. For any pair of objects X and Y in C, there exists an object Z ∈ C and a pair of morphisms
f : X → Z and g : Y → Z .

https://kerodon.net/tag/02NY
https://kerodon.net/tag/02P8
https://kerodon.net/tag/02P9
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2. For any pair of objects X and Y in C and parallel pair of morphisms X
f1−−−−−−→→
f0

Y , there exists a

morphism g : Y → Z such that g ◦ f0 = g ◦ f1.

Definition 2.4.8. We say that an∞-category C is filtered if, for any finite K ∈ sSet any f : K → C

can be extended toK. → C. Dually, we say it is cofiltered if Cop is filtered (we can extend toK/ → C).

Proposition 2.4.9 ([Lur22, Proposition 02PH]). Filtered∞-categories are weakly contractible.

Proposition 2.4.10 ([Lur22, Corollary 02PV]). A 1-category C is filtered if and only if its nerve N(C) is
filtered.

Remark 2.4.11. In the case of partially ordered sets there are no parallel arrows, so a partially ordered
set is filtered if and only if it is directed, that is; every finite subset has an upper bound.

2.5 Stable∞-categories

Quoting Lurie [Lur17], “The theory of stable∞-categories can be regarded as an axiomatization of the
essential features of stable homotopy theory: most notably, that fiber sequences and cofiber sequences
are the same.” For the purpose of this thesis (proving Verdier duality), we really don’t need much more
of the theory than the fact that pullbacks squares are always also pushout squares, but nevertheless we
think it useful to state the basic theory and examples of the categories we care about.

Definition 2.5.1 ([Lur17, Definition 1.1.1.1.]). A zero-object, usually denoted 0, in an∞-category is
an object that is both initial and terminal. A pointed∞-category is an∞-category containing a zero-
object.

Remark 2.5.2. An object 0 ∈ C is a zero-object if MapC(X, 0) and MapC(0, X) are contractible for
every object X ∈ C, and such an object is determined up to equivalence (since we saw that initial and
terminal objects are unique up to a contractible space).

Remark 2.5.3 ([Lur17, Remark 1.1.1.3.]). Let C be a pointed∞-category. For anyX,Y ∈ C, the natural
morphism

MapC(X, 0)×MapC(0, Y )
0−→ MapC(X,Y )

has contractible domain, which means that we have a well-defined zero-morphism X → Y in hC.

Definition 2.5.4 ([Lur17, Definition 1.1.1.4.]). Let C be a pointed∞-category. We define a triangle in
C to be a diagram ∆1 ×∆1 → C, depicted as

X Y

0 Z

f

g (2.1)

where 0 is a zero-object of C.

https://kerodon.net/tag/02PH
https://kerodon.net/tag/02PV
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Definition 2.5.5. We say that a triangle is a fiber sequence if it is a pullback square and a cofiber
sequence if it is a pushout square.

Definition 2.5.6 ([Lur17, Definition 1.1.1.6.]). For a morphism g : Y → Z in a pointed ∞-category
C, we say that a fiber of g is a fiber sequence as depicted in 2.1. For a morphism f : X → Y in a
pointed∞-category C, we say that a cofiber of f is a cofiber sequence as depicted in 2.1. We will abuse
terminology by writing X = fib(g) and Z = cofib(f).

Remark 2.5.7 ([Lur17, Remark 1.1.1.8.]). The functor cofib : Fun(∆1,C) → C can be identified with a
left adjoint to the left Kan extension 4 functor C ' Fun({1},C)→ Fun(∆1,C) which associates a zero
morphism 0→ X to each object X ∈ C. This means that cofib preserves all colimits in Fun(∆1,C).

We now define stable∞-categories:

Definition 2.5.8 ([Lur17, Definition 1.1.1.9.]). We say that an ∞-category is stable if it satisfies the
following conditions:

1. It is pointed.
2. Any morphism in C has a fiber and a cofiber.
3. A triangle in C is a fiber sequence if and only if it is a cofiber sequence.

Proposition 2.5.9. Stable∞-categories have finite limits and colimits.

Proof. Let C be a stable ∞-category. By [Lur09, Corollary 4.4.2.4.] it is enough to show that C has
pushouts and pullbacks. We will only consider pushouts, but the argument is the same. Consider the
following diagram in C:

fib(g) X Z

0 Y cofib(hf)

f

g

h

By stability of C, both the left and outer squares are both pushouts and pullbacks. Lemma [Lur09,
p. 4.4.2.1.] says that if the left square is a pushout, then the right square is also a pushout if and only
the outer square is a pushout, so we are done.

In fact, an even stronger statement can be made:

Proposition 2.5.10 ([Lur09, Proposition 1.1.3.4.]). Let C be a pointed ∞-category. Then C is stable if
and only if the following conditions are satisfied:

1. C admits finite limits and colimits.
2. A square is a pushout if and only if it is a pullback.
4We define Kan extensions in chapter 3.
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The fact that pushouts are also pullbacks in stable ∞-categories will be helpful later when proving
Verdier duality.

We see that, like for additive 1-categories, stability is a property of∞-categories rather than additional
data [Lur17][Remark 1.1.1.14.]. While additive categories are often presented as categories equipped
with an abelian group structure on Hom-sets, this structure is determined by the underlying category.
A similar structure can be found in stable∞-categories: they are weakly enriched over what is known
as the∞-category Sp of spectra. We will not go into the details of this comment, but we will at least
define Sp as it is maybe the most important example of a stable∞-category.

Example 2.5.11 ([Lur17, Example 1.1.1.11.]). We say that a spectrum consists of an infinite sequence
{Xi}i≥0 of pointed topological spaces, together with homeomorphisms Xi ' ΩXi+1, where Ω is the
loop space functor Ω(X) := fib(0→ X). The collection of such spectra can be organized into a stable
∞-category Sp and this category is in some sense the universal example of a stable∞-category.

Example 2.5.12 ([Lur17, Example 1.1.1.12.]). For an abelian category A one can construct a stable∞-
category D(A) such that its homotopy category hD(A) can be identified with the classical notion of
the derived category of A from homological algebra.

Theorem 2.5.13 ([Lur17, Theorem 1.1.2.14.]). Let C be a stable∞-category. Then hC is a triangulated
category.



Chapter 3

Kan Extensions

We will start with a detour into the world of ordinary 1-categories. In the classic [Mac71], Saunders
MacLane writes, “The notion of Kan Extensions subsumes all the other fundamental concepts of cat-
egory theory”. In her introduction to category theory [Rie17], Emily Riehl devotes a whole chapter to
the slogan “All concepts are Kan extensions”. Ubiquitous in the toolbox of any category theorist, Kan
extensions are central to almost everything we do in this thesis. As we have seen, a lot of∞-categorical
concepts can be thought of as if we are working with ordinary 1-categories, and we will therefore start
by defining Kan extensions in ordinary categories.

3.1 Kan extensions in 1-categories

Let C be an ordinary 1-category and i : I → J a functor of 1-categories. Composing with i now yields
a “pullback” functor i∗ : Fun(J,C) → Fun(I,C) and whenever C is a category with nice properties,
like having small limits and colimits, we can find left and right adjoints to i∗ which will become what
we call left and right Kan extensions along i. A nice special case of this construction, which hints at
the slogan “all concepts are Kan extensions,” arises when considering J = ∗, the category with one
object. Now, the pullback i∗ is just the diagonal functor, and it is well known that colimits and limits
can be described as left and right adjoints to the diagonal functor, so Kan extensions are, in some sense,
generalizations of the notions of limits and colimits. In this thesis’s final part, we will mostly consider
the opposite special case in which i is not the projection to a point but rather the inclusion of a full
subcategory.

Definition 3.1.1 ([Rie17, Definition 6.1.1.]). Given functors F andK as in the following diagram

C E

D

F

K!F
K

25
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a left Kan extension of F along K is a functor K!F : D → E together with a natural transformation
η : F ⇒ K!F ◦K such that for any other pair G : D→ E, γ : F ⇒ G ◦K , γ factors uniquely through
η as in the following diagram:

C E C E

=

D D

F

K
G

K
G

F

K!F

∃!

η

γ

Dually, a right Kan extension of F along K is a functor K∗F : D → E with a natural transformation
ε : K∗F ◦K ⇒ F such that any functor G : D→ E and any natural transformation δ : G ◦K ⇒ F , δ
factors uniquely through ε.

The following result justifies the choice to denote left and right Kan extensions by lower shriek and
star:

Proposition 3.1.2 ([Rie17, Proposition 6.1.5.]). Let K be a functor C → D and E some category. If the
left and right Kan extensions of any functor F along K exists, these define left and right adjoints to the
pre-composition functor K∗ : Fun(D,E) → Fun(C,E) and by uniqueness of adjoints, any left or right
adjoint to the pre-composition functor yields left or right Kan extensions.

While the description of Kan extensions as certain adjoints is useful, there is usually another description
available to us that turns out to be even more useful. Whenever C and D are respectively small and
locally small and E has certain limits and colimits, potential Kan extensions of functors C → E along
K : C → D exist and are what we call pointwise Kan extensions. For a functor K : C → D, [Mac71]
denotes by d ↓ K the category C×CDd/ and we will choose to denote it byKd/. Likewise the category
K ↓ d = C ×D D/d will be denoted K/d. These categories come with projection functors Πd and Πd,
respectively, which send the objects (c, d→ Kc) and (c,Kc→ d) to the object c  ∈ C. The following
theorem gives a formula for calculating certain left and right Kan extensions as colimits and limits.

Theorem 3.1.3 ([Rie17, Theorem 6.2.1.]). Let D K←− C
F−→ E be functors. If the following colimit exists

for every object d ∈ D, then it defines the left Kan extensionK!F :

K!F (d) := colim(K/d
Πd

−−→ C
F−→ E)

and the unit transformation η : F → K!F ◦ K can be extracted from the colimit cone. Dually, if the
following limit exists for every object d ∈ D, then it defines the right Kan extensionK∗F :

K∗F (d) := lim(Kd/
Πd−−→ C

F−→ E)

and the counit transformation ε : K∗F ◦K → F can be extracted from the limit cone.

Proof. Proofs can be found in [Rie17, Theorem 6.2.1.] and [Mac71, Theorem X.3.1.]
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When D and E are locally small, we call Kan extensions that can be calculated by the colimit and
limit formulae above pointwise Kan extensions. In [Rie17], Riehl says the consensus among category
theorists is that the important Kan extensions are the pointwise Kan extensions and quotes [Kel05, §4]:
“Our present choice of nomenclature is based on our failure to find a single instance where a weak Kan
extension plays any mathematical role whatsoever.” This thesis is no different; we will only care about
pointwise Kan extensions from here on out. We will see that there are analogous limit formulae for Kan
extensions in∞-categories which are central to most of the proofs in this thesis. Before we extend the
theory of Kan extensions from ordinary categories to the world of∞-categories, we will consider some
important examples, but first observe that Theorem 3.1.3 gives the following immediate consequence:

Corollary 3.1.4. If C is small and D is locally small, then for a functorK : C→ D we have:

1. If E is cocomplete, left Kan extensions of functors C→ E alongK exist and are given by the colimit
formula of Theorem 3.1.3.

2. If E is complete, right Kan extensions of functors C → E along K exist and are given by the limit
formula of Theorem 3.1.3.

Example 3.1.5. Let in be the functor given by restricting along the inclusion i : ∆≤n ↪→ ∆. Since Set is
both cocomplete and complete, we have both left and right Kan extensions:

sSet sSet≤ni∗n

(in)!

(in)∗

a
a

where sSet≤n := Fun(∆op
≤n, Set).

Lemma 3.1.6 (Kan extension along fully faithful functors). Let K : C → D be a fully faithful functor.
Then, up to natural isomorphism, any pointwise Kan extension along K defines an actual on the nose
extension.

Proof. Observe that for c ∈ C, C/c ' K/K(c) is an equivalence of categories becauseK is fully faithful,
so we can calculate the left Kan extensionK!F on objects by the colimit formula:

K!F (K(c)) = colim(K/K(c) ' C/c
Π−→ C

F−→ E).

Since the identity on c is terminal inC/c the colimit reduces to evaluation atK(c)
id−→ K(c), the terminal

object inK/Kc. Hence, ηc : F (c) ∼= K!F (K(c)) is an isomorphism. The proof for pointwise right Kan
extensions is completely dual.

Example 3.1.7. Let p : J → C be a functor and i the inclusion J ↪→ J/. The right Kan extension of p
along i has to be equal to p(x) for any x ∈ J , so the only interesting part is the Kan extension at the
cone point where the formula just gives a limit over J . This means that we have p∗(x) = limJ p and
p!(x) = colimJ p.
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Example 3.1.8 (Yoneda extension). Let C be small, E locally small and cocomplete. By the corollary
above, any functor F : C→ E admits a left Kan extension y!F along the Yoneda embedding y and since
y is fully faithful the unit F ∼= y!F ◦ y is an isomorphism. In fact, y!F has a right adjoint R, defined
on objects by

R(e) := HomE(F (−), e) : Cop → Set.

The full proof showing that this is in fact right adjoint to y!F can be found in [Rie17, Remark 6.5.9.]
from which we have taken this example.

The process of left Kan extending along the Yoneda embedding is called Yoneda extension in [KS06,
pp.62-64] and it provides lots of interesting examples of Kan extensions. We will look at a couple
examples in the special case C = ∆.
Example 3.1.9. Let ∆Top : ∆→ Top be the functor given by the standard topological n-simplices:

[n] 7→ ∆n
Top := {(x0, . . . , xn) ∈ Rn+1|

∑
i

xi = 1, xi ≥ 0}.

By the discussion of Yoneda extension abovewe have an adjoint pair (y!∆Top, R)where the right adjoint
is given by

R(e) = HomTop(∆Top(−), e)

and this is what is known as the total singular complex functor of example 1.1.9, also written Sing.
Example 3.1.10 (The Nerve construction). Let F be the embedding ∆ ↪→ Cat. Yoneda extension yields
an adjoint pair (y!F,R) where the right adjoint R is given by

R(C) = HomCat(F (−),C).

Recall from Example 1.1.10 that this is the definition of the nerve of C. The left adjoint y!F is the homo-
topy category h of a simplicial set. It can be shown that the counit h(N(X)) → X is an isomorphism
which implies that the nerve construction is a fully faithful functor.

Yoneda extension produces even more examples of adjunctions. In [Rie17, Exercise 6.5.iii.], Riehl fixes a
topological spaceX and constructs the inclusion Open(X)→ Top/X by sending open subsets U ⊆ X
to the inclusion map U ↪→ X . Yoneda extension now yields an adjunction

Top/X Fun(U(X)op, Set)a

and as Riehl writes, all adjunctions restrict to an equivalence of subcategories which in this case yields
the equivalence between the category Shv(X) of sheaves onX and the category Et(X) of étale spaces
on X .

3.2 Kan extensions for∞-categories

We now want to generalize the concept of Kan extensions to the∞-categorical setting. As the theory
of Kan extending along inclusions is simpler, we start there, and give a more general definition later.
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Wewill however see that the proof of Verdier duality mostly uses the simpler notion of extending along
the inclusion of full subcategories.

Definition 3.2.1. Let A be an ∞-category with a full subcategory A0 and p : K → A a diagram.
Following [Lur09, Notation 4.3.2.1] we write A0

/p for the fiber product A/p×A A0. If A ∈ A, then A0
/A

is the full subcategory of A/A spanned by the morphisms A′ → A where A′ ∈ A0.
Analogously A0

p/ denotes Ap/×A A0 and A0
A/ is the full subcategory spanned by morphisms A→ A′.

Definition 3.2.2 ([Lur22, Definition 02YQ]). For a functor F : A→ C between∞-categories whereA
has a full subcategory A0, we say F is left Kan extended from A0 if

(A0
/A)

. ↪→ (A/A)
. c−→ A

F−→ C

is a colimit diagram in C for every object A ∈ A. Here c is the slice contraction morphism of [Lur22,
Tag 0188], i.e. c|A/A

is the projection and c|∆0 = A. Recalling the adjoint relationship between joins
and slices, this is the counit of the adjunction.
Right Kan extensions are opposite to left Kan extensions, i.e. F is right Kan extended from A0 if

(A0
A/)

/ ↪→ (AA/)
/ c′−→ A

F−→ C

is a limit diagram, where c′ is the coslice contraction morphism.

Example 3.2.3. The notion of Kan extensions in ∞-categories is compatible with the notion of Kan
extensions in 1-categories in the sense that it respects the nerve construction. In other words, a functor
of 1-categories F : C → D is left Kan extended from a full subcategory C0 if and only if the functor
N(F ) : N(C)→ N(D) is left Kan extended from N(C0).

A very useful result about Kan extensions of full subcategories is their transitive property:

Proposition 3.2.4 (Transitivity of Kan extensions [Lur09, Proposition 4.3.2.8]). For a functorF : A→ C

of∞-categories where A0 ⊆ A1 are full subcategories of A, if F |A1 is left Kan extended from A0, then F
is left Kan extended from A1 if and only if it is left Kan extended from A0.

In the previous section, we defined Kan extensions as functors together with natural transformations
satisfying certain universal properties. While there is a similar notion of a universal property for the
∞-categorical Kan extensions, there are some details we have suppressed. Let F : C→ D be a functor
of ∞-categories, let F0 be the restriction to some full subcategory C0 of C and i be the inclusion
C0 ↪→ C. Then, if F is left Kan extended from F0 there certainly is a natural transformation F0 → F ◦ i
“belonging” to this Kan extension as we defined for 1-categories. However, we have chosen to omit it
because it is an isomorphism in this case where we Kan extend along the inclusion of a full subcategory.
For Kan extensions along general functors, however, this natural transformation is no longer necessarily
an isomorphism, so it has to be part of the specified data. Following Lurie’s Kerodon, we define the left
Kan extension along a general functor of∞-categories:

Definition 3.2.5 ([Lur22, Remark 02YA]). Let F : C → D be a functor of ∞-categories. Suppose
we are given a simplicial set K together with functors δ : K → C and F0 : K → D and a natural

https://kerodon.net/tag/02YQ
https://kerodon.net/tag/0188
https://kerodon.net/tag/02YA
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transformation β : F0 → F ◦ δ as illustrated in the following diagram:

K D

C

δ
F

F0

β

We say that β exhibits F as a left Kan extension of F0 along δ if, for anyX ∈ C, we can calculate F (X)
as a colimit of the diagram

K/X = K ×C C/X → K  F0−→ D.

Remark 3.2.6. Here we have intentionally given a slightly imprecise definition, because the actual defin-
ition is unnecesarrily technical for our purposes. Lurie calls this an informal way of stating definition
[Lur22, Variant 02YC], and we refer the reader to [Lur22, Subsection 02Y7] for all the details.
Remark 3.2.7 ([Lur22, Remark 030E]). This characterizes F (X) up to isomorphism and, in fact for
functors δ and F0 as in the definition, a left Kan extension is uniquely determined up to isomorphism
as an object of Fun(C,D).
Remark 3.2.8. This definition is compatible with the definition for Kan extensions along inclusions: just
use the identity natural transformation for β.

As promised, we have universal properties also for∞-categorical Kan extensions:

Proposition 3.2.9 ([Lur22, Proposition 0309]). LetF : C→ D be a functor of∞-categories, let δ : K → C

and F0 : K → D be functors of simplicial sets and let β : F0 → F ◦ δ be a natural transformation exhib-
iting F as a left Kan extension of F0 along δ. Then for any G ∈ Fun(C,D) the following composition is
an equivalence of Kan complexes:

MapFun(C,D)(F,G)→ MapFun(K,D)(F ◦ δ,G ◦ δ)
◦[β]−−→ MapFun(K,D)(F0, G ◦ δ).

The description of Kan extensions as adjoints to the restriction functor is now a direct consequence of
Proposition 1.2.43:

Corollary 3.2.10 ([Lur22, Corollary 030B]). Let F : C → D be a functor of ∞-categories and let
δ : K → C be a functor of simplicial sets. Suppose that any functor F0 : K → D has a left Kan extension
along δ. Then the restriction functor

Fun(C,D)
◦δ−→ Fun(K,D)

has a left adjoint carrying any functor F0 : K → D to a left Kan extension of F0 along δ.

The theory of right Kan extensions is dual, so we can of course realize right Kan extensions as right
adjoints to restriction.

Finally, we note that Lemma 3.1.6 also holds for∞-categories:

https://kerodon.net/tag/02YC
https://kerodon.net/tag/02Y7
https://kerodon.net/tag/030E
https://kerodon.net/tag/0309
https://kerodon.net/tag/030B
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Proposition 3.2.11 ([Lur22, Corollary 02YN]). Let G : C0 → C, F0 : C
0 → D and F : C → D be

functors of∞-categories where G is fully faithful. Then:

• If α : F ◦G→ F0 is a natural transformation exhibiting F as a right Kan extension of F0 alongG,
then α is an isomorphism in the∞-category Fun(C0,D).
• If β : F0 → F ◦G is a natural transformation exhibiting F as a left Kan extension of F0 along G,
then β is an isomorphism in the∞-category Fun(C0,D).

https://kerodon.net/tag/02YN




Chapter 4

Sheaves and K-sheaves

4.1 A little history

The origins of sheaf theory is quite a remarkable story, and we quote Armand Borel [Bor98]:

“The Second World War broke out in 1939 and J. Leray [then Professor at the Sorbonne
and an officer in the French army] was made prisoner by the Germans in 1940. He spent
the next five years in captivity in an officers’ camp, Oflag XVIIA in Austria [not far from
Salzburg]. With the help of some colleagues, he founded a university there, of which he be-
came the Director (“recteur”). His major mathematical interests had been so far in analysis,
on a variety of problems which, though theoretical, had their origins in, and potential ap-
plications to, technical problems in mechanics or fluid dynamics. Algebraic topology had
been only a minor interest, geared to applications to analysis. Leray feared that if his com-
petence as a “mechanic” (“mécanicien,” his word) were known to the German authorities
in the camp, he might be compelled to work for the German war machine, so he converted
his minor interest to his major one, in fact to his essentially unique one, presented himself
as a pure mathematician, and devoted himself mainly to algebraic topology.”

The result of this short and involuntary detour into the field of algebraic topology was as Haynes Miller
[Mil00] puts it “a spectacular flowering of highly original ideas, ideas which have, through the usual
metamorphism of history, shaped the course of mathematics in the sixty years since then.” While
used to using topological invariants to prove the existence of solutions of certain partial differential
equations, he motivated his study of algebraic topology in captivity by seeking methods that applied to
a wide class of topological spaces, all in the hope of proving more directly the same kind of theorems
he had proved before the war in an indirect manner. In 1942 he announced the first part of his work,
and it was approved by Heinz Hopf and published in 1945 with the subtitle “Un cours de topologie
algébrique professé en captivité” – “A course in algebraic topology taught in captivity”. As with many
new discoveries, it took some time before his work was fully appreciated. Part of the reason was that
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his 1945 papers [Ler45a],[Ler45b] and [Ler45c] according to Armand Borel [BHL00] “did not seem to go
drastically beyond those of mainstream algebraic topology (even though a closer examination would
have revealed a novel approach and more general assumptions for a number of familiar results), so
[Ler45a],[Ler45b] and [Ler45c] did not create such a big impression.”

But Leray was not done. As Gray writes in [Gra79], “Leray 1946 must be one of the first instances of the
French saying that they are going to take what they have done for spaces and generalize it to mappings.”
While it was well-known that a continuous map induces a homomorphism in (co)homology, Leray’s
insight was going to break entirely new ground: in a conversation with A. Weil [BHL00] he spoke of a
homology with “variable coefficients”1. It was thus the two subsequent papers by Leray [Ler46a] and
[Ler46b] that first introduced the notions of sheaves, sheaf cohomology and spectral sequences. The
impact of these three notions on algebraic topology and homological algebra is hard to understate.

Inspired by [Ale38], the fundamental idea was to equip a module with a support function taking its
values in the closed subsets of a topological space subject to some properties. In [Ler46a], Leray defined
a sheaf on a topological spaceX by associating a module F(K) over a ring R to each closed subsetK
of X and a morphism F(K) → F(K ′) of modules to each inclusion K ′ ⊆ K . A first basic example is
the p-th cohomology sheaf assigningHp(K;R) toK . His definition was not quite what we use today,
but this was nevertheless the first time the word “faisceau” was used for anything resembling today’s
notion. For a more detailed exposition of the original definition and how it evolved in the following
years, [Gra79] gives a very detailed rendition of the origins of sheaf theory.

According to [Gra79], in the winter of 1947 to 1948, Leray gave a course in algebraic topology, which he
wrote up for the proceedings of a 1947 colloquium in Paris and published as [Ler49]. The presentation
was now much clearer than in the earlier papers, and notions such as subsheaves, quotient sheaves
and direct image sheaves were first described. Perhaps more importantly, he describes the notion of a
so-called complex and how to construct a sheaf from one. He then defines certain special complexes
and calls them “couvertures”, and then he uses certain “fine couvertures” to define a notion of a relat-
ive cohomology ring on a topological space X . Fine couvertures inspired many related, and perhaps
more familiar, notions such as Cartan’s “homotopically fine” in [Car], Godement’s “flasque” (flabby)
and “soft” sheaves in [God58] and Grothendieck’s “injective” in [Gro57]. These notions were then used
to construct special resolutions of sheaves consisting of sheaves that have trivial (co)homology. Iso-
morphism theorems and duality theorems (such as Verdier and Poincaré duality) were then proved by
reducing to showing a certain resolution was for instance, flasque or injective.

It was Cartan who in [Car] completely reformulated the theory using open subspaces [Mil00], and the
switch to open subsets allowed people like Cartan and Serre to introduce sheaves in several complex
variables, in algebraic geometry over C and over any algebraically closed field [BHL00]. Here a “fais-
ceau” was now defined to be what we today would call an espace étalé. It was the book [God58] by
functional analyst Godement that “standardized the terminology once and for all” [Gra79]. The “fais-
ceau” in [Car] became espace étalé, a presheaf was defined simply as a contravariant functor on the
category of open subsets of a topological space, and a sheaf or “faisceau” became a special kind of
presheaf.

1We know from a footnote in [Ler45c] that he already thought of this idea while in captivity.
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Leray’s work was always concerned with sheaf cohomology and spectral sequences for compactly sup-
ported cohomology of locally compact topological spaces, and it is fitting that we in this chapter also
only concern ourselves with sheaves on locally compact topological spaces. If one appreciates that
1-categories such as Set are also∞-categories with the properties required in Theorem 4.3.8, the main
theorem in this chapter says that the modern notion of a sheaf on a locally compact space using the
open subsets is equivalent to a slight modification of Leray’s definition using the compact subsets.

4.2 Sheaves on topological spaces

For the theory of sheaves valued in∞-categories we will closely follow Lurie [Lur09]. LetU(X) denote
the partially ordered set of open subsets of a topological space X . A presheaf on X is just a contrav-
ariant functor with source U(X). For a 1-category C admitting all limits we say that a presheaf F is a
sheaf if the diagram

F(U)→
∏
i

F (Ui) ⇒
∏
i,j

F (Ui ∩ Uj)

is an equalizer for any open cover {Ui} of any U ∈ U(X). Grothendieck wanted a way of defining a
sheaf not just on a topological space, but on “any” category, and he did this by endowing categories with
what is now called a Grothendieck topology, and then using essentially the same definition as above.
A Grothendieck topology is a structure put on a category in the form of a set of maps called coverings.
We follow Lurie’s [Lur09] and skip right to defining Grothendieck topologies on∞-categories while
noting that the definition is perfectly analogous for 1-categories.2

Definition 4.2.1 ([Lur09, Definition 6.2.2.1.]). Let C be an∞-category. We define a sieve on C to be a
full subcategory C(0) ⊆ C such that for any morphism f ∈ MapC(X,Y ) where Y ∈ C(0), X must also
belong to C(0). Furthermore, for an object X ∈ C, we define a sieve on X to be a sieve on C/X in the
above sense.

Definition 4.2.2 ([Lur09, Definition 6.2.2.1.]). We define a Grothendieck topology on an∞-category
C as a specification of a collection of sieves called covering sieves on every object X ∈ C. These
collections are required to satisfy the following conditions:

1. For an object X ∈ C, the trivial sieve C/X ⊆ C/X is a covering sieve.
2. For a morphism f ∈ MapC(X,Y ) and covering sieve C

(0)
/Y on Y , the pullback sieve f∗C(0)

/Y is a
covering sieve on X .

3. For a covering sieve C(0)
/Y on Y and C

(1)
/Y any sieve on Y , if the pullback sieve f∗C(1)

/Y is a covering

sieve on X for any f ∈ C
(0)
/Y then C

(1)
/Y is itself a covering sieve on Y .

For a topological space X we can equip the poset U(X) of opens with a Grothendieck topology in
which the covering sieves on U are those sieves {Uα ⊆ U} such that U =

⋃
α Uα.

2In fact, the ∞-categorical definition is equivalent whenever we are considering nerves of 1-categories and in general a
Grothendieck topology on an ∞-category is the same as a Grothendieck topology on its homotopy category.



36 Preben Hast Sørli: Verdier Duality for stable∞-categories

Definition 4.2.3 ([Lur09, Definition 7.3.3.1]). LetX ∈ Top and C an∞-category. We define a C-valued
sheaf on X to be a presheaf F : U(X)op → C such that for every U ∈ U(X) and every covering sieve
W ⊆ U(X)/U , the diagram

N(W). ↪→ N(U(X)/U )
. → N(U(X))

F−→ Cop

is a colimit.

Remark 4.2.4. We will often utilize the fact that this is equivalent to the following limit diagram:

N((W)op)/ ↪→ N((U(X)/U )
op)/ → N(U(X))op

F−→ C

Equivalently one can define sheaves as the presheaves F : U(X)op → C such that for any open cover
{Uα} of an open set U ∈ U(X), the map

F(U)→ lim
V

F(V )

is an equivalence in C, where the limit is taken over all open subsets V ⊆ U contained in some Uα. We
write Presh(X,C) for the ∞-category Fun(U(X)op,C) of C-valued presheaves on X and Shv(X;C)
for the full subcategory of Presh(X;C) spanned by the C-valued sheaves on X .

4.3 Sheaves on locally compact spaces

In this section we will show that for locally compact Hausdorff spaces there is an equivalence of∞-
categories between Shv(X;C) and ShvK(X;C) where the latter denotes so-called K-sheaves, and C is
a cocomplete∞-category with left exact filtered colimits. These are sheaves defined on the collection
of compact subsets instead of the opens. From here on out we generally omit the notation for the nerve
construction and assume it is clear from context that we use the nerve construction almost everywhere.

Definition 4.3.1. For a locally compact Hausdorff spaceX , wewriteK(X) for its collection of compact
subsets.

Definition 4.3.2. If K,K ′ ⊆ X , we write K b K ′ if there exists an open subset U ⊆ X between K
andK ′, i.e. K ⊆ U ⊆ K ′.

Definition 4.3.3. IfK ⊆ X is compact, we writeKKb(X) for the set {K ′ ∈ K(X) | K b K ′}which
gives a poset category KKb(X) ordered by b.

Definition 4.3.4. A presheaf F : K(X)op → C is a K-sheaf if it satisfies the following:

1. F(∅) is terminal.
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2. For every pairK,K ′ ∈ K(X), the diagram

F(K ∪K ′) F(K)

F(K ′) F(K ∩K ′)

y

is a pullback in C.
3. For eachK ∈ K(X), F(K) is a colimit of F|KKb(X)op.

Definition 4.3.5. We denote the full subcategory of Presh(K(X);C) spanned by the K-sheaves by
ShvK(X;C).

Remark 4.3.6. We can use finite coverings to define a Grothendieck topology on K(X) such that con-
dition 1. and 2. are equivalent to the sheaf condition, so in particular a K-sheaf is also a member of
Shv(K(X);C).

Lemma 4.3.7 ([Lur09, Lemma 7.3.4.8]). Let X be locally compact and Hausdorff, and let C be an ∞-
category with small limits and colimits and left exact filtered colimits. Let W be an open cover of X and
denote by KW(X) the compact subsets of X that are contained in some element of W. Then any K-sheaf
F ∈ ShvK(X;C) is a right Kan extension of F|KW(X)op .

Proof. We begin by saying that an open covering W ofX is good if a K-sheaf F is right Kan extended
from the restriction to KW(X)op. Furthermore, we observe that a covering W is good if the open sets
inK given by {K∩W |W ∈W} form a good covering for everyK ∈ K(X). This means that proving
any covering of X is good reduces to showing that any covering of a compact topological space X is
good, and hence we can assume the covering has a finite subcovering.
We will use induction on n ≥ 0. We want to show that if W is a collection of open subsets of X such
that there existsW1, · · · ,Wn ∈W with

⋃
1≤i≤nWi = X , then W is a good covering ofX . For n = 0,

we must only show F(∅) is terminal, but this is given by the definition of F being a K-sheaf.
By transitivity of Kan extensions (Proposition 3.2.4), if W ⊆ W′ are two coverings of X such that for
everyW ′ ∈W′ the covering {W ∩W ′ |W ∈W} is a good covering ofW ′, thenW′ is a good covering
of X if and only if W also is.
This means that for n > 0 it suffices to show that W′ = W ∪ {V } is a good covering of X , where
we have V =

⋃
2≤i≤nWi. Observe now that W′ contains W1 and V which together cover X and

using transitivity of Kan extensions once more further reduces the proof to n = 2 and showing that
W = {W1,W2} is a good covering.
By definition of right Kan extensions along inclusionswemust show thatF(K) is the limit ofF|KW(X)op

for any compact setK ∈ K(X). For a compact setK ∈ K(X) we define

P = {(K1,K2) ∈ K(X)×K(X) | K1 ⊆W1,K2 ⊆W2 andK1 ∪K2 = K}

and observe that this set is filtered as a poset ordered by inclusion in the sense of 2.4.11, so it is further-
more weakly contractible by Proposition 2.4.9. Denoting an element α = (K1,K2) in P , we defineKα
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as the set of compacts belonging to eitherK1 orK2 and note that a setK ′ ⊆ K belongs to KW(X) if
and only if it belongs to some Kα. Observe also that the inclusion (K1 ←↩ K1 ∩K2 ↪→ K2) ↪→ Kα is
limit-cofinal by Theorem 2.4.6 and hence, by FK being a K-sheaf, condition 2. implies F(K) is a limit
of the diagram F|Kop

α
for every α ∈ P . By [Lur09, Corollary 4.2.3.10.], we can calculate the limit of

F|KW(X)op as a limit of limits:

lim
K∈K(X)op

F|KW(X)op ' lim
α∈P op

lim
K′∈Kop

α

F(K) ' lim
α∈P op

F(K).

Since we have already argued that P is weakly contractible, the map P → ∆0 is colimit-cofinal and
we conclude that

lim
α∈P op

F(K) ' F(K).

Theorem 4.3.8 ([Lur09,Theorem 7.3.4.9]). LetX be locally compact and Hausdorff and C an∞-category
with small limits and colimits and left exact filtered colimits. LetF : (U(X)∪K(X))op → C. The following
conditions are equivalent:

1. The presheaf FK := F|K(X)op is a K-sheaf, and F is a right Kan extension of FK.
2. The presheaf FU := F|U(X)op is a sheaf, and F is a left Kan extension of FU.

We will split the theorem into a few lemmas for readability and keep the notation in the theorem
statement through the rest of the section.

Lemma 4.3.9. If FK is a K-sheaf, then F is a left Kan extension of FU.

Proof. By definition we want to show that

(U(X)op/K). ↪→ ((U(X) ∪K(X))op/K).
c−→ (U(X) ∪K(X))op

F−→ C

is a colimit diagram in C. The assumption that FK is aK-sheaf means that for eachK ∈ K(X), FK(K)
is a colimit of F|(KKb(X))op . We will “transfer” this colimit to the colimit we want by colimit-cofinal
maps

(U(X)op)/K
p−→ ((U(X) ∪K(X))op/K)

p′←− KKb(X)op.

Recall that by Theorem 2.4.6 checking cofinality reduces to checking weak contractibility of certain
simplicial sets. For pwemust check that the pullbackU(X)op/K×(U(X)∪K(X))op

/K
((U(X)∪K(X))op/K)K′/

is weakly contractible for everyK ′ ∈ (U(X) ∪K(X))op/K . This is the simplicial set obtained by taking
the nerve of the partially ordered set {U ∈ U(X) | K ⊆ U ⊆ K ′}. By 2.4.9 filtered ∞-categories
are weakly contractible, and our partially ordered set is filtered as it is nonempty and stable under
finite unions, and taking nerves preserve the property of being filtered by 2.4.10. The pullback we must
check for p′ is given by {K ′′ ∈ K(X) | K b K ′′ ⊆ K ′} and is weakly contractible by exactly the same
argument, and hence p and p′ are colimit-cofinal maps. By colimit-cofinality of p and p′, the diagram

(U(X)op)./K ↪→ ((U(X) ∪K(X))op/K).
c−→ (U(X) ∪K(X))op

F−→ C
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is a colimit diagram if and only if

((K(X)opbK)). ↪→ ((U(X) ∪K(X))op/K).
c−→ (U(X) ∪K(X))op

F−→ C

is a colimit diagram, which it is by the assumption that FK is a K-sheaf.

Lemma 4.3.10. If FK is a K-sheaf and F is a right Kan extension of FK, then FU is a sheaf.

Proof. By definition 4.2.3 we must show that for every U ∈ U(X) and every covering sieveW covering
U ,

W. ↪→ U(X)./U → U(X)
F−→ Cop

is a colimit diagram, or equivalently that

Wop,/ ↪→ U(X)op,//U → U(X)op
F−→ C

is a limit diagram. Let KW(X) be the set {K ∈ K(X) | ∃W ∈ W withK ⊆ W}. We will once again
use cofinality by observing that 2.4.6 implies limit-cofinality of the inclusion

W ⊆W ∪KW(X)

if and only if, for any Y ∈ W ∪KW(X) the simplicial set W ×W∪KW(X) (W ∪KW(X))Y / is weakly
contractible. We can separate the calculation of this pullback in two cases based on Y . Firstly, if Y ∈W,
the fiber product is equivalent to the nerve of the partially ordered set WY / = {W ∈ W | Y ⊆ W}
which is non-empty by assumption, and weakly contractible because Y is an initial object. Secondly,
we might have that Y ∈ KW(X) which means there existsW ′ ∈W such that Y ⊆W ′. Then the fiber
product is also equivalent to the sliceWY / and non-empty by assumption. Since finite unions of sieves
containing Y certainly also contain Y , it is filtered and hence weakly contractible by 2.4.9 and 2.4.10.
Therefore it is enough to show that

(W ∪KW(X))op,/ ↪→ U(X)op,//U → U(X)op
F−→ C

is a limit diagram. By example 3.1.7 this is equivalent to showing that F|(W∪KW(X))op,/ is right Kan
extended from F|(W∪KW(X))op . By the assumption that F is a right Kan extension of FK we know that

F(V ) ' lim
K∈K(X)op

V /

F(K)

for any V ∈ U(X) ∪ K(X). If we restrict to the case where V ∈ W ∪ KW(X) and observe that for
V ∈W ∪KW(X) the slices K(X)V / and KW(X)V / are equivalent, we get

F(V ) ' lim
K∈K(X)op

V /

F(K) ' lim
K∈KW(X)op

V /

F(K).

This means that F|(W∪KW)op is a right Kan extension of F|(KW(X))op . Hence, it suffices to prove that
F|(W∪KW(X)∪{U})op is right Kan extended from KW(X)op. Outside of U this is clear from the fact that
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F |(W∪Kop
W

) is right Kan extended from KW(X)op. This means we only need to prove F|(KW(X)∪{U})op

is a right Kan extension of F|KW(X)op .

Observe that by assumption

F(U) ' lim
K∈(K(X)/U )op

F(K) ' lim
K∈(K(X)/U∪{U})op

F(K)

so F|(K(X)/U∪{U})op is right Kan extended from K(X)op/U . Lemma 4.3.7 tells us that F|(K(X)/U )op is a
right Kan extension of F|KW(X)op . We have KW(X)op ⊆ N(K(X)/U )

op ⊆ (K(X)/U ∪ {U})op, with
Kan extensions as in Proposition 3.2.4, so we get that F|(K(X)/U∪{U})op is right Kan extended from
(KW(X))op. To summarize, we have the following square of inclusions

KW(X)op (KW(X) ∪ {U})op

K(X)op/U (K(X)/U ∪ {U})op

b

j

a

i

where F|(K(X)/U∪{U})op ' b∗(F|(KW∪{U})op) and F|(K(X)/U∪{U})op ' (j ◦ a)∗(F|KW(X)op). We want
to show F|(KW(X)∪{U})op ' i∗(F|KW(X)op). Since b is fully faithful (it is the inclusion of a full subcat-
egory), we know b∗b∗ ' id, so we get

F|(KW(X)∪{U})op ' b∗b∗(F|(KW(X)∪{U})op)

' b∗(j ◦ a)∗(F|KW(X)op)

' b∗(b ◦ i)∗(F|KW(X)op)

' b∗b∗i∗(F|KW(X)op)

' i∗(F|KW(X)op)

Lemma 4.3.11. If FU is a sheaf, and F is a left Kan extension of FU, then FK is a K-sheaf.

Proof. By definition we need to show three things: Firstly, observe that FK(∅) = FU (∅) and since FU
is a sheaf FK(∅) is terminal. Secondly, we need the following diagram to be a pullback in C for any
K,K ′ ∈ K(X).

F(K ∪K ′) F(K)

F(K ′) F(K ∩K ′)

(4.1)

We will do this by using that FU is a sheaf. Let P = {(U,U ′)|K ⊆ U,K ′ ⊆ U ′} and σ : ∆1×∆1 → C
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denote diagram 4.1. Now F induces a map σP : N(P op). → C∆1×∆1 taking each (U,U ′) to

F(U ∪ U ′) F(U)

F(U ′) F(U ∩ U ′)

y

and the cone point is sent to σ. This is a pullback by the assumption that FU is a sheaf. Evaluating σP
in each of the four vertices of∆1×∆1 we get four maps N(P op). → C. We now check that evaluating
in the final vertex yields a colimit diagram. By assumption F is a left Kan extension of FU which by
definition means that the following is a colimit diagram:

(U(X)/(K∩K′))
op,. ↪→ ((U(X) ∪K(X))/(K∩K′))

op,. c−→ (U(X) ∪K(X))op
F−→ C

Observe that for every U ′′ ∈ U(X)/(K∩K′), the set PU ′′ = {(U,U ′) ∈ P | U ∩U ′ ⊆ U ′′} is nonempty
and stable under finite intersections, which implies that it is filtered, and hence its nerve is contractible.
By 2.4.6 this implies P op → (U(X)/(K∩K′))

op is colimit-cofinal, and we get a colimit diagram

P op,. → (U(X)/(K∩K′))
op,. ↪→ (U(X) ∪K(X))op,./(K∩K′)

c−→ (U(X) ∪K(X))op
F−→ C.

We can show that evaluating at the three other vertices also yields colimit diagrams by similar argu-
ments. Since σP yields a colimit diagram when evaluated in each of the four vertices of ∆1 ×∆1, we
conclude that σP is itself a colimit diagram by [Lur09, Proposition 5.1.2.2]. Observe now that σP is a
filtered colimit in C and hence it is left exact by assumption. This concludes the argument that 4.1 is a
pullback. Finally, we need to show that for each K ∈ K(X), FK is a colimit of FK|KKb(X)op . We do
this by showing

KKb(X)op,. → (K(X) ∪ U(X))op
F−→ C

is a colimit diagram. We use Proposition 3.2.4 to show thatF|(U(X)∪KKb(X))op andF|(U(X)∪KKb(X))op∪{K}
are left Kan extensions of F|U(X)op which again implies F|(U(X)∪KKb(X))op∪{K} is a left Kan extension
of F|(U(X)∪KKb(X))op . Therefore

(KKb(X) ∪ U(X)K/)
op,. → (K(X) ∪ U(X))op

F−→ C

is a colimit diagram. Now observe that

(KKb(X) ∪ U(X)K/)
op,. = (K(X) ∪ U(X))op,./K ,

so
(K(X) ∪ U(X))op,./K → (K(X) ∪ U(X))op

F−→ C

is a colimit diagram, and the statement is reduced to showing that KKb(X) ⊆ (K(X) ∪ U(X))op/K
is colimit-cofinal. Let Y ∈ (K(X) ∪ U(X))/K and let R be the partially ordered set given by {K ′ ∈
K(X) |  K b K ′ ⊆ Y }. Since R is nonempty and stable under intersections, Rop is filtered and hence
N(R) is weakly contractible. By 2.4.6 the inclusion KKb(X) ⊆ (K(X) ∪ U(X))op/K is colimit-cofinal
and we have shown that FK is a K-sheaf.
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Lemma 4.3.12. If FU is a sheaf, then F is a right Kan extension of FK.

Proof. Wewill show that F is a right Kan extension of FK in a similar manner to how we showed F is a
left Kan extension of FU at the start of the proof, but we will consider the partial order on U(X) given
by writing V b U whenever V ∈ U(X) and its closure V is compact and contained in U . Writing
U(X)bU for the set {V ∈ U(X) | V b U}, we need to show that

(K(X)U/)
op,/ ↪→ (U(X)bU ∪K(X)U/)

op c−→ (U(X) ∪K(X))op
F−→ C

is a colimit diagram. As earlier we do this by finding colimit-cofinal inclusions

(K(X)U/)
op f−→ (U(X)bU ∪K(X)U/)

op f ′←− K(X)op/U .

ByTheorem 2.4.6 f and f ′ are colimit-cofinal inclusions if for any Y ∈ U(X)bU∪K(X)U/ the partially
ordered sets

{V ∈ U(X)|Y ⊆ V b U}
and

{K ∈ K(X)|Y ⊆ K ⊆ U}
have weakly contractible nerves, which they have by the usual argument: they are nonempty and stable
under unions, hence filtered. As U ∈ U(X) is an open subset of a locally compact Hausdorff space,
it is itself locally compact, which means that for any point x ∈ U we can find a relatively compact
neighborhood Ux b U . Clearly we have

⋃
x Ux = U , so U(X)bU is a sieve covering U , and since FU

is a sheaf,
U(X)opbU → U(X)op,/bU → C

is a colimit diagram and this completes the proof that F is a right Kan extension of FK.

This completes the proof of Theorem 4.3.8.

Corollary 4.3.13. LetX be a locally compact Hausdorff space andC an∞-category with left exact filtered
colimits and small limits, then Shv(X;C) ' ShvK(X;C) is an equivalence of∞-categories.

Proof. Let ShvKU(X;C) be the full subcategory of Fun((K(X)∪U(X))op,C) spanned by those presheaves
satisfying the equivalent conditions of theorem 4.3.8. We get restrictions

Shv(X;C)← ShvKU(X;C)→ ShvK(X;C),

and these are equivalences of∞-categories because Kan extensions along fully faithful functors give
isomorphisms by Proposition 3.2.11.

Remark 4.3.14. The equivalence Shv(X;C)
ψ−→ ShvK(X;C) is given by the formula

ψ(F)(K) = colim
K⊆U

F(U),

and the inverse equivalence is given by

ψ−1(G)(U) = lim
K⊆U

G(K).



Chapter 5

Verdier Duality

In this chapter we will prove an∞-categorical analog of the classical Verdier duality theorem. While
classical Verdier duality is usually phrased in the form of an adjunction, we will prove an equivalence
of∞-categories instead. More precisely we will show that for a locally compact Hausdorff topological
spaceX and stable∞-category C there is an equivalence between the∞-category of C-valued sheaves
on X and the∞-category of C-valued cosheaves on X . The main result of the last chapter (Theorem
4.3.8) will be crucial as it let’s us show the equivalence on the level of K-sheaves instead.

5.1 Classical Verdier Duality

Classical Verdier duality can be seen as a generalization of Poincaré duality, replacing the pairing on
cohomology with a pairing in the derived category. It was introduced in 1965 by Jean Louis Verdier
[Ver95]. Grothendieck had, a few years earlier, introduced a Poincaré duality in étale cohomology for
schemes in algebraic geometry and Verdier duality serves as an analogue of this duality for the theory
of locally compact topological spaces. Verdier duality applies to morphisms of locally compact spaces
and reduces to classical Poincaré duality when considering the projection of a manifold to the point.
Recall that for a mapX → Y between topological spaces and a sheaf F onX we can define a so-called
direct image sheaf f∗F on Y by considering preimages of f :

f∗F(U) := F(f−1(U)) for any U ∈ U(Y )

Furthermore, viewing f∗ as a functor Shv(X;C)→ Shv(Y ;C), there is a left adjoint f∗ taking a sheaf
G on Y to the so-called inverse image sheaf onX . Explicitly, this sheaf is given by the sheafification of
the presheaf given by the formula

V 7→ colim
U⊇f(V )

G(U),

where V is any open subset ofX and the colimit is taken over all open subsetsU of Y containing f(V ).
Observe that considering the case where Y is just the point, the projection map f induces a functor

43
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f∗ : Shv(X;C) → Shv(∗;C) ' C; this is the global sections functor Γ(X;−). As sheaf cohomology is
defined as the right derived functor of the global sections functor, we can write

Rif∗ (F) ∼= RiΓ(X;−)(F) = H i(X;F)

and this motivates the perspective of seeing the derived direct image as a kind of relative version of
cohomology. Next, one constructs a so-called proper (or exceptional) direct image functor f! by con-
sidering the compactly supported subfunctor of f∗:

Γ(U ; f!F) := {s ∈ Γ(U ; f∗F)| s has compact support}.

If we once again consider the special casewhereY = ∗, one recovers compactly supported cohomology:

Rif! (F) ∼= H i
c(X;F)

The natural follow-up question to seeing this construction is: what about proper inverse image? In
general Rf! does not need to admit a right adjoint, but for locally compact Hausdorff spaces it exists
and we denote it f !. Together with the tensor product and the internal hom, the four functors f∗, f∗, f!
and f ! produce a six functor formalism. It is this final adjunction we call Verdier Duality:

Theorem 5.1.1. Let f : X → Y be a continuous map of locally compact Hausdorff spaces such that f! has
finite cohomological dimension1. Then the derived functor of the proper direct image has a right adjoint f !

in the derived category of sheaves:

RHomD(Shv(Y ;C))(Rf!F,G) ∼= RHomD(Shv(X;C))(F, f
!G), 2

where F and G are sheaves of for instance A-modules.

Again, taking f to be the projection X → ∗ yields fruitful special cases. We consider the simpler case
whenX is a compact and orientable n-dimensional manifold and consider the constant sheaf kX onX
for some field k. Verdier Duality now gives an equivalence

Hom(Rf!(kX), k) ∼= Hom(kX , f
!k).

Using the fact that we can find an injective resolution I• of kX and some homological algebra, one
can show that maps Hom(Rf!(kX), k) are further equivalent to the zeroth cohomology group with
compact support

H0(Hom•(Γc(X; I•), k)) = H0
c (X; kX)

∨,

where ∨ denotes the dual vector space. Additionally, it can be shown that f !k = kX [n], which is
something called the dualizing complex for amanifold. Thismeans that studyingHom(kX , f

!k) reduces
to studying Hom•(kX , kX [n]) which is isomorphic to the n-th cohomology of Hom•(kX , kX), so we
have an isomorphism

H0
c (X; kX)

∨ ∼= Hn(X; kX).

1This means that there is some bound d for which all cohomology groups Hr
c (f

−1(y);A) above d vanish for all y ∈ Y .
This holds for instance if all the fibres f−1(y) are at most d-dimensional CW-complexes.

2Here we really mean complexes of sheaves.
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Now, shifting the complexes i degrees and repeating the above arguments recovers classical Poincaré
duality:

H i
c(X; kX)

∨ ∼= Hn−i(X; kX).

For amore detailed and precise account of the above arguments, see Iversen’s book [Ive86] which serves
as a good introduction to sheaves and sheaf cohomology as a whole and for a slightly more amateurish
account, see [Sør21].

5.2 Verdier Duality in stable∞-categories

The goal of this chapter is to prove the following theorem:

Theorem 5.2.1 (Verdier Duality [Lur17, Theorem 5.5.5.1]). Let X be a locally compact Hausdorff space
and C be a stable∞-category with small limits and colimits. Then we have an equivalence of∞-categories

D : Shv(X;C)op ' Shv(X;Cop).

Let k be a field and Chk the category of chain complexes of k-vector spaces. We can define the derived
∞-category D(Chk) for k by inverting all quasi-isomorphisms in Chk. Vector space duality gives a
limit preserving functor D(Chopk )→ D(Chk) which induces a functor

Shv(X;D(Chk)op)→ Shv(X;D(Chk))

for any locally compact Hausdorff space. Composing with the equivalence of Theorem 5.2.1 yields a
contravariant functor from Shv(X;D(Chk)) to itself:

D′ : Shv(X;D(Chk))op → Shv(X;D(Chk))

and it is this functor that is usually called Verdier duality. As we have composed the equivalence D
with vector space duality,D′ is not necessarily an equivalence of∞-categories unless certain finiteness
conditions are imposed.

We will be using the theory of K-sheaves set up in the previous chapter to prove the theorem. By
corollary 4.3.13 we can rewrite theorem 5.2.1 in terms of K-sheaves instead:

Theorem 5.2.2. Let X be a locally compact Hausdorff space and C be a stable ∞-category with small
limits and colimits. Then we have an equivalence of∞-categories:

DK : ShvK(X;C)op ' ShvK(X;Cop).

Definition 5.2.3 ([Lur17, Notation 5.5.5.5]). Let X be a locally compact Hausdorff space. We define a
partially ordered setM as follows:

1. The objects of M are pairs (i, S) where 0 ≤ i ≤ 2 and S ⊆ X such that i = 0 implies S is
compact and i = 2 implies X − S is compact.
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2. We have (i, S) ≤ (j, T ) if either i ≤ j and S ⊆ T , or i = 0 and j = 2.

Remark 5.2.4 ([Lur17, Remark 5.5.5.6]). Observe that projecting (i, S) → i gives a map ϕ : M → [2]
of partially ordered sets. For 0 ≤ i ≤ 2 denote the fiber ϕ−1{i} by Mi. Also, observe that M0

∼=
K(X),M2

∼= K(X)op andM1 is isomorphic to the powerset poset of X .

Definition 5.2.5. Let M ′ denote the partially ordered sets of pairs (i, S), where 0 ≤ i ≤ 2 and
S ⊆ X such that i = 0 implies S is compact and i = 2 implies X − S is either open or compact. Let
(i, S) ≤ (j, T ) if i ≤ j and S ⊆ T or if i = 0 and j = 2. For 0 ≤ i ≤ 2, let M ′

i denote the subset
{(j, S) ∈M ′|j = i} ⊆M ′.

Remark 5.2.6. Observe that we have identifications M ′
0 = M0

∼= K(X), M ′
2
∼= U(X)op ∪ K(X)op

andM ′
1 = M1 is the powerset poset of X . Here we have used the bijection between U(X)op and the

partially ordered set of closed subsets of X given by complements.

We will prove Theorem 5.2.2 as a simple corollary of the following proposition.

Proposition 5.2.7 ([Lur17, Proposition 5.5.5.7]). Let X be a locally compact Hausdorff space, C be a
stable∞-category with small limits and colimits andM be as in 5.2.3. Let F : M → C be a functor. Then
the following conditions are equivalent:

1. The restriction (F |M0)
op determines aK-sheaf K(X)op → Cop, the restriction F |M1 is zero, and F

is left Kan extended fromM0 ∪M1.
2. The restriction F |M2 determines a K-sheaf K(X)op → C, the restriction F |M1 is zero, and F is

right Kan extended fromM1 ∪M2.

The proof of this is a bit long, so we will split the theorem into a few lemmas, keeping the notation of
the theorem statement.

Lemma 5.2.8. It is enough to show that condition 2. implies condition 1..

Proof. Observe that the map (i, S) 7→ (2− i,X −S) is an order-reversing bijectionM →M which is
moreover self-inverse. Now, it is enough to observe that when C is stable with small limits and colimits,
so is Cop and we can safely swap C and Cop.

Definition 5.2.9 ([Lur17, Definition 5.5.5.9]). Let X be a locally compact Hausdorff space and C a
pointed ∞-category with small limits and colimits. For a sheaf F ∈ Shv(X;C) and K compact we
denote byΓK(X;F) the fiber productF(X)×F(X−K)0. ForU open, we denote byΓc(U ;F) the filtered
colimit colimK∈K(X)/U ΓK(X;F) where K ranges over all compact subsets of U . The construction
U 7→ Γc(U ;F) determines a functor

Γc(−;F) : N(U(X))→ C.

Lemma 5.2.10. LetD denote the full subcategory of Fun(M ′,C) spanned by those functors F that satisfy
the following conditions:
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1. F |M2 is a K-sheaf on X .
2. F |M ′

2
is a right Kan extension of F |M2 .

3. F |M ′
1
is zero.

4. F |M ′ is a right Kan extension of F |M ′
1∪M ′

2
.

Then any F ∈ D restricts to a sheaf F ∈ Shv(X;C) and is given by the fiber ΓK(X;F) when restricted
toK ∈M0.

Proof. Observe that we have a bijection betweenU(X)op and the partially ordered set of closed subsets
ofX by sending U(X) 3 U 7→ (X−U), and we have a natural inclusion U(X)op ↪→M ′

2. By Theorem
4.3.8 (observe that condition 1. and 2. are exactly the conditions of Lemma 4.3.10) the restriction of
any object in D to Fun(U(X)op;C) is a sheaf. Let F be the sheaf obtained by restricting F . Define
ϕ : N(M0)→ Fun(∆1 ×∆1,N(M ′)) by sending an object (0,K) ∈M0 to the diagram

(0,K) (1,K)

(2, ∅) (2,K).

We can regard ϕ(0,K) as a map i : Λ2
2 → (M ′

1 ∪M ′
2)(0,K)/:

a (0,K)→ (1,K)

b c (0,K)→ (2, ∅) (0,K)→ (2,K)

Here we have abused notation to write the fiber productM ′
(0,K)/ ×M ′ M ′

1 ∪M ′
2 as (M ′

1 ∪M ′
2)(0,K)/.

By 2.4.6 i is limit-cofinal if and only if for every (m,A) ∈ (M ′
1 ∪M ′

2)(0,K)/ the fiber product

PB
(
(M ′

1 ∪M ′
2)(0,K)/

)
/(m,A)

Λ2
2 (M ′

1 ∪M ′
2)(0,K)/

j

i

y

is weakly contractible. As we have partially ordered sets, j is just the inclusion given by sending
objects ((0,K) ≤ (r,B) ≤ (m,A)) in

(
(M ′

1  ∪M ′
2)(0,K)/

)
/(m,A)

to objects ((0,K) ≤ (r,B)) in
(M ′

1 ∪M ′
2)(0,K)/. Since i(a) = (2, ∅), i(b) = (1,K) and i(c) = (2,K) and the pullback of a mono is
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mono, PB has to be a subcategory of

(b, (1,K))

(a, (2, ∅)) (c, (2,K)).

Observe that such a subcategory fails to be contractible only if (m,A) is chosen such that the pullback
is either empty or consists of two disjoint objects. If r = 1 we know (1,K) ≤ (1, B) and have no
arrows from (2, ∅) or (2,K) to (1, B). If r = 2 we must have (2, ∅) ≤ (2,K) ≤ (2, B), so the pullback
is always weakly contractible. By condition 4., F |M ′ is right Kan extended from F |M ′

1∪M ′
2
, which by

definition 3.2.2 means
(M ′

1 ∪M ′
2)
/
(0,K)/ ↪→M ′/

(0,K)/ →M ′ F−→ C

is a limit diagram. In other words, we have

lim
(M ′

1∪M ′
2)(0,K)/

F = F (0,K)

and by the limit-cofinality of i we get

F (0,K) = lim
(M ′

1∪M ′
2)(0,K)/

F = lim
Λ2
2

(F ◦ i) = limF ((2, ∅)→ (2,K)← (1,K))

which means condition 4. is equivalent to requiring that F composed with ϕ(0,K) yields another
pullback diagram

F (0,K) F (1,K)

F (2, ∅) F (2,K)

y

Observe now that by condition 3. F (1,K) = 0 and hence

F (0,K) ' fib(F (2, ∅)→ F (2,K)).

Recall that we defined F as the restriction of F to Shv(X;C) by identifying open sets U with their
complements. This means that F (2, ∅) = F(X) and F (2,K) = F(X −K) which in turn means that

F (0,K) ' fib(F (2, ∅)→ F (2,K)) ' fib(F(X)→ F(X −K)) = ΓK(X;F)

which completes the proof that F |M0(K) is given by ΓK(X;F).

Corollary 5.2.11. In particular this means that any F : M → C satisfying condition 2. in 5.2.7 can be
restricted to a sheaf F ∈ Shv(X;C) which is given by ΓK(X;F) when restricted toK ∈M0.
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Proof. Observe first that M is a full subcategory of M ′ which means we can extend F to a functor
F ′ ∈ Fun(M ′,C) by fully faithful Kan extension3.2.11. To show this extension lies inD, we must show
that it satisfies the four conditions of D:

1. We have F ′|M2 ∈ ShvK(X;C) by assumption.
2. We must show F ′|M2 = F |M2 is a right Kan extension of F ′|M ′

2
. As we defined F ′ to be a right

Kan extension of F to M ′ and M is equal to M ′ everywhere but on M ′
2, it is enough to show

that the Kan extension only depends onM2. In other words, we must show that for any x  ∈M ′
2

the map (M2)x/ → Mx/ is limit-cofinal, but observing that we can have no maps from x to
something inM −M2 we see that this is actually an isomorphism.

3. We have F ′|M ′
1
= 0 by assumption.

4. We must show F ′|M ′ is a right Kan extension of F ′|M ′
1∪M ′

2
. Observing that the second condition

is equivalent to F ′|M ′
1∪M ′

2
being a right Kan extension of F ′|M1∪M2 , we can use transitivity of

Kan extensions (3.2.4) to see that F ′|M ′ is a right Kan extension of F ′|M ′
1∪M ′

2
if and only if F ′|M

is a right Kan extension of F ′|M1∪M2 which is true by assumption.

This shows that F ′ belongs to D so the Lemma implies F |M0 = F ′|M0 = ΓK(X;F) forK ∈M0.

Lemma 5.2.12. Let G = F |M0 . Then Gop : Mop
0 → Cop is a K-sheaf valued in Cop.

Proof. Here Gop does the same on objects as G but we think of it as a functor Mop
0 → Cop. We must

show that it satisfies the following three properties:

1. G(∅) is a zero object, because G(∅) = fib(F(X)→ F(X − ∅)) = 0.
2. For any compact subsetsK andK ′ of X , we must show the following diagram is a pullback:

G(K ∩K ′) G(K ′)

G(K) G(K ∪K ′)

y

Observe that the diagram can be identified with the fiber of the map

F(X) F(X) F(X − (K ∩K ′)) F(X −K ′)

F(X) F(X) F(X −K) F(X − (K ∪K ′))

yy

As F is a sheaf, this is a map between pullbacks, so our diagram is also a pullback.
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3. For any compact subset K of X we must show that the map θ : G(K) → limKbK′ G(K ′) is an
equivalence in C. Observe now that θ gives us a map between two fiber sequences

G(K) limKbK′ G(K ′)

F(X) limKbK′ F(X)

F(X −K) limKbK′ F(X −K ′)

θ

θ′

θ′′

Since the partially ordered set {K ′ ∈ K(X)|K b K ′} is filtered, it is weakly contractible and
hence θ′ is an equivalence. Since F is a sheaf and the set {X −K ′|K b K ′} is a covering sieve
onX −K ′, θ′′ is also an equivalence. As we have shown that θ′ and θ′′ are equivalences, θ must
also be an equivalence, and we have shown that Gop determines a K-sheaf (K(X)op → Cop).

To complete the proof of Proposition 5.2.7, we must show the following lemma:

Lemma 5.2.13. F is left Kan extended from F |M0∪M1 .

Proof. Let M ′′ = {(i, S) ∈ M0 ∪M1 | (i, S) ∈ K(X)}. We can observe that F |M0∪M1 is left Kan
extended from F |M ′′ (F is zero onM1). By Proposition 3.2.4 it is enough to show that F is a left Kan
extension of F |M ′′ , and for this it is enough to check at every (2, S) ∈M2. We will instead show that
F |M ′′∪M ′

2
is a left Kan extension of F |M ′′ , and for this we define

B := {(2, X − U) ⊆M ′
2 | U ∈ U(X), U ∈ K(X)}.

By transitivity of Kan extensions (Proposition 3.2.4) it is enough to show that

(a) F ′|M ′′∪M ′
2
is a left Kan extension of F |M ′′∪B and

(b) F |M ′′∪B is a left Kan extension of F |M ′′ .

We first show (a): First observe thatM ′′ andM ′
2 are disjoint, so it is enough to check that for every

(2, X −K) ∈M ′
2 −B, the composite

(M ′′ ∪B)./(2,X−K) ↪→ (M ′′ ∪M ′
2)
.
/(2,X−K) → (M ′′ ∪M ′

2)→ C



Chapter 5: Verdier Duality 51

is a colimit diagram. According to Theorem 2.4.6 the inclusion B/(2,X−K) ⊆ (M ′′ ∪ B)/(2,X−K) is
colimit-cofinal if we can show that the pullback

PB
(
(M ′′ ∪B)/(2,X−K)

)
/(2,X−U)

(
B/(2,X−K)

)
/(2,X−U)

(M ′′ ∪B)/(2,X−K)

is weakly contractible for all (2, X −U) ∈ (M ′′ ∪B). As this is just the partially ordered set {(i, S) ∈
B |  (i, S) ≤ (2, X−U) ≤ (2, X−K)}, it is weakly contractible by the usual argument (it is nonempty
and stable under finite unions, hence filtered). This means that it is enough to show that F ′|M ′

2
is left

Kan extended from B. Assumption 2. says that F |M2 determines a K-sheaf, F |M1 = 0 and that F is a
right Kan extension fromM1 ∪M2. IdentifyingM2 = {(2, S) | (X − S) ∈ K(X)} with K(X)op we
see that we are in the situation of Theorem 4.3.8. As M ′

2 = {(2, S) | (X − S) ∈ U(X) ∪ K(X)} we
can identify it with (U(X)∪K(X))op and by Theorem 4.3.8 we get that F |M ′

2
is a left Kan extension of

F |U(X)op . By observing that for aK ∈ K(X) the collection of open neighborhoods ofK with compact
closure is colimit-cofinal in the collection of all open neighborhoods of K in X we get that F |M ′

2
is

furthermore left Kan extended from B, which was what we wanted to show.

B U(X)op C

M ′
2

i

Here we have used that we calculate Kan extensions as colimits, so i being colimit-cofinal over some
fixedK means restricting the colimit from U(X)op back to B is an equivalence.

We now show (b): Fix U ∈ U(X) such that U ∈ K(X). By 3.2.2 we want to show that F (2, X−U) is a
colimit of the diagram F |M ′′

/(2,X−U)
. ForK ∈ K(X) denote byM ′′

K the subset ofM ′′ consisting of pairs
(i, S) such that (0,K) ≤ (i, S) ≤ (2, X −U). Now observe thatM ′′

/(2,X−U) is a filtered colimit of the
simplicial setsM ′′

K overK ∈ K(X)U/. By [Lur09, Remark 4.2.3.9.] and [Lur09, Corollary 4.2.3.10.] we
can identify colim(F |M ′′

/(2,X−U)
)with the filtered colimit of the diagram {colim(F |M ′′

K
)}K . This means

that we are reduced to showing that for every K ∈ K(X)U/, F exhibits F (2, X − U) as a colimit of
F |M ′′

K
. By Theorem 2.4.6 the diagram

(0,K − U) (1,K − U)

(0,K)
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is limit-cofinal in N(M ′′
K) and hence it is enough to show that

F (0,K − U) F (1,K − U)

F (0,K) F (2, X − U)

is a pushout in C. We will show this by considering the larger diagram

F (0,K − U) F (1,K − U) = 0

F (0,K) Z F (1,K) = 0

F (2, ∅) F (2,K − U) F (2,K)

F (2, X − U) F (2, X)

y

where we already know that the middle composite rectangle is a pullback (we have shown F (0,K) to
be the fiber of the map F (2, ∅) → F (2,K)), so the middle left square is also a pullback. As we have
shown F (0,K − U) = fib(F (2, ∅) → F (2,K − U)) the left vertical composite rectangle is also a
pullback, so the upper left must be as well.

Finally, we need to use thatC is a stable∞-category by noting that the upper left square is also a pushout
which means that we are done if we can show that Z is equivalent to F (2, X−U). By Corollary 5.2.11,
the bijection between U(X)op and the poset of closed subsets ofX induces a restriction of F to a sheaf
F. As F (1,K) = 0 and F (2, X) = F(∅) = 0we have an equivalence F (1,K)→ F (2,K)→ F (2, X)
which means that if we can show the composite square

Z F (1,K) = 0

F (2, X − U) F (2, X) = F(∅) = 0

is a pullback, we have shown the desired equivalenceZ → F (2, X−U) using the fact that the pullback
along an equivalence is again an equivalence.
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To complete the proof it is therefore enough to show that the lower right square is a pullback. Replacing
F by F we get

F((X −K) ∪ U) F(X −K)

F(U) F(∅)

which is a pullback because F is a sheaf (U and X −K are disjoint).

We can now prove Verdier duality (Theorem 5.2.1):

Proof of Theorem 5.2.2 and 5.2.1. Let E(C) ⊆ Fun(M,C) be the full subcategory spanned by those func-
tors satisfying the conditions of Proposition 5.2.7, and observe that the inclusions M0 ↪→ M ←↩ M2

give restrictions

ShvK(X;Cop)
θ←− E(C)op θ′−→ ShvK(X;C)op.

Because we Kan extend along inclusions of full subcategories these are equivalences of∞-categories
by Proposition 3.2.11. This proves Theorem 5.2.2 and by Corollary 4.3.13 we have shown Theorem
5.2.1.

Remark 5.2.14. Observe that for K a compact subset of an open subset U , F being a sheaf means that
we have pullbacks:

fib(f) Γ(X;F) Γ(U ;F)

0 Γ(X −K;F) Γ(U −K;F)

f g

yy

As the composition of pullbacks is again a pullback we get ΓK(X;F) = fib(f) = fib(g) = ΓK(U ;F).

Proposition 5.2.15 ([Lur17, Proposition 5.5.5.10]). LetX be a locally compact Hausdorff space and C a
stable∞-category with small limits and colimits. Then the equivalence of∞-categories

D : Shv(X;C)op ' Shv(X;Cop).

given in Theorem 5.2.1 is given by D(F)(U) = Γc(U ;F).

Proof. It follows from the proof of Theorem 4.3.8 that the equivalence

θ : ShvK(X;Cop)op ' Shv(X;Cop)op
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is given by the formula θ(F)(U) = colimK⊆U F(K), where the colimit is taken inC. Letψ : Shv(X;C)→
ShvK(X;C) be the equivalence of Corollary 4.3.13 and letψ′ be the equivalence ShvK(X;C)→ ShvK(X;Cop)op

of Theorem 5.2.2. Composing, we get a string of equivalences

Dop : Shv(X;C)
ψ−→ ShvK(X;C)

ψ′
−→ ShvK(X;Cop)op

θ−→ Shv(X;Cop)op.

Let D be as in the proof of Lemma 5.2.7. By Theorem 4.3.8 the restriction D → Fun(U(X)op,C) is a
categorical equivalence onto Shv(X;C), since we Kan extend from the full subcategory Shv(X;C).
In the other direction we restrict D → Fun(M0,C) ' Fun(K(X),C) ' Fun(K(X)op,Cop)op and
ψ′ ◦ ψ is given by the composition Shv(X;C) → D → Fun(K(X)op,Cop)op, and as we saw in the
proof of Lemma 5.2.7, restriction from D to functors fromM0 is given by ΓK(X;F). This means that
ψ′ ◦ ψ : F 7→ (K 7→ ΓK(X;F)) so by Remark 5.2.14 we have

(θ ◦ ψ′ ◦ ψ)(F)(U) = colim
K⊆U

(ΓK(X;F )) = colim
K⊆U

(ΓK(U ;F )) = Γc(U ;F).

Remark 5.2.16. This is the infinity-categorical generalization of the classical fact that conjugation by
Verdier duality exchanges cohomology and cohomology with compact support. The construction of
Γc(U ;F) above really is analogous to the construction

Γc(X;F) := {s ∈ Γ(X;F) | s has compact support}

from classical sheaf theory in 1-categories. Also, recall that in the introduction of this chapter we
defined direct image with proper support as the functor

Γ(U ; f!F) := {s ∈ Γ(U ; f∗F) | s has compact support}.

and said Verdier duality is the existence of a right adjoint f !.

In [Vol23], Marco Volpe shows that one can extend the classical six functor formalism for sheaves on
locally compact Hausdorff spaces to sheaves with values in any closed symmetric monoidal∞-category
which is stable and bicomplete, and Lurie’s Verdier duality (Theorem 5.2.1) is central in proving the∞-
categorical adjunction. Volpe uses the functors f∗ and f∗ on Cop, which takes cosheaves to cosheaves,
to obtain the functors f! and f ! and usesTheorem 5.2.1 to transfer the adjunction to the level of sheaves.
More precisely, he shows an equivalence CoShv(X; Sp)⊗C ' CoShv(X;C) and uses Verdier duality to
obtain an equivalence Shv(X; Sp)⊗ C ' Shv(X;C). With this equivalence, finding f∗ is rephrased in
terms of sheaves with presentable coefficients, and these are easier to work with due to the existence of
sheafification. In particular, it is known that for a proper map f : X → Y of locally compact Hausdorff
spaces, the functor f Sp

∗ : Shv(X; Sp) → Shv(Y ; Sp) admits a left adjoint f∗Sp and one then obtains the
desired adjunction by observing that the equivalence Shv(X; Sp)⊗C ' Shv(X;C) allows us to identity
f
Sp
∗ ⊗ C with f∗ : Shv(X;C)→ Shv(Y ;C) and f∗Sp ⊗ C with f∗.

Remark 5.2.17. As we saw in the introduction to this chapter, classical Verdier duality can be used to
give a proof of Poincaré duality, and in [Lur17, Section 5.5.6] Jacob Lurie uses his version of Verdier
duality to prove a version of what he calls non-abelian Poincaré duality.
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