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Abstract

A traditional sand trap within a hydropower plant reduces flow velocity,
enabling transported sediments to separate from the water. Optimizing sed-
iment deposition is crucial to minimize turbine erosion caused by particles,
making the research of flow calming structures and ribs interesting. Previ-
ous research has studied particle behavior concerning hydropower, although
achieving a definitive optimization for a sand trap remains to be established.
The study aims to investigate flow and sand particle behavior upon impact
with flow calming structures and ribs to comprehend particle behavior better
downstream of these objects. Simplified sand trap models were developed,
containing single and multiple cylinders of varied geometries representing
flow calming structures. The models were discretized and verified before
progressing to performing the numerical simulations. The flows were simu-
lated for a transient state, using Reynolds-averaged Navier-Stokes turbulence
models to solve the equations.

The results demonstrate that the particles, hence smaller and suspended
sediments in a hydropower plant, closely follow the flow pattern. Addition-
ally, the particle behavior is affected by gravitational forces and the flow’s
inertial forces. In the case of a single flow calming structure, the model con-
taining a circular cylinder proved to contribute to particle settlement due
to more particles entering the ribs upstream of the outlet. For the case
of multiple flow calming structures, the model containing square cylinders
proved advantageous, based on a smoother pattern being more beneficial.
Fewer velocity fluctuations allow particles to have trajectories following the
streamlines constantly.

Keywords: Hydropower; Sand trap; CFD; Sediment transport; Multiphase;
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Sammendrag

Et tradisjonelt sandfang i et vannkraftverk reduserer stremningshastigheten
slik at sedimenter som transporteres kan skilles ut fra vannet. For 4 minimere
turbinerosjon forarsaket av partikler er det ngdvendig a optimere sedimen-
tavsetningen i sandfanget, noe som gir interesse for videre forskning pa struk-
turer og ribber. Det har tidligere blitt utfgrt forskning av partikkelavsetning
i relasjon med vannkraft, men et sandfang med optimal avsetning er enda
ikke etablert. Denne studien har som mal & undersgke strgmnings-og par-
tikkelatferd nar sandfanget har installerte strukturer og ribber, noe som gir
bedre forstaelse av partikkelavsettelse nedstrgms disse objektene. Forenklede
modeller av sandfang er utviklet, og inneholder bade én og flere sylindre av
ulike geometrier, som representerer strukturene. Modellene er diskretisert og
verifisert fgr de numeriske simuleringene er utfgrt. Strgmningene er simulert
for en transient tilstand ved bruk av Reynolds-averaged Navier-Stokes tur-
bulensmodeller for a lgse ligningene.

Resultatene viser at partiklene, og dermed de mindre og suspenderte
sedimentene i et vannkraftverk, fglger strgmningsmgnsteret tett. I tillegg
pavirkes partiklene av gravitasjonskrefter og treghetskrefter fra stromnignen.
I tilfellet med én struktur viste resultatene at modellen med en sirkulaer sylin-
der bidrar mest til gkt partikkelavsetning, pa grunn av bedre opphopning av
partikler under ribbene. I tilfellet med flere strukturer viste resultatene at
kvadratiske sylindre er bedre egnet, basert pa et jevnere stromningsmgnster.
Feerre hastighetssvingninger bidrar til at partiklene folger stromningslinjene
til vannet mer kontinuerlig, noe som gj@r et jevnere strgmningsmgnster gun-
stigere for partikkelavsetning.
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Chapter 1

Introduction

1.1 Background

Hydropower has gained significant interest as a renewable energy resource
that harnesses natural water flow energy. Hydropower plants are strategi-
cally located near water resources, utilizing turbines and generators to con-
vert the kinetic energy of water to electricity. Figure 1.1 illustrates the main
components in a typical impoundment hydropower plant. In such a power
plant, the water is extracted from an upper reservoir or dam, with addi-
tional brook intakes to utilize water from smaller resources. The water from
these intakes will further meet and flow through a headrace tunnel. Down-
stream the headrace tunnel, a surge tank, and a sand trap are positioned.
The surge tank neutralizes the system’s pressure before the water enters the
sand trap, where the sediments settle. The water continues through the pen-
stock, where the head naturally increases, and subsequently flows through
the turbine house, powering the turbines. Throughout this process, the ki-
netic energy of the water is converted into electrical energy by generators,
after which the flow is released into a lower reservoir or river.

Sand traps are essential components in hydropower plants, optimizing
production by indirectly reducing turbine damage. Two types of sand traps
are open channel and closed tunnel sand traps. A distinction between these
two types lies in the surface orientations that confine the flow. In an open
channel, the flow is confined by the channel bed and side walls, while in a
closed tunnel, the flow is enclosed by the tunnel bed, side walls, and roof.
Both types are located upstream of the penstock and have a wider cross-
sectional area than the headrace tunnel, reducing water velocity upon entry.
The velocity decrease allows the sediments to settle at the bed by reaching
their settling velocity.
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Brook intake Surge chamber

Upper reservoir

Headrace tunnel Turbine
Lower reservoir

Penstock

Figure 1.1: Illustration of an impoundment hydropower plant, with the main
features prominently highlighted for identification.

The closed tunnel sand trap, also called a pressurized sand trap, is ben-
eficial in an impoundment hydropower plant as it captures particles from
various sources, including the headrace tunnel, brook intakes, unlined chan-
nels, and sediments remaining from construction [1]. Factors such as the
water intake source, location, sediment types, and cost influence the instal-
lation of sand traps.

Sediments transported with incoming water pose challenges to achiev-
ing optimal production in hydropower plants. Several factors, including the
intake source, sediment type and size, water velocity, and turbulence lev-
els, influence the quantity of transported sediments. Over time, the unset-
tled deposits cause erosion damage to the turbines, reducing operational life
and resulting in maintenance and replacement operations downtime. These
factors cause the hydropower plant to have reduced electricity production,
leading to decreased efficiency. To address this issue, sand traps have been
designed and installed in hydropower plants to minimize the transport of
sediments to the penstock and turbines, thereby increasing efficiency. Up-
grading sand traps with designs that capture more sediments allows the
turbines to operate more constantly and have an extended lifespan. Given
the current relevance of renewable energy resources, optimizing the design
of hydropower sand traps is essential for maximizing power production.



1.2. Scope

1.2 Scope

This master’s work builds upon a previous project focused on under-
standing hydropower and exploring flow behavior using numerical tools [2].
Because the current study continues this previous project, certain similari-
ties will be observed in the theory. The earlier project employed a simplified
sand trap model featuring a tunnel with a single vertical, square cylinder po-
sitioned downstream of the tunnel inlet. The investigations involved multi-
phase one-way coupled simulations examining the flow and particle dynamics
when encountering the obstruction. The results showed that particles were
trapped in the outer regions of vortices, causing them to follow the pattern of
the growing vortices. As the vortices expanded, the flow velocity decreased,
reducing the particles’ velocity. It was found that the tunnel length should
be increased for future work, and it would be necessary to perform fully-
coupled simulations to investigate the particles’ effect on each other or the
flow.

The present study aims to investigate how different structures will affect
the water flow and sediment settlement inside a sand trap. A numerical anal-
ysis will be conducted to observe flow behavior as it interacts with structures
of varying geometries. The created models are tunnels containing a single
vertical cylinder, a single circular cylinder, and multiple cylinders located
downstream of the tunnel inlets. Upon flow stabilization, particles will be
injected, making it possible to study their physical tendencies. Specific mod-
els are additionally conducted with a second inlet velocity to observe how
turbulence affects the particle settlement.

1.3 Thesis organization

In this section, the structure of the thesis will be outlined. The initial step
involved conducting a literature study to gather previous knowledge about
flow properties and acquire valuable insight considering the physical aspects
of particle settlement. The literature review includes results and conclusions
of relevant research, as well as summaries of projects of relevance for decisions
made in this study.

Furthermore, the thesis will present the relevant theoretical foundations
needed, such as sediment transportation methods. Subsequently, the thesis
will delve into the theory concerning specific flow phenomena and turbulence,
followed by CFD theory and model verification. Chapter 3 ends the applied
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simulation setup.

In Chapter 4, the results for this study are obtained. The results will be
presented and discussed regarding the matter in question and the relevant
literature. The conclusions from the results are to be found in Chapter 5,
followed by suggestions for future work in Chapter 6.



Chapter 2

Literature review

The settling behavior of particles in water is a critical aspect to consider in
hydropower plants, and previous research studies have yielded varying re-
sults. While investigating the motion of aerosol particles in a steady flow,
Maxey and Corrsin [3] discovered that particles have indefinite suspension if
no inertial forces are present. In contrast, if inertial forces are present, the
particles are settled at a higher rate than in still fluid. Regarding turbulence
affecting the particle settlement, Nielsen [4] observed that bubbles tend to
be trapped inside steady vortices while heavy particles escape. A density
difference between the bubbles and the particles causes a transportation dif-
ference, leading heavy particles to become fast-tracked between the vortices.
This phenomenon led the settling velocity to become reduced by weak turbu-
lence and increased by strong turbulence. The observed bubble and particle
behavior regards a horizontal flow as the density leads to a gravity pull im-
pacting their velocity if the flow model is declined or inclined. Nielsen’s
results correspond to the discoveries of Maxey and Corrsin [3], which sug-
gests that it is crucial to investigate the particle and vortex interaction at
a deeper level. In terms of already settled particles, Ingersoll et al. [5] dis-
covered that an essential factor in preventing settled particles’ re-suspension
was to have small velocity gradients at the tunnel bed. These findings align
with Nielsen [4], as increased turbulence levels are associated with higher
velocities.

Murray [6] observed that the particle settlement velocity was reduced by
30% compared to the still-water fall velocity while conducting experimental
studies on suspended particles. By performing DNS on particle-laden flows,
Wang and Maxey [7] found that the settling velocity can increase up to 50%
when the particles have an inertial response time and still-fluid terminal
velocity comparable to the Kolmogorov turbulence scales.
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Wang and Squires [8] conducted a numerical study to investigate the de-
position of particles in a fully-developed turbulent flow. The conclusions were
that the particles accumulated in the near-wall region of the boundary layer,
based on both LES and DNS. In order to characterize the particle interac-
tions while settling, Liu et al. [9] conducted a study with experiments and
simulations. While Menter [10] neglected the particle-particle interactions,
Liu et al. [9] included these in the study. The results showed no attraction
between particles released side by side but rather a repulsion caused by the
asymmetry between the inside and outside vortices in the wake.

Researchers have conducted various studies investigating turbulence in-
duced by particles. Kajishima and Takiguchi [11] performed DNS in order
to investigate the two-way interaction between particles and a level of tur-
bulence in a fluid. The results indicated that the clusters increased when
the particle Reynolds number exceeded 300, and a higher amount of particle
clusters created a reduced drag induced by the particles. The increase in
cluster formation is due to the drag created by a particle being lower if the
particle is in a wake from another particle rather than in a free stream. The
results also showed that clusters induced large-scale eddies into the flow.
Burton and Eaton conducted another numerical fully-coupled study [12],
where the results showed that the ratio of particle mass load to fluid is of
essence to the level of turbulence. Results indicate that systems with higher
mass loads have reduced turbulence levels from their unladen values. In con-
trast, a small mass load can increase turbulence from their unladen values.

In the present study, it is interesting to investigate the flow and particle
behaviour as it passes by an obstacle. Burns et al. [13] found that particles
will concentrate near the edges of the vortices downstream of a bluff body.
Here, an attraction occurs between the particles due to dissipative effects
caused by particle inertia in the flow. Haddadi et al. [14] looked into the
behaviour of particles in recirculating wakes. The results show that a steady
and unsteady wake differs due to the occurring mass exchange in an unsteady
flow. A single particle injection into the free stream does not enter the wake.
In contrast, with a more significant particle injection, the particles will move
across the wake and enter the free stream.

Khosronejad et al. [15] used three-dimensional simulations to investigate
a flow with sediments. The low-Reynolds number k-w turbulence model
and a standard k-e turbulence model were applied for the numerical solver,
which both are based on the Boussinesq eddy viscosity hypothesis. The result
showed that the low-Reynolds k-w model predicts the multiphase flow better
than the standard k-¢ model. The results of Khosronejad et al. [15] agree



with the theory of the k-w model, as it accounts better for the layers in the
near-wall region, while the k-e¢ model is more applicable in the free-stream
region [16]. The different application regions of the two turbulence models
are due to the empirical damping functions that k-e uses in the viscous sub-
layer for a low y* value, which the k-w turbulence model does not include.
Menter [10] presented two turbulence models, the Baseline and SST models,
in which he compared their accuracy. The two models were comparable
because they were based on the k-w model and two-equation eddy viscosity
models. It was found that the two models showed differences in the free
stream part of the boundary layer, where the SST model became favourable.
The SST model was favourable because it had less sensitivity in this region,
compared to the original k-w and the Baseline model, due to a modification
in the definition of the eddy-viscosity. Hence, it accounts for the turbulent
shear stress in the flow.

This master study is based on the research conducted by Ivarson [17] and
Daving [18]. Ivarson investigated the effects on sand trap efficiency when in-
stalling v-shaped rakes and ribs in the sand trap through a numerical study.
The model was a realistic sand trap design with two rows of rakes down-
stream of the sand trap inlet. The rows consisted of 11 and 12 rakes, which
did not extend to the channel’s top. Results showed that when including the
ribs, the number of sediments that escaped was reduced by 24% and the head
loss was increased by 1.8%, while when including both ribs and rakes, the
amount was increased by 48.5% and 12.7%, respectively. For further work, it
was suggested that models should include rakes extending across the entire
tunnel, and acquiring experimental measurements of the inlet velocity would
be necessary for accurate boundary conditions.

Further numerical investigations into the sand trap design were conducted
by Daving [18]. The scope of the study was to observe the effects on sand trap
efficiency when installing square and diamond-shaped rakes, so-called Flow
Calming Structures, and ribs, while also having an incline and decline in the
tunnel. A set of models were created to explore the various cases of particle
settlement. The results for a pressurized channel concluded that including
FCS decreased particle settlement by 30% from the results without FCS. The
case for an open channel resulted in a decrease of 34% from the original case.
An inclined tunnel downstream of the sand trap gave a settlement of 31%,
which is lower than the beforementioned results. It was suggested that future
work should include a closer look at the vortex and particle interaction, as
well as optimizing the models to reduce simulation time.
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Neess [19] and Steinkjer [20] also conducted studies regarding particle
injections for a sand trap. Naess [19] performed numerical simulations with
a realistic sand trap design consisting of both an open and closed sand trap.
The results showed that flow velocity is reduced at the tunnel bed, giving
better conditions for particle settlement. Steinkjer [20] conducted a physical
lab experiment to investigate the best-suited modelling material for future
sand trap experiments. The parameters from the work of Neess [19], Steinkjer
[20], Ivarson [17] and Daving [18], in which the current study is based on,
are presented in Table 2.1.

Table 2.1: Case parameters from previous related studies regarding particle

settlement.

Parameter Daving [18] Ivarson [17] Neess [19]  Steinkjer [20]
A, [m?] 1.10x10? 1.19x 102 3.39x10%2  3.30x107!
D, [m] 2.00x107*  (7.5042.50) 3.00x10™% 2.5x10~*

2.0x1073 x1074 1.00x1073  4.9x107*
Pp ke m~3]  1.60x103 2.65x10%  2.62x103
Qp kegs™!]  2.00x1072  1.00x103 1.00
tp [s] 1.00x10? 1.00x 102 2.00x101  5.60x103
mp [ke] 2.00 1.00x10° 2.00x10"  1.97x102
Dp e [m] 1.05x 10! 1.05% 10" 5.74x10~1
D rcs  [m] 2.20x107Y  2.00x10~*
U; ms™!] 1.14 1.14 2.36 (0.8, 2.20)

x1071

Re 1.15x107 1.15x10~7 4.60x10%

Here, A, is the cross-sectional area of the channel and tunnel, D, is the
particle diameter, p, is the particle density, @, is the particle injection flow
rate, t, is the injection time, m, is the total injected particle mass, Dy, is
the hydraulic channel and tunnel diameter, Dj, rcs is the hydraulic diameter
of the FCS, U;, is the inlet velocity and Re is the flow Reynolds number.
A lack of consistency was observed for the previous studies, resulting in
the present study creating parameters primarily based on parameters from
Daving [18]. This choice was made because it was the case most related to
the current case. Therefore, the parameters used in this study are presented
in Table 2.2.



Table 2.2: Case parameters and their values for the models considered.

Up=15ms! Up=15ms™ T

Parameter My, Ms,My  Ms3,M5 My,My,My  Ms3,Ms5
A, [m?] 5.00x1073  1.10x107% 5.00x1073 1.10x1072
D, [m] 2.00x10™* 2.00x10~* 2.00x107* 2.00x10~*
Pp kg m™3]  1.60x103 1.60x103
Qp kg s~ 9.00x1077 9.00x10~¢
tp [s] 1.90 1.90x107!
m, [kg] 1.71x1076 1.71x1076
Dy, . [m] 6.67x1072  1.05x107' 6.67x1072 1.05x107!
Dpres  [m] 1.00x1072  1.00x1072 1.00x1072 1.00x1072
Re 1.00x10° 1.50x10°  1.00x10° 1.50%10°

In Table 2.2, My, Ms, Mz, My, and M5 refer to Model 1, Model 2, Model
3, Model 4 and Model 5, respectively. These are the models created for this
study, which will be presented in Chapter 3.5. The values for the particle
injections arise from a down-scaling of the values from Table 2.1, while the
structure measurements and inlet velocity are independently decided.
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Chapter 3

Theory and methods

3.1 Sediment transport

Gaining a comprehensive understanding of sediments and their trans-
portation by water is vital when examining the effectiveness of a sand trap.
Sediments are composed of particles of different sizes, where the type of
particle depends on the location and surrounding area of the hydropower
plant [21]. The sediments are sorted into groups depending on their size,
from small to large: clay, silt, sand, and gravel. The sediments come from
the tunnel, both unlined and lined tunnels, or get transported from the wa-
terways [20]. It is also common to leave remaining sediments after finished
construction at the tunnel bed, causing them to get suspended as the water
flows past. The sediments also originate from the concrete lining or rock
support if there are lined tunnel walls. In addition, the sediments from wa-
terways and brook intakes are transported through the headrace tunnel and
to the sand trap. In the case of the primary intake being from a creek or
river, the sediment concentration is expected to be higher than water from
a reservoir due to the higher water velocity and increased erosion in natural
waterways. However, an effective sand trap is crucial to minimize sediments
reaching the penstock regardless of the water source.

The sediments and particles in the flow get transported by bed load or
suspension load [21], as illustrated in Figure 3.1. Bed load transportation
involves large sediments like sand, gravel, and boulders. Due to their mass,
these get transported along the tunnel bed by sliding, rolling, and saltat-
ing. Sliding and rolling occurs directly at the tunnel bed, while saltating
occurs when the sediment catches a re-suspension and is transported further
downstream by the flow. The fluid motion transports smaller particles with
suspension in the water, allowing them to deposit in the water as the flow
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Figure 3.1: Illustration of sediment transportation methods occurring in a sand
trap.

velocity reduces and they reach their settling velocity.

Suspension of a particle occurs when the shear velocity is greater than
the particle settling velocity, hence u* > wp [21]. The two parameters are
given in Equation 3.1 and Equation 3.2, respectively.

w = |2 (3.1)

4gdp pp
=/l 2
wWo 3C, p (3.2)

Here, 7y is the bed shear stress, p is the fluid density, g is gravitational
forces, d,, is the particle diameter, p, is the particle density and Cy is the
particle drag coefficient [22]. The drag coefficient for a spherical particle is
given by Equation 3.3,

24 0.681 0.407
O = g (1 + 0-150Re; ™) + 1+ 50 (33)

where Re,, is the particle Reynolds number. The terminal fall velocity,
also known as the settling velocity, of a particle in this study is wg = 0.095
-1
ms” .
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3.1. Sediment transport

Different turbulence levels and FCS influence the tunnel flow by creating
disturbances and vortices. The suspended particles follow the flow stream-
lines and hence the developed patterns. The Stokes number is dimensionless,
indicating how coupled the particle motion is with the flow motion by being
a ratio between the particle response time and the characteristic fluid time
scale [23]. Equation 3.4 gives the Stokes number,

_ ppdyU
©18ulL

(3.4)

where U is the free stream velocity, p is the fluid dynamic viscosity and
L is the characteristic length scale for the vortex. A small Stokes number,
Stk << 1, indicates that the motion of the suspended particles is highly
coupled with the fluid motion, whereas a greater Stokes number, Stk >>
1, indicates that the particles behave in an independent matter [23]. The
independent behavior of the particles is due to the particle having a response
time to the incoming force that reacts faster than the fluid reacts on it,
making the particle motion not related to the fluid motion.

Table 3.1 presents the Stokes numbers for the particles in the current
study, where the values were obtained using Equation 3.4 and quantities
from Table 2.2.

Table 3.1: Stokes numbers for the particle-laden flows in the models considered.

Stokes number
Model U;,, =15ms™ ! Uy =15ms™!

M, 7.97x102 7.97x10°1
M, 7.97x1072 7.97x107 1
Ms; 5.06x10~2 5.06x107!
My 7.97x102 7.97x1071
M; 5.06x1072 5.06x10~1

The calculated values show that the tunnels with the same cross-sectional
area induce the same Stokes number on the particles, as the tunnel hydraulic
diameter is the reference length. The particles are closely coupled with the
flow patterns in all cases because the Stokes number is less than 1.

13



3. Theory and methods

3.2 Flow attributes

In a pressurized sand trap, the flow occurs internally within a tunnel. This
flow type is characterized by a fluid confined by solid surfaces in all directions,
except for the inlet and outlet [24]. The presence of solid surfaces leads to
the development of a boundary layer and the importance of considering the
viscous effects of the fluid in this region. Determining whether the flow is
fully developed is crucial, considering turbulent flow conditions [25].

The current study includes flow past FCS, resulting in a flow past a
cylinder. When the flow velocity, and hence the Reynolds number, is high,
the cylinder detaches in the boundary layer, generating a flow separation at
the cylinder walls [24]. This separation region forms a wake characterized by
the periodic shedding of vortices, which is an unsteady phenomenon due to
the flow’s inherent time dependence. The frequency at which the vortices are
shed is proportional to the average flow velocity, meaning higher velocities
result in higher shedding frequencies. For flow over a cylinder, the lift and
drag coeflicients can be calculated using Equation 3.5 and Equation 3.6,
respectively,

Iy

= 550A (35
£

Ci = 0.5pU%A (36)

where F,; and F; are the drag and lift forces acting on the cylinder and A
is the cylinder area [24]. The flow separation in the boundary layer causes
pressure differences that generate the drag force. These pressure differences
create alternating high-pressure and low-pressure zones downstream of the
cylinder, leading to a repeating formation of vortices, known as a von Kér-
man vortex street.

For the numerical analysis in this study, the hydraulic diameter is used
as the characteristic length for the non-circular pipe, considering the rect-
angular cross-sectional area of the tunnel. The hydraulic diameter for the
rectangular tunnel is calculated by Equation 3.7,

4A
Dh,t - 7 (37)
where A, is the cross-sectional area and ¢ is the wetted perimeter for
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the tunnel. The hydraulic diameter of the cylinders differs from that of the
rectangular tunnel. The hydraulic diameter for a square cylinder can be
found in Equation 3.8, and for a circular cylinder, in Equation 3.9,

Dh,s =a (38)

Dp.=D (3.9)

where a is the length of the cylinder walls and D is the cylinder diameter.
The values found for the hydraulic diameters in this project can be viewed
in Table 2.2. Due to the cylinders having equal hydraulic diameters, they
are in Table 2.2 denoted Dy, pcs.

The Reynolds number is a dimensionless parameter representing a flow’s
turbulence level [24]. The fluid and particles have separate Reynolds numbers
in a particle-laden flow. The Reynolds number for a fluid is determined using
3.10, while for a single particle, it is expressed by 3.11.

D
Re = PUDn (3.10)
I
Wd
Re, = -2 (3.11)
vy

Here, W is the magnitude of the slip velocity and vy is the kinematic
viscosity of the surrounding fluid. While the fluid Re is a ratio of the inertial
forces to the viscous forces, Re,, indicates a particle’s relative velocity to the
surrounding fluid [26]. In the current study, the particle Reynolds number is
Re, = 18.8, and Table 3.2 presents the obtained Reynolds numbers for the
various models in this study.

Table 3.2: Fluid Reynolds numbers for the modeled flows.

Reynolds numbers
Model U;, =15ms™! U =15ms™!

M, 1.00x10° 1.00x10°
M, 1.00x10° 1.00x 106
Ms 1.50x10° 1.50% 106
M, 1.00x10° 1.00x 108
Ms 1.50x10° 1.50x10°

15



3. Theory and methods

3.3 Turbulence

Turbulent flows exhibit distinctive characteristics, including high disor-
der, irregularity, unsteadiness, complexity, and velocity fluctuations that
evolve with time [24]. Such a flow is always dissipative due to the viscous
shear stresses performing deformation work at the expense of kinetic energy.
Another feature of turbulent flows is that they contain multi-scale vortices
measured with different length scales, and the turbulent flow has a higher
Reynolds number than a laminar flow. By calculating various parameters,
it is possible to evaluate the turbulence level of a flow. These parameters
include the turbulence intensity, the turbulent kinetic energy, and the dissi-
pation rate, which can be calculated from Equation 3.12, Equation 3.13 and
Equation 3.14, respectively.

1

I =0.16Re" % (3.12)
3 2
k=20-0) (3.13)
k,O.S

C), is a constant equal to 0.09, and L is a reference length. The turbu-
lence intensity, I, is a dimensionless parameter that is a ratio between the
standard deviation of fluctuating velocity and the mean velocity of an in-
ternal flow [24]. These parameters have been calculated preliminary to the
numerical simulations to enter as initialization parameters, and their values
are presented in Table 3.3.

Table 3.3: Turbulence parameters used for initialization of the flows.

Up=15ms ! Upp=15ms !
Parameter Ml,Mg,M4 M3,M5 Ml,MQ,M4 Mg,M5
3.80x1072  3.59x1072 2.84x107? 2.69x1072
ko [m?s7?] 4.86x1073 4.34x1073 2.74x107! 2.44x107!
w [s7Y 2.73x10* 1.65x10%  2.04x1072  1.24x102

~
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3.4. Computational fluid dynamics

3.4 Computational fluid dynamics

Computational Fluid Dynamics is a numerical analysis method to solve
fluid flow problems [24]. The numerical software Ansys was employed to
investigate the chosen problem for this study. The geometry was prepared
in the CAD tool DesignModeler, the mesh was created using Ansys Meshing,
and the simulations were performed using the solver Ansys Fluent. The post-
processing was done by using CFD-Post and Ansys Fluent.

3.4.1 Turbulence model

The concerning models for the simulations performed are the RANS tur-
bulence models. Looking at the features of the present case was essential in
selecting a suitable turbulence model for this study. The case consists of an
internal and external flow, meaning multiple boundary layers will exist. The
k—w SST — SAS model was selected due to its stability in boundary layer
regions and ability to decrease turbulent flow fluctuations. It also accompa-
nies a shear stress justification, presenting the turbulent kinetic energy from
building near the stagnation points. Continuing, the turbulence models will
be presented, followed by the governing equations.

The k — € model is a two-equation linear eddy-viscosity turbulence model
[27]. In addition to the equations for conservation, it solves two transport
equations; one for the turbulent kinetic energy, k, and one for the turbulent
kinetic energy dissipation rate, e. The model is frequently used for free-shear
layer flows with low-pressure gradients. The k — w model is also a two-
equation linear eddy-viscosity turbulence model [10]. This model solves for
k, the turbulent kinetic energy, and w, the specific turbulent dissipation rate.
This model applies to flows with low Reynolds numbers, particularly when
resolving the boundary layer’s viscous sublayer region. This application is
due to the k —w model not including a damping function, such as the k — ¢
model, so the equations become simpler to solve near the walls.

It is established that k& — € is favorable in the free stream flow, while
k-w is favorable in boundary layer flows. The k — w SST model combines
the two models, making it a more stable turbulence model for a flow that
includes both a boundary layer and a free stream. Here the k — € model will
be applied in the free stream regions of the flow, while the £ — w model will
be applied in the inner layer of the boundary layer, such as the sublayer and
logarithmic layer. Due to this shift of turbulence models and consideration
of the shear stress in the boundary layer, the kK — w SST model provides a
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3. Theory and methods

better adverse pressure gradient than most of the other RANS turbulence
models. A negative effect of employing the £k — w SST model is that it
can create amplified turbulence levels in stagnation or acceleration regions
compared to the regular k£ — € model.

A further adjustment has been made to create the k-w SST —SAS model.
It has been added a S AS-term, which intends to develop an increased value
in the transient regions [28]. As w increases, k and v decrease, reducing
fluctuations.

Governing equations

For the Navier-Stokes equations to be applicable in computational fluid
dynamics, the equations must be discretized. Ansys fluent uses the finite-
volume discretization method and stores the discrete values at the center of
each cell [29]. The face values are interpolated from the cell center values
and further used to solve the convection terms in the equations. Fluent offers
multiple schemes to perform the interpolation, but for all simulations in this
study, a second-order upwind scheme was applied, allowing for a higher-order
accuracy.

The first equation given by the RANS equations is the continuity equa-
tion, which is presented in Equation 3.15. This equation is derived from
the conservation of mass for a specified control volume and is valid for an
incompressible flow [30].

oU;
0z, 0 (3.15)

U is here the flow mean velocity and for a 3D case the indices ¢ and j
are 4,7 = 1,2,3 and represent the directions of x, y and z. The Reynolds
stress tensor, 7;;, is presented in Equation 3.16. The stress tensor is derived
from the fluctuating velocity «’, which arises directly from an unsteady and
turbulent flow [30]. It includes the turbulent kinetic energy &, the Kroenecker
delta d;;, and the eddy viscosity vr.

Tij = —u;u; = —gkéij + VT(ZIT]‘ + ?j) (3.16)

Further, the Reynolds-averaged momentum equation presented in Equa-
tion 3.17 includes a Reynolds stress tensor. Here, the equation’s first term
on the left-hand side denotes if the flow is steady or unsteady, where it for
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3.4. Computational fluid dynamics

this study is unsteady and varies with time. The term remains, as the flow
is unsteady. The second term tells if the flow is 2D or 3D, which here is
3D. The first term on the right-hand side is a pressure term, the second is a
viscous term, and the third is the Reynolds stress term.

8U1 + 8Uz . 71 8]? Ty 82U1 _ 8nj
ot T0x;  pOx; Ox;0r;  Ox;

(3.17)

The kinetic eddy-viscosity, vr, presented in Equation 3.18, is a scalar that
describes the turbulent diffusion of mean momentum. In the k& — € model,
this viscosity connects the kinetic energy with the energy dissipation.

vp = — (318)

Equation 3.19 is the kinetic turbulence energy that the k£ —w SST model
solves, whereas Equation 3.20 is the dissipation rate that is solved [31].

ok ok . P ok
E“!‘Ujaixj—Pk—ﬁ kw+87j |:(V+UkVT)a$j] (3.19)
(9700 4 Ujai = aS? —ﬁwQ + i (v+ouvr) O
ot 8wj al'j 8xj (3 20)
121 = Fy Yoy L Ok O |
! UWQw ox; 0x;

Here, P, and P, are production terms, vp is the turbulent kinetic eddy
viscosity for the k£ — w SST model, o; and o, are the turbulent Prandtl
numbers for the kinetic energy and the dissipation rate, respectively. F} is
a blending function that the k — w SST model utilizes to combine the k — ¢
and k — w models [31]. The kinematic eddy viscosity for the k — w SST
model, given in Equation 3.21, differs from the k — ¢ model due to it also
including the strain rate magnitude, S.

alk

—_— 21
maz(aiw, FyS) (3:21)

v =

In this equation, a1 is a constant, and F5 is a function that varies with
the flow. F; will equal one for boundary-layer flows and zero for free shear
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flows [10]. The SAS term in Equation 3.22 reduces the velocity fluctuation
sensitivity of the dissipation.

S
) ka,SD = ki,,
vK,3D U

Psas = (2rS? (3.22)

In the SAS term, S is the first velocity gradient, and U” is the second
velocity gradient for the flow. L,k 3p is the von Kdrman length scale for
the instantaneous velocities, which is a 3D formulation of the von Karman
length scale in 1D, L,k 1p. The SAS term is a production term and is added
to the kK — w SST model, as presented in Equation 3.23,

87('0 + U]ai — Pw _ ﬂw2 + ﬂ (V+ O’wl/T)ai
ot 8$j aﬁj al'j (3 23)
1 0k dw '
+2(1 - Fl)O'wgaaixiaiwi + PSAS

where 3 is a constant [31]. The new production term, Ps4g, will increase
as the von Karmén length decreases, leading to a steadier flow in regions
with finer mesh as the flow becomes more turbulent. This can be seen in
Equation 3.23 by observing that an increase in Pgag leads to a decrease in
the turbulent kinetic energy and the eddy viscosity.

3.4.2 Multiphase flow

The flow to be considered in this study is a multiphase flow, consisting of
two distinct phases, decided to be water and sand particles. Water serves as
the continuous and primary fluid phase, while sand particles exist in a solid
state, resulting in an inherently heterogeneous flow.

DPM is applied to solve the transport of one phase through another
in CFD. This model follows the Euler-Lagrange approach, where the fluid
phase gets solved through the Navier-Stokes equations and the particles get
solved by tracking them in the fluid [32]. The limitation of the DPM is the
assumption that the volume fraction of the solid phase is lower than the fluid
phase [33]. This study contains numerical simulations with a small particle-
to-fluid ratio, hence the DPM will be sufficient for this work. Table 3.4
shows the particle-to-water volume ratios, and it can be seen that the volume
fraction of the particles is less than 10%. Therefore the DPM is considered
to be sufficient enough [32].
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Table 3.4: Volume fractions of particles in the particle-laden flows.

Volume fractions
Model U;,, =15ms™ ! Up=15ms™!

M, 7.34%x1078 7.34%x107°
M, 7.36x1078 7.36x1079
Ms; 7.44%1077 3.35%x10~?
My 7.36x1078 7.36x1079
M 7.44x1077 3.35x10~?

When simulating a multiphase flow, it is possible to investigate how the
phases within the domain interact. Ansys Fluent allows for two multiphase
solvers within the DPM solver, a one-way coupled and a fully-coupled model.
The one-way coupled model uses DPM to solve how one phase interacts
with the other, considering only the continuous fluid effects on the particles.
The fully-coupled model considers the interactions between the fluid and
the particles and their effects on each other. Ansys Fluent uses an empirical
model for the particle-fluid interaction for the sub-grid particles. In contrast,
the particles are treated as point masses in the solver for the particle-particle
interactions [26]. One-way coupling is insufficient if the particles affect the
flow or particle-particle interactions are present. The Stokes numbers for this
study, provided in Table 3.1, indicate strong coupling between the particles
and the flow. Given the potential for particle interactions due to mixing and
aggregation, using a fully-coupled solver is essential, despite the increased
computational cost.

A flow through a real sand trap will consist of three phases: water, sand,
and air. The reduction to a two-phase flow causes the momentum exchange
between the water and air, and the particle and air, to be neglected. The
simplification is made because the computational costs are greater for three-
phase simulations, compared to two-phase simulations, in addition to the
time restriction of the study.

3.4.3 Mesh

For Ansys to discretize a domain, the domain must first be divided into
several elements, commonly referred to as a mesh. It is essential to develop a
high-quality mesh to get a high simulation accuracy [34]. Therefore, striving
towards achieving the best mesh possible for the domain is necessary. In
addition to getting higher calculation accuracy, a higher quality mesh causes
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the numerical simulations to improve concerning calculation time and con-
vergence. A finer mesh gives a more accurate solution at a higher computa-
tional cost, whereas a coarser mesh gives a less accurate solution at a lower
computational cost. Because of these factors, evaluating the computational
capacity available and finding a suitable balance between a coarse and fine
mesh becomes necessary. When the mesh is ready for simulations, Ansys
Fluent applies Finite Volume Equations to all the elements. As these are
applied and calculated for each element, they represent the entire domain’s
flow behavior.

To have a sufficient mesh, it is essential to obtain the correct values for
different quality parameters. The selection of appropriate quality parame-
ters for the mesh depends on the specific characteristics and requirements
of the studied domain. In this study, the domain was to be meshed as a
structural mesh with hexahedrons. The contents and criteria for specific
quality parameters are described in Table 3.5. In this study, a mesh was
considered of sufficient quality if it met the criteria, and satisfactory values
were achieved for both the orthogonality, skewness, and element quality.

Table 3.5: Description of mesh quality parameters.

Parameter Description

Orthogonality How close the angles between the element faces are.
For a structural hexahedral mesh the optimal angle is
90°. It is measured in a value of 0<y<1,
where 1 is the highest quality and 0 is the lowest
quality.

Skewness Indicates the asymmetry of the element compared to an
ideal element. It is measured in a value
of 0<y<1, where 0 is the ideal cell
and highest quality.

Element Indicates an overall quality for the mesh. It is
measured in a value of 0<y<1, where 1 is
the best quality, and 0 is the lowest.

The requirements gathered in Table 3.5 are guidelines developed by Ansys
on the quality parameter value [35]. A GCI study was conducted to review
the mesh resolution and its independence, and the procedure and results are
presented in Chapter 3.6.
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3.4.4 vyt value

Ensuring an adequate quality of the boundary layers near the walls and
obstructions requires evaluation of the size and placement of the cells. This
evaluation determines the y™ value, a non-dimensional distance parameter
that depends on the fluid velocity [24]. It provides insights into the appro-
priate cell size and resolution for accurately capturing the flow behavior in
these regions. The appropriate yT value needed for resolving the boundary
layer in a turbulent flow depends on the turbulence model employed for solv-
ing the equations and the specific geometry of the domain under study. It
is important to carefully consider these factors to ensure accurate and reli-
able results in capturing the turbulence characteristics near the boundary.
The k — w SST — SAS is, in the current study, applicable throughout the
boundary layer and free stream regions. For the boundary layers’ viscous
sub-layer to be solved correctly, the desired value should be y™ < 1, while
for the buffer layer, it should be 5 < y* < 30 [36].

The transition from smaller elements in the near-wall regions to larger
elements further out in the boundary layer was achieved by employing a
bias function on the vertices during the element creation process. A manual
method was chosen over automatic inflation layers due to the limited adapt-
ability of the structured mesh. Having smaller elements close to the walls
lead to a smaller y* value in this region, giving a more accurate calculation
when resolving the boundary layer and capturing the flow separation. Since
the study focuses on investigating the flow downstream of the cylinder, hav-
ing larger cells near the inlet and outlet was considered acceptable. It is also
important to keep the transition regions between the fine and coarser regions
of the mesh smooth to get an accurate solution. An abrupt transition leads
to accurate calculations in some areas and less accurate in others, causing
undesired irregularities.

Table 3.6: Mesh specifics towards the bounded surfaces of the domain and 3™
values for GClmedium-

Parameter Value

Inner layer size, cylinder 7.0x107 % m
Outer layer size, cylinder 6.0x107° m
Number of layers, cylinder 10

Inner layer size, top/bottom wall  7.5x1075 m
Max 4§ i der 2.4x10°
Max y.f . 1.3x 10!

23



3. Theory and methods

Table 3.6 displays the y* values obtained for this study. The presented
values regard the top-and-bottom walls and the cylinder walls, all subject
to a no-slip boundary condition. The yT values are lower for the cylinder
walls than for the top-and-bottom walls, which is coherent with a smaller
inner layer size for the cylinder walls than the tunnel walls. Based on the
recommended y* values, the values presented in 3.6 are deemed sufficient
for this study. The values were acquired from the simulation of GC Iy edium
in the GCI study, which involved a particle-laden steady flow to closely
resemble the case for the numerical simulations to be conducted.
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3.5 Simulation models

This chapter introduces the models used for the present study. As men-
tioned, the models created are simplified models of a pressurized sand trap
design. Model 1, the base model for the other models, is illustrated from
an isometric perspective in Figure 3.2. The model consists of a rectangu-
lar tunnel with ribs upstream of the outlet, and the cross-sectional tunnel
area is given in Table 2.2. Measurements and specifics are illustrated in the
mechanical drawings of the models in Appendix B.

Figure 3.2: Model 1: tunnel with ribs.
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A closer look at the ribs is illustrated in Figure 3.3. The ribs are in-
corporated to investigate whether the settled particles will be trapped or
re-suspended towards the tunnel outlet. The rib section comprises five iden-
tical horizontal plates positioned at the tunnel bed.

]

Figure 3.3: Close-up view of the rib section.

Figure 3.4 shows the FCS used in models 2 and 4, seen from the top of
the tunnel. Model 2, shown in Figure 3.4(a), can be seen to have a single
square cylinder, representing the FCS, while Model 4, shown in Figure 3.4(b),
has a single circular cylinder. Both these cylinders are vertically placed at
x = 0.145 m downstream of the tunnel inlet.

7. @

(a) Model 2: Single square FCS. (b) Model 4: Single circular FCS.

Figure 3.4: Simulation models consisting of a single FCS.

Furthermore, additional models were created incorporating multiple cylin-
ders, as illustrated in Figure 3.5. Model 3, illustrated in Figure 3.5(a), con-
sists of three vertically arranged square cylinders positioned at z = 0.145 m
downstream of the tunnel inlet. In Model 5, shown in Figure 3.5(b), three
circular cylinders are located at the same distance from the inlet.
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(a) Model 3: Three square FCS. (b) Model 5: Three circular FCS.

Figure 3.5: Simulation models consisting of multiple FCS.

Multiple FCS variations were tested to observe the particle behavior un-
der the influence of a single vortex street and, subsequently, to investigate
how the influence from other vortices affects it. The various geometries have
been made to see if there is a sufficient difference in the generated turbulence
between them and how this potential difference will influence the particles.
These named differences will help better understand how the two-phase flow
behaves and how the particle settlement is affected.
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3.6 Mesh independence study

A grid convergence index study is crucial to validate the mesh before
conducting simulations. Such an analysis enables assessing the impact of
mesh density and quality on the results [37]. This method ensures that the
simulations have a minimized discretization error of the domain while still
having the accuracy needed. The desired outcome of a GCI study is that
the discretization error asymptotically approaches zero, indicating that the
numerical analysis provides a realistic result independent of the mesh [37].
Achieving the desired outcome entails refining the mesh and determining the
optimal level of refinement. The result of the GCI study is a value, a dis-
cretization error, involving the quantification of the discrepancy between the
computed value and the asymptotic numerical value. The method presented
by Celik et al. [38] was applied in this study.

Table 3.7: Quality parameters and their values for the refined meshes in the GCI

study.
Parameter GClyine GClyedium GCleoarse
Orthogonal quality 0.998 0.998 0.997
Skewness ratio 0.004 0.005 0.006
Element quality 0.345 0.338 0.379

Three meshes with varying degrees of refinement were generated to per-
form the GCI analysis, sharing the same structure but differing in their level
of detail. Examining the quality parameters, presented in Table 3.7, is a
method to confirm that the meshes have identical characteristics. All three
cases have approximately the same qualities for orthogonality, skewness, and
element quality, indicating that they have the same features. The mesh re-
finement models are GClfine, GClLnedium and GCleoarse, containing Ny, No
and N3 elements, respectively. The mesh resolutions are shown in Figure 3.6,
where the difference in the number of elements can be observed.
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|

(a) GClIy;pe containing N1=4.26x107 (b) GCIpedium containing No=1.67x107
elements. elements.

N

(¢) GClcoarse containing N3=6.83x10° elements.

Figure 3.6: The refined meshes employed in the GCI analysis.

One simulation for each mesh was necessary to perform the GCI study.
The numerical simulations were all steady simulations with one-way coupled
particle injection through DPM in Ansys Fluent, and the setup employed is
shown in Table A.1 in Appendix A. They were all initialized and run to a
steady and stable state before the particle injection. The GCI simulations
resemble the forthcoming simulations, differing by being steady and one-way
coupled.

Table 3.8 presents the parameters extracted and calculated from the GCI
study. The refinement factors, denoted as ry; and r3s2, are calculated from
the mesh size and are factors to quantify the level of refinement between
different mesh resolutions [38]. The parameters ¢1, ¢a, and ¢3 correspond
to simulation outcomes, specifically the total pressure head loss over the
cylinder within the tunnel. The total pressure head loss comprises frictional
losses and local pressure head losses resulting from viscosity and variations
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3. Theory and methods

Table 3.8: The extracted and calculated parameters in the GCI study and the
results for the discretization error and asymptotic value.

Parameters Value
N1, Na, N 4.26x107, 1.67x107, 6.83x10°
T21 1.37
732 1.35
o 1.00x103
b 9.93%10?
b3 9.83x102
P 1.83

21 1.00x103
e2! 0.63%
e2l, 0.80%
GCI*! 1.01%
GCI3? 1.84%

GCIasymptotic 1.01

in geometry. However, in this study, the local pressure head losses are ne-
glected due to the constant cross-section of the tunnel. The pressure is
measured at two cross-sectional planes at 1 = 0.1 m upstream and x5 = 0.3
m downstream of the cylinder, shown in Figure 3.7.

A

]

Figure 3.7: The representative planes at which the total pressure was measured
for the GCI calculations.

Equation 3.24 was used to calculate the pressure head loss,

Ahy =L P2 (3.24)
pg
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3.6. Mesh independence study

where p; and ps are the total pressures at the respective planes. A second-
order scheme has been used for the simulations, meaning that the order of
convergence, p, should be approximately 2. From Table 3.8 it is observed
that the simulations result in an order of convergence of p = 1.83, which is
in an acceptable range of 2. GCI,symptotic indicates the asymptotic range of
convergence and is a parameter that, when it is approximately 1, suggests
that the solutions are within the asymptotic range of convergence [37]. If
the value is not close to 1, the results are not asymptotically approaching a
converged solution, meaning the numerical simulation results are not mesh-
independent. The value is here 1.01, validating the results contained in the
GCI study.

The results from the GCI study indicated that using the model and mesh
from GC1I,edium is sufficient when proceeding forward. Due to constraints in
time and computational resources, the GCI study was conducted for one out
of the five models. Since the models have resembling features, the structure
for GCI,eqium Was used when discretizing the remaining models.
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3. Theory and methods

3.7 Simulation setup and physics

All the models are simulated with a flow inlet velocity of U;,=1.5 m s~ !.
Additionally, Model 1 and Model 2 are simulated with an inlet velocity of
Uin = 15 m s~!. Table 3.9 and Table 3.10 provide the setup and solution
parameters for the simulations with U;, = 1.5 m s™! and U;;, = 15 m
s~1, respectively, utilized in Ansys Fluent. These particular inlet velocities
were decided to uphold the turbulence levels decided from the Reynolds
numbers for the study, presented in Table 3.2. By running two cases that
cause different turbulence levels, it will be possible to compare how the
cylinders, velocity, and turbulence affect the behavior of the particles. All
the simulations were initialized with an unsteady and stable flow, reducing
the particle injection time. Due to the tunnel’s length of 0.85 m, it takes
approximately ¢ = 0.567 s for the water and particles to pass through the
tunnel at the inlet velocity of U, = 1.5 m s~!. Similarly, at the higher
inlet velocity of U;, = 15 m s~ !, the passage time reduces to approximately
t = 0.0567 s. Therefore the discrete phase, containing particles, was chosen
to have an injection time of t =1.9 s and ¢t =0.12 s.

The optimal time step size for the given inlet velocity of U;, = 1.5 m s+

was determined to be At = 0.005 for the square cylinder and At = 0.002
for the circular cylinder. The numerical simulations successfully captured
the underlying flow physics by employing these specific time step sizes and
conducting ten iterations per time step. The variation in time step sizes is
attributed to the cylinder geometries and vortex shedding frequency. Blunt
objects induce vortex shedding at a lower frequency than less blunt objects,
meaning the square cylinder has a lower shedding frequency, allowing for a
larger time step size. For the flows with an inlet velocity of U;, = 15 m s,
the time step size became At = 0.00005 for the square cylinder, also here
with ten iterations per time step.

Particle-laden flow simulations were conducted for both inlet velocities in
Model 1 and the lower inlet velocity in Model 2 and Model 4. These specific
cases were chosen as they adequately showcase the flow characteristics and
behavior, providing sufficient understanding and evaluation of the particle
behavior to assess the remaining models simulated only as single-phase flows.

The boundary conditions for the top-and-bottom walls are the no-slip
condition since the walls are rigid and stationary while the fluid flows past.
Therefore, it is an appropriate assumption that the flow velocity against
these walls is the same as the velocity of the walls, which is zero. In the
tunnel, the side walls are considered to have free-surface flow boundary con-
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3.7. Simulation setup and physics

Table 3.9: Simulation and solution setup for U;, = 1.5 m s7!in Ansys Fluent.

Parameter Description Setting
General Transient
Gravity! g=9.81ms?

Turbulence model k-w SST-SAS

Materials Solid particles pp = 1.600 x 103 kg m~3
Incompressible fluid p=9.982 x 10?2 kg m~3
v =1.003 x 1076 m? s7!
Discrete phase Two-way coupled
Particle diameter D = 0.0002 m
Injection interval t=1[4.1,6] s
Boundary conditions Inlet U=15ms"!
Cylinder walls No-slip
Top and bottom wall No-slip
Side walls Free-shear
Method Scheme Coupled
Pressure Second order upwind
Momentum Bounded central differencing

Turbulent kinetic energy  Second order
Specific dissipation rate ~ Second order

Transient formulation Bounded second order implicit
Calculation Total time 6s
Time step size Square cylinder: 0.005 s
Circular cylinder: 0.002 s
Iterations 10

I The particle-laden simulations for Model 1 and Model 4 included gravity, while it was neglected
for Model 2.

ditions, implying that the flow experiences zero parallel shear stress and zero
perpendicular normal stress. This decision was based upon the flow not hav-
ing any interference from the walls so that the case with one cylinder can be
compared with the case of three cylinders. The flow is initiated by setting
an inlet flow velocity, leading the inlet-and outlet pressure to be set by the
flow. Applying the inlet velocity prevents setting incorrect pressure values,
which causes the simulation to diverge.

All the simulations were conducted with a coupled algorithm using a
pressure-based solver that calculates the momentum and continuity equa-
tions together [39]. In this solver, the pressure equation is derived from the
continuity and momentum equations, ensuring that the velocity field satis-
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3. Theory and methods

Table 3.10: Simulation and solution setup for U;, = 15 m s7!in Ansys Fluent.

Parameter Description Setting
General Transient
Gravity ¢g=9.81ms?

Turbulence model k-w SST-SAS

Materials Solid particles pp = 1.600 x 103 kg m~3
Incompressible fluid p=9.982 x 10?2 kg m~3
v =1.003 x 1079 m? s7!
Discrete phase Two-way coupled
Particle diameter D = 0.0002 m
Injection interval t =10.07,0.19] s
Boundary conditions Inlet U=15ms~!
Cylinder walls No-slip
Top and bottom wall No-slip
Side walls Free-shear
Method Scheme Coupled
Pressure Second order upwind
Momentum Bounded central differencing

Turbulent kinetic energy  Second order
Specific dissipation rate ~ Second order

Transient formulation Bounded second order implicit
Calculation Total time 0.19s

Time step size Square cylinder: 0.00005 s

Iterations 10

fies the continuity equation. The coupled solver stores the discrete system
of all the momentum and continuity equations while solving for the velocity
and pressure fields. This method requires more computational memory than
the non-coupled algorithms. However, to compensate, it provides a better
and more accurate solution convergence rate for transient simulations than
other solver algorithms.
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Chapter 4

Results and discussions

This chapter presents and discusses the results within the study’s scope.
The numerical simulations conducted are provided in Table 4.1, and each
model will be individually presented before an overall discussion regarding
particles in a sand trap at the end of the chapter. The simulations with an
inlet velocity of U, = 1.5 m s~ ! and U;,, = 15 m s~! will hereafter be re-
ferred to as the standard and elevated flow case, respectively. The selection
of different cylinders to represent sand trap FCS aims to determine which
geometry yields more favorable particle behavior. The investigation to de-
termine the more advantageous shape for an FCS stems from the shapes
generating distinct vortices, necessitating further analysis. Flow factors of
interest are the flow turbulence levels, turbulence energy, and velocity. The
study has focused on examining the flow characteristics, explicitly focusing
on flow patterns and interactions between vortices. The results will be ana-
lyzed regarding flow and particle characteristics, and their correlation with
the underlying principles of a hydropower sand trap will be explored. To
comprehend particles’ behavior, the study has investigated how particle tra-
jectories compare to the flow streamlines, observing whether the particles
behave independently of the flow. Additionally, the study will investigate
whether the particles form clusters or remain dispersed.

Table 4.1: The simulations conducted in this study.

Model Simulations
Upp=15ms™! Uipn =15ms™!

Single-phase  Multiphase = Single-phase Multiphase
M;: Ribs v’ v’ v’ v’
My: Single square cylinder and ribs v’ v’ v’
Ms: Multiple square cylinders and ribs v’
My: Single circular cylinder and ribs v’ v’
Ms: Multiple circular cylinders and ribs v’




4. Results and discussions

4.1 Presentation method for the results

The flow results are presented as contour plots, visualizing the data on
different planes. The planes used for presentation are the ZX-plane and the
XY-plane, illustrated in Figure 4.1 and Figure 4.2, respectively. The selected
planes represent the flow characteristics least affected by the boundary con-
ditions of the surrounding surfaces.

—

Figure 4.1: ZX-plane through the centerline of the tunnel.

Figure 4.2: XY-plane through the centerline of the tunnel.

Additionally, the flow results are presented on the plane of the tunnel
outlet to visualize the flow’s asymmetry and symmetry across the tunnel’s
cross-section. Providing such results gives a more comprehensive under-
standing of the flow behavior in a three-dimensional scenario, which is vital
in a complex flow such as here. The particle injections’ results and behavior
are presented as figures from specific times of the flow, consisting of the en-
tirety of the channel. These times match the times of the single-phase flow,
getting a more comprehensive picture of how the particles and water interact
compared to the water itself.
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4.2. Model 1

4.2 Model 1

The base case, consisting of Model 1, was created to determine how the
water flow and particles generally behave in a sand trap without an up-
graded design. Observing the flow pattern and behavior, especially along
the surfaces and past the ribs, is relevant concerning particle settlement. It
is also necessary to investigate the flow behavior before the particle injection
to determine how the particles’ mass load and potential accumulation affect
the flow.

4.2.1 Standard flow case for Model 1

Single-phase flow with water

Figure 4.3 shows the contour plots of the total velocity at the respective
planes for the standard velocity unladen flow. The total velocity includes
the velocity magnitude in the x,y, and z directions, describing the 3D effects
more entirely. The velocity downstream of the inlet is shown in the upper
plot of Figure 4.3(a), which corresponds to the plane illustrated in Figure 4.1,
while the bottom figure represents the velocity on the plane shown in Fig-
ure 4.2. The center velocity slightly increases throughout the tunnel, which
is observed by the color being more potent at the tunnel outlet than at the
inlet. The color differences also make it visible that the velocity remains con-
stant in the cross-sectional direction while it encounters velocity differences
between the top and bottom surfaces.

The velocity increase along the center originates from the flow develop-
ment through the tunnel. While the flow has reached a stable condition,
it should be noted that it has yet to fully develop due to the limited time
and distance available in the tunnel. As the flow encounters the transi-
tion to become a fully developed turbulent flow, the velocity is influenced
by the boundary conditions of the walls. The tunnel’s side walls have a
zero-shear condition, with no velocity gradient along them. As depicted in
Figure 4.3(a), it is evident that the velocity decreases progressively along
the top and bottom surfaces downstream, forming a boundary layer. This
velocity variation results from the no-slip condition, ensuring that the fluid
in contact with the stationary wall adopts the same velocity as the wall. The
flow behavior resulting from these boundary conditions is twofold. Firstly,
certain regions of the tunnel flow, such as the boundary layer, experience a
velocity deceleration. Secondly, the free stream region of the tunnel, such
as the centerline, exhibits a velocity acceleration. These flow effects demon-
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(a) Velocity contours at the respective planes.

(b) Velocity vectors visualizing flow trajectories in the rib section.

Figure 4.3: Velocity contours and trajectories of the standard flow for Model 1.

strate the boundary conditions’ influence on the tunnel’s velocity distribu-
tion. Although the RANS turbulence model used for the numerical simula-
tions presupposes that the flow is fully developed and turbulent, the added
SAS term stabilizes the flow fluctuations of the non-fulfilled prerequisite. To
account for the non-developed flow, it would be necessary to have an LES
or DNS, which comes at a higher computational cost.

Based on the velocity information provided in Figure 4.3(a), it can be
observed that there is a significant velocity reduction within the rib section.
Several factors contribute to this decrease. Firstly, as the flow separates,
there is an abrupt expansion in the flow area. According to the principle
of continuity, which ensures the conservation of mass flow rate, this volume
expansion necessitates a corresponding velocity decrease. Secondly, the rib
section features a no-slip boundary condition, which further contributes to
the velocity reduction.
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4.2. Model 1

Figure 4.3(b) illustrates the flow trajectories within the rib section. The
separation in the rib section beneath the boundary layer leads the flow to
encounter a backflow upon entrance, generating recirculation regions. The
recirculation occurs due to low-pressure zones generated beneath the ribs,
attracting the flow towards them. Figure 4.4(b) shows the pressure drop
beneath the ribs, leading to the creation of recirculation. By comparing the
velocity from Figure 4.3(b) and the pressure from Figure 4.4(b), it is observed
that the recirculation regions decay for the ribs further downstream. The
first rib opening experiences the most significant pressure drop, while the last
opening encounters the least significant pressure drop, resulting in decreasing
recirculation regions along the rib section.

Pressure [Pa]
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(a) Pressure at the respective planes.

(b) Pressure in the rib section.

Figure 4.4: Pressure contour of the standard flow for Model 1.

The pressure distribution of the flow through the tunnel is depicted in
Figure 4.4(a). The smooth color transition observed between the tunnel inlet
and outlet confirms the absence of abrupt disturbances within the tunnel,
except for the regions where the ribs are located. The smooth pressure
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4. Results and discussions

decrease is desirable, allowing for minimized turbulence and dissipative losses
throughout the tunnel.

The flow’s turbulent kinetic energy is plotted in Figure 4.5, where the
upper plot of Figure 4.5(a) shows that the energy decreases along the tun-
nel center. The bottom plot shows that the energy decrease originates from
increased energy along the tunnel surfaces containing no-slip boundary con-
ditions. Deceleration of the flow at the no-slip surfaces results in momentum
transfer between the mean flow and fluctuating velocity components, as well
as viscous forces. These factors amplify shear stresses, elevating the TKE
along these surfaces.

Turbulence Kinetic Energy [mA2 s*-2]
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(a) TKE at the respective planes.

(b) TKE in the rib section.
Figure 4.5: TKE contour of the standard flow for Model 1.
Moreover, it is notable from Figure 4.5(b) that the flow separation upon
entering the rib section causes enhanced energy. The flow undergoes various

velocities during separation, amplifying shear stresses and energy, leading to
a more complex flow. Additionally, the recirculation causes the flow to mix

40



4.2. Model 1

as it reattaches, generating more turbulence.

Multiphase flow with water and particles

The particle-laden simulations were conducted with two-way coupling
between the water and the particles to examine all the interactions present.
There was no significant difference in this model’s flow properties from the
single-phase flow to the particle-laden flow. The flow behaves approximately
the same, resulting in the number of particles and their size being non-
influential to the flow. The Stokes number implied that the particles would
not influence the water, which proved correct.

Particles were injected across the entire inlet area of Model 1 with veloc-
ities equal to the flow inlet velocity to disperse suspended particles in the
flow. Figure 4.6 shows the particles and their velocity in the tunnel at ¢ = 1.9
s after injection start. It is observed that the particles exhibit a uniform and
dispersed pattern through the tunnel, with no irregularities or deviations.
Such particle behavior occurs due to a relatively high flow velocity, a small
particle size, and a low particle volume, which will be further elaborated.

Particle velocity [m s?-1]
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Figure 4.6: Particles and their velocity from the standard flow for Model 1.

From Figure 4.7(a), it becomes visible that there is a higher particle den-
sity near the tunnel’s top and bottom surfaces. The gathering of particles
along these boundaries corresponds to the deceleration of velocity in these
regions, as evidenced by the velocity specter for the particles. As can be
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seen, the particles are coupled with the flow, meaning a flow velocity re-
duction gives a particle velocity reduction. Due to the flow having a high
inlet velocity, the velocity gradients along the no-slip surfaces exhibit steep
characteristics. A steeper velocity gradient minimizes the particles’ prob-
ability of entering through the ribs due to the high velocity counteracting
the suction from the low-pressure zones beneath the ribs. In the case of a
less steep velocity gradient, there would have been a higher probability of
particles having a stronger attraction toward the low-pressure zones beneath
the ribs. Most particles in the current case exhibit enough strength to with-
stand this attraction, hence resisting entering the rib section. Depending
on the flow velocity through a sand trap in a hydropower plant, adjusting
the space between the ribs would be beneficial, allowing particles to have an
appropriate timespan to enter.

Particle velocity [m s?-1]
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(a) Side view. (b) Outlet view.

Figure 4.7: Particles and their velocity from a side view and outlet view from the
standard flow for Model 1.

In addition to the stationary surfaces playing a part in the near-wall ac-
cumulation of particles, the inertial forces of the flow also contribute. The
current flow exhibits a high Reynolds number, indicating that the inertial
forces dominate over viscous forces. These inertial forces contribute by forc-
ing the particles out of the center streamline and towards the surrounding
boundaries of the tunnel, which can be observed from Figure 4.7(b). Due to
the particles being forced towards the tunnel corners, the particles primarily
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4.2. Model 1

enter the rib section from the tunnel’s side surfaces. Figure 4.7(a) reveals
that apart from the particles gathering to the upper and lower surfaces with
similar velocities, there is only a marginal variation in the particle density
between the two surfaces. It is also present that only the particles caught
in the rib section obtain a zero velocity, resulting in none of the particles in
the tunnel settling. These results indicate that the velocity, and hence the
inertial forces, are forceful and impede the settlement of particles suspended
in the flow.

Despite the evident relocation of particles towards the top and bottom
surfaces, several factors contribute to the absence of particle clustering. A
contributing factor to the hindrance of particle clustering is the presence of
high inertial forces, which disrupt particle-particle interactions. This disrup-
tion occurs because the particle trajectories remain aligned in the streamwise
direction, preventing particle interactions. Consequently, while the particles
are brought closer to each other, they continue to remain dispersed rather
than forming clusters. A second reason for the particles not clustering is their
size and low volume ratio, further contributing by minimizing the probability
of particle interactions.

The particle results corroborate the findings of Maxey and Corrsin [3],
who noted that the particles were not indefinitely suspended due to the in-
fluence of inertial forces. The inertial forces on the particles contribute to
their eventual settling and non-permanent suspension within the flow by ini-
tating them to accumulate towards the surfaces. The results also agree with
the findings of Nielsen [4] due to the strong turbulence increasing the par-
ticle settling velocity. Therefore, the simultaneous presence of high velocity
and inertial forces is unfavorable for particle settlement, necessitating the
discovery of an optimal balance between the two factors to attain the most
effective particle settlement conditions. It would also be essential to obtain
a realistic inlet velocity for the sand trap to design the ribs with suitable
spacing.
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4.2.2 Elevated flow case for Model 1

A comparative case was conducted with a higher inlet velocity, resulting
in a higher Reynolds number flow. This higher velocity flow was specifically
performed to facilitate a comprehensive comparison of flows and investigate
potential changes in particle behavior based on the varying flow conditions.

Single-phase flow with water

The contour plots of the total velocity for Model 1 with an elevated
inlet velocity are depicted in Figure 4.8(a). The flow exhibits consistent flow
characteristics to the standard flow case, differing by the velocity magnitude.
Figure 4.8(a) shows that also, for this case, a significant velocity decrease
occurs beneath the ribs.

Velocity [m s7-1]
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(a) Velocity at the respective planes.

(b) Velocity past the ribs.

Figure 4.8: Velocity contours and trajectories of the elevated flow for Model 1.

44



4.2. Model 1

In the standard velocity case, the recirculation was stable and exhibited
a constant decreasing trend for the ribs further downstream. However, as
illustrated in Figure 4.8(b), the recirculation regions for the elevated case
appear more irregular. The formation of undefined recirculation patterns
is caused by the higher velocity, reducing the residence time within the re-
circulation region. Additionally, as the flow separates, the flow encounters
both a continuation flow in the stream-wise direction and a backflow. With
a higher velocity for the passing flow, the continuation-flow regions become
more dominating, leading the recirculation zones not to develop completely.
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(a) Pressure at the respective planes.

(b) Pressure in the rib section.

Figure 4.9: Pressure contours of the elevated flow for Model 1.

The recirculation region’s instability can be attributed to the increased
pressure differences over the ribs, as shown in Figure 4.9(b). Unlike the stan-
dard velocity case, characterized by a low-pressure zone at the rib opening
entrance and a high-pressure zone at the rib opening end, the elevated veloc-
ity case exhibits the formation of multiple pressure zones throughout each
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rib opening. These pressure fluctuations occur due to heightened shear stress
and turbulent energy in the near-wall regions. Immediately downstream of
the rib section, the pressure drops further due to the flow separations occur-
ring over the ribs. The flow separations along the tunnel bed result in an
acceleration of the flow when reattaching, causing the pressure drop. The
accelerated flow negatively affects the particle settlement since particles set-
tle at lower velocities. Figure 4.9(a) shows that the pressure continues to be
smooth throughout the tunnel, as it was for the standard flow case.

Multiphase flow with water and particles

The particles are captured at ¢t = 0.19 s in Figure 4.10, visually repre-
senting the particles’ movement and velocity within the flow field. It can
be observed that the particles maintain mainly the same features as for the
lower inlet velocity, only with a more extensive magnitude. One notable
distinction between the flows of different velocities is the amount of particles
injected. As the flow velocity increases, the flow requires less time to tra-
verse from the inlet to the outlet. However, the number of particles injected
remained the same for both flow cases, resulting in a higher particle flow
rate due to the significant reduction in time. The specific details of particle
injections are provided in Table 2.2.

Particle velocity [m s*-1]
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Figure 4.10: Particles and their velocity from the elevated flow for Model 1.

Higher inertial forces push the particles closer to the tunnel surfaces in
this elevated flow case. The higher inertial forces are caused by the velocity
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increase, leading to higher shear stress and momentum transfer. As shown
in Figure 4.11(b), the particles enter through the ribs by the entirety of the
rib opening surface. As a result, more suspended particles become trapped
beneath the ribs compared to the lower velocity flow. In addition, the varying
pressure along the rib opening lead to the trapped particles having a more
challenging time escaping, especially for the most upstream rib due to the
higher pressure.

A comparison of the particle behavior from the lower velocity flow, de-
picted in Figure 4.7(a), and in the higher velocity flow, depicted in Fig-
ure 4.11(a), shows that due to the higher particle velocity, the particles do
not attain a settling velocity, leading them to continue to be transported by
suspension and sliding. The only particles obtaining a settling velocity are
the particles trapped beneath the ribs.

Particle velocity [m s?-1]
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(a) Side view. (b) Outlet view.

Figure 4.11: Particles and their velocity from a side view and outlet view from
the elevated flow for Model 1.
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4.3 Model 2

4.3.1 Standard flow case for Model 2

Model 2 introduces a vertical, square cylinder downstream of the inlet.
Examining the flow and particle behavior for the current model provides
valuable insights into the influence of the cylinder. By studying the flow
characteristics, such as velocity, pressure distributions, and vortex forma-
tion, it is possible to assess how the presence of the cylinder alters the fluid
dynamics and impacts particle trajectories. This understanding enables the
opportunity to evaluate the implications for particle settlement, including
both favorable and unfavorable aspects.

Single-phase flow with water

A contour of the total velocity of the flow is depicted in Figure 4.12,
where the upper plot of Figure 4.12(a) exhibits that the vertical cylinder
induces a flow separation, causing vortices to shed downstream of the cylin-
der. The pressure differences between the front and rear sides of the cylinder
generate these vortices, affecting the flow by having regions of varying ve-
locities. An observation is that the vortices exhibit higher velocities in the
outer regions and lower velocities in the inner regions. In contrast, the vor-
tices in a laminar or less turbulent flow typically experience higher velocities
in the vortex center and lower velocities in the outer regions. However, the
interaction between small-scale vortices and large-scale vortices in the flow
results in higher velocities in the outer regions of the vortices. The vortices
evolve further downstream, leading to fewer velocity fluctuations, giving a
reduced flow velocity along the tunnel center. The bottom velocity plot in
Figure 4.12(a) shows that the velocity is higher along the centerline than
towards the top and bottom of the tunnel. As in Model 1, this occurs due
to the no-slip boundaries at the regarding surfaces. From Figure 4.12(b),
it becomes evident that the recirculation region is less prominent than for
the same velocity in Model 1. This irregular behavior is due to the swirling
motion of the vortices across the tunnel centerline, moving the fluid beneath
the ribs.
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(a) Velocity at the respective planes.

(b) Velocity in the rib section.

Figure 4.12: Velocity contours and trajectories of the standard flow for Model 2.

Figure 4.13(a) depicts that including a cylinder in the tunnel leads to
more pressure differences compared to the scenario without the cylinder.
Upstream the cylinder, there is a pressure increase in the flow, originating
from the placement of the cylinder. The cylinder generates additional re-
sistance in the tunnel when the flow separation occurs due to the pressure
zones. To ensure the continuity of the flow in the tunnel, a corresponding
increase in pressure occurs upstream of the cylinder to counterbalance the
effects of flow separation. Figure 4.13(b) depicts the pressure distribution at
the ribs for Model 2, which shares the same pressure characteristics as Model
1. The pressure differentiates with the absence of prominent low-pressure
zones beneath the ribs due to the swirling fluid motion.

The turbulent kinetic energy arises from the energy transfer between the
mean and turbulent flow, where large-scale vortices interact with small-scale
vortices. Also, the interaction between the vortices and the surrounding
fluid causes velocity fluctuations and shear stress, enhancing the turbulence
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(a) Pressure at the ZX-plane.
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(b) Pressure at the ribs.

Figure 4.13: Standard flow case pressure contour for Model 2.

intensity in the wake region. When observing the generated energy, depicted
in Figure 4.14, it becomes visible that the TKE is highly increased in the flow
compared to the case with no flow obstruction. Figure 4.14(a) visualize that
the TKE is higher in the vortex street than the surrounding fluid due to the
energy transport occurring in these regions, leading to lower flow velocity.
Figure 4.14(b) shows that the energy through the centerline of the ribs is
the same as for Model 1, although the energy towards the tunnel side walls
varies slightly from Model 1 due to the flow-swirling motion.

Regarding further downstream development, it is interesting to investi-
gate how the velocity reduces further. By comparing the velocity and TKE,
in Figure 4.12(a) and Figure 4.14(a), it is possible to observe that the velocity
reduces as the energy dissipates. This creates a flow pattern with a reduced
velocity to appear in the tunnel center, whereas the velocity is higher by the
tunnel sides.
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Turbulence Kinetic Energy [m*2 s7-2]
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(a) TKE at the respective planes.

(b) TKE at the ribs.

Figure 4.14: Standard flow case TKE contour for Model 2.

Multiphase flow with water and particles

As for Model 1, it is evident that the particles closely follow the stream-
lines of the water flow instead of behaving independently. This behavior is
observed in Figure 4.15, where the particles are depicted at ¢t = 1.9 s after
injection start. The particles are suspended in the water, moving with the
preferred pathways of the flow. The particles’ behavior has changed signifi-
cantly compared to what was observed in Model 1, shown in Figure 4.6, due
to the presence of the cylinder. As the flow progresses downstream, a notable
change in behavior can be observed. The flow becomes increasingly influ-
enced by the no-slip conditions at the top and bottom surfaces of the tunnel,
leading to enhanced mixing of both the flow and particles towards these sur-
faces. The mixing can be observed by studying the mass concentration at
different locations, presented in Figure 4.17.

In contrast to Model 1 and Model 4, a prominent characteristic of par-
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Particle velocity [m s?-1]
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Figure 4.15: Particles and their velocity from the elevated flow for Model 2.

ticles in this model is their symmetrical behavior in both the upper and
lower halves of the tunnel, which can be observed from Figure 4.16(a) and
Figure 4.16(b). The difference is due to this specific numerical simulation ne-
glecting gravity, causing the particles unaffected by gravitational forces. The
particles possess a higher density than the surrounding fluid. Consequently,
if gravitational forces were considered, they would surpass the uplifting forces
acting on the particles, causing them to settle toward the bottom of the tun-
nel. This enhances the assumption that gravitation is of importance, even
on particles of a smaller size. Although gravity is neglected, more particles
enter the ribs for this model than in Model 1. This indicates that having
a cylinder may positively affect particle settlement, especially in the case of
rib entrance.

Figure 4.17(a) shows the mass concentration through the tunnel’s center-
line. A distinct feature is particle accumulation in the vortices’ outer regions.
The swirling motion of the vortices and the heightened velocity in these re-
gions cause the particles to concentrate. Instead of the particles achieving a
reduced velocity, they remain entrained in the faster-moving fluid and con-
tinue to travel along with the flow. This behavior can be attributed to the
inertia of the particles, which makes them less responsive to changes in flow
velocity. Such behavior is coherent with the one observed by Nielsen [4] and
Burns et. al [13], in which heavy particles concentrate in the vortex edges
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Particle velocity [m s?-1]
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(a) Side view. (b) Outlet view.

Figure 4.16: Particles and their velocity from a side view and outlet view from
the standard flow for Model 2.

and get fast-tracked between the vortices. This phenomenon leads to a less
effective settlement of suspended particles, as they will only get reduced
velocity once the velocity of the vortex is reduced. Figure 4.17(b) shows
the mass concentration of the particles at a location of y = 0.02 m over
the tunnel bed. It is evident that the no-slip condition at the bottom sur-
face significantly influences the flow and particles. This condition restricts
the flow movement, causing the vortices to dissipate earlier than the flow
at the tunnel center. Consequently, a mixing process occurs, leading to a
more chaotic flow pattern. It can be observed that the mass concentration
is also higher at the lower location, suggesting that the dissolving vortices
are favorable for particle settlement.

Due to the three-dimensional nature of the turbulent flow in the tunnel, it
is essential to analyze the flow characteristics across the entire cross-section.
The outlet conditions of the tunnel are visualized in Figure 4.18, provid-
ing valuable insights into the flow behavior at the tunnel exit. Specifically,
Figure 4.18(a) presents the pressure distribution at the outlet, while Fig-
ure 4.18(b) illustrates the streamlines and particle trajectories. By observ-
ing the pressure specter of Figure 4.18(a), it is evident that the pressure at
the tunnel outlet is significantly lower than the overall tunnel pressure. De-
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Particle Mass Concentration [kg m*-3]

(b) Mass concentration at ZX = 0.02 m above the tunnel bed.

Figure 4.17: Mass concentration contours of the standard flow for Model 2.

spite the overall pressure drop through the tunnel, it is essential to note that
there are still low-pressure zones at the outlet. Figure 4.18(a) shows that
these low-pressure zones are primarily located towards the top and bottom
surfaces. The regions of the lowest pressure correspond to the formation
of stream-wise vortices, which are generated due to a deceleration of the
flow. The deceleration occurs near the surfaces with no-slip conditions and
along the tunnel centerline, creating pressure differences that generate vor-
tices. To visualize the flow and particle trajectories, Figure 4.18(b) provides
insights into their movement. It can be observed that the flow, and hence
the particles, move towards regions of decelerating flow, inducing a swirling
motion. This swirling motion is characteristic of vortices in the flow, where
the fluid particles rotate around a central axis. These vortices contribute
to re-suspending sliding particles at the tunnel bed and introduce them to
further particle mixing, which is unfavorable for particle settlement.
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Pressure [Pa]
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(a) Pressure distribution at the tunnel (b) Velocity trajectories at the tunnel
outlet. outlet.

Figure 4.18: Pressure contour and velocity trajectories at the outlet of the
standard flow for Model 2.
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4.3.2 Elevated flow case for Model 2

Model 2 was simulated with an increased inlet velocity to explore the
influence of altered flow conditions on the behavior and distribution of the
particles.

Single-phase flow with water

Figure 4.19 displays the contour plot of the total velocity for Model 2 with
an elevated inlet velocity. The upper plot of Figure 4.19(a) demonstrates
that the flow exhibits vortex shedding, similar to the case with a lower
velocity. However, the shedding pattern appears more irregular and chaotic.
Unlike the smooth and diminishing pattern observed in the lower velocity
case, the vortex shedding here shows greater velocity fluctuations and a less
predictable and decaying pattern.

Velocity [m s*1]
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(b) Velocity in the rib section.

Figure 4.19: Velocity contours and trajectories of the elevated flow for Model 2.
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The lower plot of Figure 4.19(a) shows that the flow experiences mix-
ing through the channel, which decays further downstream. The enhanced
velocity fluctuations lead to particle mixing, preventing particle clustering.
The absence of particle clustering in a sand trap is beneficial as it allows
smaller particles to enter the turbines, resulting in less damage. However,
the elevated particle mixing is also unbeneficial, as it re-suspends and hinders
the particles from reaching their settling velocity.
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(a) Pressure at the ZX-plane.

Pressure [Pa]

(b) Pressure in the rib section.

Figure 4.20: Pressure contours of the elevated flow for Model 2.

The flow velocity and trajectories over the ribs, as depicted in Fig-
ure 4.19(b), shows that the shedding frequency is sufficiently high to cause
irregular flow beneath the ribs. This is seen by the velocity trajectories not
developing any distinct recirculation zones, as in the lower-velocity flows.
The irregular flow behavior results in mixing of settled particles, potentially
causing settled particles to be entrained back into the tunnel flow. By exam-
ining Figure 4.20(b), it becomes evident that the pressure distribution varies
compared to the elevated flow case for Model 1, despite having the same
pressure spectrum. The current case has a lower pressure, and the pressure
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does not have any distinct patterns. Figure 4.20(a) shows that the vortices
do not dissolve as rapidly as for the standard flow of Model 2, which will
cause particles to be transported in the outer regions of the vortices further
downstream.

Turbulence Kinetic Energy [m”2 s*-2]
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(a) TKE at the respective planes.

(b) TKE in the rib section.

Figure 4.21: TKE contours of the elevated flow for Model 2.

In Figure 4.21(a), it is evident that a higher velocity generates more
TKE. The elevated levels of TKE are attributed to the increased turbulence
intensity and higher levels of shear and momentum in the fluid. Additionally,
the increased TKE is due to a higher flow velocity imparting more energy
to the fluid, generating more vigorous vortices. However, as the vortices in
the flow enlarge, the TKE decreases due to energy dissipation, where the
energy from strong vortices is dissipated to smaller surrounding vortices in
the fluid. This dissipation mechanism causes energy redistribution within
the flow, decreasing TKE as the vortices evolve, as is observed from both
the upper and lower plot of Figure 4.19(a). Reduced levels of TKE further
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downstream are beneficial for particle settlement, as it is coherent with a
reduced flow velocity.

When comparing the standard and elevated cases of Model 2, the results
indicate that the standard case is more beneficial for optimal particle settle-
ment. The reduced particle settlement in the elevated flow is due to greater
mixing, high inertial forces, and more energy, preventing the particles from
reaching a settling velocity as they traverse through the tunnel.
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4.4 Model 3

4.4.1 Standard flow case for Model 3

To further understand the flow dynamics, Model 3 was introduced, which
incorporates three vertical square cylinders within the tunnel flow. The
decision to investigate this model was motivated by the desire to explore
the interaction between the growing vortices generated by multiple cylinders
and how it impacts the behavior of suspended particles. Model 3 is highly
relevant concerning installations in a sand trap, primarily due to its size,
making it more realistic to have multiple FCS.

Single-phase flow with water

Figure 4.22 depics the contours of total velocity for Model 3. By observing
the velocity in the top plot of Figure 4.22(a), it is noticeable that the wake
downstream of the cylinder has increased compared to that of Model 2. The
wake prolongation for the center wake occurs as vortices from the outer
cylinders merge with the vortices of the center cylinder. In contrast, the
vortices for the outer cylinders are only influenced by the center cylinder
vortices. It can also be observed that the flow is symmetric along the tunnel
centerline due to the current model having an odd number of cylinders. As
the flow progresses downstream of the wake regions, vortices begin shedding.

By comparing the outlet conditions of Model 2, shown in Figure 4.12(a),
and Model 3, shown in Figure 4.22(a), it is evident that they differ. In
Model 2, there is a small area along the centerline where the flow velocity is
reduced, leaving a gradual velocity decrease towards the tunnel side walls.
In contrast, for Model 3, it can be observed that the reduced velocity along
the tunnel centerline has a broader area, having a more sudden decrease
in velocity closer to the tunnel side walls. This results in the flow, and
hence the particles, having a larger area of reduced velocity upon entering
the rib openings. Such a velocity reduction is beneficial, as it increases the
possibility for particles to enter the rib openings over the entirety of the
opening surface.
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Velocity [m s"-1]

(a) Velocity at the respective planes.

(b) Velocity in the rib section.

Figure 4.22: Velocity contours and trajectories of the standrad flow for Model 3.

From Figure 4.22(b), it is evident that there is only a clear recirculation
zone beneath the first rib. The flow over the rib openings further downstream
encounters a separation, where most flow continues in the streamwise direc-
tion beneath the ribs. The flow experiences this motion due to a weak swirl
over the centreline, in which the trajectories are depicted. The movement
slightly overpowers the pressure zones compared to Model 1, but not as much
as the swirling motion for the standard case in Model 2. This is favorable
for particle settlement as it decreases the probability for particles to escape
after completing a recirculation.

It is also of interest to examine the vortex development further down-
stream. The TKE distribution, as depicted in Figure 4.23, reveals several
distinct characteristics that differentiate it from the flow pattern observed
for Model 2. As previously mentioned, the presence of multiple cylinders in
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the flow leads to an interesting phenomenon where the wake is prolonged due
to the interaction of vortices. However, unlike the case of a single cylinder
where the flow reattaches in the cylinder wake, the flow does not reattach as
effectively when multiple cylinders are present. From the upper plot of Fig-
ure 4.23(a), it becomes evident that the lack of reattachment leads the flow to
have six separate regions with heightened TKE. The vortices downstream of
the two outermost wakes remain nearly unaffected by the innermost vortices,
creating a constant energy level towards the side walls. The vortices shed
from the four inner wakes interact immediately, creating one vortex street
down the tunnel center with increased TKE. The increased TKE is unben-
eficial regarding particle settlement, as the particles will remain suspended
longer in higher energy flows.

Turbulence Kinetic Energy [m"2 s*-2]
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(a) TKE at the respective planes.

(b) TKE at the rib-section.

Figure 4.23: TKE contours of the standard flow for Model 3.
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When assessing the mass concentration for Model 2, depicted in Fig-
ure 4.17, it was shown that the particles gather in the outer regions of the
vortices. Concerning particle gathering in the tunnel flow with three cylin-
ders, they will therefore gather similarly due to the same conditions. If the
flow and particle characteristics resemble that of Model 2 and Model 3, the
particles will closely follow the flow pattern.
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4.5 Model 4

4.5.1 Standard flow case for Model 4

Numerical simulations were conducted with Model 4, incorporating a
vertical circular cylinder downstream of the inlet. The objective was to
examine the impact of different cylinder geometries on flow and particle
behavior, aiming to optimize and identify the most favorable geometry for
particle settlement in a sand trap.

Single-phase flow with water

Figure 4.24 shows the contour plots of the total velocity for flow past a
circular cylinder. The velocity specter is similar to Model 2, involving flow
past a square cylinder.
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(a) Velocity at the respective planes.

(b) Velocity in the rib section.

Figure 4.24: Velocity contours and trajectories of the standard flow for Model 4.
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Figure 4.24(a) shows that compared to Model 2, Model 4 has less am-
plified velocity differences, resulting in the downstream vortices dissolving
earlier. Consequently, a more significant portion along the tunnel center
has a reduced velocity for this model. The vortices dissolving earlier origi-
nates from the flow separation at the cylinder walls. For the square cylinder,
the flow exhibits a more rapid stagnation at the front side of the cylinder,
separating the fluid instantly. The circular cylinder’s flow separation oc-
curs more smoothly as the pressure gradients along the cylinder side walls
change gradually. As the flow decelerates near the circular cylinder surface
and accelerates further out, the APG reaches a point at the cylinder where
the pressure forces dominate the inertial forces, leading to a smooth sep-
aration. This results in smaller vortices being shed at a higher frequency
downstream of the circular cylinder than the square cylinder, which exhibits
larger vortices at a lower shedding frequency.

Figure 4.24(b) depicts the flow trajectories over the ribs. It is evident
that as the flow progresses downstream, the prominence of vortex shedding
diminishes, resulting in a reduction of swirling motion across the tunnel
centerline. This, in turn, leads to the formation of stable recirculation regions
beneath the ribs, similar to what was observed for the standard flow case
of Model 1. The velocity plot for the standard case of Model 1, shown in
Figure 4.3 demonstrated that the velocity decreased towards the side walls
and increased along the tunnel center. In the current model, shown in the
upper plot of Figure 4.24(a), it is observed that the velocity toward the
tunnel side walls is slightly higher than for Model 1. The center section has
a slightly lower flow velocity, making Model 4 beneficial for the particles
reaching their settling velocity. A further velocity reduction is favorable for
the particles to enter through the entirety of the surface opening of the ribs.

The pressure variances through the tunnel are shown in Figure 4.25(a),
with the same scale as for Model 2, shown in Figure 4.13(a). For Model 4,
the regions containing pressure differences are smaller than for Model 2. This
amplifies the notation that the vortices being shed are smaller and shed at a
higher frequency. In contrast, the pressure of the flow past the ribs behaves
differently than for Model 2. The pressure contour for the flow over the ribs,
with the same scale as for the standard flow cases of Model 1 and Model
2, is depicted in Figure 4.25(b). The region beneath the ribs has the same
behavior as the pressure in Model 1, only that the low-pressure zones are
further amplified for Model 4. The even lower pressure generates a stronger
suction of particles beneath the ribs, potentially leading more particles to
enter and settle.
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Pressure [Pa]
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(a) Pressure at the ZX-plane.
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(b) Pressure in the rib section.

Figure 4.25: Pressure contours of the standard flow for Model 4.

The turbulent kinetic energy of the flow is depicted in Figure 4.26. The
top plot of Figure 4.26(a) shows that energy dissipation mainly occurs within
the vortices, while the regions between the vortices exhibit minimal energy
dissipation. This distribution differs from the observations of Model 2, shown
in Figure 4.14, where the TKE distribution is more coherent. The abruptions
in TKE affect suspended particles transported in the outer regions of the
vortices by causing them to be released from the flow pattern. As a result,
the released particles have a higher probability of settling earlier, as they are
no longer subjected to the continuous swirling motion and energy dissipation
within the vortices.
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Turbulence Kinetic Energy [m*2 s7-2]

(a) TKE at the respective planes.

(b) TKE in the rib section.

Figure 4.26: TKE contours of the standard flow of Model 4.
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Multiphase flow with water and particles

Figure 4.27 shows the particles and their velocity at ¢ = 1.9 s after in-
jection start for Model 4. From Figure 4.27, it becomes evident that the
particles still follow the flow pattern closely, indicating that the hypothesis
that the particles’ behavior is closely related to the flow behavior, based on a
low Stokes number, is correct. A noticeable difference from Model 4, in which
the gravity was neglected, is that the particles do not behave symmetrically
in the upper and lower half of the tunnel for the current model. Addition-
ally, more particles are trapped beneath the ribs. Both these findings are
attributed to the importance of gravity in particle settlement.
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Figure 4.27: Particles and their velocity from the standard flow for Model 4.

For Model 4, there is a considerably higher amount of particles trapped
beneath the ribs compared to both Model 1 and Model 2. This occurrence
is due to multiple factors. Firstly, from Figure 4.28(a) and Figure 4.28(b),
it is evident that the particles in Model 4 are entering the ribs mainly from
the tunnel center. In contrast, the particles mainly entered the ribs by the
side walls in Model 1. This difference originates from the flow, and hence
the particles, being more affected by the flow pattern in Model 4, while they
are only affected by the inertial forces in Model 1. Secondly, the gravity was
neglected for Model 2, resulting in the particles not overcoming the exerted
lift forces. If gravity were included, the particles would behave more likely
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as they do for Model 4. However, the velocity is further reduced in Model
4, resulting in more particles entering the ribs. The developing stream-wise
vortices also lead the particles to settle along the tunnel center. This, in
combination with the increased pressure drop beneath the ribs, leads more
particles to enter through the ribs by the suction effect.
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(a) Side view. (b) Outlet view.

Figure 4.28: Particles and their velocity from a side view and outlet view from
the standard flow for Model 4.

From Figure 4.28(Db), it is evident that the stream-wise vortices in Model
4 are more developed than in the case of Model 2. The further development
is due to the cylinder-induced vortices dissolving earlier, leading the no-slip
condition to have a more considerable effect. Further investigation is ob-
tained by comparing this particle behavior with the pressure and particle
trajectories, shown in Figure 4.29(a) and Figure 4.29(b), respectively. It can
be observed that the vortices generated by the cylinder are nearly entirely
dissolved at the outlet, meaning only the stream-wise vortices contribute.
This alteration in the flow pattern leads to reduced complexity and mixing
of the turbulent flow, which can be seen from Figure 4.29(b). The particle
trajectories in Model 2, shown in Figure 4.18(b), showed that the particles
followed both stream-wise vortices and cylinder-induced vortices. In con-
trast, the particle trajectories for Model 4 show that only the stream-wise
vortices remain. These vortices are anticipated to converge and dissipate as
they progress further downstream, resulting in the particles being released
and able to settle.
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(a) Pressure distribution at the tunnel (b) Velocity trajectories at the tunnel
outlet. outlet.

Figure 4.29: Pressure contour and velocity trajectories at the outlet of the
standard flow for Model 4.

For Model 4, Figure 4.30(a) shows the mass concentration trough the

tunnel centerline, and Figure 4.30(b) shows the mass concentration at y =
0.02 m above the tunnel bed. The particles suspended in the tunnel center
are transported in the outermost regions of the vortices, as well as outside the
vortex street. The vortices dissipate as the flow progresses downstream, and
the particles are subjected to the no-slip conditions of the top and bottom
surfaces. It becomes evident that the particles at y = 0.02 m are affected
by the no-slip condition at an earlier stage than the particles through the
tunnel center. The earlier influence results in the earlier mixing of the flow
and the particles. This mixing can be further validated when investigating
the pressure in Figure 4.29(a). It can be seen that pressure zones of a low
magnitude are forming, indicating that the pressure differences are decaying.
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Particle Mass Concentration [kg m*-3]
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(b) Mass concentration at ZX = 0.02 m above the tunnel bed.

Figure 4.30: Mass concentration contours of the standard flow for Model 4.
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4.6 Model 5

4.6.1 Standard flow case for Model 5

The smaller vortices shedding at a higher frequency for the circular cylin-
der than the square cylinder made it interesting to investigate how the vor-
tices from multiple circular cylinders interact. The following section focus
on a comparison between Model 3, having three square cylinders, and Model
5, having three circular cylinders.

Single-phase flow with water

Velocity [m s7-1]
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(b) Velocity in the rib section.

Figure 4.31: Velocity contours and trajectories of the standard flow for Model 5.

Figure 4.31(a) depicts the contour of the total velocity for the flow past
three circular cylinders. The upper plot shows that vortices’ smaller extent

72



4.6. Model 5

prevents them from early interactions and from prolonging the wake region,
as was seen for Model 3. Consequently, the vortices immediately downstream
of the cylinder exhibit greater velocity fluctuations, as evidenced by the
lower plot in Figure 4.31(a). As the flow progress downstream, the vortices
gradually enlarge and dissipate, eventually merging and giving rise to an
irregular flow pattern. The intensified velocity fluctuations and irregular
flow pattern result in earlier mixing of particles. However, this mixing proves
unfavorable since it leads to prolonged particle suspension.

Turbulence Kinetic Energy [mA2 s7-2]

(a) TKE at the respective planes.

(b) TKE in the rib section.

Figure 4.32: TKE contours for the standard flow of Model 5.

Further comparison between the different models is investigated by ob-
serving the turbulent kinetic energy, depicted in Figure 4.32. The upper
energy plot in Figure 4.32(a) demonstrates that TKE obtained by the vor-
tices is initially high immediately downstream of the cylinders. However,
as the vortices grow and mix, the energy diminishes rapidly, reducing the
velocity, as seen in Figure 4.31. Compared to Model 3, the reduction in TKE
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at the rib section, as observed in Figure 4.31(b), validates the decrease in
velocity observed in Figure 4.32(b). The coherence between the reduction in
TKE and the decrease in velocity further supports this validation.
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4.7 Particle attributes in a sand trap

This section will discuss the results regarding particle settlement in a hy-
dropower sand trap. It will include a closer comparison of the most relevant
features discovered to discuss which design is optimal for the settlement.

The cases investigated with a single-phase flow, followed by a multiphase
flow, showed that the particles do not influence the water to a significant
degree. The Stokes numbers, as provided in Table 3.1, suggested that the
particles would have minimal or negligible impact on the flow, which was
confirmed. The flow through a sand trap will consist of sediments of various
sizes, while this experiment has only examined the smallest sand particles.
While the particles in this study do not exhibit clustering or influence each
other, it should be noted that larger sediments and particles could affect
them in a sand trap. These attributions vary with the sediments’ size and
density, sediment volume, and flow characteristics.

The different flow cases in Model 2 and Model 4 showed variations in shed-
ding frequency. In Model 2, the standard flow case had a shedding frequency
of 39.8 Hz, while the elevated flow case had a shedding frequency of 481.9
Hz. Model 4 exhibited a shedding frequency of 57.9 Hz for the standard flow.
Model 3 exhibits the same shedding frequency as Model 2, and Model 5 ex-
hibits the shedding frequency as Model 4. Although the shedding frequency
does not affect the particle settlement, it describes the flow characteristics
that have an effect. A higher shedding frequency indicates a more turbu-
lent flow, resulting in prolonged particle suspension. Conversely, a lower
shedding frequency suggests a lower level of turbulence, enabling particles
to reach their settling velocity quicker. Regarding this study, it is desired to
evaluate the optimal cylinder geometry for an FCS in a sand trap. Model 4
favors single-cylinder cases due to the faster-decaying vortices and reduced
outlet velocity. In contrast, Model 3 is preferred for multiple-cylinder cases
because the merging vortices form a stable and repeating pattern. This re-
sults in particles following the flow pattern and reducing their velocity in
Model 3, while in Model 5, the irregular pattern leads to further particle
mixing.

Due to several contributing factors, the particles investigated in the cur-
rent study did not exhibit a settling velocity. A crucial factor is the design
of the simplified model, lacking the essential features of a sand trap. A pres-
surized sand trap would have a larger cross-sectional area than the headrace
tunnel and the penstock, reducing flow velocity upon entrance. The models
studied have a constant cross-section, hence neglecting this feature. Fur-
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thermore, a sand trap has no-slip boundaries and roughness for all surfaces,
creating shear and friction forces, which are not incorporated into the sim-
plified models. Lastly, the tunnel length is reduced compared to a sand trap
due to the investigation primarily focusing on flow and particle interactions
and minimizing computational requirements.

This study applied two relatively high inlet velocities to the models, fo-
cusing on comparison and flow characteristics. It extends previous research
by selecting inlet velocities based on relevant parameters and information
from existing literature. The standard flow case offers a more accurate de-
piction of a sand trap’s inlet velocity than the elevated case, specifically for
the hydropower plant in previous research. Regardless, the elevated flow
case remains valuable as it offers important insights and information for the
flow characteristics.
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Conclusions

To minimize erosion and extend the hydroturbine lifespan, it is vital to prop-
erly remove sediments incoming with water flow. A sand trap is designed
to facilitate the particles to achieve their settling velocity, reducing the de-
posits to the turbines. A numerical study investigating flow past flow calming
structures has been conducted to optimize the sand trap designs, primarily
focusing on flow and particle interactions. Five models, each representing a
simplified version of a sand trap with an upgraded design, were created to
facilitate the research. The models include zero, one, and three structures
having a square and circular geometry. A grid convergency index study was
carried out for Model 2 to reduce the discretization error, and the same dis-
cretization approach was applied to the remaining models. Both single-phase
and multiphase simulations were conducted on these models, utilizing water
and particles of a uniform size. The simulations were transient, allowing the
time-dependent flow features to be generated.

The results obtained for the base model cases show that particles closely
follow the streamlines of the flow. The particles exhibit consistent behav-
ior with the flow, confirming the validity of the Stokes number assumption
regarding the coupling between the flow and particles. The velocity is suffi-
ciently high for both the standard and elevated case to transport particles by
suspension and sliding, impeding settlement at the tunnel bed. Therefore,
obtaining a similar flow velocity and tunnel length is essential to estimate
the specific trap efficiency for the upgraded designs. The inertial forces af-
fect the particles to have equal trajectories in the same directions, inhibiting
clustering. Models with a single cylinder further confirm the highly coupled
multiphase flow. The cylinder, representing a flow calming structure, induces
flow separation, generating a vortex street for all models. Particles follow
the outer regions of vortices, mixing as they dissolve. Gravity is essential to



5. Conclusions

uphold the correct separation of particles, allowing the particles to approach
the tunnel bed.

To conclude, the behavior of sand particles of the considered size and
density relies heavily on the flow pattern. Achieving optimal sedimentation
requires reducing the flow velocity to a point where the gravitational forces
acting on the particles outweigh the inertial forces of the flow. Introducing
vortices to the flow generates particle mixing, particularly benefiting parti-
cles suspended near the upper surface of the tunnel. The enhanced mixing
redirects particles away from the walls, thereby increasing their probability
of reaching the free stream in the tunnel center. The results from Model 4
show that there is a reduced flow velocity in the tunnel center, making it
beneficial for particles to be led there. The particle results obtained from
the standard case of Model 1 and Model 4 demonstrate this mixing and
the difference in particle distribution towards the upper surface. A circular
flow calming structure alone optimizes the sand trap design, while square
ones are advantageous in parallel. Higher levels of flow turbulence in the
context of flows past flow calming structures correspond to heightened tur-
bulence intensity and increased velocity fluctuations, leading to increased
mixing within the flow. However, a lower turbulence flow is more favorable
for optimal particle settlement as it increases the likelihood of a smoother
and decaying vortex street. The ribs beneath the tunnel bed proves benefi-
cial for sand particle capturing, and adjusting the openings after the specific
flow velocity would increase its efficiency.

The settling velocity of the examined particles is determined to be wy =
0.095 m s~!, and the particles must encounter this velocity to settle fully.
The flow beneath the ribs is the only region where this requirement is consis-
tently met. In a final conclusion, smooth vortices contribute beneficially to
moving higher-located suspended particles downward, consequently relocat-
ing lower particles further above the tunnel bed. Adjustments to the tunnel
bed and the development of the ribs would be necessary to increase particle
settlement further.
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Chapter 6

Future work

For future studies, exploring multiple scenarios more in-depth would be ben-
eficial. Acquiring and incorporating realistic measures of flow and particle
velocities would be advantageous, as well as revisiting the design of the
sand trap to ensure realism. Continuing the turbulent flow investigations at
lower velocities could also be possible, examining whether the flow velocity
promotes increased particle settling or if the settlement remains consistent
compared to higher-velocity flows. Additionally, applying no-slip bound-
aries and surface roughness would be valuable. Conducting these numerical
studies with a realistic sand trap design would help assess the impact and
cooperation of these conditions.

Exploring alternative designs for the ribs is also of interest. The current
study revealed particles entering the ribs primarily through the first three rib
openings due to the higher pressure drop beneath the opening, suggesting
that increasing the number of ribs may not be necessary. Instead, optimizing
the design could involve introducing sections of tree rib openings at differ-
ent locations in the tunnel and maintaining adequate spacing between them.
Such a design allows suspended and saltating particles immediately down-
stream the ribs to move downwards to the tunnel bed and start sliding before
entering a new rib section. Additionally, incorporating a second layer of ribs
could enable more particles to settle beneath the ribs by reducing the like-
lihood of reintroducing the particles to the tunnel flow by the recirculation.
The second rib layer could be staggered, further trapping the sediments.
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Appendices

Appendix A

A.1 Simulation and solution setup for GCI study

Table A.1: Simulation and solution setup for GCI study in Ansys Fluent.

Parameter Description Setting
General Transient

Gravity g=29.81ms2
Turbulence model k-w SST-SAS

Materials

Discrete phase

Boundary conditions

Method

Calculation

Solid particles
Incompressible fluid

Two-way coupled
Particle diameter
Injection interval

Inlet

Cylinder walls

Top and bottom wall
Side walls

Scheme

Pressure

Momentum

Turbulent kinetic energy
Specific dissipation rate
Transient formulation
Total time

Time step size
Iterations

pp = 1.600 x 10% kg m—3
p=9982 x 102 kg m—3
v =1.003 x 1076 m? 57!

D = 0.0001 m
t=11,2]s

U=15ms!
No-slip
No-slip
Free-shear

Coupled

Second order upwind
Bounded central differencing
Second order

Second order

Bounded second order implicit

2s

0.005 s
20
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Appendices

Appendix B

B.1 Mechanical drawings of the models in the current study.
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