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Abstract

It is important to preface that this work is done in continuation of the project
thesis by Marthinsen [1]. Thus there will be sections, especially in chapter 2, that
will be heavily inspired by or directly repurposed from the project thesis.

The aim of the project thesis was to investigate the potential use of Elec-
troencephalography (EEG) for detecting mental stress. The study found that the
most successful approach involved utilizing Hjorth features extracted from an
ICA-filtered, 32-channeled dataset, which was subsequently classified via the K-
Nearest-Neighbours (KNN) classifier. This method yielded accuracy, sensitivity,
and specificity rates of 96.50%, 97.18%, and 95.89%, respectively. These findings
suggest that certain classifiers and feature extraction methods can be effective for
identifying mental stress from EEG data. However, the sample size in the project
thesis was relatively small, and further research involving a larger sample size
would be necessary to verify these findings.

In this study, a more restricted EEG dataset was gathered with an 8-channel
EEG configuration. The new dataset underwent pre-processing and filtering pro-
cedures identical to those applied in the project thesis. Following this, the dataset
was classified utilizing the same methods as before. However, the results were
not as satisfactory as in the previous study, necessitating the exploration of alter-
native options. Subsequently, EEGNets’ Convolutional Neural Networks (CNNs),
which are specialized in the classification of EEG data, were employed, as well as
an implementation of Deep and Shallow CNNs. Furthermore, new approaches for
filtering and feature extraction were tested.

The best results using traditional classifiers were obtained using full RAW data
with SVM (accuracy: 87.50%, sensitivity: 81.25%, specificity: 92.05%), time se-
ries features of RAW data with SVM (accuracy: 86.84%, sensitivity: 82.81%, speci-
ficity: 98.77%) and wavelet scattering features of RAW data with SVM (accu-
racy: 87.50%, sensitivity: 82.81%, specificity: 90.91%). Deep Convolutional Neu-
ral Network models also performed satisfactorily with the best-performing model
being the Shallow CNN with a mean accuracy of 83.66% across all folds.

It is believed that the use of ICA for filtering did not prove as effective as
in the earlier study. With that said the raw data showed promising results for
capturing mental stress when using CNNs. As such, the reduction in the number of
measuring points from 32 to 8 appears to have constrained the study, underscoring
the need for a more comprehensive approach in future research.
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Sammendrag

Det er viktig å påpeke at dette arbeidet er gjort som en fortsettelse av prosjek-
toppgaven av Marthinsen [1]. Derfor vil det være seksjoner, spesielt i chapter 2,
som vil være sterkt inspirert av eller direkte gjenbrukt fra prosjektoppgaven.

Målet med prosjektoppgaven var å undersøke potensialet for å bruke Elec-
troencephalography (EEG) til å oppdage mentalt stress. Studien fant at den mest
vellykkede modellen involverte bruk av Hjorth- funksjonsekstraksjon fra et ICA-
filtrert, 32-kanals datasett som deretter ble klassifisert via K-Nearest-Neighbours
(KNN) klassifisering. Denne metoden ga nøyaktighets-, følsomhets- og spesifisitet-
srater på henholdsvis 96,50%, 97,18% og 95,89%. Disse funnene antyder at visse
klassifiserings- og funksjonsekstraksjonsmetoder kan være effektive for å identi-
fisere mentalt stress fra EEG-data. Imidlertid var utvalgsstørrelsen i denne studien
relativt liten, og ytterligere forskning med en større utvalgsstørrelse vil være nød-
vendig for å verifisere disse funnene.

I denne studien ble det samlet inn et mer begrenset EEG-datasett med en 8-
kanals EEG-konfigurasjon. Det nye datasettet gjennomgikk pre-prosessering og
filtreringsprosedyrer som var identiske med de som ble brukt i prosjektoppgaven.
Etter dette ble datasettet klassifisert ved hjelp av de samme metodene som før.
Resultatene var imidlertid ikke like tilfredsstillende som tildligere, noe som gjorde
det nødvendig å utforske alternative metoder. Derfor ble EEGNets’ Convolutional
Neural Networks (CNNs), som er spesialisert på klassifisering av EEG-data, tatt
i bruk, i tillegg til en implementasjon av Deep og Shallow CNNs. Videre ble nye
tilnærminger for filtrering og funksjonsekstraksjon testet.

De beste resultatene ved bruk av tradisjonelle klassifiseringsmetoder ble opp-
nådd ved bruk av fullstendige RÅ-data med SVM (nøyaktighet: 87,507%, føl-
somhet: 81,25%, spesifisitet: 92,05%), tidsseriefunksjoner av RÅ-data med SVM
(nøyaktighet: 86,84%, følsomhet: 82,81%, spesifisitet: 98,77%) og bølge-sprednings-
transformasjon funksjoner av RÅ-data med SVM (nøyaktighet: 87,50%, følsomhet:
82,81%, spesifisitet: 90,91%). Dype CNN-modeller presterte også tilfredsstillende,
hvor den best-presterende modellen var Shallow CNN med en gjennomsnittlig
nøyaktighet på 83,66% på tvers av alle folder.

Det antas at bruken av ICA for filtrering ikke var like effektiv som i den tidligere
studien. Med det sagt viste rådataene lovende resultater for å fange mentalt stress
ved bruk av CNNs til klassifisering. Dermed ser det ut til at reduksjonen i antall
målepunkter fra 32 til 8 har begrenset studien, noe som understreker behovet for

v
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en mer omfattende tilnærming i fremtidig forskning.
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Chapter 1

Introduction

1.1 Background and Motivation

Mental health issues related to stress is a global problem that has been on the rise
due to the pandemic and humanitarian crises. The outbreak of COVID-19 has led
to the loss of millions of lives and disrupted livelihoods, forcing people to face a
range of stressors such as job loss, isolation, and fear of illness. As a consequence,
mental health concerns have become a global issue, and there is a growing need
for research, treatment, and support.

Stress detection and associated research are important parts of mental health-
related investigation, and early identification can be beneficial in managing the
issues. Researchers are exploring different biomarkers that could signal the pres-
ence of mental stress, such as cortisol levels, heart rate variability, and changes in
speech patterns. Early detection can enable healthcare providers to plan appropri-
ate interventions, such as therapy or medication, which can ultimately save lives
by effectively managing mental health concerns.

Machine Learning (ML) technology is constantly progressing and being ap-
plied to new fields for decision-making purposes. Extensive attempts to use Ma-
chine Learning have been done in the field of Brain Computer Interfaces (BCIs)
for causes such as predicting seizures for patients with epilepsy [2] or to be able
to classify emotions [3]. Electroencephalography (EEG) signals measure the elec-
trical activity of the brain and are used as an analytical tool for sorting between
normal and abnormal brain function. However, making an accurate prediction us-
ing EEG data requires a lot of time and effort when done manually. By utilizing the
flexibility of Machine Learning, it is possible to automate this process, resulting in
faster more efficient analysis of EEG data.

1
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1.2 Project Description

The primary objective of the Master’s thesis is to develop an automated stress de-
tection system utilizing Machine Learning classifiers and EEG signals. The selec-
tion of EEG was based on its ability to highlight altered electrical activity within
the brain, making it a suitable candidate for stress detection. Additionally, the
study aims to investigate the feasibility of reducing the number of electrodes used
during data collection, as this can result in faster and more cost-effective record-
ings. Through exploring the possibility of using a reduced number of electrodes,
the study will also aim to determine the optimal placement of electrodes for ac-
curate stress detection, as well as the effectiveness of different feature extrac-
tion methods and classification algorithms. By addressing these issues, the study
aims to contribute to the development of a reliable and practical stress detection
system, which can be used in various contexts, including clinical, research, and
industrial settings.

The dataset collected will consist of stressed state data from a group of stu-
dents experiencing mental stress symptoms during their exam period, and base-
line data recorded after the winter holidays. The subjects will give a statement
regarding their stress level during recording, commonly called a Stress Scale (SS).
Furthermore, each participant will complete the psychological inventory question-
naire called the State Trait Anxiety Inventory for Adults Form Y-1 and Y-2 (STAI-Y).
The stress levels will be compared and analyzed along with the data. The raw EEG
data requires pre-processing in the form of signal decomposition and processing
techniques to de-noise the signal and extract the data’s features. Then, the EEG
data will be fed to several Machine Learning methods in order to develop a reliable
classification model for achieving the aim of a computer-aided stress detection sys-
tem. The final goal is to complete a program that can assist in the early detection
of stress-related mental health disorders.

1.3 Related Work

In recent years there have been done several studies on the use of EEG signals
for detecting and diagnosing mental stress. A review done by Katmah et. al [4] in
2021 looked into 51 existing papers that covered the topic, and found that there
are many viable methods for classifying mental stress using EEG data. Many of the
methods in the different papers got an accuracy> 90%, and the experiments with
the best results used mental arithmetic as a stressor and linear SVM, cubic SVN,
KNN, and LDA [5] as classifiers. However, despite the large number of studies done
on EEG signals and mental stress, there exist no inclusive guidelines about the
relevance between EEG features and its extraction methods, filtering, and artifact
removal [4]. There is also little-to-no described methods for EEG channel selection
for stress detection. When looking into these papers it is a common trait that
experiments are conducted offline, but it would be interesting to develop an online
system for recognizing stress in real-time. Another point of interest would be to
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look into the possibility of combining EEG with PCG data for multi-modal stress
detection.

Preliminary research and work were done in the project thesis by Anne Joo
Marthinsen [1] in collaboration with the rest of the Mental Health-group under
the supervision of Ph.D. Marta Molinas. The objective of the project was to be-
come familiar with Electroencephalography (EEG) and Phonocardiogram (PCG)
signals. The researching group was split into two: Ida Marie Andreassen and Øys-
tein Stavnes Sletta tackled an open source PCG dataset, while Christian Sletten
and Anne Joo Marthinsen received an EEG dataset. The semester was spent learn-
ing about EEG signals, pre-processing the data, and finally implementing and test-
ing different Machine Learning classifiers with different features on all the data.
Since the task at hand was quite comprehensive, and the EEG dataset included
both the raw data and pre-processed data, it was decided to use a divide-and-
conquer approach. Sletten used the filtered data to implement and test differ-
ent ML classifiers, while Marthinsen started implementing the filtering of the raw
data. This way the group could combine the work at the end of the semester, get
satisfactory results, and be prepared to collect the new dataset for the Master’s
thesis.

Marthinsen’s part of the project ended up focusing on pre-processing of EEG
data in the form of filtering and artifact removal with Independent Component
Analysis (ICA). She built a Python script for analyzing each recording and remov-
ing artifacts. All 120 recordings were filtered twice using this technique, resulting
in a solid dataset to use for classification. Furthermore, after feature testing with
different classification methods was done, it was found that it was possible to get
an accuracy of 96.50% using Hjorth features on K-Nearest-Neighbours (KNN).
Working further on this, it was discovered that it was necessary to research chan-
nel selection. In the upcoming data collection for the Master’s thesis, an electroen-
cephalogram with 8 electrodes would be used. In comparison to the open source
dataset, this is a reduction of 75% in the number of electrodes. Thus, the end of
the semester was focused on implementing a channel selection algorithm inspired
by The Genetic Algorithm. It was found that it was possible to keep the accuracy
of the classifier as high as 90.05% while reducing the number of electrodes from
32 to 8.

1.4 Outline of the Report

The report will first go through a detailed description of the theory behind the
contents of the report. This includes: Mental stress, EEG, EEG filtering and pre-
processing, ML classifiers, performance measures, and the genetic algorithm. Fur-
thermore, some theory on Power Spectral Density (PSD), is included, as this is
one of the new methods that will be explored. The theory section is quite compre-
hensive but attempts to give sufficient knowledge for the reader to understand the
methods used in the thesis. Furthermore, the next chapter gives a walk-through of
the methods and materials. A brief overview of the previous project is given, fol-



4 A.J. Marthinsen & I.T. Galtung: Detection of mental stress from EEG data using AI

lowed by an extensive description of the EEG data collection that was done in De-
cember 2022/January 2023. Furthermore, an overview of data exploration, pre-
processing, and artifact removal with ICA is included. Then, a brief overview of the
labels and classifiers that were tested is presented. Furthermore, the new methods
tested are explained: EEGNet, Temporal-constrained Sparse Group Lasso-EEGNet
(TSGL-EEGNet), PSD, and wavelet scattering. Further, the results are presented
with figures consisting of the confusion matrix, accuracy, specificity, and sensitiv-
ity of each classifier, feature- and label set. Lastly, the results are presented and
discussed, and suggestions for future work are given.



Chapter 2

Theory

2.1 Physiology of Stress

Psychological stress refers to a state of mental or emotional strain or tension
caused by adverse or demanding circumstances and is a medical and psychological
term. Stress is a broad term that refers to a wide range of demanding physiolog-
ical and psychological influences (stressors), and to the organism’s total reaction
to such (resource mobilization).

Short-term stress can be positively stimulating, such as during physical labor
or exercise, or to assist in an emergency, by triggering the fight-or-flight response.
On the other hand, long-term stress has been shown to have various negative
consequences, including muscle tension, panic attacks, inflammation in the circu-
latory system, increased risk for hypertension, heart attack, and stroke [6].

Measuring stress is most often based on subjective reports from individuals,
preferably in the form of questionnaires that assess the degree of anxiety, ten-
sion, re-experiencing, lack of well-being, bodily symptoms, and more. However,
there are also objective methods used to measure stress levels. This can include
blood tests to measure stress hormones such as cortisol, prolactin, and growth
hormone, urine tests to measure metabolites of norepinephrine, or physiologi-
cal methods such as measuring blood flow in small skin capillaries or conducting
brain examinations using electroencephalography [7] [8][9].

5
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2.2 Electroencephalography (EEG)

2.2.1 Introduction

The human body relies on small electrical impulses to communicate between dif-
ferent organs and the brain through the nervous system. These electrical signals
can be detected throughout the brain, even during periods of rest.

Thanks to technological advancements, Electroencephalography (EEG) can
now capture and record these electrical impulses within the cerebral cortex in
real time with minimal delay. As a result, EEG has become a widely used diagnos-
tic tool in medicine for the detection of conditions such as epilepsy and various
brain dysfunctions, including tumors, strokes, and other forms of damage.

In addition to its diagnostic applications, EEG has also gained recognition as
a valuable tool in research and development, including cognitive neuroscience
and human-machine interfaces. The ability to measure and analyze brain activity
with EEG has opened up new avenues for investigating brain function and for
developing innovative approaches to human-computer interaction.

2.2.2 EEG System

To capture the electrical signals of the brain, multiple electrodes (small metal
disks) are attached to the scalp, either with dry electrodes or some kind of electri-
cal conducting fluid. Each electrode transmits a signal to one of several recording
channels of the electroencephalograph. This signal consists of the difference in
the voltage between the electrode and a reference electrode, often placed on one
of the earlobes. The rhythmic fluctuation of this potential difference is shown as
peaks and troughs on a line graph by the recording channel. There exist several
different ways to place the electrodes. Figure 2.1 shows a visualization of how to
set up 32 EEG electrodes, using the 10-20 setup.

The 10-20 system is a widely accepted global standard used for positioning the
EEG electrodes during recording. Its purpose is first and foremost to provide com-
patibility, repeatability, and efficiency during experimental EEG work. The name
"10-20" stems from the fact that electrodes are placed with either 10% or 20%
distance of the total front-back or left-right length of the subject’s skull [10].

Each electrode is assigned a unique name, with the first letter indicating its
location on the corresponding area of the brain. The letters translate as follows:
Fp/pre-frontal, F/frontal, T/temporal, P/parietal, O/occipital, and C/central. Then,
the electrodes are numbered increasingly with the distal direction from the mid-
line sagittal plane of the skull. Even numbers are placed on the right side of the
head, while odd numbers are kept on the left. See Figure 2.1 for reference. Cer-
tain electrodes are given a "Z" (zero) instead of a number. The "Z" refers to an
electrode placed on the midline sagittal plane of the skull, and these are FpZ, Fz,
Cz, and Oz.
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Figure 2.1: Example of setup of 32 EEG electrodes using the international stan-
dard 10-20 system. The name stands for the fact that each electrode is distanced
at either 10% or 20% of the total front-back or left-right distance of the skull.
Electrode lettering translates to Fp/pre-frontal, F/frontal, T/temporal, P/pari-
etal, O/occipital, and C/central, while "Z" stands for zero, and is situated on the
midline sagittal plane of the skull. The numbers increase with the distal direc-
tion from the midline, with even numbers to the right and odd numbers to the
left. CMS/DRL refers to Common Mode Sense (CMS) active electrode and Driven
Right Leg (DRL) passive electrode. Inspired by [11]

2.2.3 EEG Artifacts

Since EEG data is primarily gathered to diagnose a brain condition, it is usually
only the signals that stem from brainwaves that are the most interesting to view.
However, it is almost impossible not to record some form of noise or other signals.
When talking of EEG data collection, the word artifact therefore often follows. Ar-
tifacts are noise originating from sources other than brain activity. Examples are
eye blinks, eye twitches, muscle twitches, etc. It is crucial to remove these, as this
will increase the probability that the models and results are built on actual brain
activity [12]. Recognizing artifacts can be a difficult task, especially for newcom-
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ers, as it is one of those things that simply require experience. However, there are
some recognizable traits that are easy to spot even for beginners.

Eye blinks are commonly present in EEG raw data, unless the subjects are
asked to keep their eyes closed. Eye blinks are always the most present in the
frontal and pre-frontal electrodes, where they show up as irregular spikes, often
with up to 10x the magnitude as the rest of the signal. For a typical blink, the
electrical potential sharply increases, then decreases, over a period of about 250-
300 ms [12]. Blinking also varies a lot depending on the subject: some blink often,
while others blink less, some blink with much tension while others blink softer.
Figure 2.2a shows an example of how blinking may show up in raw EEG data.
The relatively large magnitude of the blinking often influences other channels as
well, as can be seen in the other non-frontal electrode, C3, that is included in
Figure 2.2a.

Eye twitches or glances, also known as saccades, exhibit similar character-
istics to eye blinks in EEG data. Eye movements will also be most prominent in
frontal and pre-frontal electrodes, and have no distinct pattern or rhythm. How-
ever, unlike eye blinks, they often appear to have a square-like shape. It can often
be observed that one channel increases, and another decreases in the same fash-
ion with saccades. Figure 2.2b shows an example of how eye twitches and glances
may show up in raw EEG data.

Muscle contractions, on the contrary, manifests as high-frequency activity,
often over a short period of time. The contractions are typical of frequencies 20-
40 Hz. Small and/or brief contractions will oftentimes not be a problem, but if
the subject is tense throughout the recording, it can disturb the data. These kinds
of artifacts are very hard to distinguish from actual EEG data. Thus, we will have
to dig deeper in order to be able to find and remove them. This will be further
discussed in section 2.3.

Heartbeats may be captured by the EEG recordings. These will show up with
a rhythmic beat, with about 1-2x the magnitude of normal EEG data. It can thus
be hard to distinguish heartbeat artifacts. This will also be further discussed in
section 2.3.

Poor connections between the scalp and electrode(s) can happen during
recording and is an unfortunate situation. This can happen with the slightest
movement of the subject’s head position and is hard to avoid. Bad connections
result in the signal values increasing rapidly, often influencing all channels. Some
researchers may choose to remove the whole time period, marking it as "bad" so
that it is not included in further analysis. However, it will also be discussed how
the source can be removed in 2.3.
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(a) Blinking artifact

(b) Saccade artifact

Figure 2.2: Examples of how artifacts show up in raw EEG data, marked with red
boxes. Only 8 electrodes are shown for simplicity. Figure a) shows an example of
a typical blinking artifact: short, irregular spikes, with 10x the magnitude as the
rest of the data, with the largest magnitude at the frontal electrodes. We can also
see that the blinking influences the non-frontal electrode, C3, as well. Figure b)
shows a typical saccade artifact: short square-like signal jumps, with no pattern
or rhythm. Repurposed from [1].
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2.3 Signal Filtering and Pre-processing

2.3.1 Signal Filtering

Electroencephalography (EEG) signals in humans mainly consist of frequencies
ranging from 1-30 Hz, with some studies suggesting the presence of higher fre-
quencies carrying meaningful information. However, the consensus among re-
searchers is that the most informative range lies within 1-30 Hz[13]. Head move-
ments and electrode shifts contribute to the presence of low-frequency noise (within
the 0-1 Hz range), manifesting as slow fluctuations. On the other hand, high-
frequency noise will manifest as rapid fluctuations in the EEG data and can be
caused by, for example, electromagnetic interference and muscle contractions of
the face and neck [13].

To preserve potentially relevant information, experts suggest using a band-
pass filter on EEG data with cut-off frequencies around 1 and 40-50 Hz[14]. This
ensures that no information-carrying frequencies are removed, as filters are often
not ideal and will thus have an imperfect cut-off. Furthermore, filtering at 50 Hz
with a band-pass or notch filter eliminates the utility frequency caused by the
power grid, which is irrelevant to the analysis.

Moreover, one can apply a smoothing filter, such as the Savitzky-Golay filter, to
the data. This filter smooths the data by utilizing a technique that involves local
least-squares polynomial approximation, which preserves the waveform’s shape
and height of peaks [15]. These kinds of properties are crucial for removing noise
from psychological signals without corrupting or removing valuable data.

2.3.2 Artifact Removal with ICA

The use of Independent Component Analysis (ICA) as a method for artifact re-
moval from signals is quite popular. ICA works by separating a multivariate signal
into its additive sources, which can be seen as analogous to unmixing paint. A
classic example of ICA’s application is The Cocktail Party Problem [16]: Consider
a cocktail party where several groups of people have overlapping discussions.
There might also be music playing from a piano, as well as noise coming from
the kitchen, etc. The goal is to separate the various sources from each other using
several recording devices placed around the room. Given at least as many record-
ings as the number of sources, ICA can separate each conversation, instrument,
and background source from each other. This will, for example, allow us to extract
a clear recording of the piano playing in the background.

In EEG data analysis, ICA can be used to remove uninteresting sources, such
as eye twitching, head movements, or bad electrode connections. The method as-
sumes that the recorded time series is a spatially stable mixture of the activities
of independent cerebral and artifactual sources and that the summation of po-
tentials is linear at the electrodes. These assumptions are reasonable for EEG data
[17][18]. Given its capability to exclude unwanted sources and effectively remove
noise, ICA is a well-suited technique for artifact removal in EEG data.
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2.3.3 Features

Datasets are most often large and complex, with multiple recordings and partic-
ipants. Therefore, using some type of feature extraction instead of the complete
dataset is often preferable. Features are measurable properties of the data, and
selecting informative, independent features is critical for classification, pattern
recognition, and regression algorithms. Good features can help filter out irrel-
evant information and reduce dimensionality, leading to more manageable and
readable datasets. Examples of features are:

• Time series features: Analyzing the signal’s time series features can reveal
patterns and help build a predictor. Examples of time series features are:

◦ Peak-to-peak amplitude
◦ Variance
◦ Root-Mean-Squared-Error

• Fractal features: The fractal dimension is a ratio providing a statistical in-
dex of complexity. This analysis compares the variation in detail in a pattern
with the scale at which it is measured. Examples of fractal dimensions are:

◦ Higuchi Fractal Dimension
◦ Katz Fractal Dimension

• Entropy features: As a general rule, entropy represents some measure of
information, surprise, or uncertainty about an unknown variable. Examples
are:

◦ Approximate Entropy
◦ Sample Entropy
◦ Spectral Entropy
◦ SVD entropy

• Hjorth features: Hjorth features are common features for feature extraction
of EEG signals. The parameters are normalized slope descriptors (NSDs)
called Activity, Mobility, and Complexity.
• Frequency band features: A frequency band is a specific range of frequen-

cies with a defined upper and lower frequency limit. We can choose the
range ourselves depending on the signal attributes, and compute their pow-
ers to use as features. When analysing EEG data, the common frequency
bands delta (<4 Hz), theta (4 - 8 Hz), alpha (8 - 12 Hz), beta (13 - 30 Hz)
and gamma (>30 Hz) are often utilized.

2.3.4 K-Fold Cross Validation

K-fold cross-validation is a resampling technique used to evaluate the performance
of a machine-learning model, used especially on a limited dataset. It involves di-
viding the dataset into k subsets or folds, training the model on k-1 folds, and
evaluating it on the remaining fold. This process is repeated k times, with each
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fold serving as the test set exactly once. The results are then averaged across the
k-folds to obtain a more accurate estimate of the model’s performance. K-fold val-
idation can help prevent overfitting, as it allows for a more robust assessment of
the model’s generalization performance.
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Figure 2.3: Visualization of k-fold cross validation. The training dataset is divided
into k subsets or folds. Then, the model is trained and validated across all folds,
while exploring and trying to obtain the optimal hyperparameters. Lastly, the final
model is evaluated on the test data to assess the model’s performance on brand-
new data. Inspired by [19].

Stratified k-fold cross-validation is a variation of k-fold cross-validation that
takes into account class imbalance in the dataset. In stratified k-fold validation, the
data is split into k-folds in such a way that each fold has approximately the same
proportion of samples from each class as the overall dataset. This ensures that
each fold is representative of the overall dataset and helps prevent bias towards
the majority class.

2.4 Machine Learning (ML) Classifiers

This section will include a short introduction to Machine Learning basics, as well
as some Machine Learning methods. It should be sufficient for a newcomer in the
field to familiarize themselves with the methods relevant to this project. Experi-
enced readers may choose to skip this introductory section.

Machine Learning is a branch of Artificial Intelligence (AI) that aims to enable
machines to learn like humans. This is achieved through experiential learning,
where machines are rewarded for good choices and sometimes penalized for bad
ones, ultimately enhancing their knowledge and accuracy over time. Applications
of ML methods are many: Common examples are handwritten letter recognition,
speech-to-text generators, image classification, medical diagnosis, and predictive
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analysis.
In many forms of research, the goal is to train a Machine Learning classifier.

The goal of a classifier is to find some model or mapping from input data to distinct
classes. An example of this is spam filtering. When receiving an email there are un-
derlying classifiers that determine whether or not the incoming message is spam.
The classifier examines specific features within the email, such as certain phrases
or wordings, or the format of the sender’s address. To train a spam/non-spam
classifier, we would start by collecting a large dataset of labeled emails, where
each email is identified as either spam or non-spam. This is what’s called a labeled
dataset. This form of classification is thus called supervised learning, signifying that
it needs the initial data to be labeled in order to find a way to recognize spam from
non-spam itself.

The dataset is then typically divided into three parts: the training set, used to
fit the initial model; the validation set, used for prediction and tuning the classi-
fier’s (hyper)parameters; and the test set, which contains completely new data to
assess the classifier’s robustness. Now, when a new e-mail is received, the classifier
can (hopefully) correctly delete the spam and keep non-spam, saving the user the
trouble of doing this themselves.

2.4.1 K-Nearest-Neighbours (KNN)

The K-Nearest-Neighbours (KNN) classifier is a non-parametric, supervised-learning
classifier. That is, it is a classifier that does not assume a specific model structure
for the mapping and is trained with labeled data. KNN uses the proximity to ex-
isting classes to classify new data points. The KNN classifier uses the k closest
data points of each classifier and computes a proximity metric in order to decide
which class the new data point belongs to [20]. Performance can be enhanced by
tuning parameters such as the number of neighbors, denoted as k, the distance
metric, denoted as d, and the leaf size. The reader is advised further reading if
they find this interesting. Figure 2.4 shows a simplified visualization of how the
KNN classifier works in general.

2.4.2 Support Vector Machines (SVM)

The Support Vector Machines (SVM) is a supervised learning algorithm widely
employed for classification tasks. Given a labeled dataset, with each sample be-
longing to one of two categories, the classifier reviews the data and maps each
sample as a point in an n-dimensional space, where n represents the number of
input features. The objective is to separate the categories by an optimal hyper-
plane, which maximizes the distance between the categories. The peripheral data
points closest to the other category are used as the support vectors, as they signifi-
cantly influence the configuration of the hyperplane[21]. In the context of SVMs,
the "margin" refers to the area between the decision boundary, which separates
the different classes. The distance between the decision boundary and the training
data points is called the "street width."
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The regularization parameter serves as a hyperparameter that controls the
complexity of the model. It determines the trade-off between the size of the street
width and the accuracy of the model. A large regularization parameter signifies
that the model will have a smaller street width and will try to correctly classify as
many of the training data points as possible. This can lead to overfitting. A small
regularization parameter, on the other hand, allows for a larger street width and is
thus open for some misclassification of the training data. This can help to prevent
overfitting and can improve the generalization performance of the model [22].

Figure 2.5 shows a simple visualization on the steps to a SVM.



Chapter 2: Theory 15

.

?

y-
ax

is

x-axis

New data point
to classify

(a) New datapoint to classify is introduced.

?

y-
ax

is

x-axis

(b) The classifier finds the k = 2 closest
neighbours.

y-
ax

is

x-axis

(c) The datapoint is classified with the clos-
est group.

Figure 2.4: A simple visualization of how the KNN classifier works. The classifier
uses the k closest data points of each classifier and computes a proximity metric
(Euclidean in this case) in order to decide which class the new data point belongs
to. In the example, we see that the distance to the closest 2 green squares is the
smallest, and thus the new point is categorized with them. Modified from [1].
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Figure 2.5: A simple visualization of how the SVM classifier works. The classifier
finds the optimal hyperplane, which is the best plane that divides the two classes
with the most distance between them, as well as the maximum margins that de-
scribes the boundary of the classes. When a new data point is introduced, it is
common to classify it with the class whose margin is the closest to the data point.
Modified from [1].
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2.4.3 Neural Networks

Neural networks are Machine Learning algorithms modeled after the human brain’s
structure and function. They comprise many interconnected nodes, called neu-
rons, which process and transmit information. These networks are trained to rec-
ognize patterns in data by adjusting the weights of the connections between neu-
rons, a process known as learning.

Convolutional Neural Networks (CNNs) are a type of neural network that is
widely used for image and video analysis. Unlike traditional neural networks,
which process the input data in a linear manner, CNN use a process called con-
volution to filter the data and identify patterns. The feature maps generated by
the convolutional layer are then passed through a series of additional layers, in-
cluding pooling layers and fully connected layers, to produce the final output.
Pooling layers are used to reduce the dimensionality of the feature maps, while
fully connected layers use the output of the previous layers to classify the input
data.

One of the key benefits of CNNs is their ability to learn spatial invariance. This
means that CNNs are able to recognize patterns in images, regardless of their po-
sition or orientation within the image. This is achieved through the use of pooling
layers, which reduce the sensitivity of the network to small variations in the input
data[23].
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Figure 2.6: Simple visualization of the CNN, inspired from [23].
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2.5 Power Spectral Density (PSD)

The Power Spectral Density (PSD) is a measurement that characterizes the distri-
bution of power (or energy) content across different frequencies in a signal. It is
commonly used to analyze the frequency components of signals, particularly in
fields such as signal processing, communication systems, and neuroscience [24].
In signal processing and related fields, PSD is often employed to characterize
broadband random signals [24]. To ensure comparability, the amplitude values
in the PSD are often normalized based on the spectral resolution used to digitize
the signal, representing the level of detail in the frequency analysis. The calcula-
tion of PSD frequently involves utilizing Fourier transforms, a mathematical tool
that enables the examination of a signal’s frequency components. By applying
Fourier transforms, the power distribution across the frequency spectrum can be
determined, allowing for detailed frequency analysis.

In neuroscience, PSD plays a vital role in the analysis of brain signals, such
as Electroencephalography (EEG) and magnetoencephalography (MEG) signals.
Researchers employ PSD to investigate the frequency content of these signals and
gain insights into neural activity [25]. While the reference to Demuru et al. [25]
highlights an example of PSD application, numerous studies in neuroscience uti-
lize PSD to better understand brain dynamics and cognitive processes.

2.6 Performance Measures

In order to measure the performance of statistical, medicinal, and/or Machine
Learning classification, a confusion matrix is often utilized. A visualization of the
classic confusion matrix is given in Figure 2.7. The following gives a brief expla-
nation of the terminology used:

• True Positive (TP): We correctly predict a positive. For example when a
patient is sick from COVID and the PCR test predicts sickness.
• True Negative (TN): We correctly predict a negative. For example, when a

patient is not sick from COVID and the PCR test predicts no sickness.
• False Positive (FP): We falsely predict a positive. For example, when a pa-

tient is not sick from COVID and the PCR test predicts sickness.
• False Negative (FN): We falsely predict a negative. For example when a

patient is sick from COVID and the PCR test predicts no sickness.

Negative Positive

Negative True Negative False Positive

Positive False Negative True PositiveA
C
TU

A
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PREDICTED

Figure 2.7: Confusion matrix. Repurposed from [1].
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The more TP and TN we achieve, the better performance. The confusion matrix
is often used to measure other performance indices, like Recall, Precision, Speci-
ficity, Sensitivity, Accuracy, and AUC-ROC curves [26]. In medicinal research, like
screening, accuracy, sensitivity and specificity are often used.

• Accuracy: How many samples are classified correctly.

Accuracy=
TP+ TN

TP+ TN+ FP+ FN

• Specificity: How many samples are correctly classified as negative. A highly
specific test means few false positive results.

Specificity=
TN

TN+ FP

• Sensitivity: How many samples are correctly classified as positive. A highly
sensitive test means few false negative results.

Sensitivity=
TP

TP+ FN

The screening process involves applying a medical test or procedure to a per-
son who does not yet have symptoms of a particular disease, in order to determine
their likelihood of contracting it. It is not possible to diagnose an illness from the
screening procedure alone. Positive results from the screening test will require
further evaluation with subsequent diagnostic tests. In most screening processes,
it is therefore often favorable to prioritize sensitivity over specificity. This ensures
that all at-risk patients are picked up by the process early on.

2.7 The Genetic Algorithm

The genetic algorithm is a search and optimization technique that simulates the
process of natural selection. One of the advantages of the genetic algorithm is
that it can handle both constrained and unconstrained problems, which makes it
suitable for a wide range of applications. Additionally, the algorithm is flexible and
can be customized to accommodate different types of problems and objectives.

The algorithm starts by creating an initial population of candidate solutions.
The fitness’ of the individuals are then evaluated based on a specified objective
function. The fitter individuals are then selected as the elite and are kept for the
next generation. From the elite, a subset is chosen as parents. The parents mate
and produce offspring. The offspring inherit genes/features from their parents.
Then, some or all of the offspring may go through mutations before the genes
are passed on to the next generation. The hope is that some of the offspring will
become fitter individuals than their parents, thus simulating natural selection.
Then, the process is repeated with the new population consisting of the elite and
the offspring. This process is repeated as many generations one sees fit or until
another stopping criterion is met, like a fitness threshold.
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Figure 2.8: Genetic Algorithm flowchart. Repurposed from [1].
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Materials and Method

Note: Only the relevant code has been included in Appendix A. The complete
codebase can be found on our GitHub.

3.1 Project Thesis Work

The work done in the project thesis by Marthinsen [1] was done as preliminary
research for this thesis. The project used the SAM40 dataset for analysis [11][27]
and included filtering and artifact removal of the EEG data using ICA, finding use-
ful features with the python package mne_features and finally building suitable
classifiers with the KNN, SVM and MLP methods. The resulting classifier yielded
an accuracy of 96.50%, a sensitivity of 97.18%, and a specificity of 95.89%.

Some of the methods used in the project thesis will be repeated or reused in
this work. This thesis can thus be considered a continuation of the work done in
the project[1], and the relevant contents of the project will be repeated throughout
the thesis.

3.2 EEG and PCG Data Collection

It was established early in the process that one of the goals during the master’s
semester was to collect, preprocess and utilize our own stressed/non-stressed
dataset. The hope was to further strengthen the hypothesis that EEG data can
pick up on stress, as was explored in the brief research in the project thesis [1].
The data was to be collected using EEG and PCG signals. Two separate recordings
were done, using healthy students as test subjects.

21
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3.2.1 Design of Experiment

The goal of the experiment was to collect stressed and baseline data from young,
healthy subjects. The natural stressor chosen was upcoming exams and deadlines
for major projects. Thus the first recording was done between November and De-
cember of 2022, a period when many students feel elevated stress levels due to
approaching exams. The second recording was carried out after the holidays dur-
ing January and February of 2023 after the subjects had returned from the winter
holiday.

Each subject was asked to show up at a designated time slot for recording.
Before starting, all subjects were asked to read and sign a consent form. The
form is attached in section C.1. After consent where given, the subjects were
equipped with an EEG-cap and a digital stethoscope that both streamed to a com-
mon streaming service for synchronization. All subjects were asked to rate their
stress level on a scale of 1-10 as well as fill out a State Trait Anxiety Inventory for
Adults Form Y-1 and Y-2-form before and after recording. The State Trait Anxiety
Inventory for Adults Form Y-1 and Y-2-form is widely used in clinical screening
to measure psychological stress. The subjects were recorded for two 5-minute pe-
riods: one recording sitting still and one recording where an arithmetic stressor
was introduced. Figure 3.1 shows an overview of the experiment protocol, and
Figure 3.2 shows the timeline of the experiment.

Participant
recruitment

Stressed state

Non-stressed state

EEG and PCG collection

EEG and PCG collection

Preprocessing
and ML

Stress detector

Figure 3.1: Overview of the experiment protocol. Participants are recorded dur-
ing a stressed state (prior to an exam), and during a non-stressed state (after
holidays). EEG and PCG data are recorded, reprocessed, and used in several Ma-
chine Learning methods. The final goal is to tune the hyperparameters of the
classification in order to produce a reliable stress detector. Modified from [1].
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All selected subjects received an e-mail thanking them for their interest in
participating in the study. They were asked to pick a time slot from a calendar
attached to the mail and to show up with clean hair and a t-shirt to wear during
the session. Each recording session was originally set up as 30 minutes, but where
extended to 45 min later on, as the setup took longer than anticipated. Once the
subject had arrived, they were asked to fill out the consent form (attached in
section C.1), as well as a State Trait Anxiety Inventory for Adults Form Y-1 and Y-2
form to measure their anxiety level. Subjects were asked to either have the stress
of the exam period, or the relaxation of their recent winter holiday, in mind when
answering. The information on the experiment was then repeated: Mainly how
the experiment would be set up, how the recordings would be collected, and that
the subjects could withdraw from the study at any point without consequences.

Once consent was given, the set-up began. Subjects were seated in a chair
while the EEG-cap was placed on their head. The 8 electrodes were placed like
the best-performing channels in section 4.1, visualized in Figure 3.3. Each elec-
trode location site was cleaned with isopropyl alcohol and a Q-tip. Some electrical
conducting paste was applied to the reference electrode to ensure good electrical
contact. The reference electrode was then fastened to the right earlobe with some
skin-friendly tape, as well as a clothespin to ensure it was secured tightly. The hair
at each electrode site was pushed aside. Some electrical conducting paste was also
applied to the scalp to ensure good contact with the electrodes. Mentalab’s soft-
ware was used to measure the electrode impedances. Impedances under 160 kΩ
are essential to secure quality recordings. If the impedances were not under the
desired 160 kΩ, more conducting paste was applied to the scalp, and the elec-
trodes were re-adjusted. If all electrodes had high impedances at this point, the
problem often lied in the reference electrode, which needed to be re-attached.
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.

SUBJECT ARRIVES AT TIME SLOT

INFORMATION AND CONSENT FORM

SELECTED SUBJECTS RECIEVE AN EMAIL

SET UP

SECURING GOOD RECORDINGS

RECORDING, NO STRESSOR, 5 MIN

RECORDING, ARITHMETIC STRESSOR, 5 MIN

WRAPPING UP

Figure 3.2: Timeline of experiment execution. Repurposed from [1].
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Figure 3.3: The best 8 electrode placement for capturing mental stress according
to the results in section 4.1. Inspired by [11].



26 A.J. Marthinsen & I.T. Galtung: Detection of mental stress from EEG data using AI

Figure 3.4: Cardiac landmarks: 1)
aortic area, 2) pulmonic area, 3)
Erb’s point, 4) tricuspid area, 5) mi-
tral area. From [28].

The PCG was attached to Erb’s point and
fastened with a buckle strap placed diagonally
across the upper body. Erb’s point is the aus-
cultation location for heart sounds and heart
murmurs and is thus one of the best points
for recording PCG. Figure 3.4 shows an illus-
tration of the common chest landmarks, where
Erb’s point is localized at 3). The PCG was fas-
tened using a buckle strap, and the mic input
was set to maximum. The Eko-app was used to
double-check if the incoming signal had satis-
factory amplitude. Figure 3.5 shows a picture
taken during the recording of a subject (with
their consent). The EEG cap is on and the fas-
tening of the reference electrode is visible. The
PCG buckle strap is also visible, which is used
to hold the PCG in place.

Once all the equipment was set up, two 5-minute recordings of EEG and PCG
data were collected. During the first recording, the subjects were asked to sit still
and to either think of their upcoming exams or their recent holiday. Afterward,
they were asked to rate their anxiety level during the recording on a scale from
1-10. Then, the arithmetic stressor was introduced. The subjects were presented
with arithmetic statements on a computer screen, like:

2+ (2/2) + (2x2x2)/2= 8.

The subject was then instructed to calculate the statement in their head and press
"T" if the statement was true and "F" if it was false. Subjects were asked to keep
the rest of their body as still as possible and to not talk to themselves out loud as
this would interfere with the recordings. After the 5 minutes were up, the subject
was asked to rate their stress level from 1-10 again, as well as fill out yet another
STAI-Y form, this time with the arithmetic stressor in mind.

The PCG strap was loosened and removed along with the stethoscope. The
clothespin and tape were removed from the earlobe and the EEG reference elec-
trode was cleaned. Then, the EEG cap was shimmied off the head of the subject,
and all electrodes were cleaned with isopropyl alcohol and a Q-tip. The electrode
sites were cleaned with a wet tissue in order to remove most of the electrical
conducting paste from the subjects’ hair. The subjects were thanked for their par-
ticipation and given a gift card for their time.
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Figure 3.5: Set up example. Subject is wearing the EEG cap, and the fastening of
the reference electrode on the right earlobe is visible. The PCG is placed under
the t-shirt on Erb’s point and fastened using the black buckle strap.

3.2.2 Participant Recruitment

Recordings were done on 28 subjects (16 male/12 female, mean age 23 with stan-
dard deviation 2). All subjects were healthy, yet stressed, students in the middle of
the exam period in the winter of 2022. All subjects reported that they were in good
health, without any diagnosis of cardiac-, neurological, or mental health disorder.
All subjects were required to sign a consent form including a brief overview of the
experiment, and a statement saying their participation was voluntary and that
they could withdraw from the study at any time. Figure 3.1 shows an overview of
the experiment protocol. The full consent form is attached in section C.1.

3.2.3 Equipment

The dataset was collected using an 8-electrode EEG cap from Mentalab Explore,
depicted in Figure 3.6, as well as an Eko DUO ECG + Digital Stethoscope from
EkoDuo. The EEG cap was set to sample at a rate of 250 Hz, while the digital
stethoscope was sampling at a rate of 22 050 Hz. In order to get quality record-
ings from the EEG, isopropyl alcohol, electrical conducting gel, Q-tips, skin-safe
tape, and a clothespin were used. The PCG was fastened and tightened using a
buckle strap. Three computers were utilized for streaming EEG data (using Men-
talab’s software Explorepy), PCG data (from AudioCapture), and markers when
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the subject interacted with the arithmetic test. Markers were generated using a
script in Psychopy, and the recordings were synced using Lab Streaming Layer.

Figure 3.6: The EEG cap, electrodes, and cables from Mentalab used during data
collection. Photos from the Mentalab website.

3.2.4 Channel Selection

As the SAM40 dataset analyzed in the project thesis uses a 32-channel Emotiv
Epoc Flex gel kit, while the Mentalab EEG cap only uses 8 adjustable electrodes,
there was a necessity to research channel selection. The goal was to establish
whether or not some electrodes could record a stressed state more than others,
and if it is possible to reduce the number of required electrodes without (too
much) loss in accuracy. An overview of previous papers researching the same issue
is attached in Table 3.1. Most of the existing papers reviewed in this study have
used the standardized 10-20 system for electrode placement, with an arbitrary
number of electrodes, when recording and analyzing EEG data. In contrast, our
approach involved employing a systematic search using the Genetic Algorithm. An
implementation of the Genetic Algorithm was found and modified to match the
problem description. The original code can be accessed here, and the modified
code is attached in subsection A.0.1. In a separate Jupyter Notebook, different
parameters for the genetic algorithm were experimented with, and the algorithm
was tested multiple times.

Whenever the code runs, 15 random channel selections are initialized. Each
channel selection consists of 8 channels randomly picked from the 32 possible
channels. Then, the code iterates through each channel selection. For each it-
eration, the matching subset data is extracted from the EEG dataset. Then, the
best-performing combination from the project thesis (Hjorth features of double
ICA filtered EEG data run on KNN-classifier) [1] is run on the subset, which in
turn returns accuracy, sensitivity, and specificity. These values are then fed into
a weighted sum, which gives a measure of the performance of each subsection.
Trials were run with all weights equal and with a slight increase in accuracy.
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In each generation, the five best-performing channel selections were selected
for crossovers. This signifies making new selections that inherit channels from the
best-performing channel selections. The new selection’s first four channels are
picked randomly from one selection, and the last four from another. Each of the
five-channel selections makes one crossover with all other selections, producing
15 new selections in total (4+3+2+1=10). These will be included in the next
generation. Thus the following generation will also consist of 15 people: The five
best-performing channel selections from earlier plus the 10 children. This process
is repeated for 10 generations in order to find the best-performing channel subset.
Several runs of the code were conducted to ensure a better solution wasn’t missed
if the algorithm converged to a local minimum.

The full code is included in subsection A.0.2 and subsection A.0.1, and the
results will be discussed in chapter 4.

Table 3.1: EEG channels used in Stress Detection Studies and their methods for
selecting them.

EEG channels
selected

Method used Accuracy Paper(s)

AF3, F7, F3, FC5,
T7, P7, O1, O2,

P8, T8, FC6,
F4, F8, AF4

No method
described, other
than following

the 10-20 system

96.00% [29]

F3, F4, T7,
C3, C2, C4,
T8, P3, P4

No method
described, other
than following

the 10-20 system

90.00% [30]

Fp1, F3, F7, Fz,
Fp2, F4, F8

No method
described, other
than following

the 10-20 system

95.00% [31]

TP9, FP1,
FP2, TP10

No method
described

85.6% [32]

F4, FP2, F8,
Fz, F3, F7

Selected based on
statistical analysis
of EEG electrodes

91.7% [33]

Fp1, Fp2

No method
described, other
than following

the 10-20 system

86.66% [34]
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3.2.5 Labels

Two sets of labels were collected during recording: a State Trait Anxiety Inven-
tory for Adults Form Y-1 and Y-2 (STAI-Y) and a Stress Scale (SS) score for each
recording. The SS scores range from 1-10. As STAI-Y forms 1 and 2 measures lev-
els of state- and trait-anxiety, respectively, only the STAI-Y1 score was calculated
and used. The resulting STAI-Y scores range from 20-80. The stress scores of each
subject are visualized in Figure 3.7.
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Figure 3.7: Scores for each participant, with STAI-Y scores (which range from
20-80) on the left and SS scores (which range from 1-10) on the right.

In order to convert these scores into labels, we chose specific thresholds for
each set of scores. For the SS-scores, the subject’s recording was labeled as non-
stressed if they stated a stress level between 1-3, and stressed if they stated a stress
level between 7-10. For STAI-Y scores, the stress level is defined to be none or
low if the score is between 20-37, and high if the score is between 45-80 [35].
The resulting labels are shown in Figure 3.8, with STAI-Y labels on the left and SS
labels on the right.

It is possible to eliminate subjects experiencing moderate stress and use a bi-
nary classification approach over a multi-classification one. This approach presents
both advantages and disadvantages, particularly in terms of significantly reducing
the number of subjects while enhancing the distinction between the two classes.
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As illustrated in Table 3.2, the label distribution across all recordings indicates a
well-balanced dataset for STAI-Y labels. In contrast, for the SS labels, almost half
of the recordings are classified as moderately stressed. Adopting a binary classifi-
cation approach, in this case, may not yield satisfactory results.
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Figure 3.8: Labels for each participant, with labels equal to 0, 1, or 2 for non-
stressed, moderately stressed, and stressed, respectively. STAI-Y labels are shown
on the left and SS labels are shown on the right.

Table 3.2: Distribution of recordings labeled as non-stressed, moderately
stressed, and stressed for both label sets. Note the large portion of moderately
stressed for SS labels.

Non-stressed Moderately stressed Stressed
STAI-Y 47 24 32

SS 39 51 13
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3.3 Data Exploration

To gain insight into the quality and homogeneity of the collected EEG data, a
data exploration was conducted. This involved evaluating the distribution of data
between different classes, examining the raw data’s appearance, and performing
analysis using preprocessing tools. As described earlier the recordings were done
over 5-minute periods and sampled at 250Hz, giving the raw signals a length of
75000 samples.

First, the distribution of labels was examined, as shown in Table 3.2. The la-
bels derived from STAI-Y-scores revealed an imbalance in the dataset, with 45.6%
non-stressed, 23.3% moderately stressed, and 31.1% stressed. However, it bal-
ances better when removing moderately stressed subjects: 59.5% non-stressed
and 40.5% stressed. The dataset becomes even more imbalanced when using the
SS-levels, as more participants get labeled as moderately stressed (49.5%) than
stressed (12.6%) and non-stressed (37.9%). Removing moderately stressed sub-
jects does not help balance this dataset either, as the result will be a small sample
size consisting of 25% stressed and 75% non-stressed. From these observations,
it was determined to change to a binary classification approach and eliminate
the moderately stressed recordings. Both label sets were tested initially, and the
results can be viewed in chapter 4.

The focus of our data exploration will be Participant 3’s recordings. This par-
ticipant reported a significant difference in stress levels between the recordings
conducted in January and those conducted in December, as seen in Table 3.3. Ex-
amining the raw data from all four recordings (Figure 3.9), it becomes apparent
that there is an increase in signal noise during the recordings from session 2. This
is likely attributed to nearby construction work that took place during the second
session.

Figure 3.10 displays the Power Spectral Density (PSD) data from Participant 3,
where an overall increase in signal intensity from Session 1 to Session 2 across all
frequencies can be observed. However, it remains uncertain whether this increase
is due to noise or the participant’s reported stress levels. There are also some
visible differences between the sessions, especially around the 20-40 Hz range.
Given that PSD plots exhibit distinct visual disparities between stressed and non-
stressed recordings, it would be worthwhile to explore the incorporation of PSD
EEG in the development of the classification model.

Table 3.3: Overview of Participant 3’s stress levels at all recordings given by STAI-
Y-scores (min 20, max 80) and SS-levels (min 1, max 10).

Recording STAI-Y-score SS-level
Session 1, Run 1 58/80 7/10
Session 1, Run 2 56/80 9/10
Session 2, Run 1 36/80 2/10
Session 2, Run 2 35/80 4/10
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.

(a) RAW EEG data for Participant 3, Session
1, Run 1.

(b) RAW EEG data for Participant 3, Session
1, Run 2.

(c) RAW EEG data for Participant 3, Session
2, Run 1.

(d) RAW EEG data for Participant 3, Session
2, Run 2.

Figure 3.9: Comparison between the RAW EEG data from Participant 3. There are
noticeable drifts present in all four recordings, as well as high-frequency noise,
especially around the frontal electrodes. Notice the increase in signal noise during
the recordings from session 2, due to nearby construction work during recording.
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(a) PSD of RAW data for Participant 3, Session 1, Run 1. The participant’s statement
labels this recording as stressed.

(b) PSD of RAW data for Participant 3, Session 1, Run 2. The participant’s statement
labels this recording as stressed.

(c) PSD of RAW data for Participant 3, Session 2, Run 2. The participant’s statement
labels this recording as non-stressed.

(d) PSD of RAW data for Participant 3, Session 2, Run 2. The participant’s statement
labels this recording as non-stressed.

Figure 3.10: Comparison between PSD analysis of Participant 3’s recordings. No-
tably, there is a consistent increase in signal intensity across all frequencies from
Session 1 to Session 2. Additionally, visual disparities are evident between the
sessions within the 20 - 40 Hz range. These variations instill optimism regarding
the potential of incorporating PSD data in the classification model.
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3.4 Pre-processing

In order to efficiently and reliably filter raw EEG data, a Python class named
Recording was implemented during the project thesis. The class includes func-
tions for loading raw data, filtering, initialization of ICA, analyzing the results, and
saving the filtered data. The class has been extensively explained in the project
thesis [1]. This thesis will thus not go into comprehensive details for describing
the implementation of the class. Interested readers can find the full code and ex-
planation in the project thesis [1].

A brief overview will be repeated for context’s sake.

3.4.1 Filtering and Artifact Removal

This section provides an overview of the filtering process for Subject 1, Session 1,
Run 1. After loading the RAW data, an initial filtering step is performed using a
Savitzky-Golay filter with approximate cut-off frequency 10 Hz along with a basic
band-pass filter with cut-off frequencies at 1 Hz and 50 Hz. The resulting data is
referred to as "INIT" data. Figure 3.11 compares the RAW data with the INIT data,
indicating successful removal of noise and drift. However, the residual peaks and
jumps require an Independent Component Analysis.

(a) Raw EEG data (b) Filtered EEG data

Figure 3.11: Comparison between the RAW EEG data and the INIT data of Subject
1, Session 1, Run 1. The RAW data in Figure a) exhibits substantial amounts of
noise, low-frequency drift, and artifacts. On the other hand, Figure b) displays the
data after initial filtering, where the low-frequency drifts have been eliminated.
However, some noise and artifacts remain in the data.
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Working further on pre-processing the data, an ICA procedure is conducted.
Figure 3.12 and Figure 3.13 shows the results after fitting an 8-component ICA
model on the initially filtered data. Components 0 and 1, which are identified as
artifacts due to their large spikes and/or location in Figure 3.13, are highlighted
in Figure 3.12.

The effectiveness of the test removal of these components is shown in Fig-
ure 3.14: The red graph shows before cleaning and the black graph shows after.
Note that some, but not all, of the large peaks have disappeared, while most of the
data is still intact. Thus, the removal of components 0 and 1 yielded somewhat
satisfactory results, and the components should be excluded permanently. After
the exclusion, the data was reconstructed. This data will be referred to as "ICA"
data. Figure 3.15 shows the difference between the EEG data before and after
artifact removal. Large improvements have been done to the data: Both excessive
peaks and jumps have vanished. Nonetheless, a significant amount of noise is still
present in the data.

Figure 3.12: Components’ voltage over time from running ICA on INIT data from
Subject 1, Session 1, Run 1. Components 0 and 1 are highlighted as they stand
out as artifacts. These components should be excluded.
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Figure 3.13: Topomap from running ICA on INIT data from Subject 1, Session
1, Run 1. The figure shows the location of the brain activity of each component.
Comparing this figure with Figure 3.12, we conclude that components 0 and 1
should be removed.

Figure 3.14: Results from removing ICA components 0 and 1 from the initially
filtered data from Subject 1, Session 1, Run 1. The red graph shows before and
the black graph shows after cleaning. Some peaks disappear during cleaning.
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(a) Filtered EEG data (b) Reconstructed EEG data

Figure 3.15: INIT data vs the reconstructed data (or ICA data) after removing ICA
components 0 and 1 from Subject 1, Session 1, Run 1. There is some improvement
from a) to b): the large jumps and peaks have been removed, especially around
channels O1 and Oz.

3.5 Machine Learning (ML)

A K-Nearest-Neighbours (KNN)-, Support Vector Machines (SVM)- and Multilayer
Perceptron (MLP) was implemented by Christian Sletten in his project thesis [36],
utilizing the Python-packages keras- and tensorflow. All classifiers were equipped
with hyperparameter tuners, which help optimize the accuracy of each classifier,
regardless of the dataset. The MLP classifier’s significantly larger parameter grid
resulted in a considerable increase in the execution time compared to the other
classifiers. Furthermore, the outcomes were inconsistent and demonstrated a sub-
optimal performance overall. As a result, it was determined to eliminate this clas-
sifier from any further research.
The parameter grids of the KNN and SVM-classifiers were set up as follows:

• The KNN classifier iterates through a parameter grid with leaf sizes from 1
to 10, the number of neighbors from 1 to 5, and power parameter from 1
to 2, which sets distance calculation to either Manhattan (1) or Euclidean
(2).
• The SVM iterates through a parameter grid with the regularization param-

eter either equal to 1e-3, 1e-2, 1e-1, 1, 10, 100, 1e3, 1e4, 1e5 and 1e6 and
the kernel either equal to linear, poly, rbf or sigmoid.

The code has been included in subsection A.0.3.
The subjects were divided into two sets, namely training and test sets, such

that no participant was present in both sets. The training set consisted of 80% of
the subjects, while the remaining 20% formed the test set. This approach allowed
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us to evaluate the classifier’s reliability on previously unseen data from brand-new
subjects. The performance of both classifiers was tested on the collected dataset
using a combination of feature and label sets, with epoch length equal to 1 sec for
entropy features and 0.1 sec for the rest.

3.6 Testing Robustness with SAM40

In order to test the classifier’s robustness, a suggestion was to compare the per-
formance of predicting the original test data with data from the SAM40 dataset
utilized in the project thesis. The RAW data was resampled at 128 Hz and cut off
at 25 seconds to match the SAM40 sampling frequency and duration. Further-
more, only the overlapping channels were separated from the SAM40 data and
used. Then, a new SVM classifier was implemented to perform two predictions:
one on the test set as before, and one on the SAM40 data. The code is included in
subsection A.0.3.

3.7 New Methods

Although the previous methods developed in the project thesis performed well
in some scenarios, as will be displayed and discussed in chapter 4 - chapter 5,
it was preferable to explore other methods for preprocessing and classifying the
data. Specifically, we aimed to investigate alternative approaches to possibly find
a more robust and accurate classifier. The following section will present some of
the methods that were tested.

3.7.1 New Filtering Approach

During a Power Spectral Density (PSD) analysis, it was discovered that using the
exact same initial filtering technique as that employed in the project thesis was
not a wise choice. The previous dataset was filtered initially with a band-pass
filter having cut-off frequencies of 1 and 50 Hz, in addition to a Savitzky-Golay
filter with an approximate cut-off frequency of 10 Hz. This resulted in a periodic
PSD signal after filtering, as depicted in Figure 3.16b. Moreover, it was observed
that the recording had picked up the utility frequency, which led to the peaks
shown in Figure 3.16a.

The new RAW data underwent a more customized filtering process, which in-
volved implementing a band-pass filter with cut-off frequencies between 1-80 Hz
and a notch filter at 50 Hz and 100 Hz with a transition bandwidth of 4 Hz. This
processed dataset will be referred to as the "NEW_INIT" data. As a result of this
filtering, the Power Spectral Density (PSD) analysis shown in Figure 3.16c was
obtained. Here, there are no periodic properties showing, and the peaks have dis-
appeared. The notch filter was however not able to adjust perfectly and left a small
notch in the data at 50 Hz.
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To further extend the original filtering code used in the project thesis, a PSD
analysis was conducted using the mne package in Python. The dataset obtained
from this PSD analysis of the NEW_INIT data is referred to as the "PSD"-data.

(a) PSD of RAW data

(b) PSD of INIT data

(c) PSD of NEW_INIT data

Figure 3.16: Comparison of Power Spectral Density (PSD) analysis of RAW, INIT
and NEW_INIT data. For the RAW data (a), we see clear peaks at the utility fre-
quencies (50 Hz and 100 Hz). For the previous filtering approach (b), the utility
frequency gets partly cut off with a band-pass filter with cut-off frequencies at 1
and 50 Hz. However, a periodic property appears in the data due to inadequate
tuning of filter properties. In the new approach (c), the resulting signal is smooth
except at 50 Hz. This is due to the notch filter that has been applied.



Chapter 3: Materials and Method 41

3.7.2 EEGNet

In addition to the traditional classifiers, EEGNet described by Lawhern et al. [23]
was also utilized. EEGNet is a compact CNN for classification and interpretation
of EEG-based Brain Computer Interfaces (BCIs). BCIs refer to systems that allow
direct communication between the brain and an external device, enabling control
and manipulation of technology using brain signals. EEGNet is thus a type of deep
learning architecture specifically designed for processing Electroencephalography
(EEG) signals. EEGNet was developed to overcome some of the challenges associ-
ated with traditional EEG signal processing methods, such as the need for expert
feature engineering and the limited ability to extract meaningful information from
noisy or low-quality data [23]. The network encapsulates several well-known EEG
feature extraction concepts, such as optimal spatial filtering and filter-bank con-
struction, while simultaneously reducing the number of trainable parameters to
fit compared to existing approaches. The full code implementation by the Army
Research Laboratory (ARL) can be found on their GitHub. Along with the stan-
dard EEGNet implementation, ARL also included models for a shallow CNN and
a deep CNN [37], which were also tested.

The testing got quite extensive, with different hyperparameters and labels
tested. However, as each run took quite a lot of computer power and time, the
search for an optimized version of this implementation was abandoned after some
time. The finalized models included a class weight of 1-3 for non-stressed vs.
stressed, respectively, epoch length equal to 1 s, and a sigmoid activation function
as the last step. Each EEGNet model was tested with 10-fold cross-validation on
the RAW data.

3.7.3 Temporal-constrained Sparse Group Lasso-EEGNet

Another CNN for classification that was utilized in this thesis is the Temporal-
constrained Sparse Group Lasso-EEGNet (TSGL-EEGNet) that is based on the EEG-
Net. The motivation behind creating the TSGL-EEGNet method, as described by
Deng et al. [38], was to better the interpretability of neural network methods
within medical imaging BCIs. The main difference from EEGNet is the Feature Se-
lection section born from the Filter Bank Common Spatial Pattern (FBCSP) and
Temporal constrained Sparse Group Lasso (TSGL) regularization. Using FBCSP
and TSGL the researchers sought to minimize overfitting and increase the inter-
pretability of the feature selection of the EEGNet. This method uses FBCSP to
autonomously select key temporal-spatial discriminative EEG characteristics from
the EEG data before the feature selection [39]. The Sparse Group Lasso (SGL) can
inhibit some of the active parameters in the neural network of the TSGL-EEGNet
structure. While the role of the Temporal Lasso regularization is to keep time do-
main features smooth. As the name states, TSGL-EEGNet makes use of both regu-
larization methods during feature selection. The implementation of TSGL-EEGNet
that was used in this paper can be found on JohnBoxAnn’s GitHub.
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3.7.4 Wavelet Scattering

Wavelet scattering is a knowledge-based feature extraction method that is struc-
turally similar to a CNN. However, it is based on the wavelet transform. The
wavelet transform allows for the analysis of signals in both the time and frequency
domains. Wavelet scattering is often preferred due to its stability to deformations
of the data, unlike the wavelet transform alone. The method yields a deep repre-
sentation of the wavelet transform that is both translation and rotation invariant
and stable against deformations of the data. It also resembles a Deep Convolu-
tional Neural Network, as it involves cascades of convolutions, activation func-
tions (e.g. RELU), and pooling. However, wavelet scattering replaces these steps
with wavelet convolution, complex modulus, and local averaging [40].

The main difference between wavelet scattering and CNNs is that wavelet scat-
tering uses predefined filters, while CNNs require filter training. Consequently,
wavelet scattering can be both efficient and accurate in limited dataset classifica-
tion scenarios, whereas CNNs may struggle when the amount of training data is
insufficient. The wavelet scattering transform used in this paper utilizes the Kyma-
tio implementation [41], which provides the Scattering1D function for 1D signals.
The Kymatio website offers both implementation details and examples.

For this study, the Kymatio implementation of Scattering1D was used. This
function takes in the hyperparameters J, Q, and T, where:

• Q is the number of wavelets per octave,
• J is a scale parameter that controls the number of octaves, and
• T is the length of the full signal: 75000 samples in our case.

Various values for J and Q were tested and it was determined that the values
J = 6 and Q = 16 yielded satisfactory results. It should be noted that the decision
to use the wavelet scattering transform instead of other data types was based on
its equivalence to a CNN.

When applying the Scattering1D function to extract features from the RAW
data and using the SVM classifier, the runtime was approximately one hour. Using
the KNN classifier, the runtime was reduced to around 2 minutes.
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Results

4.1 Best Performing Channel Selections

In the project [1], it was determined that KNN on two-times ICA-filtered EEG
data with Hjorth-features performed the best, with an accuracy of 96.50%. This is
thus the case that was studied further during channel selection using The Genetic
Algorithm. The code is attached in subsection A.0.2 and subsection A.0.1.

The best channel selection yielded from running the genetic algorithm in sub-
section A.0.2 several times yielded the results given in Table 4.1

Table 4.1: Best possible channel selection, according to accuracy and the limi-
tations of the Mentalab EEG cap, achieved by running the Genetic Algorithm on
ICA-filtered EEG data from the SAM40 dataset. Repurposed from [1].

Channels selected Confusion Matrix Accuracy Specificity Sensitivity

Fp1, C3, F4, T8,
FT9, F3, Fp2, O1

�

262 30
27 281

�

90.50% 91.23% 89.73%
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4.2 Performance of RAW Data

4.2.1 STAI-Y-labels

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 3
• p = 2

(b) Performance of SVM with:

• C = 100
• kernel = rbf

Figure 4.1: The performance for the best fold in 10-fold cross-validation of clas-
sifying the full RAW data with KNN and SVM and STAI-Y-labels. The overall ac-
curacy for all combinations in the grid search was calculated to be 67.34% for
KNN and 65.33% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 3
• p = 2

(b) Performance of SVM with:

• C = 0.01
• kernel = linear

Figure 4.2: The performance for the best fold in 10-fold cross-validation of classi-
fying the time series features of RAW data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
68.61% for KNN and 63.20% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 2

(b) Performance of SVM with:

• C = 0.01
• kernel = linear

Figure 4.3: The performance for the best fold in 10-fold cross-validation of clas-
sifying the fractal features of RAW data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
56.51% for KNN and 58.68% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 4
• p = 1

(b) Performance of SVM with:

• C = 100
• kernel = rbf

Figure 4.4: The performance for the best fold in 10-fold cross-validation of clas-
sifying the entropy features of RAW data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
66.69% for KNN and 62.52% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

Figure 4.5: The performance for the best fold in 10-fold cross-validation of clas-
sifying the Hjorth features of RAW data with KNN and STAI-Y-labels. The overall
accuracy for all combinations in the grid search was calculated to be 69.30% for
KNN. Runtime for Hjorth features of RAW data was >4 hours, thus it is not in-
cluded in the results.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 2

(b) Performance of SVM with:

• C = 0.001
• kernel = poly

Figure 4.6: The performance for the best fold in 10-fold cross-validation of classi-
fying the frequency band features of RAW data with KNN and SVM and STAI-Y-
labels. The overall accuracy for all combinations in the grid search was calculated
to be 45.76% for KNN and 55.91% for SVM
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4.2.2 SS-labels

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 3
• p = 2

(b) Performance of SVM with:

• C = 100
• kernel = rbf

Figure 4.7: The performance for the best fold in 10-fold cross-validation of clas-
sifying the full RAW data with KNN and SVM and SS-labels. The overall accuracy
for all combinations in the grid search was calculated to be 78.53% for KNN and
75.94% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 2

(b) Performance of SVM with:

• C = 1
• kernel = linear

Figure 4.8: The performance for the best fold in 10-fold cross-validation of clas-
sifying the time series features of RAW data with KNN and SVM and SS-labels.
The overall accuracy for all combinations in the grid search was calculated to be
73.44% for KNN and 75.80% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 0.01
• kernel = linear

Figure 4.9: The performance for the best fold in 10-fold cross-validation of clas-
sifying the fractal features of RAW data with KNN and SVM and SS-labels. The
overall accuracy for all combinations in the grid search was calculated to be
78.91% for KNN and 80.00% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 4
• p = 1

(b) Performance of SVM with:

• C = 1000
• kernel = rbf

Figure 4.10: The performance for the best fold in 10-fold cross-validation of clas-
sifying the entropy features of RAW data with KNN and SVM and SS-labels.
The overall accuracy for all combinations in the grid search was calculated to be
76.95% for KNN and 78.61% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 100000
• kernel = rbf

Figure 4.11: The performance for the best fold in 10-fold cross-validation of
classifying the Hjorth features of RAW data with KNN and SVM and SS-labels.
The overall accuracy for all combinations in the grid search was calculated to be
81.02% for KNN and 73.27% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 3
• p = 2

(b) Performance of SVM with:

• C = 1000
• kernel = rbf

Figure 4.12: The performance for the best fold in 10-fold cross-validation of clas-
sifying the frequency band features of RAW data with KNN and SVM and SS-
labels. The overall accuracy for all combinations in the grid search was calculated
to be 84.26% for KNN and 77.38% for SVM.
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4.3 Performance of INIT data

4.3.1 STAI-Y-labels

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 1

(b) Performance of SVM with:

• C = 0.001
• kernel = linear

Figure 4.13: The performance for the best fold in 10-fold cross-validation of clas-
sifying the full INIT data with KNN and SVM and STAI-Y-labels. The overall accu-
racy for all combinations in the grid search was calculated to be 64.69% for KNN
and 65.01% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 4
• p = 1

(b) Performance of SVM with:

• C = 10000
• kernel = rbf

Figure 4.14: The performance for the best fold in 10-fold cross-validation of
classifying the time series features of INIT data with KNN and SVM and STAI-Y-
labels. The overall accuracy for all combinations in the grid search was calculated
to be 61.30% for KNN and 58.69% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 1

(b) Performance of SVM with:

• C = 0.01
• kernel = linear

Figure 4.15: The performance for the best fold in 10-fold cross-validation of clas-
sifying the fractal features of INIT data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
63.18% for KNN and 61.91% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 1

(b) Performance of SVM with:

• C = 100
• kernel = poly

Figure 4.16: The performance for the best fold in 10-fold cross-validation of clas-
sifying the entropy features of INIT data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
58.57% for KNN and 58.23% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 1

(b) Performance of SVM with:

• C = 100000
• kernel = linear

Figure 4.17: The performance for the best fold in 10-fold cross-validation of clas-
sifying the Hjorth features of INIT data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
67.01% for KNN and 60.34% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 1

(b) Performance of SVM with:

• C = 10
• kernel = poly

Figure 4.18: The performance for the best fold in 10-fold cross-validation of clas-
sifying the frequency band features of INIT data with KNN and SVM and STAI-Y-
labels. The overall accuracy for all combinations in the grid search was calculated
to be 51.56% for KNN and 55.97% for SVM.
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4.4 Performance of ICA data

4.4.1 STAI-Y-labels

Note: Runtime for full ICA data was>4 hours, thus it is not included in the results.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 1

(b) Performance of SVM with:

• C = 100
• kernel = rbf

Figure 4.19: The performance for the best fold in 10-fold cross-validation of clas-
sifying the time series features of ICA data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
52.27% for KNN and 59.11% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 1

(b) Performance of SVM with:

• C = 0.01
• kernel = linear

Figure 4.20: The performance for the best fold in 10-fold cross-validation of clas-
sifying the fractal features of ICA data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
64.92% for KNN and 63.48% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 4
• p = 2

(b) Performance of SVM with:

• C = 1
• kernel = rbf

Figure 4.21: The performance for the best fold in 10-fold cross-validation of clas-
sifying the entropy features of ICA data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
63.28% for KNN and 61.68% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 10
• kernel = rbf

Figure 4.22: The performance for the best fold in 10-fold cross-validation of clas-
sifying the Hjorth features of ICA data with KNN and SVM and STAI-Y-labels.
The overall accuracy for all combinations in the grid search was calculated to be
66.20% for KNN and 60.88% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 100
• kernel = sigmoid

Figure 4.23: The performance for the best fold in 10-fold cross-validation of clas-
sifying the frequency band features of ICA data with KNN and SVM and STAI-Y-
labels. The overall accuracy for all combinations in the grid search was calculated
to be 55.78% for KNN and 56.54% for SVM.
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4.5 Performance of SAM40

(a) Performance of SVM on downsampled RAW data

(b) Performance of SVM on SAM40 data

Figure 4.24: The performance for the best fold in 10-fold cross-validation of clas-
sifying the full RAW- and SAM40 data with SVM. Note the drastic decrease in
accuracy.
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.

(a) Performance of SVM on downsampled RAW data

(b) Performance of SVM on SAM40 data

Figure 4.25: The performance for the best fold in 10-fold cross-validation of clas-
sifying the time series features of RAW- and SAM40 data with SVM. Note the
drastic decrease in accuracy.
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4.6 Performance of RAW data with EEGNet models

(a) Best performance of EEGNet presented as the con-
fusion matrix, accuracy, sensitivity, and specificity.

(b) Accuracy/Loss curves for training and validation of EEGNet.

Figure 4.26: Performance of the best fold in 10-fold cross-validation of EEGNet.
The mean accuracy for all 10 folds was calculated to be 73.68%.
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.

(a) Best performance of TSGL presented as the con-
fusion matrix, accuracy, sensitivity, and specificity.

(b) Accuracy/Loss curves for training and validation of TSGL.

Figure 4.27: Performance of the best fold in 10-fold cross-validation of TSGL.The
mean accuracy for all 10 folds was calculated to be 69.39%.
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.

(a) Best performance of DeepConvNet presented as
the confusion matrix, accuracy, sensitivity, and speci-
ficity.

(b) Accuracy/Loss curves for training and validation of DeepConvNet.

Figure 4.28: Performance of the best fold in 10-fold cross-validation of DeepCon-
vNet. The mean accuracy for all 10 folds was calculated to be 69.35%.
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.

(a) Best performance of ShallowConvNet presented
as the confusion matrix, accuracy, sensitivity, and
specificity.

(b) Accuracy/Loss curves for training and validation of ShallowConvNet.

Figure 4.29: Performance of the best fold in 10-fold cross-validation of Shallow-
ConvNet. The mean accuracy for all 10 folds was calculated to be 83.66%. Thus
the ShallowConvNet outperforms the other versions of EEGNet.
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4.7 Performance of Wavelet Scattering

(a) Performance of KNN with:

• T = 75000
• Q = 16
• J = 6

(b) Performance of SVM with:

• T = 75000
• Q = 16
• J = 6

Figure 4.30: The performance for the best fold in 10-fold cross-validation of clas-
sifying the wavelet scattering features of RAW data with KNN and SVM and
STAI-Y-labels. The overall accuracy for all combinations in the grid search was
calculated to be 66.85% for KNN and 66.01% for SVM
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Discussion

5.1 EEG Channels Selected

After conducting multiple runs of the Genetic Algorithm, it was determined that
the most suitable electrodes for stress detection in the project thesis were Fp1,
Fp2, F3, F4, FT9, T8, C3, and O1. Consequently, these electrodes were included
in the Stress Detection Studies table as our contribution to the field. The revised
version of the table, Table 5.1, is presented below.

5.2 Data Collection

The sensitivity of EEG, given its small-scale nature, necessitates establishing a re-
liable connection between the scalp and electrodes to obtain high-quality data.
Since individuals possess varying hair types and thicknesses, the level of noise
and signal characteristics can vary among subjects. Some subjects were more chal-
lenging in terms of electrode fitting and calibration and had trouble maintaining
electrode resistance below the ideal threshold of 160 kΩ. In contrast, other sub-
jects were more easily set up, effortlessly achieving electrode resistances below
20 kΩ. Consequently, it remains uncertain how these factors have influenced the
machine-learning models and overall results. This situation raises the crucial ques-
tion of whether the models trained on the RAW dataset genuinely utilize EEG data
or if the prevalent noise overwhelms the signals when building the models.

67
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.

Table 5.1: EEG channels used in Stress Detection Studies and their methods for
selecting them, now including our results.

EEG channels
selected

Method used Accuracy Paper(s)

AF3, F7, F3, FC5,
T7, P7, O1, O2,

P8, T8, FC6,
F4, F8, AF4

No method
described, other
than following

the 10-20 system

96.00% [29]

F3, F4, T7,
C3, C2, C4,
T8, P3, P4

No method
described, other
than following

the 10-20 system

90.00% [30]

Fp1, F3, F7, Fz,
Fp2, F4, F8

No method
described, other
than following

the 10-20 system

95.00% [31]

TP9, FP1,
FP2, TP10

No method
described

85.6% [32]

F4, FP2, F8,
Fz, F3, F7

Selected based on
statistical analysis
of EEG electrodes

91.7% [33]

Fp1, Fp2

No method
described, other
than following

the 10-20 system

86.66% [34]

Fp1, Fp2, F3, F4,
FT9, T8, C3, O1

Chosen based on
systematic search
with the Genetic

Algorithm

90.50% Ours
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5.3 Issues with Preprocessing the Dataset

The open-source dataset, SAM40, which was used in the project thesis, was col-
lected using a 32-channel EEG set. The large number of channels enabled us to
select up to 32 source components when applying ICA. Through experimentation,
it was determined that 15 components were optimal for analysis. Running ICA
twice resulted in improved classifier accuracy by generating cleaner EEG data.
The resulting accuracy of 96.50% was very promising.

By applying the Genetic Algorithm to the ICA-filtered data, we were able to
reduce the number of channels from 32 to 8 (75% reduction) while maintaining
an accuracy of 90.50% (6.22% loss). These results were very promising for the
work that would be done in this thesis. However, reducing electrodes in a filtered
dataset yields different results from raw data with the same electrodes, especially
when using ICA for preprocessing.

The same analysis was tried in this thesis. However, due to the limited number
of channels that were recorded, the ICA model was built using 8 channels instead
of 15. With such a small number of components for the analysis, there were fewer
instances of pure noise components that were separated out by the analysis, as
depicted in Figure 3.12. This happens because having fewer channels reduces
the amount of information available to separate the independent sources, making
it more difficult to accurately identify the underlying sources. Additionally, the
presence of noise can further complicate the separation of independent sources,
leading to less accurate results. The first round of ICA did not remove as much
noise and artifacts as hoped, but did clean up the data to a certain extent. See
Figure 3.15 for an example.

However, the second application of the Independent Component Analysis (ICA)
algorithm did not produce any meaningful outcomes. During the initial round of
ICA, 2-3 components were primarily removed before reconstructing the data. For
the second round, a new ICA model was constructed with 8 components, but af-
ter removing 1-3 additional components, the model was unable to reconstruct the
data due to the inadequate amount of data remaining in the signal. Consequently,
the resulting signal was flattened, as depicted in Figure 5.1. As a result, the deci-
sion was made to abandon the double ICA technique and explore other methods
for preprocessing and classifying the data. Thus, it is becoming evident that reduc-
ing the number of electrodes from 32 to 8 constraints the study too much, should
one wish to keep the original artifact-removal technique as presented previously.
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Figure 5.1: Results from removing ICA components during the second round of
ICA. The reconstructed signal has flattened due to the inadequate amount of data
remaining in the signal.

5.4 Results with KNN and SVM

Due to our limited dataset of only 8 recording channels, we had doubts about
achieving satisfactory accuracy with our classification approach. To our surprise,
both KNN and SVM classifiers yielded promising results with the raw data and
various feature extractions. The best-performing combinations were:

• Full RAW data with SVM (87.50% accuracy) (Figure 4.1)
• Time series features of RAW data with SVM (86.84% accuracy) (Figure 4.2)

It is worth highlighting the performance of the full RAW dataset. However, de-
spite its high accuracy levels, this approach had a runtime of approximately 1 hour,
which is considerably longer compared to the feature dataset that only took about
5 minutes to complete. Consequently, utilizing feature extraction techniques, such
as time series features, offers a more efficient solution without compromising the
satisfactory accuracy levels achieved.

Additionally, when it was attempted to remove mildly stressed from the Stress
Scale (SS) labeled dataset, the resulting dataset became significantly reduced in
size, posing challenges for effective training. Consequently, the classifier’s perfor-
mance exhibited inconsistency in this scenario, and the results for the INIT and
ICA datasets are thus added in Appendix B.

To test the reliability of the best-performing models, we attempted to predict
on the SAM40 dataset as well. Since the SAM40 dataset was sampled at a dif-
ferent rate and duration, our dataset was adjusted accordingly. After running the
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classification method, two predictions were obtained: one for the original test set
and one for the SAM40 data. Unfortunately, the SAM40 prediction only achieved
a certain percentage of accuracy, indicating that the model lacks robustness and
struggles to adapt to new data. This was quite disappointing and lowered our
confidence in our previous findings.

The data exploration presented in section 3.3 reveals indications that the var-
ious recordings contain different amplitudes of noise. Consequently, considering
the high accuracy achieved with the RAW data, and low accuracy elsewhere, it is
plausible that the classifiers rely on the noise levels present in each recording to
build their models. As previously stated, there was noticeable construction work
nearby the recording room during the second recording, which is clearly picked up
in the data. Given that none of the more processed datasets perform as effectively
as the RAW dataset, this observation further supports our hypothesis.

Given the noise levels of our collected datasets, and the failed attempts to
recreate the same artifact-removal technique as previously, it is difficult to say if
the results are at all comparable to the ones obtained in the project thesis [1].
Ultimately, we believe that all results presented in chapter 4 have been negatively
affected by the constrained number of electrodes used to record the data.

5.5 New Methods

5.5.1 New filtering approach and PSD

Extensive testing of hyperparameters, epoch length, feature extractions, and filter-
ing methods was tried, but most did not outperform our initial testing. Especially
the new dataset NEW_INIT and the PSD analysis of this data had disappointing
results. Thus the matching results have been attached in Appendix B. Since the
SS-label set proved to be too small after being converted to a binary label set, only
STAI-Y-labels were tested with these methods.

5.5.2 EEGNet and TSGL-EEGNet

Both EEGNet and TSGL-EEGNet exhibited reasonably satisfactory performance,
achieving mean accuracies of 73.68% (Figure 4.26) and 69.39% (Figure 4.27),
respectively, even without extensive hyperparameter tuning. The findings suggest
that our collected dataset contains valuable EEG information that to some extent
captures stress signals. This is an encouraging outcome for future studies further
investigating the potential correlation between EEG signals and mental stress.
This also suggests that there is a potential for further improvement in classifica-
tion accuracy through a more focused tuning of these models. However, it should
be noted that performing such tuning would require a significant amount of time,
which was not prioritized in the scope of this study. Nevertheless, exploring the
possibilities of enhancing the performance of these models through hyperparam-
eter optimization could be a valuable task for future research, potentially yielding
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higher classification accuracy in stress detection tasks.

5.5.3 Shallow CNN and Deep CNN

Despite EEGNet being a specialized Convolutional Neural Network for classifying
EEG data, it remains intriguing to explore the performance of more conventional
models, such as Deep Convolutional Neural Networks and Shallow Convolutional
Neural Networks. Comparing the results in Figure 4.28 and Figure 4.29, it be-
comes apparent that the simpler Shallow CNN outperforms both the more com-
plex Deep CNN and the models from EEGNet, with an impressive mean accuracy
of 83.66% across the 10-fold cross-validation. Normally one would assume the
more complex model to exhibit better performance in classifying complex signals,
but this seems not the case here. A possible explanation for this observation might
be attributed to the fact that both Convolutional Neural Network models use the
RAW data as input. Since the RAW EEG signals contain a significant amount of
noise, the Shallow CNN might have an advantage when summarizing the signal
as it relies on simpler statistical measures.

5.5.4 Wavelet Scattering

As presented in Figure 4.30, wavelet scattering transform with SVM classifier per-
forms (87.50% accuracy, 82.81% sensitivity, 90.91% specificity) approximately
the same as the full RAW data with SVM (87.50% accuracy, 81.25% sensitivity,
92.05% specificity). Further, it also outperforms time series features of RAW data
with SVM (86.84% accuracy, 82.81% sensitivity, 89.77% specificity). However, as
previously mentioned in subsection 3.7.4 the runtime for wavelet scattering with
SVM was over one hour. The effectiveness of this falls below the desired level. Yet,
the high accuracy achieved indicates that the method could be viable for classify-
ing stressed/non-stressed EEG signals.

There are also possibilities for further enhancement of the method, such as
employing the wavelet scattering transform as an initial step in a CNN instead
of utilizing the KNN and SVM classifiers. This could be especially interesting to
further investigate as the wavelet scattering transform is comparable to a CNN.
Regarding the high accuracy achieved with wavelet scattering, it should be men-
tioned that, just as with the other methods that also performed well with the RAW
data, it is uncertain if the model is learning the characteristics of the noise levels
rather than any meaningful features connected to the participant’s stress levels.
Further investigation will have to be done in order to possibly strengthen our
results.
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5.6 Future Work

For future research within Machine Learning-based stress detection from EEG sig-
nals, our thoughts are as follows:

• Our primary concern is that the low number of channels has constrained
our study too much. We would recommend that future researchers collect a
new dataset with 16 EEG channels instead of 8. As we found 8 channels to
be too restricting for our study to reliably do artifact removal, we do have
hope that 16 channels should be sufficient. If new data should be collected,
we highly recommend that recordings be done in a controlled and noise-
free area, and with more than enough time to adjust and fit the electrodes
to each subject.
• The relatively short time span of the Master’s thesis put a constraint on the

amount of hyperparameter tuning we were able to explore. Thus, it did not
allow for a thorough exploration of hyperparameter fine-tuning, especially
when using CNN and EEGNet. Given the satisfactory results of both EEGNet
models and the CNN models that were tested, we would recommend further
investigation of these models.

From our results both in this thesis and the previous project thesis, we have a
viable reason to suspect that EEG data can capture mental stress.





Chapter 6

Conclusion

In conclusion, the study found that Machine Learning classifiers (KNN, SVM,
and EEGNet) with various feature extractions (especially time series features and
wavelet scattering features) can effectively detect mental stress using Electroen-
cephalography (EEG) data.

The best results using traditional classifiers were obtained using full RAW data
with SVM (accuracy: 87.50%, sensitivity: 81.25%, specificity: 92.05%), time se-
ries features of RAW data with SVM (accuracy: 86.84%, sensitivity: 82.81%, speci-
ficity: 98.77%) and wavelet scattering features of RAW data with SVM (accu-
racy: 87.50%, sensitivity: 82.81%, specificity: 90.91%). Deep Convolutional Neu-
ral Network models also performed satisfactorily with the best-performing model
being the Shallow CNN with a mean accuracy of 83.66% across all folds.

The unsatisfactory outcomes observed in the filtered versions of the dataset
raise concerns and indicate underlying issues. Our hypothesis suggests that the
second session recordings may have been affected by additional noise stemming
from nearby construction work, and it is likely that the classifiers are relying on
this noise to construct their models. These problems may root in the low number
of recording electrodes, which in turn negatively influenced the filtering process,
ultimately leading to poor accuracy of the filtered datasets.

However, the encouraging accuracy achieved by the CNN models instilled a
renewed sense of optimism, as these models possess greater complexity and can
identify deep-seated characteristics within the EEG data. The noteworthy mean
accuracy attained by the Shallow CNN further reinforces the notion of a connec-
tion between mental stress and the raw EEG data we collected. These findings
suggest that the raw EEG data holds significant potential in capturing relevant
information related to mental stress.
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Appendix A

Code implementation

A.0.1 genetic_alg.py

import numpy as np
import random
import pandas as pd

from dataset import load_dataset, load_labels, convert_to_epochs, load_channels
from features import time_series_features, hjorth_features
from classifiers import KNN, SVM, NN
import variables as v

# This project is extended and a library called PyGAD is released to build the
# genetic algorithm.
# PyGAD documentation: https://pygad.readthedocs.io
# Install PyGAD: pip install pygad
# PyGAD source code at GitHub: https://github.com/ahmedfgad/GeneticAlgorithmPython

def cal_pop_fitness(equation_inputs, pop):
# Calculating the fitness value of each solution in the current population.
# The fitness function calculates the sum of products between each input and
# its corresponding weight.
# In our case this is 4*accuracy + 1*sensitivity + 1*specificity
fitness = np.sum(pop*equation_inputs, axis=1)
return fitness

def select_mating_pool(pop, fitness, num_parents):
# Selecting the best individuals in the current generation as parents for
# producing the offspring of the next generation.
parents = np.empty((num_parents, pop.shape[1]), dtype=’<U5’)
print(parents)
for parent_num in range(num_parents):

max_fitness_idx = np.where(fitness == np.max(fitness))
max_fitness_idx = max_fitness_idx[0][0]
parents[parent_num, :] = pop[max_fitness_idx, :]
fitness[max_fitness_idx] = -99999999999

return parents

def crossover(parents, offspring_size):
# Produces offspring with a random combination of the two parents’ genes
n_offspring = offspring_size[0]
n_genes_in_person = int(offspring_size[1])
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offspring = np.empty(offspring_size, dtype=’<U5’)
# The point at which crossover takes place between two parents.
# Usually it is at the center.
crossover_point = round(n_genes_in_person/2)

offspring_indx = 0
for i in range(parents.shape[0]):

for j in range(i+1, parents.shape[0]):
gene_indx = 0
while gene_indx < n_genes_in_person:

if gene_indx < crossover_point:
rand_int = random.randint(0,7)
if parents[i][rand_int] not in offspring[offspring_indx]:

offspring[offspring_indx][gene_indx] = parents[i][rand_int]
gene_indx += 1

else:
rand_int = random.randint(0,7)
if parents[j][rand_int] not in offspring[offspring_indx]:

offspring[offspring_indx][gene_indx] = parents[j][rand_int]
gene_indx += 1

offspring_indx += 1
return offspring

def make_init_pop(all_data, all_genes, num_genes_in_person, num_people):
# Makes a random first population
# Initialize empty population
init_pop = np.empty([num_people,num_genes_in_person], dtype=’<U5’)
person_index = 0

while person_index!=num_people:
# Initialize new person
person = np.empty(num_genes_in_person, dtype=’<U5’)
gene_index = 0

while gene_index!=num_genes_in_person:
# Gives a random index
index = random.randint(0,len(all_genes)-1)
# Checks if the gene is not already in the gene pool of the person
if all_genes[index] not in person:

person[gene_index] = all_genes[index]
gene_index += 1

init_pop[person_index] = person
person_index +=1

# Create labels to match the dataset
# Creating labels
subset_data = get_subset(all_data, all_genes, init_pop[0])
dataset = convert_to_epochs(subset_data, num_genes_in_person, v.SFREQ)
label = create_labels(dataset)
return init_pop, label

def get_subset(data, all_genes, subset_genes):
# Retrieves the data that belongs to the subset of genes
subset_data = np.empty((120, 8, 3200))
n_genes = 8

j = 0
for i in range(len(all_genes)):
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if j < (n_genes + 1) and all_genes[i] in subset_genes:
subset_data[:,j,:] = data[:,i,:]
j+=1

return subset_data

def check_nan(array):
# Checks if there is any NaN values in array
# Used for debugging
x = np.isnan(array)
if True in x:

print(’NAN␣in␣array’)
return 0

print(’No␣NAN␣found’)

def create_labels(dataset):
# Loads labels into the correct shape
labels = load_labels()
label = pd.concat([labels[’t1_math’], labels[’t2_math’],

labels[’t3_math’]]).to_numpy()
label = label.repeat(dataset.shape[1])
return label

def convert_pop_to_fitness(all_data, all_channels, current_pop, label, n_genes):
# Calculates population fitness (accuracy, sensitivity, specificity)
data = np.empty((3000, 16))
new_pop_fitness = np.empty((len(current_pop),3))

for i in range(len(current_pop)):
subset_data = get_subset(all_data, all_channels, current_pop[i])
dataset = convert_to_epochs(subset_data, n_genes, v.SFREQ)
# hjorth features perform the best
features = hjorth_features(dataset, n_genes,v.SFREQ)
data = features

# Use KNN or SVM
new_pop_fitness[i] = KNN(data, label)

return new_pop_fitness

def convert_parents_to_fitness(all_data, all_genes, parents, label,
num_parents_mating, n_genes):

# Calculates parents’ fitness (accuracy, sensitivity, specificity)
new_pop_fitness = np.empty((num_parents_mating,3))
data = np.empty((3000, 16))

for i in range(num_parents_mating):

subset_data = get_subset(all_data, all_genes, parents[i])
dataset = convert_to_epochs(subset_data, n_genes, v.SFREQ)
features = hjorth_features(dataset, n_genes,v.SFREQ)
data = features
print(f’Parent␣genes:␣{parents[i]}␣’)
results = KNN(data, label)
print(results)
new_pop_fitness[i] = results

return new_pop_fitness
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A.0.2 channel_selection.ipynb

import genetic_alg as ga
import variables as v
from dataset import load_dataset, load_labels, convert_to_epochs, load_channels
from features import time_series_features, hjorth_features
from classifiers import KNN, SVM, NN

#importing ICA filtered two times
dataset_ica_2_ = load_dataset(data_type="ica2", test_type="Arithmetic")
channels = load_channels()
labels = ga.create_labels(convert_to_epochs(dataset_ica_2_, 32, v.SFREQ))

num_generations = 10
num_genes_in_person = 8
num_parents_mating = 5
num_people_in_pop = 15

equation_inputs = [1.5, 1, 1] # weight for accuracy, sensitivity and specificity
init_pop, label = ga.make_init_pop(dataset_ica_2_, channels, num_genes_in_person,
num_people_in_pop)
print(init_pop)

pop_size = init_pop.shape[0]
curr_pop = init_pop

for generation in range(num_generations):
print(f’Generation␣number:␣{generation}’)
# Measuring the fitness of each chromosome in the population.
curr_pop_fitness = ga.convert_pop_to_fitness(dataset_ica_2_, channels,
curr_pop, label, num_genes_in_person)
fitness = ga.cal_pop_fitness(equation_inputs, curr_pop_fitness)
print(fitness)

# Selecting the best parents in the population for mating.
parents = ga.select_mating_pool(curr_pop, fitness, num_parents_mating)

# Generating next generation using the crossover.
offspring_crossover = ga.crossover(parents, offspring_size=
(pop_size-num_parents_mating, num_genes_in_person))

# Creating the new population based on the parents and offspring.
curr_pop[0:num_parents_mating, :] = parents
curr_pop[num_parents_mating:, :] = offspring_crossover
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A.0.3 classifiers.py

import numpy as np
from matplotlib import pyplot as plt
from utils.EEGModels import EEGNet, TSGLEEGNet, DeepConvNet,

ShallowConvNet, TSGLEEGNet
import utils.variables as v
import matplotlib.pyplot as plt
import utils.metrics as m

from sklearn.model_selection import GridSearchCV, PredefinedSplit
from sklearn.preprocessing import StandardScaler, MinMaxScaler, RobustScaler
from sklearn import metrics
from sklearn.neighbors import KNeighborsClassifier
from sklearn.svm import SVC
from sklearn.model_selection import StratifiedKFold

import plotly.graph_objects as go
import numpy as np
import tensorflow as tf
from tensorflow.keras.callbacks import ModelCheckpoint
import plotly.subplots as p

def knn_classification(train_data, test_data, train_labels, test_labels):
param_grid = {

’leaf_size’: range(1, 10),
’n_neighbors’: range(1, 5),
’p’: [1, 2]

}
scaler = StandardScaler()
train_data = scaler.fit_transform(train_data)
test_data = scaler.transform(test_data)

knn_clf = GridSearchCV(KNeighborsClassifier(), param_grid, refit=True,
n_jobs=-1, cv = 10)

knn_clf.fit(train_data, train_labels)

y_pred = knn_clf.predict(test_data)
y_true = test_labels

print(knn_clf.best_estimator_)
print(knn_clf.best_params_)
results = knn_clf.cv_results_
print(results)

# extract the relevant scores
leaf_sizes = results[’param_leaf_size’].data
n_neighbors = results[’param_n_neighbors’].data
accuracies = results[’mean_test_score’]

print(’Number␣of␣results:’, len(accuracies))
#print(’n_neighbors:’, n_neighbors)
#print(’leaf_sizes:’, leaf_sizes)
print(’overall␣accuracy:’, np.round(np.sum(accuracies)/len(accuracies)*100,2))
# plot the results
plt.figure(1)
plt.plot(

range(len(accuracies)),
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accuracies,
)
plt.xlabel(’Iteration’)
plt.ylabel(’Accuracy’)
plt.show()

conf_matrix = metrics.confusion_matrix(y_true, y_pred)
m.plot_conf_matrix_and_stats(conf_matrix)

def svm_classification(train_data, test_data, train_labels, test_labels):
param_grid = {

’C’: [0.001, 0.01, 0.1, 1, 10, 100, 1000, 10000, 100000, 1000000],
’kernel’: [’linear’, ’poly’, ’rbf’, ’sigmoid’]

}
scaler = RobustScaler()
train_data = scaler.fit_transform(train_data)
test_data = scaler.transform(test_data)

svm_clf = GridSearchCV(SVC(), param_grid, refit=True, n_jobs=-1, cv = 10)
svm_clf.fit(train_data, train_labels)

y_pred = svm_clf.predict(test_data)
y_true = test_labels

print(svm_clf.best_estimator_)
print(svm_clf.best_params_)

# fit the grid search to get the results
results = svm_clf.cv_results_
print(results)

# extract the relevant scores
C_values = results[’param_C’].data
kernel_values = results[’param_kernel’].data
accuracies = results[’mean_test_score’]

print(’Number␣of␣results:’, len(accuracies))
#print(’C_values:’, C_values)
#print(’kernel_values:’, kernel_values)
print(’overall␣accuracy:’, np.round(np.sum(accuracies)/len(accuracies)*100,2))
# plot the results
plt.figure(2)
plt.plot(

range(len(accuracies)),
accuracies

)
plt.xlabel(’Iteration’)
plt.ylabel(’Accuracy’)
plt.show()

conf_matrix = metrics.confusion_matrix(y_true, y_pred)
m.plot_conf_matrix_and_stats(conf_matrix)
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def svm_classification_SAM40(train_data, test_data, SAM40_data, train_labels,
test_labels, SAM40_labels):

param_grid = {
’C’: [0.001, 0.01, 0.1, 1, 10, 100, 1000, 10000, 100000, 1000000],
’kernel’: [’linear’, ’poly’, ’rbf’, ’sigmoid’]

}
print(’Scaling␣training␣and␣testing␣data’)
scaler = RobustScaler()
train_data = scaler.fit_transform(train_data)
test_data = scaler.transform(test_data)

print(’Scaling␣SAM40␣data’)
SAM40_scaler = RobustScaler()
SAM40_data = SAM40_scaler.fit_transform(SAM40_data)

print(’Finding␣the␣best␣model’)
svm_clf = GridSearchCV(SVC(), param_grid, refit=True, n_jobs=-1, cv = 10)
svm_clf.fit(train_data, train_labels)

print(svm_clf.best_estimator_)
print(svm_clf.best_params_)

print(’Predicting␣on␣test␣data’)
y_pred = svm_clf.predict(test_data)
y_true = test_labels

# fit the grid search to get the results
results = svm_clf.cv_results_

# extract the relevant scores
C_values = results[’param_C’].data
kernel_values = results[’param_kernel’].data
accuracies = results[’mean_test_score’]

print(’Number␣of␣results:’, len(accuracies))
#print(’C_values:’, C_values)
#print(’kernel_values:’, kernel_values)
print(’accuracies:’, accuracies)
# plot the results
plt.figure(2)
plt.plot(

range(len(accuracies)),
accuracies

)
plt.xlabel(’Iteration’)
plt.ylabel(’Accuracy’)
plt.show()

conf_matrix = metrics.confusion_matrix(y_true, y_pred)
m.plot_conf_matrix_and_stats(conf_matrix)

#SAM40
print(’Predicting␣on␣SAM40␣data’)
y_pred_SAM40 = svm_clf.predict(SAM40_data)
y_true_SAM40 = SAM40_labels
conf_matrix_SAM40 = metrics.confusion_matrix(y_true_SAM40, y_pred_SAM40)
m.plot_conf_matrix_and_stats(conf_matrix_SAM40)
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def kfold_EEGNet_classification(train_data, test_data, train_labels, test_labels,
n_folds, data_type, epoched = True):

if epoched:
if data_type == ’new_ica’:

model = EEGNet(nb_classes = 2, Chans = v.NUM_CHANNELS ,
Samples = v.EPOCH_LENGTH*v.NEW_SFREQ,
dropoutRate = 0.5, kernLength = 32, F1 = 8,
D = 2, F2 = 16, dropoutType = ’Dropout’)

else:
model = EEGNet(nb_classes = 2, Chans = v.NUM_CHANNELS ,

Samples = v.EPOCH_LENGTH*v.SFREQ,
dropoutRate = 0.5, kernLength = 32, F1 = 8,
D = 2, F2 = 16, dropoutType = ’Dropout’)

else: #if not epoched
if data_type == ’new_ica’:

model = EEGNet(nb_classes = 2, Chans = v.NUM_CHANNELS ,
Samples = v.NEW_NUM_SAMPLES,
dropoutRate = 0.5, kernLength = 32, F1 = 8,
D = 2, F2 = 16, dropoutType = ’Dropout’)

else:
model = EEGNet(nb_classes = 2, Chans = v.NUM_CHANNELS ,

Samples = v.NUM_SAMPLES,
dropoutRate = 0.5, kernLength = 32, F1 = 8,
D = 2, F2 = 16, dropoutType = ’Dropout’)

model.compile(loss=’sparse_categorical_crossentropy’, optimizer=’adam’,
metrics = [’accuracy’])

numParams = model.count_params()

checkpointer = ModelCheckpoint(filepath=’/tmp/checkpoint.h5’, verbose=1,
save_best_only=True)

class_weights = {0:1, 1:3}

# Split into k-folds
skf = StratifiedKFold(n_splits=n_folds)
total_accuracy = 0

for fold, (train_index, val_index) in enumerate(
skf.split(train_data, train_labels)):

print(f"\nFold␣nr:␣{fold+1}")
train_data_fold = train_data[train_index]
train_labels_fold = train_labels[train_index]
val_data_fold = train_data[val_index]
val_labels_fold = train_labels[val_index]

history = model.fit(train_data_fold, train_labels_fold, batch_size = None,
epochs = 30, verbose = 2, validation_data =
(val_data_fold, val_labels_fold), callbacks =
[checkpointer], class_weight = class_weights)

# load optimal weights
model.load_weights(’/tmp/checkpoint.h5’)

probs = model.predict(test_data)
preds = probs.argmax(axis = -1)

conf_matrix = metrics.confusion_matrix(test_labels, preds)
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m.plot_conf_matrix_and_stats(conf_matrix)

# Plot Loss/Accuracy over time
# Create figure with secondary y-axis
fig = p.make_subplots(specs=[[{"secondary_y": True}]])
# Add traces
fig.add_trace(go.Scatter(y=history.history[’val_loss’], name="val_loss"),

secondary_y=False)
fig.add_trace(go.Scatter(y=history.history[’loss’], name="loss"),

secondary_y=False)
fig.add_trace(go.Scatter(y=history.history[’val_accuracy’],

name="val␣accuracy"), secondary_y=True)
fig.add_trace(go.Scatter(y=history.history[’accuracy’], name="accuracy"),

secondary_y=True)
# Add figure title
fig.update_layout(title_text="Loss/Accuracy␣of␣k-folds␣EEGNet")
# Set x-axis title
fig.update_xaxes(title_text="Epoch")
# Set y-axes titles
fig.update_yaxes(title_text="Loss", secondary_y=False)
fig.update_yaxes(title_text="Accuracy", secondary_y=True)
fig.show()

def kfold_TSGL_classification(train_data, test_data, train_labels, test_labels,
n_folds, data_type, epoched = True):

if epoched:
if data_type == ’new_ica’:

model = TSGLEEGNet(nb_classes = 2, Chans = v.NUM_CHANNELS,
Samples = v.EPOCH_LENGTH*v.NEW_SFREQ,
dropoutRate = 0.5, kernLength = 128, F1 = 96,
D = 1, F2 = 96, dropoutType = ’Dropout’)

else:
model = TSGLEEGNet(nb_classes = 2, Chans = v.NUM_CHANNELS,

Samples = v.EPOCH_LENGTH*v.SFREQ,
dropoutRate = 0.5, kernLength = 128, F1 = 96,
D = 1, F2 = 96, dropoutType = ’Dropout’)

else: #if not epoched
if data_type == ’new_ica’:

model = TSGLEEGNet(nb_classes = 2, Chans = v.NUM_CHANNELS,
Samples = v.NEW_NUM_SAMPLES,
dropoutRate = 0.5, kernLength = 128, F1 = 96,
D = 1, F2 = 96, dropoutType = ’Dropout’)

else:
model = TSGLEEGNet(nb_classes = 2, Chans = v.NUM_CHANNELS,

Samples = v.NUM_SAMPLES,
dropoutRate = 0.5, kernLength = 128, F1 = 96,
D = 1, F2 = 96, dropoutType = ’Dropout’)

# compile the model and set the optimizers
model.compile(loss=’sparse_categorical_crossentropy’, optimizer=’adam’,

metrics = [’accuracy’])

# count number of parameters in the model
numParams = model.count_params()

# set a valid path for your system to record model checkpoints
checkpointer = ModelCheckpoint(filepath=’/tmp/checkpoint.h5’, verbose=1,

save_best_only=True)
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class_weights = {0:1, 1:3}

# Split into k-folds
skf = StratifiedKFold(n_splits=n_folds)

for fold, (train_index, val_index) in enumerate(
skf.split(train_data, train_labels)):

print(f"\nFold␣nr:␣{fold+1}")
train_data_fold = train_data[train_index]
train_labels_fold = train_labels[train_index]
val_data_fold = train_data[val_index]
val_labels_fold = train_labels[val_index]

history = model.fit(train_data_fold, train_labels_fold, batch_size = None,
epochs = 30, verbose = 2, validation_data =
(val_data_fold, val_labels_fold), callbacks =
[checkpointer], class_weight = class_weights)

# load optimal weights
model.load_weights(’/tmp/checkpoint.h5’)

probs = model.predict(test_data)
preds = probs.argmax(axis = -1)

conf_matrix = metrics.confusion_matrix(test_labels, preds)
m.plot_conf_matrix_and_stats(conf_matrix)

# Plot Loss/Accuracy over time
# Create figure with secondary y-axis
fig = p.make_subplots(specs=[[{"secondary_y": True}]])
# Add traces
fig.add_trace(go.Scatter(y=history.history[’val_loss’], name="val_loss"),

secondary_y=False)
fig.add_trace(go.Scatter(y=history.history[’loss’], name="loss"),

secondary_y=False)
fig.add_trace(go.Scatter(y=history.history[’val_accuracy’],

name="val␣accuracy"), secondary_y=True)
fig.add_trace(go.Scatter(y=history.history[’accuracy’], name="accuracy"),

secondary_y=True)
# Add figure title
fig.update_layout(title_text="Loss/Accuracy␣of␣k-folds␣EEGNet")
# Set x-axis title
fig.update_xaxes(title_text="Epoch")
# Set y-axes titles
fig.update_yaxes(title_text="Loss", secondary_y=False)
fig.update_yaxes(title_text="Accuracy", secondary_y=True)
fig.show()

def kfold_DeepConvNet_classification(train_data, test_data, train_labels,
test_labels, n_folds, data_type,
epoched = True):

if epoched:
if data_type == ’new_ica’:

model = DeepConvNet(nb_classes = 2, Chans = v.NUM_CHANNELS,
Samples = v.EPOCH_LENGTH*v.NEW_SFREQ,
dropoutRate = 0.5)

else:
model = DeepConvNet(nb_classes = 2, Chans = v.NUM_CHANNELS,
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Samples = v.EPOCH_LENGTH*v.SFREQ,
dropoutRate = 0.5)

else: #if not epoched
if data_type == ’new_ica’:

model = DeepConvNet(nb_classes = 2, Chans = v.NUM_CHANNELS,
Samples = v.NEW_NUM_SAMPLES,
dropoutRate = 0.5)

else:
model = DeepConvNet(nb_classes = 2, Chans = v.NUM_CHANNELS,

Samples = v.NUM_SAMPLES,
dropoutRate = 0.5)

# compile the model and set the optimizers
model.compile(loss=’sparse_categorical_crossentropy’, optimizer=’adam’,

metrics = [’accuracy’])

# count number of parameters in the model
numParams = model.count_params()

# set a valid path for your system to record model checkpoints
checkpointer = ModelCheckpoint(filepath=’/tmp/checkpoint.h5’, verbose=1,

save_best_only=True)

class_weights = {0:1, 1:3}

# Split into k-folds
skf = StratifiedKFold(n_splits=n_folds)

for fold, (train_index, val_index) in enumerate(
skf.split(train_data, train_labels)):

print(f"\nFold␣nr:␣{fold+1}")
train_data_fold = train_data[train_index]
train_labels_fold = train_labels[train_index]
val_data_fold = train_data[val_index]
val_labels_fold = train_labels[val_index]

history = model.fit(train_data_fold, train_labels_fold, batch_size = None,
epochs = 30, verbose = 2, validation_data =
(val_data_fold, val_labels_fold), callbacks =
[checkpointer], class_weight = class_weights)

# load optimal weights
model.load_weights(’/tmp/checkpoint.h5’)

probs = model.predict(test_data)
preds = probs.argmax(axis = -1)

conf_matrix = metrics.confusion_matrix(test_labels, preds)
m.plot_conf_matrix_and_stats(conf_matrix)

# Plot Loss/Accuracy over time
# Create figure with secondary y-axis
fig = p.make_subplots(specs=[[{"secondary_y": True}]])
# Add traces
fig.add_trace(go.Scatter(y=history.history[’val_loss’], name="val_loss"),

secondary_y=False)
fig.add_trace(go.Scatter(y=history.history[’loss’], name="loss"),

secondary_y=False)
fig.add_trace(go.Scatter(y=history.history[’val_accuracy’],

name="val␣accuracy"), secondary_y=True)
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fig.add_trace(go.Scatter(y=history.history[’accuracy’], name="accuracy"),
secondary_y=True)

# Add figure title
fig.update_layout(title_text="Loss/Accuracy␣of␣k-folds␣EEGNet")
# Set x-axis title
fig.update_xaxes(title_text="Epoch")
# Set y-axes titles
fig.update_yaxes(title_text="Loss", secondary_y=False)
fig.update_yaxes(title_text="Accuracy", secondary_y=True)
fig.show()

def kfold_ShallowConvNet_classification(train_data, test_data, train_labels,
test_labels, n_folds, data_type,
epoched = True):

if epoched:
if data_type == ’new_ica’:

model = ShallowConvNet(nb_classes = 2, Chans = v.NUM_CHANNELS,
Samples = v.EPOCH_LENGTH*v.NEW_SFREQ,
dropoutRate = 0.5)

else:
model = ShallowConvNet(nb_classes = 2, Chans = v.NUM_CHANNELS,

Samples = v.EPOCH_LENGTH*v.SFREQ,
dropoutRate = 0.5)

else: #if not epoched
if data_type == ’new_ica’:

model = ShallowConvNet(nb_classes = 2, Chans = v.NUM_CHANNELS,
Samples = v.NEW_NUM_SAMPLES,
dropoutRate = 0.5)

else:
model = ShallowConvNet(nb_classes = 2, Chans = v.NUM_CHANNELS,

Samples = v.NUM_SAMPLES,
dropoutRate = 0.5)

# compile the model and set the optimizers
model.compile(loss=’sparse_categorical_crossentropy’, optimizer=’adam’,

metrics = [’accuracy’])

# count number of parameters in the model
numParams = model.count_params()

# set a valid path for your system to record model checkpoints
checkpointer = ModelCheckpoint(filepath=’/tmp/checkpoint.h5’, verbose=1,

save_best_only=True)

class_weights = {0:1, 1:3}

# Split into k-folds
skf = StratifiedKFold(n_splits=n_folds)
for fold, (train_index, val_index) in enumerate(

skf.split(train_data, train_labels)):
print(f"\nFold␣nr:␣{fold+1}")
train_data_fold = train_data[train_index]
train_labels_fold = train_labels[train_index]
val_data_fold = train_data[val_index]
val_labels_fold = train_labels[val_index]

history = model.fit(train_data_fold, train_labels_fold, batch_size = None,
epochs = 30, verbose = 2, validation_data =
(val_data_fold, val_labels_fold), callbacks =
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[checkpointer], class_weight = class_weights)

# load optimal weights
model.load_weights(’/tmp/checkpoint.h5’)

probs = model.predict(test_data)
preds = probs.argmax(axis = -1)

conf_matrix = metrics.confusion_matrix(test_labels, preds)
m.plot_conf_matrix_and_stats(conf_matrix)

# Plot Loss/Accuracy over time
# Create figure with secondary y-axis
fig = p.make_subplots(specs=[[{"secondary_y": True}]])
# Add traces
fig.add_trace(go.Scatter(y=history.history[’val_loss’], name="val_loss"),

secondary_y=False)
fig.add_trace(go.Scatter(y=history.history[’loss’], name="loss"),

secondary_y=False)
fig.add_trace(go.Scatter(y=history.history[’val_accuracy’],

name="val␣accuracy"), secondary_y=True)
fig.add_trace(go.Scatter(y=history.history[’accuracy’], name="accuracy"),

secondary_y=True)
# Add figure title
fig.update_layout(title_text="Loss/Accuracy␣of␣k-folds␣EEGNet")
# Set x-axis title
fig.update_xaxes(title_text="Epoch")
# Set y-axes titles
fig.update_yaxes(title_text="Loss", secondary_y=False)
fig.update_yaxes(title_text="Accuracy", secondary_y=True)
fig.show()





Appendix B

Additonal method performance

B.1 Performance of INIT Data with KNN and SVM with
SS-Labels

As the results were less impressive for the SS-labeled dataset, it was decided to
include the remaining results in the appendix.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 1

(b) Performance of SVM with:

• C = 10
• kernel = rbf

Figure B.1: The performance for the best fold in 10-fold cross-validation of clas-
sifying the full INIT data with KNN and SVM and SS-labels. The overall accuracy
for all combinations in the grid search was calculated to be 83.91% for KNN and
80.64% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 1000
• kernel = rbf

Figure B.2: The performance for the best fold in 10-fold cross-validation of clas-
sifying the time series features of INIT data with KNN and SVM and SS-labels.
The overall accuracy for all combinations in the grid search was calculated to be
78.4% for KNN and 74.54% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 1

(b) Performance of SVM with:

• C = 0.01
• kernel = linear

Figure B.3: The performance for the best fold in 10-fold cross-validation of clas-
sifying the fractal features of INIT data with KNN and SVM and SS-labels. The
overall accuracy for all combinations in the grid search was calculated to be
80.04% for KNN and 79.85% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 3
• p = 2

(b) Performance of SVM with:

• C = 10
• kernel = rbf

Figure B.4: The performance for the best fold in 10-fold cross-validation of clas-
sifying the entropy features of INIT data with KNN and SVM and SS-labels.
The overall accuracy for all combinations in the grid search was calculated to
be 76.45% for KNN and 76.81% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 100 000
• kernel = linear

Figure B.5: The performance for the best fold in 10-fold cross-validation of clas-
sifying the Hjorth features of INIT data with KNN and SVM and SS-labels. The
overall accuracy for all combinations in the grid search was calculated to be
79.61% for KNN and 74.30% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 1

(b) Performance of SVM with:

• C = 10
• kernel = rbf

Figure B.6: The performance for the best fold in 10-fold cross-validation of classi-
fying the frequency band features of INIT data with KNN and SVM and SS-labels.
The overall accuracy for all combinations in the grid search was calculated to be
85.12% for KNN and 77.21% for SVM.
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B.2 Performance of ICA Data with KNN and SVM with SS-
Labels

Note: Runtime for full ICA data was>4 hours, thus it is not included in the results.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 4
• p = 2

(b) Performance of SVM with:

• C = 100
• kernel = rbf

Figure B.7: The performance for the best fold in 10-fold cross-validation of clas-
sifying the time series features ICA data with KNN and SVM and SS-labels.
The overall accuracy for all combinations in the grid search was calculated to
be 56.99% for KNN and 76.87% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 0.01
• kernel = linear

Figure B.8: The performance for the best fold in 10-fold cross-validation of classi-
fying the fractal features of ICA data with KNN and SVM and SS-labels. The over-
all accuracy for all combinations in the grid search was calculated to be 76.62%
for KNN and 79.76% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 2

(b) Performance of SVM with:

• C = 10
• kernel = rbf

Figure B.9: The performance for the best fold in 10-fold cross-validation of clas-
sifying the entropy features of ICA data with KNN and SVM and SS-labels. The
overall accuracy for all combinations in the grid search was calculated to be
79.19% for KNN and 76.26% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 1

(b) Performance of SVM with:

• C = 10
• kernel = rbf

Figure B.10: The performance for the best fold in 10-fold cross-validation of
classifying the Hjorth features of ICA data with KNN and SVM and SS-labels.
The overall accuracy for all combinations in the grid search was calculated to be
77.38% for KNN and 71.62% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 2

(b) Performance of SVM with:

• C = 0.1
• kernel = poly

Figure B.11: The performance for the best fold in 10-fold cross-validation of
classifying the frequency band features of ICA data with KNN and SVM and
SS-labels. The overall accuracy for all combinations in the grid search was calcu-
lated to be 76.09% for KNN and 74.29% for SVM.
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B.3 Performance of NEW_INIT data with KNN and SVM

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 10000
• kernel = rbf

Figure B.12: The performance for the best fold in 10-fold cross-validation of clas-
sifying the time series features of NEW_INIT data with KNN and SVM and STAI-
Y-labels. The overall accuracy for all combinations in the grid search was calcu-
lated to be 64.95% for KNN and 62.35% for SVM.
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 2
• p = 1

(b) Performance of SVM with:

• C = 0.001
• kernel = linear

Figure B.13: The performance for the best fold in 10-fold cross-validation of clas-
sifying the fractal features of NEW_INIT data with KNN and SVM and STAI-Y-
labels. The overall accuracy for all combinations in the grid search was calculated
to be 64.65% for KNN and 63.02% for SVM.

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 2

(b) Performance of SVM with:

• C = 100
• kernel = poly

Figure B.14: The performance for the best fold in 10-fold cross-validation of clas-
sifying the entropy features of NEW_INIT data with KNN and SVM and STAI-Y-
labels. The overall accuracy for all combinations in the grid search was calculated
to be 63.70% for KNN and 60.70% for SVM
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(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 1
• p = 1

(b) Performance of SVM with:

• C = 100000
• kernel = poly

Figure B.15: The performance for the best fold in 10-fold cross-validation of clas-
sifying the hjorth features of NEW_INIT data with KNN and SVM and STAI-Y-
labels. The overall accuracy for all combinations in the grid search was calculated
to be 58.08% for KNN and 59.32% for SVM

(a) Performance of KNN with:

• leaf_size = 1
• n_neighbors = 3
• p = 2

(b) Performance of SVM with:

• C = 10
• kernel = rbf

Figure B.16: The performance for the best fold in 10-fold cross-validation of clas-
sifying the frequency band features of NEW_INIT data with KNN and SVM and
STAI-Y-labels. The overall accuracy for all combinations in the grid search was
calculated to be 43.32% for KNN and 58.23% for SVM
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B.4 Performance of PSD with KNN and SVM

Figure B.17: The confusion matrix, accuracy, sensitivity and specificity for clas-
sifying the PSD of NEW_INIT data with KNN and STAI-Y-labels.

Figure B.18: The confusion matrix, accuracy, sensitivity and specificity for clas-
sifying the PSD of NEW_INIT data with SVM and STAI-Y-labels.
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Additional Material

C.1 Consent form
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Department of Engineering Cybernetics 

DATA ACQUISITION CONSENT FORM 

You are being invited to participate in a research study, which the Norwegian Center for Research 

Data (NSD) has reviewed and approved for conduction by the investigators named here. This form is 

designed to provide you - as a human subject - with information about this study. The investigator or 

his/her representative will describe this study to you and answer any of your questions. You are 

entitled to a copy of this form. If you have any questions or complaints about the informed consent 

process of this research study or your rights as a subject, please contact the PI or Co-PI 

(marta.molinas@ntnu.no, +47 94287670, andres.f.soler.guevara@ntnu.no).  

Project Title: FlexEEG in Mental Health 

Principal Investigators: Marta Molinas 

Co-investigator: Andres Soler & Mohit Kumar 

Thank you for agreeing to participate in this research project. This study involves research aimed at 

detecting the presence of psychological stress in the human body based on the analysis of EEG and 

PCG signals. You will participate in two separate data collection sessions.  The first session will take 

place in the exam period of nov-dec 2022, and the second will take place after the holidays, early 

2023. Before each session we will ask you to answer a self-evaluation questionnaire called ‘State-

Trait Anxiety Inventory’. This questionnaire will be used to determine whether you are stressed or 

not. During both sessions, you will be recorded twice: one five-minute period with no stressor, and 

one five-minute period with an Arithmetic stressor. You will be asked to rate your stress level on a 

scale from 1-10 after each recording. The Arithmetic stressor consists of different arithmetic 

statements presented on a screen. Your task will be to calculate each task in your head and click “T” 

on the keyboard if the statement is True, and “F” if it is False.  This task is supposed to induce stress 

so please keep this in mind. Each session will last about 30 minutes. 10 of these minutes are for 

recording of EEG and PCG signals using Mentalab EEG and EkoDuo stethoscope. We will clean the 

areas of the scalp where the electrodes are placed with isopropyl alcohol. Electrode cap gel will be 

applied to the areas, but it is easily washed out with water and shampoo.  

Participation in this study will take approximately 60 minutes of your time. We warn that the set-up 

of the EEG cap can lead to some discomfort, and the tasks you are given will (hopefully) induce some 

stress response. Your participation in this study is completely voluntary. Should you decide to 

discontinue participation or decline to answer any specific part of the study, you may do so without 

penalty.  

Your participation in this study may help you understand the manifestations of stress on EEG signals.  

We are not asking you to place your name anywhere on the experimental booklet, so your 

participation is anonymous. None of your answers can be directly traced back to you. Should you 

have any further questions, please feel free to contact the study’s principal investigator or co-PI, 

Marta Molinas and Andres Soler at the Department of Engineering Cybernetics. Her office is at 

Elektro D+B2 room D244, her phone number is +47 94287670, and her e-mail address is 

marta.molinas@ntnu.no.  

 

 



By signing below, I confirm that: 

o I give my consent to participate in the research study entitled “FlexEEG in Mental Health”. 

o I hereby confirm that I have read the above information and have been informed about the 

content and purpose of the research. 

o I fully understand that I may withdraw from this research project at any time without prejudice 

or effect on my standing with NTNU. 

o I also understand that I am free to ask questions about techniques or procedures that will be 

undertaken. 

o I give my consent for the collection and use of all data of the research “EEG and PCG in mental 

health” for use in research and teaching purposes.  

o I give my consent to use my data for scientific purposes, its documentation and publications 

(including any exhibitions and further publications) 

o I hereby declare that I am currently not diagnosed by a with any heart disease, or neurological 

disease  

o I am also not on any medications affecting heart rate and/or brain wave function 

o I hereby declare that I am not officially diagnosed with any mental illness 

 

Date and place:  ____________________________  and ____________________________ 

Participant’s signature: _______________________________________________________ 

First and last name: __________________________________________________________ 

Date of Birth and current Age: _____________________________and _________________ 

 

I hereby certify that I have given an explanation to the above individual of the contemplated study 

and its risks and potential complications.  

                  29/11/2022 

_______________________________        ________________  

Principal Investigator’s signature                                      Date 

 




