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Abstract
The image signal processing (ISP) pipeline is a crucial part of the image creation

process. This pipeline consists of a handcrafted and complex sequence of image-
processing tasks that are used to process the raw image from the camera sensor
and produce the final RGB image. Because of the hardware limitation in mobile
cameras from their compact size, the ISP of mobile phones became more advanced
and complex to overcome these limitations. In previous years a new research
direction proposed to replace this complex hand-crafted pipeline with an end-to-
end learned-based ISP using deep learning. They achieved that by training a deep
learning network to process the raw image of a phone camera by imitating the
output of a DSLR camera. This approach showed promising results without the
need for the long and complex process of handcrafted conventional ISP. But this
approach is still a research direction that has a lot of limitations and problems
compare to the conventional ISP used in mobile cameras nowadays. In order to
reach production-level accuracy and robustness with this approach a lot of work
needs to be done to address its issues.

In this work, we tried to improve the current state of learned-based ISP by
addressing some of its main problems. We worked on night image rendering by
using a learned-based ISP Network. We proposed an efficient network that was
trained without the need for annotated data. Our proposed approach was one of the
top 10 solutions on the NTIRE 2023 Challenge on Night Photography Rendering.

We also worked on the problems of the ISP datasets like alignment and avail-
ability. We proposed a novel idea to create a fully aligned high-quality synthetic
ISP dataset with a weakly aligned ISP dataset. Our experiments show that We get
better performance by training on our synthetic dataset than directly training on
the weakly aligned dataset which shows the effectiveness of our pipeline. We also
showed the ability of our pipeline to generate a new synthetic dataset from just
DSLR RGB images.

Lastly, we addressed the problem of missed global information in the learned ISP
networks. We proposed a novel color module that utilizes the global information
from the full raw image in addition to local information from the input raw patch.
Our module is a general module that can be integrated with any ISP Network to
improve its color reproduction accuracy. We achieved state-of-the-art performance
by utilizing our simple and efficient color module with a simple ISP network. We
showed that by just utilizing the global information from the full image we can
immensely improve the performance of ISP Networks.
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1 Introduction

Photos have been and will always be a big part of our lives from capturing moments
that we don’t want to forget to share information and moments with others or
even for identifications in official documents they have become an attached part
of our everyday. All of this is because of the advances and the accessibility of the
camera especially after moving from a camera that was dependent on chemical
processes to digital cameras that exist nowadays. Digital cameras are basically a
sensor that consists of an array of light meters that measure the amount of light
that is incident on the camera and gathered using the optical system of the camera.
The result of this measurement is called the Raw Image. Before we obtain the
images we usually see we need to process these measurements first which is the
role of the image signal processing (ISP) pipeline. This can be seen as a simulation
of the human visual system as the eyes convert the light into neural signals that
then get transferred to the brain to get processed to what we finally perceive.

1.1 What is Image Signal Processing (ISP)
Pipeline?

The ISP consists of a sequence of low-level and global image processing tasks,
like demosaicing, white balancing, and more, that process the light measurements
to obtain a final RGB image that is suitable for the displaying device and in a
representation similar to what HVS would perceive it. The ISP is very different
for different camera devices and also depends on the application the camera is
used for, For example, the ISP used in the cameras used in the manufacturing
process is very different than the ISP in photography cameras and also the camera
task heavily influence the final output as some ISPs are optimized for accuracy
of reproduction like medical applications and other are optimized for pleasness.
Additionally, ISPs are very limited with the computational resources available and
this differs based on the application as we can notice in Capsule endoscopy with
the limited hardware and size the ISP is much simpler. For our work, we focus on
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Chapter 1 INTRODUCTION

the ISPs developed for photography cameras, especially for mobile phone cameras
which are mostly optimized for pleasness and accuracy. In the Next chapter 2, we
will describe the base conventional ISP Pipeline, the different tasks, and the details
about each task and what is solving.

Mobile cameras and photography is currently the most popular way of photog-
raphy, especially with the current advances in mobile cameras. What makes it so
popular is the convinces and small size of mobile devices which you can take it
anywhere with you without hustle which increases the chances of taking photos.
This advantage is also the biggest problem that faces the quality of mobile cameras
as this small size forces a lot of hardware limitations like small sensors and compact
optical systems compare to the professional less compact camera systems like DSLR
Cameras. Even though there has been a big improvement in the past several years
to develop hardware that reduces the gap between smaller size compact systems
and bigger systems, still currently the most crustal part to reduce this difference
is the ISP of the mobile phone. Because of these hardware limitations, the ISPs
developed for mobile phones are much more complex and advanced than other
cameras to eliminate the difference between the mobile cameras with their limited
hardware and what can be captured with a professional camera. Additionally, ISP
tries to retrieve some of the information that is lost because of the limited hardware
like sharpness, and dynamic range by estimation using computational process or
through additional hardware. ISP can also be used to simulate some of the features
that are not possible with the available hardware like Zoom and Bokeh.

1.2 Main Types Of ISP, Pros, and Cons.
Conventional ISP used nowadays in all mobile cameras consist of a number of steps
and tasks that are cultivated together to process the sensor data to produce images
compatible with the display device. This pipeline and its tasks are created through
a long process of research, calibration, tuning, and evaluation and was improved
throughout the years with teams that consist of tens and hundreds of people. This
was the case with other tasks that requires a lot of feature engineering like object
detection or automation but with the huge emergence of learning-based methods,
these tasks improved and became less complex and less dependent on high human
tuning. This started to be the case in some of the modules and tasks in the ISP
pipeline like using Neural Network models for image enhancement modules Qi
et al. (2021). This addition added a lot of improvement and robustness to some
of the ISP modules but the whole ISP is still dependent on the same concept of
a sequence of tasks that still require a lot of tuning and calibration which is a
long and complex costly process. But this type of ISP is still used to this day
because it was created through years and years of work and cumulative experience.

2



Main Types Of ISP, Pros, and Cons. 1.2

It is also reliable, provide a lot of flexibility, more controllable, which provides the
expected output with much fewer outliers and the ability to debug and tune each
component in the desired way. This also has a hardware aspect as this separation
between tasks and modules allowed the manufacturers to integrate the ISP tasks
and modules directly into chips which makes the computation much more efficient.
But this accumulation of tasks in addition to the complexity provides accumulative
error that is passed though out the modules which limits the ISP performance.

Currently With the shown power of neural networks in different tasks in addition
to some of the ISP tasks neural networks can be used to decrease the complexity
of ISP and improve its performance. In addition, some of the recent research
showed the power of neural networks in solving multiple tasks in the ISP using
with end-to-end network and can even exceed traditional methods like the work on
joint demosaicing and denoising Gharbi et al. (2016). This shows the possibility
to reconfigure the conventional way of creating ISP by utilizing learning-based
methods and neural networks to a more robust and less complex design.

To investigate the limit of learned-based ISP a new research direction started
to utilize the fully learned-based pipeline by replacing the whole ISP process with
neural networks. Some even investigated replacing the whole ISP process with an
end-to-end neural network Ignatov et al. (2020b). They achieved this by creating a
Ground Truth (GT) using more capable professional cameras like DSLR which has
much better hardware and much less size limitation and using this GT to train a
neural network to process the input raw images that are produced from a mobile
phone to imitate the output of the DSLR camera to reduce the quality difference
between the 2 camera systems because of the hardware limitations.

This method has the benefit of being much simpler and requires much less
tuning and human expertise. Also because it’s an end-to-end process it has less
error accumulation which can result in better performance. But this direction is an
early-stage research direction and not mature enough for production and has many
problems compared to the current more mature Conventional ISP design. This
direction is very dataset dependent and limited with the dataset used in training
and the scenes used which require the need of using a lot of data to produce
a robust ISP. This increases the risk of outliers, as we can’t predict the model
performance on the cases that were not included in the training data (we can’t use
the model trained on daylight images with night images). Additionally, the dataset
is expensive to collect and requires tuning and alignment, and even after that
process still suffers from a miss-alignment because of the use of 2 different camera
systems to create the dataset. Also, the use of an end-to-end network limits the
flexibility of the ISP to adjust the settings of the system (different white-balance
settings or different noise processing levels) to produce different outputs.

The research studies showed this process can produce very good results and
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Chapter 1 INTRODUCTION

can even exceed the performance of the phone camera’s internal ISP but only
for the cases aligned with the training datasets. This direction still needs more
investigation and development. Neural Networks are still considered a black box
and hard to interpret and hard to predict output which makes it hard to debug
and more prone to outliers, especially with cases that were not included in its
development process. This makes it hard to replace the whole ISP with an end-to-
end network. But for our research, we will focus on this direction to process the
raw images from the phone camera system which requires the development of a
robust and efficient Network. We will address some of the problems and drawbacks
of this approach and try to introduce some solutions for these problems. We will
also investigate the current state and the future of this direction and how it can be
beneficial for phone cameras.

1.3 Work Overview
We started by reviewing the current state of Learned-based ISP with the currently
proposed solutions, datasets, and benchmarks and identified the problems and
drawbacks of each approach and the current general problems with the Learned-
based ISP models.

1.3.1 Learned Based ISP Problems
The biggest problems we found are mostly related to the datasets. most of the
Raw to RGB datasets are created by the raw images from a camera’s sensor and
the output of the camera’s internal ISP which is more concerned with simulating
the internal ISP of the camera and not creating a better more elevated ISP. These
datasets mostly consist of DSLR cameras as it is hard to obtain raw images from
mobile cameras. This limits us with the dataset available that we can use to
develop ISP for mobile cameras. Additionally, because we are dealing with sensor
data the datasets are also sensor specific so in order to work with a specific sensor
you need to create a new dataset for this sensor which makes the process more
expensive and depends on the available dataset. For the ISP-creating process, we
focused on the dataset created by mobile phones and DSLR cameras to process
the phone raw by simulating the output of the DSLR. This kind of dataset is very
limited and according to our research, only 3 datasets are available. These datasets
also have their own problem with miss-alignments because they need two different
camera systems to create. The dependence on different camera systems makes
the dataset creation process more complex and time-consuming. Because we are
dealing with raw images augmentation is very limited and there is also no concrete
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Work Overview 1.3

way of creating synthetic data to extend these datasets which makes the process
limited with the available dataset. Additionally the datasets available only capture
daylight images which don’t allow the model to process different conditions other
than daylight.

In addition to the dataset problems the developed methods are much less
flexible than the conventional ISP because of the models’ design and the dataset
forces the model to train to process specific settings and simulate a specific output.
So you can’t change the ISP setting like white balance, brightness settings, or
color mapping and reproduce different outputs which is an important part of
the photography creative process. With the current process, the model can only
simulate the ISP process in a fully automatic mode.

The current models also struggle with accurate color reproduction and global
tasks processing like white balance and color correction. They are only trained on
image patches from the full images because of the challenging possibility of training
on full images. So the trained models don’t utilize the global information from the
full image during inference as they don’t have access to them during training.

These are the most effective general problems we found with the current state
of Learned-Based ISP. Additionally, some solution-specific problems exist with
some of the learned ISP models which we described in our comprehensive literature
review in the next chapter 2.

1.3.2 Our Work Focus
For our work, we focused on 3 main problems that improved different aspects of
the learned-based ISP process. For the first problem, we focus on the problem
of rendering night images. As we mentioned before the datasets available don’t
include any night images so there is no available dataset to train a learned-based
ISP that can render night images. The available solution depends on complex
and heavy models utilizing datasets they created and not publicly available. We
proposed our own solution utilizing the knowledge distillation of a pre-trained
complex model to create an efficient learned ISP that can process night images
without the need to create our own dataset. For the second problem, we worked on
the problem of miss-alignment and the synthetic dataset creation. We proposed a
novel pipeline that can be used to create a synthetic fully aligned dataset with the
same phone raw image characteristics using a weakly aligned ISP dataset for the
development of the pipeline. This pipeline can also be used to create a dataset from
only RGB images of the DSLR camera which increase the size of the dataset and
heavily decrease the complexity and time required to create ISP datasets. For the
third problem, we worked on the problem of color reproduction and the lack of full
image global information during training. We developed a novel process to train
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Chapter 1 INTRODUCTION

with both image patches for better local task processing like texture reconstruction
and with access to the global information from the full raw image for better global
task processing like white balance and color correction. Our new process drastically
improved the model performance and produced much better colors with a very
small computation cost addition.

1.3.3 Contribution
• A comprehensive overview of the current state of Learned-based ISP. Chal-

lenges, Methods, and Datasets.

• An efficient ISP Network to render night images without data annotation.

• A novel pipeline to generate a fully aligned synthetic ISP dataset from a
weakly aligned ISP dataset.

• The first approach to generate a high-quality synthetic training dataset for
Learned based ISP.

• A novel color module that can integrate with any ISP network to combine
the full raw image with the raw patch image during training for better local
and global processing.

• State-of-the-art performance in Learned-based ISP with just the addition of
our simple and efficient color module.

1.4 Thesis Outline
Because we worked on different problems and the limitations of the available dataset
and its components every problem we worked on includes its own datasets, setups,
experiments, models, and results. Even though all these problems are related to
learned-based ISP and improve the ISP in different aspects but we are limited with
the available dataset and its setup so we couldn’t merge all the work as a single
concrete result (For example the night rendering model works with different sensor
data than the ISP dataset used with other problems). For better Clarification and
a more comprehensive explanation, we described each problem with its experiments,
setup, models, and results in its own chapter.

For the outline of our report, in the second chapter 2 we described the conven-
tional ISP pipeline and its main components and tasks. Then we did a comprehen-
sive review of the current state of learned-based ISP with the available solution
and datasets. For the third chapter, Night Image Rendering 3, we talked about the
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problem we worked on and we described our developed model and its comparison
with the other night image rendering methods. For the Forth chapter, ISP Data
Limitations 4, we described our work on the problems of the mobile ISP datasets
and our proposed Pipeline to create a high quality fully aligned synthetic data with
the same characteristics as the phone raw images. For the Fifth chapter, Color
Reproduction 5, We addressed the problem of missing global information during
training and we proposed our novel model to integrate both raw image patches and
full images in the model for better global and local tasks processing. For the Sixth
chapter, Discussion 6, we discussed the current state of the learned-based ISP and
what we need to move forward, the future work, and the future of this approach as
a replacement to the conventional ISP pipeline. For the Seventh and final chapter,
Conclusion 7, we concluded our work and findings.

1.5 AI Tools
No AI tools were used in this project in either writing of the thesis report or the
development of the methods. Grammarly online tool gra (2023) was used to check
the grammatical errors in the thesis.
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2 Background and Literature Re-
view

In this section, we will first describe the conventional image processing pipeline
(ISP) and describe the main stages in the pipeline. Then we will go through the
previous work that was introduced in the learning-based ISP and the effort that was
made to make it less dependent on the long process tuning and feature engineering
and more data-driven.

2.1 Conventional Image Signal Processing
Pipeline

Fig. 2.1 shows the basic conventional image processing pipeline for mobile devices.
Because of the hardware limitations of mobile cameras from their compact size, they
require much more computation and processing. So the image signal processing
pipelines in mobile cameras are much more complex than the ones that can be found
in professional DSLR and mirrorless cameras to overcome these limitations. The
figure shows one of the possible combinations and tasks that can be found in mobile
ISP. The tasks and the order of the tasks are different for different manufacturers
and also some tasks can be combined together like joint demonizing and denoising
Gharbi et al. (2016). Additionally, different manufacturers add more modules like
image enhancement or super-resolution modules and other modules that can deal
with different conditions like night imaging modules. So the ISP in each mobile
camera is very dependent on each manufacturer, model, and also mobile camera
hardware. For this section we choose the pipeline that was proposed by Delbracio
et al. (2021) that includes the main tasks that will be found in some way or another
in the majority of the image processing pipelines and with the basic order of these
tasks.

The majority of ISPs in current smartphones are similar to this conventional
pipeline as it is more practical, more mature for production, and well-researched.

9



Chapter 2 BACKGROUND AND LITERATURE REVIEW

Figure 2.1: Basic Mobile Image Signal Processing Pipeline. Image from Del-
bracio et al. (2021)

There is a dedicated chip for The ISP with specific hardware operations that
executes the full pipeline in milliseconds which can be hard to achieve the data-
driven approaches that require more computation in most cases. Even though
nowadays the algorithms for each one of these tasks became much better and more
robust, this design still requires a lot of tuning and calibration. Additionally, it
is executed in a sequence that results in error accumulation. In this part, we will
describe the purpose of each task and the sequence the image goes through to
produce the final image. After we will mention some of the effort that was made
to improve this design.

2.1.1 Light Acquisition
Camera sensors consist of a 2D grid of photodiodes that convert photons (the light
that hit the sensor in this area) into electric charge. To produce a colored image,
color filters are placed in front of these photodiodes to correspond to low, medium,
and high wavelengths similar to the cones that can be found in human retinas.
This design is called a color filter array (CFA) which enables us to capture colored
images using a single sensor design. Color filters are arranged as a mosaiced of
color filters as shown in Fig. 2.1. There are different patterns that describe how
the color filters are laid out on top of the photodiodes but the most common one
are Bayer pattern. The process of converting these light measurements to the final
image that we see is the purpose of the camera ISP. The first part of the camera
ISP is to adjust the ISO gain factor that determines the sensitivity of the response
of the photodiodes. This is done based on scene brightness, aperture, and shutter
speed of the camera to obtain a well-light image. This produces the sensor Bayer
frame which is called raw image. It is worth noticing that the raw RGB values are
not in perceptual color space and it is specific to the CFA spectral sensitivities
which is usually called sensor color space. This is why each camera sensor produces
a unique raw image when they capture the same scene.
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Conventional Image Signal Processing Pipeline 2.1

Figure 2.2: Lens Shading process that is applied to remove the vignetting effect
from the raw image. Image from Delbracio et al. (2021)

2.1.2 Raw-Image Preprocessing
The next stage is the preprocessing of the raw image to prepare it for the next
stages of the ISP. It starts by normalizing the raw image between 0 and 1 by
applying black-level normalization. The black level represents the reading of the
camera sensor when no light is hitting the sensor. This value is dependent on
camera settings like ISO and obtained by a calibration process. The white level
is also included in this process and represents the maximum sensor reading value.
black level normalization is applied by subtracting the black level value from the
raw image and dividing the raw image by the difference between the black level
and the white level. Next is the correction of the defective pixels in the sensor.
The manufacturer usually pre-calibrates the sensor and provides a defective pixels
mask that is then interpolated from the neighboring pixels.

Additionally, at this stage, ISP applies lens-shading to correct the effect of
vignetting (uneven lighting hitting the sensor because of the camera’s optical
system). The amount of light hitting the sensor becomes less and less as you go
toward the edges which results in the center of the image being brighter than the
edges as seen in Fig. 2.2. Camera manufacturers pre-calibrate a lens shading mask
that is applied to the image to correct this effect. The process is shown in Fig. 2.2.

2.1.3 Demosaicing
Because of the design of CFA, each pixel in the raw image has only the information
of one color of the RGB image. The demosaicing algorithm is concerned with
interpolating the missing two colors at each pixel from the neighboring values.
There is a big body of literature that tried to solve the problem of demosaicing
using different methods Li et al. (2008). In previous years, researchers utilized
deep learning to outperform the traditional demosaicing methods Liu et al. (2020);
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Chapter 2 BACKGROUND AND LITERATURE REVIEW

Figure 2.3: The steps of auto-white-balance process. Image from Delbracio et al.
(2021)

Ehret et al. (2019).

2.1.4 White Balancing

The human visual system (HVS) performs chromatic adaptation to the scene
illumination so that we can see the same color of the objects under different
illumination conditions (color consistency). This is not the case for camera sensors
as they are just light measurement sensors and they are dependent on the light
that hit the objects in the scene. The role of White balancing is to mimic this
process. White balance (WB) is applied by estimating the sensor’s RGB response
to the scene illumination and removing this response by dividing these values from
the raw image. The sensor’s RGB response to illumination can be precalibrated by
measuring the sensor response to common illuminations like sunlight and fluorescent
lighting and the user can choose the scene illumination which also can be used
to give the image a different look and feel. Alternatively, the camera can rely on
auto white balance (AWB) algorithms that will estimate the sensor response to
the scene illuminant directly from the captured image which gives a more accurate
reproduction of the captured scene. The process of AWB is shown in Fig.2.3.
This is also called computational color constancy. This area of research are well
investigated and there is a big number of methods that were developed utilizing
the different attributes of the captured image Gijsenij et al. (2011). Additionally,
deep learning is also utilized to solve this problem Hu et al. (2017) including the
development of sensor-independent methods Afifi et al. (2021a) that can decrease
the need for fine-tuning and calibration.
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Figure 2.4: Figure showing different image ascetics obtained after applying
different color manipulations to the input image. Image from Delbracio et al.
(2021)

2.1.5 Color Space Transformation
As mentioned before the raw images are in sensor color space and up till this stage
the image is still in the same color space. The purpose of this stage is to convert
the image from the sensor color space to a device-independent perceptual color
space. This color space is called the working color space that will be used to do
the majority of the processing on the image to obtain the desired output look.
Majority of the camera manufacturers use ProPhoto RGB color space Süsstrunk
et al. (1999) as it is a wide-gamut color space and covers 90% of the visible colors
Delbracio et al. (2021). This stage is done by computing a conversion matrix by
utilizing a color calibration object, like a color chart.

2.1.6 Color Manipulation
At this stage, the ISP applies different color manipulations to enhance the visual
ascetics and give the image a different look and feel which is usually called photo-
finishing. These color manipulations are usually implemented as 3D look-up tables
that are used to map the RGB values of the input image to different RGB values.
Usually, cameras have different color manipulations that the user can choose from
based on the preference and the content of the image, like vivid, landscape, or
portrait photo-finishing. Some of the new cameras use scene understanding the
decide the content of the image and choose the color manipulation based on
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the content. Additionally, some color manipulations are done on a specific part
of the image like enhancing the skin tone of the human in the image. These
color manipulations are created by experts that fine-tune them to have a particular
ascetics and look. The difference can be noticed between the different manufacturers
as each manufacturer has their own look and ascetics based on their tuning. Also,
some camera manufacturers tune the color manipulation parameters of the same
camera differently based on the preferences of the users in the geographical location
(The colors of the final image will have different aesthetics in Asia than in Europe).

2.1.7 Tone Mapping
This process is applied to adjust the tonal value of the image by applying a 1D
LUT to the image. Tone mapping can be applied for different purposes like using
tone mapping to change the image ascetics like increasing the image contrast as
seen in Fig. 2.4. But the main purpose of tone mapping is to compress the tonal
value of the image as the final output image is usually 8 to 10 bits because of the
mobile displays but the raw image digital value can be from 10 to 14 bits. The
design of the tone mapping is inspired by the adaptation of human eyes to scene
brightness.

2.1.8 Noise Reduction
Noise reduction is applied to obtain a better visual quality image. While applying
this stage you have to target a good balance for the intensity of the noise reduction
as too much reduction will result in an artificial blurred look while too little
reduction will result in visible noise in the image. The position of this stage is very
dependent on the manufacturer design of the ISP as it can happen in the first stages
or even jointly with other tasks like joint demosaicing and denoising Hirakawa and
Parks (2006). It can also be applied multiple times throughout the ISP. This is a
very complex problem to solve as the noise profile is dependent on everything in the
capturing process including the camera setting like ISO and exposure and also the
illumination conditions of the scene. There is a lot of work trying to create noise
models that describe the noise distribution of the sensor under different settings
and under different conditions. Also developing a calibration process that can be
utilized to tune the parameters of the different models for the specific sensor. It is
very important to develop a robust noise model that can accurately describe the
noise to be able to remove it. This is also important for learning-based methods like
deep learning-based methods that use noise models to create training datasets as it
is very hard to create a real dataset that can account for all different conditions
Zhang et al. (2022); Wei et al. (2020). There is a different method that tried to
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create a general noise model Wang et al. (2022) that can work with different sensors
without needing calibration but studies showed that sensor-specific noise models
achieve better results and allow for more efficient noise reduction models Wang
et al. (2020); Zhang et al. (2021a).

2.1.9 Output Color Space Conversion
The ISP working color space like wide-gamut ProPhoto color space has a bigger
range of colors than the mobile displays can support. For that, the image is
converted to a display referred color space that is supported by the mobile display
like sRGB or AdobeRGB color spaces. That is usually applied using color profiles
that contain a computed (though calibration) conversion matrix or LUTs that is
used to convert between color spaces.

2.1.10 Image Resizing
The image is resized based on the output device or the user’s preferences. Image
resizing is not only limited to downsampling, it also includes upsampling like
upsampling a crop of the image to provide digital zoom.

2.1.11 JPEG Compression
In the last stage, the image is compressed using JPEG compression standards to
reduce the size of the image and maintain the perceptual quality of the image.

2.2 Learned Based ISP
The increased use of deep learning inspired the use of deep learning to solve different
tasks in the ISP pipeline like demosaicing, denoising, and white balancing. But
instead of only utilizing deep learning networks for specific tasks in the conventional
ISP pipeline another direction arose to reconfigure the conventional ISP pipeline
and target a learned-based end-to-end solution that requires no calibration or
tuning. This can be achieved by creating a raw to RGB dataset that represents
the desired output and creating a deep learning model that will learn the mapping
from the input raw to the desired RGB output. This task is very challenging as
the model needs to solve different problems and apply different local and global
modifications to the input raw image to achieve the desired output with the desired
look.
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Schwartz et al. (2019) created a DeepISP model that tried to achieve this
mapping. They created a mapping dataset using Samsung s7 phone by capturing
images under normal lighting conditions (GT) and simulating low-light raw images
by decreasing the exposure time (Input). They utilized the images processed
by the mobile ISP under with good exposure as ground truth and raw images
with low exposure as the input. They created the dataset that way to prove that
learned-based ISP can provide better results than the ones created by the internal
conventional camera ISP. The model they created consists of 2 parts the first part
work on the full image patch and applies local modification to the input, and the
second part encodes the features from the features learned from the first part to
create a feature vector that is used to apply global modification. For the training
process, they used a mix of l1 loss applied to the images in the LAB color space
and SSIM loss. For evaluation, they used mean opinion score (MOS) based on
the user’s evaluation. They compared the Samsung ISP processed poor light raws,
with the Samsung ISP processed well light raws (GT) and DeepISP processing
of the poor light raws. Their results showed that DeepISP can generate better
results than Samsung ISP with poor light raws and produce results close to the
raw captured in a well-light environment. These results showed the ability of the
deep learning model to process raw images without the need for much tuning or
calibration.

Differently Liang et al. (2019) reformulated the ISP as 2 stage network. They
proposed CameraNet, which consist of 2 stage framework that split the different
task of the ISP into 2 networks as according to them, there are different tasks in the
ISP that are uncorrelated and it will be better to separate them to be processed with
separate networks. The first network is the restoration network which takes the raw
image and restores it to a full linear unprocessed image in CIEXYZ color space. It
works on different restoration tasks like demosaicing, denoising, and white balance.
The second network is EnhanceNet which takes the CIEXYZ image after converting
it to an sRGB image and applying image enhancement like tone mapping, and color
manipulation. Both networks are UNet-based networks Ronneberger et al. (2015)
with attention modules. Each network is trained separately and then trained jointly
in an end-to-end fashion. they created the dataset by collecting different raw images
from different datasets and using photo editing software to manually process the
raw image to obtain the CIEXYZ image then applying different enhancement filters
to obtain the final enhanced ground truth. Their results showed the effectiveness
of separating the uncorrelated ISP tasks into 2 different Networks and showed
fewer artifacts and better results compared to 1 stage architectures like DeepISP
Schwartz et al. (2019). But the dataset creation process is based on the style of
the photofinishing that was done and doesn’t optimize the image for accuracy or
reproduction.
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Ignatov et al. (2017) proposed the idea of image enhancement for mobile cameras
as a mapping from the image captured by a mobile phone to the image captured
by a professional DSLR camera from the same scene. They created the dataset by
capturing the same scene using a mobile camera and DSLR Camera and used an
alignment algorithm to get patches that match in both images to learn the mapping.
Then they designed a deep learning model, utilizing this dataset, to learn the
mapping from a hardware-limited mobile camera to a DSLR camera to overcome
the hardware limitations of the mobile camera’s compact size. This dataset was
created to work with the RGB output of the mobile camera that was already
processed by the camera’s internal ISP. These images lack a lot of raw information
that will be very useful for this mapping. To extend this idea for learned-based ISP
a new dataset was created but instead of working with the mobile RGB output, you
work with the raw image of the mobile camera. So by this approach, the problem
of learned-based ISP was reformulated to process the mobile raw image to imitate
the output of the DSLR camera with much better hardware and much better scene
reproduction accuracy. This is done by learning raw to RGB mapping but to the
output of the DSLR camera. This approach allows us to overcome the hardware
limitation of the mobile cameras with a software computation process and not limit
the ISP processing to the hardware of the mobile camera.

This work was first introduced in Ignatov et al. (2020b) with the first dataset
using this approach. They proposed Zurich Raw to RGB (ZRR) Dataset that
consists of raw images captured by Huawei P20 phone as the input raw and RGB
images captured by Canon D5 Mark IV as the ground truth. Additionally, They
proposed PyNet Network (Fig. 2.5) to learn the raw to RGB mapping. The
proposed network is a multi-stage network that works on different receptive fields.
It is an inverted pyramid design where the lower stage has the biggest receptive field
and decreases as you go to the higher stages. This design allows the model to apply
both global and local modifications with the same architecture in an end-to-end
manner. the lowest stage work on down-scaled images by a factor of 16 and targeted
for global features like gamma correction, brightness, and global colors. The highest
stage work on the original image scale and target local details like texture, noise
removal, and local colors. For training, they utilized progressive training where
they start training the lowest stage and add more stages progressively until training
all stages together. Additionally, the loss function depends on the stage being
trained. For the stages with the big receptive field, they choose loss functions that
focus on global features like MSE and perceptual loss (VGG Loss). For higher
stages, losses focused on local features like SSIM loss were used. Their multi-stage
architecture and progressive training allowed the network to apply local and global
modifications and achieve state-of-the-art (SOTA) results compared to the other
architectures they tested.
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Figure 2.5: Architecture Details of PyNet Model. Image from Ignatov et al.
(2020b)

To push the research in this direction the authors of Ignatov et al. (2020b)
proposed the AIM 2019 Challenge on RAW to RGB Mapping Ignatov et al. (2019a).
They used the same Zurich Raw to RGB (ZRR) Dataset. For the evaluation
process, they had 2 tracks first fidelity track using SSIM and PSNR, and the second
track the perceptual track which uses MOS by comparing the solution-processed
image in comparison with the DSLR image by a scale of similarity. The winning
solution for this challenge is W-Net Uhm et al. (2019) which produced the best
score in the fidelity track. Their solution consists of 2 cascaded UNet architectures.
The first one is used to reconstruct the input raw image and the second one is
utilized to refine the output of the first Network. For their arch, they used a
channel attention module to increase the receptive field and improve the global
adjustments. For training, they used a mix of l1 loss, VGG perceptual loss, and
color loss. Mei et al. (2019) proposed HighEr-Resolution Network (HERN) which
achieved the best result in the perceptual track. Their network consists of a
dual-path network to process global and local information separately. The first
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path consists of encoder-decoder architecture that increases the receptive field
which gets better global features and reduces the processing power. For the global
path, they processed the input image patch in full size without downsampling
to focus on texture and edges as downsampling destroys these details. Finally,
they employ a Pyramid Full-Image Encoder to generate a high-level feature vector
that represents a global receptive field that can be used to apply regulation to
the output image for better construction. For training, they used l1 loss with
progressive growing training by training with a small resolution and increasing the
resolution throughout the training. This results in a better conversion time. One of
the other top solutions was Zhao et al. (2019) which trained a GAN-based network
to apply the reconstruction. They also utilized a saliency map as a guide for the
network. They used a pre-trained network to generate the corresponding saliency
map and trained a separate generator to learn to generate them. Their solution
struggled with the local details which are the case with generative-based solutions
in reconstruction applications.

Learned-based ISP challenge continued with AIM 2020 Challenge on Learned
Image Signal Processing Pipeline Ignatov et al. (2020a). For this year the winning
solution in the perceptual proposed multi-level wavelet ISP network (MW-ISPNet).
They used a UNet base architecture with residual channel attention blocks (RCAB)
Zhang et al. (2018b). They also replace the standard downsampling and upsampling
operations with a discrete wavelet transform-based (DWT) decomposition. The
second place in the fidelity track is the AWNet model Dai et al. (2020). They
proposed a UNet-based architecture with channel attention. They used discrete
Wavelet transformation on the features to get the high and low-frequency details as
additional guidance to the network and used it for downsampling and upsampling
as well. Their final architecture consists of 2 networks, the first one is trained on
the raw image which makes the model focus on the reconstruction of high details,
the second network is trained on demosaiced images which makes the model focus
on the color mapping between the input and the output. They trained the 2
networks separately and averaged their output. For the fidelity track, the winning
solution used an ensemble of 6 different ISP architectures. PyNET-CA Kim et al.
(2020) was one of the top solutions in this competition which is an incremental
improvement over PyNET Ignatov et al. (2020b). They added Channel attention
to the architecture for better global feature extraction and cleaned the dataset
from the miss-aligned and moving objects samples by screening out the images
with a large area of reflection and moving objects.

One of the latest research in the learned-based ISP with this approach and the
current SOTA is Shekhar Tripathi et al. (2022). They focused on the problem of
color misalignment between the image pairs which results in bad color reproduction
in the ISP output. The architecture diagram in Fig.2.6. Their architecture consists
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Figure 2.6: Architecture Details of Learning the ISP in the Wild Model. Image
from Shekhar Tripathi et al. (2022)

of 4 different modules. The first one is the Color prediction network. This network
aims to produce a low-resolution image of the input raw with the same color
characteristics and dynamic range as the DSLR image (x̂). The second module is
the Pre-processing network. it is used to provide a cleaned simply processed version
of the input raw (∼x). This is done by simple demosaicing, gamma correction, and
denoising using a CNN model. The third module is the Color Mapping module
which is used to calculate an affine transformation mapping that maps from the
processed raw image (∼x) to the raw image with the DSLR color characteristics (x̂).
The last module is the ISP Network. The processed raw image (∼x) with the color
mapping applied is used as input to the ISP Network as guidance. They also utilized
miss-alignment loss Zhang et al. (2021b) to reduce the effect of miss-alignment
in the dataset. These extra modules that focus on learning the color difference
between the input raw and the DSLR GT improved the color reproduction accuracy
and the performance of the ISP Network. But all these modules added a large
computational cost to the final ISP pipeline.

The biggest problems with the approaches described before they are very
computationally complex and require a lot of resources for inference. Even though
they produce better results than the conventional ISP in some cases, they are not
feasible to use in production because of the computational requirements that will
not allow them to run on mobile hardware. This shows the importance of more
efficient and less complex architecture to produce solutions that will be possible to
use in practice.
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2.3 Efficient Learned Based ISP

With the big increase in using deep learning models in different tasks including
tasks for mobile phones good adaptation became required. Mobile processor
manufacturers like Arm and Qualcomm started adapting deep learning models in
their System on Chip (SoC) and including specialized AI silicon in mobile SoCs.
Nowadays the majority of mobile phones especially high-end phones have AI silicon
in their SoC and even some phones include a separate chip designed specifically
for deep learning and AI computations. This current and ongoing improvement in
mobile computational hardware allows mobile phones to run more computationally
demanding algorithms and allow pushing the limit of what is possible on mobile
phones. But still, because of the compact size of the mobile phone, there are still
computation limitations so you need to develop efficient and highly integrated
models to be able to run them efficiently.

An important thing to keep in mind while developing a deep learning model for a
device you need to consider what operations the mobile chip support. Additionally,
you need to consider what operations mobile deep learning frameworks and APIs like
TensorFlow Lite and Android NNAPI support because they are the gate between the
application and mobile hardware. If you used an unsupported operation it will not
run on the chip GPU which will end up increasing the execution time significantly.
Because of these reasons, we need a benchmark to test how well different hardware
perform with different deep learning model and task. AI Benchmark presented to
solve this problem Ignatov et al. (2019b). AI Benchmark is a mobile application
that can be installed on a mobile phone and tests the mobile hardware speed
and ability to run different deep learning models for different tasks like image
classification, detection, and enhancement. The benchmark applies 21 different
tests and gives a score that represents the ability of the hardware for AI applications.
They also provided the ability to import your own model to the benchmark and
test it on your mobile hardware. They also provide different options for inference of
the model like different inference APIs and different floating points. After running
the benchmark they give you a detailed description of the inference information
with time and memory consumption. These additions speed up the testing process
of deep learning models on mobile devices and test the compatibility with different
mobile hardware.

To push the research of learned-based ISP towards solutions that can work
efficiently on mobile hardware, the leaned ISP challenge changed to include the
efficiency of the proposed solution. The evaluation criteria changed to include the
inference time in a specific chip (Dimensity 1000+ APU). So the new challenge
final score is based on the quality of the output and inference time. The new
challenge focused on developing more practical solutions instead of only focusing
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on the accuracy of the output like in the previous challenges. The challenge was
renamed Learned Smartphone ISP on Mobile NPUs with Deep Learning, Mobile
AI 2021 Challenge Ignatov et al. (2021). Additionally, they changed the dataset of
the challenge to include new sensors. They used Fujifilm GFX100 102 MP camera
to capture the target images and Sony IMX586 Quad Bayer mobile camera sensor
for raw input images. The mobile sensor was attached to the Fujifilm camera to
shoot the photos synchronously to ensure the same content in both images.

The winning solution of this competition was SmallNet ISP. The model is a
very shallow CNN architecture that consists of 3 CNN layers with 16, 16, and 12
channels respectively. After they used a pixel shuffle layer for upsampling to get
the final result. Even though the solution didn’t obtain the most accurate results
(still very close), because of its small size of the model, it was the fastest model
in the competition. The performance of this small model showed that with the
right layer choice and training process you can achieve state-of-the-art results with
very shallow models. CSANet Hsyu et al. (2021) was the winner of second place in
the competition. The model consists of 3 parts, the first part is the downsampling
part by utilizing a convolution layer with stride. The second part is the feature
extraction part with double attention modules (DAM). DAM is the main processing
block in the architecture that contains both spatial attention and channel attention
modules. The last part is the upscale part using transpose convolution and pixel
shuffle. Downsampling the image before feature extraction and utilizing DAM
which contains lightweight attention modules for feature extraction increased the
speed of the network. This gave the model a good mix between speed and accuracy.

The challenge continued the year after with Learned Smartphone ISP on Mobile
GPUs with Deep Learning, Mobile AI, and AIM 2022 Challenge Ignatov et al.
(2022c). For this year they used Qualcomm Snapdragon 8 Gen 1 mobile SoC as
the target runtime evaluation platform. They also added a new track to evaluate
the model based on their perceptual results using MOS without time constraints.
For the first track (efficiency track), the overall winning solution is the enormous
Re-parameter Convolution (eReopConv) model. The model uses blocks with a very
large number of layers and then parameterizes them to a smaller block for inference.
For their model, they used a training block with 10 branches and with different
convolutions and different kernel sizes. For inference, they used a block with 1
convolution layer. They reparameterized the parameters of the training block to
the inference block using linear transforms. By this approach, you give the model
the opportunity to learn rich features from the images during training and then
transfer this knowledge to smaller blocks that will be used during inference. For the
second track (perceptual track), a 3 module model was proposed. The first module
is Source Features Module to extract rough features from the input raw. The
second module, Enhance Features Module, is for dense feature extractions using

22



Efficient Learned Based ISP 2.3

lightweight multi-level feature extraction blocks. Lastly, Upsample Features Module
generates the output in the desired size. They also utilized the re-parameterization
technique though out their architecture to obtain an efficient model for inference.

As part of The challenge organizer work, different approaches for efficient
learned-based ISP following the same dataset and evaluation criteria were proposed.
One of state of the art architecture for learned ISP is PyNet Ignatov et al. (2020b).
The problem with this architecture is its big size which makes it not usable with
mobile hardware. A new lightweight version was developed, PyNet-V2 Ignatov
et al. (2022a), that can process 12 MP images. They used the same multi-stage
idea to process local and global operations at different stages. The model consists
of 3 stages inverted pyramid network and each stage processes the input image with
a different scale similar to PyNet Ignatov et al. (2020b). For the new architecture,
they avoided large conv layers. They achieved that by only using 3x3 convolution
layers in their model and using grouped residual blocks. These blocks split the
input feature map into different convolution branches to decrease the feature map
size of each convolution layer. This allows the branches to work in parallel which
decreases the computational cost. For training they used the same multi-iterative
training process as PyNet Ignatov et al. (2020b). The new model achieved close
results to the original model with much faster inference time and much less memory
consumption which allows the processing of high-resolution images.

A second approach proposed is an improvement over CSANet Hsyu et al. (2021)
AIM 2021 winning solution. LAN: Lightweight Attention-based Network Raimundo
et al. (2022). First, they replace the slow space-to-depth operation that converts
the input raw image into 4 different channels for each color filter by a convolution
layer with stride. This solves the problem of channel misalignment that happen
when we split the raw image into 4 different channels. One of the biggest problems
of the dataset used is the misalignment in the data. Because the data was collected
with 2 different sensors and optical systems it is not possible to achieve perfect
alignment which results in artifacts and miss-alignment in the dataset. To solve
that issue the authors proposed a pretraining process by initially training the mode
to demosaic the input raw image by its classically demosaiced image. By this, the
model learns image reconstruction on aligned images which will help the model
deal with the misaligned data. The modification applied on CSANet Hsyu et al.
(2021) increased the performance of the model in both accuracy and efficiency.

One of the most important elements of processing high-resolution images on
mobiles is ram consumption. For mobile inference, ram consumption is decided by
the biggest convolution layer in your architecture. MicroISP Ignatov et al. (2022b)
was developed around this idea by using the smallest convolution layer possible
to process the highest resolution image possible. Model architecture can be seen
in Fig. 3.3. The model consists of 3 branches each branch is responsible for the
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reconstruction of one color channel of the final image. Utilizing this speculation,
they can achieve the lowest number of filters possible for the used layers. For all
the layers in the model, the number of filters is 4 which is the lowest number of
feature maps possible to reconstruct the final image size (3, W, H) (double the
input size (4, W/2, H/2)). They also used a channel attention block following the
same layer size constraints for better global modifications. The network design they
proposed allowed them to process 32 MP images in less than 1 second on MediaTek
Dimensity 1000+ GPU with accuracy very close to state-of-the-art methods with
much bigger size and memory consumption.

2.4 Night Image Rendering
Another important part of the image signal processing pipeline is rendering low-light
and night images. For better night images it is important to differentiate between
well-light images and low-light images or night images as the latter requires more
tuning in the settings and much finer processing as they are more challenging to
process. For example, when the phone detects low light conditions it tunes the
phone to increase the exposure to capture more light. This can be achieved by
increasing the ISO which introduces more noise or increasing the exposure time
which introduces blurring and motion artifacts or increasing the aperture which
decreases the area in focus. So it is important to deal with all these issues during
processing which require developing additional processing for low-light images. This
includes specific low-light modules and algorithms specific for the night images.
Like algorithms developed to decide the capture setting in this environment which
is very crucial for the final images. Additionally can include tone mapping and
relighting algorithms to improve the brightness of the images. In addition to the
extra modules some of the common tasks in all images require more attention and
better processing in the case of light images. We can notice that noise is more
in low-light images with different patterns than in well-light images. Similarly,
illumination estimation is much more complex in low-light images because of the
multiple illuminations and more complex and variant illumination maps. All that
shows the importance of separate handling for night images as systems optimized for
normal well-light images will not work well with this kind of image. Fig. 3.1 shows
the different aesthetic issues of the night images. The developed learned-based ISP
usually deals with well-light images only because the dataset created for this task
only includes well-light images. This limits the learned-based ISPs’ performance
on low-light/night images.

To better study night image processing a Challenge was introduced in NTIRE
2022 workshop on Night Photography Rendering Ershov et al. (2022). The challenge
is concerned with developing an ISP develop specifically to process night images
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and produce a pleasing output. The challenge provides 50 raw night images with
some meta date and asks the contestants to develop ISP for these raw images.
Then they use other raw images from the same camera to test and choose the
best solution. This challenge doesn’t provide any supervised data which makes
the challenge much harder and gives the contestants the freedom of the proposed
solution (supervised vs unsupervised, classical vs neural network etc). The solutions
in this contest were mostly split into 2 categories. The first category solutions
created their own supervised dataset by creating an output GT by processing the
provided night raw with photo editing software and a professional editor. The
second category created an ISP with a sequence of different modules some of them
general modules like demosaicing, denoising, ..etc, and other night-specific modules
like tone mapping and low light enhancement similar to the conventional ISP
approach. The contestants’ solutions were tested using Mean Opinion Score MOS
by conducting an online subjective experiment. Then the top 10 MOS solutions
are evaluated by a professional photographer and the final ranking is decided.

The top solution of the year 2022 was part of the first category with a solution
called Deep FlexISP Liu et al. (2022). The solution consists of 3 stages by separating
the parts that suffer the most (Denosing and white balancing) in the night image
rendering from the reconstruction network for a better rendering. The first stage is
a raw denoising network with its own collected data. The second stage is the white
balancing network using FC4 white balancing architecture Hu et al. (2017) trained
on color Checker Dataset Gehler et al. (2008) and the NUS 8-Camera Dataset
Cheng et al. (2014). The third stage is the reconstruction by a Bayer to RGB
Network which was trained on the dataset they created by manually processing
the given night raw images to create a GT. The third stage network is a modified
version from MW-ISPNet Ignatov et al. (2020a). The second-place solution is part
of the second category with a multi-handcrafted pipeline Li et al. (2022). The
pipeline starts with denoising using the winning solution of NTIRE2020 RAW
image denoising MWRCANet Abdelhamed et al. (2020). Followed by a demosaicing
step using simple bilinear interpolation Then a white balance step using CAUnet
from the illumination estimation challenge Li and Ma (2021). Afterward, they use
the meta-data provided by the competition to apply the color correction. For the
tone mapping they used 2 solutions the first one is the self-supervised Unpaired-
HDR-TMO Vinker et al. (2021) model. The second solution by training their
own network in a human-labeled dataset they created. to choose between the two
solutions, they used an evaluator using Resnet34 He et al. (2016) to choose the
best output. The cascade of modules for the top solutions consists of different
and heavy models that make the pipeline not efficient at all and not suitable for
real use in cameras. This is expected as for the challenge there were no efficiency
constraints. Another approach was proposed by Zini et al. (2022) based on the
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conventional ISP techniques. Their ISP consisted of the baseline steps provided
by the challenge organizers followed by night-specific enhancement modules. the
night-specific modules consist of a Local Contrast Correction algorithm followed by
contrast and saturation enhancement then black stretch operation and denoising.
Their approach was targeted for shallow and traditional processing that can be
efficient for camera use but the performance was less pleasing than the other big
non-efficient modules.

The same Challenge was proposed again in NTIRE 2023 workshop with the
same camera sensor but with a new dataset and new solutions Shutova et al. (2023).
This challenge was conducted during the master thesis timeline and we took part
in it as part of the master thesis work. Our developed solution was one of the top
10 solutions and was featured as part of the final competition report. We described
our experiments and our solution in detail in the Night Image Rendering chapter 3.
The winning solution for this competition was proposed by the same team as the
previous year’s winners. It is an improved version of their solution in the previous
year Liu et al. (2022). For their solution, the first 2 stages remained the same
and the Bayer to RGB stage split into multiple modules. The modules consist of
demosaicing, another White balance stage in the RGB stage for correction using
the shade of gray algorithm. Color space transformation is then applied using the
image’s metadata then a tone mapping using a fixed curve. Finally, an enhancement
model based on MW-ISPNet Ignatov et al. (2020a) is applied. The network is
trained on the dataset they created by manually processing the provided night raw
images. As we notice the solution is almost the same as last year with the addition
of preprocessing steps before the construction part and with complex modules that
are not suited for mobile hardware. The second place by Zini et al. (2023) was also
an improved version of last year’s previous work. The pipeline was developed using
conventional ISP modules by using the same pipeline as last year with additional
modules or improving the existing ones for better night processing like better tone
mapping and white balance.

2.5 Datasets
In this section, we will talk about datasets available for Mobile Learned ISP. There
are a lot of available raw datasets used for different tasks like denoising, relighting,
and the components of the dataset depend on the target task. The majority of
available datasets for raw reconstruction only have the input raw and the output of
the same camera ISP. Also usually these datasets are captured with DSLR Cameras
which have much fewer limitations than mobile cameras and much simpler ISP.
Example MIT5K dataset Bychkovsky et al. (2011) which has the raw images of
different DSLR Cameras and the output created by professional photo editors.
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(a) Phone RAW Visualized (b) Huawei P20 ISP (c) Canon 5D Mark IV

Figure 2.7: Example of full images from Zurich RAW to RGB dataset Ignatov
et al. (2020b). As we notice from the full images there is a receptive field difference
and miss-alignment between the full images.

But our work focuses on developing a learning-based ISP for mobile cameras by
imitating the output of professional DSLR cameras. For this kind of reconstruction,
the datasets available are very limited and hard to create. This section will mention
all the available datasets for this task.

The first dataset created for this task was Zurich RAW to RGB dataset in 2018.
It was proposed as a dataset to develop a new approach to replace the conventional
ISP with an end-to-end deep learning Network Ignatov et al. (2020b). For the
DSLR camera, they used Canon 5D Mark IV camera with Canon EF 24mm f/1.4L
fast lens and Huawei P20 smartphone as the mobile camera both in automatic
mode and default settings. An example of the dataset can be found in Fig. 2.7. For
the dataset, they collected 20 thousand images with the same scenes for both the
DSLR and the mobile phone with a variety of scenes, illuminations, and weather
conditions. Even though they capture the same scene the captured image pairs
have a big miss-alignment and are not suitable to be used directly for this task.
This miss-alignment is because of using 2 different camera systems with different
optical systems and different sensors. To prepare the data the authors aligned the
image pairs using SIFT keypoints detector Lowe (2004) and RANSAC algorithm
then split the image pairs into patch pairs. This was done by two sliding windows
moving in parallel in the two images. The window in the DSLR image was slightly
adjusted with a small shift and rotations to maximize the cross-correlations between
the patch pairs and account for the miss-alignments that still exist. To ensure that
only patches with a good alignment are chosen for the dataset the authors used a
cross-correlation threshold of .9 for the selected patch pairs in the final dataset.
This process resulted in 48k Raw-image pairs (training/validation (46.8K) and
testing (1.2K)) with a size of 448×448×1 for the phone raw image and 448×448×3
for the DSLR RGB image. It is important to notice all the modifications applied
(alignment warping and patching window shifting) were only applied on the DSLR
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images without any modification to the phone raw image not to destroy or timber
with any of the raw information in the file. The online available data only contains
the image patches for the training/validation part. But for the test set the authors
provided the full images (148 images from each device) of all devices before the
alignment (full phone camera raw, full phone camera ISP output, full DSLR RGB
images) in addition to the aligned image patches. This dataset was used for the
AIM 2019/2020 challenge on the learned image signal processing pipeline.

The second dataset is Fujifilm UltraISP Dataset Ignatov et al. (2022b) which
was created as an upgrade to Zurich RAW to RGB dataset with upgraded sensors
and better quality cameras. For the professional GT camera, they used Fujifilm
GFX100, a medium format with a 102 MP sensor. This camera provides very
sharp high resolution and noise-free GT images with high dynamic range and good
low light performance capturing which make it more than suitable as a GT for
the required task. For the phone camera, the Sony IMX586 Quad Bayer camera
sensor attached to MediaTek Dimensity 820 development board was used. The
Sony IMX586 sensor is very popular and can be found in different mid-range and
high-end cameras which makes it suitable as a representation of the current phone
camera’s hardware. The camera sensor is used to capture both the phone’s raw
images and the raw images processed by the internal ISP MediaTek Dimensity 820
chip (used as a baseline and comparison to the network output). Both cameras
were attached together using developed software to ensure a synchronized image
capture to make sure of identical content between the image pairs, especially with
the moving objects (this was a problem in the previous dataset). They captured 6k
image pairs in daylight across several weeks with a good variety of scenes, weather
conditions, and illuminations. To align the image pairs the authors used a SOTA
dense matching algorithm based on deep learning from Truong et al. (2021) to
insure accurate pixel-wise alignment. Then the images split into patches of size
256×256 directly without any additional processing and without any patch pairs
elimination. The dense matching achieved an accurate pixel-wise matching that
didn’t require patch elimination and increased the dataset size immensely compares
to the method used in the previous dataset. But the dense matching still resulted
in some warping problems as we see in Fig. 4.1. Additionally applying dense
matching in this size of images requires a huge amount of hardware resources
which is not usually available. Similar to the previous dataset all the alignment
operations were applied on Fujifilm RGB images to ensure unmodified raw images.
This process resulted in 99k image patch pairs split into training (93.8K), validation
(2.2K) and test (3.1K). The dataset was made available as part of the 2021/2022
Learned Smartphone ISP on Mobile NPUs with the Deep Learning challenge. Only
the training set patches were made available to the competition contestants and
the validation and test sets weren’t made available. Instead, the methods were
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evaluated on these sets using a remote server to keep the sets hidden from the
participants. During our master thesis work the computation was not running and
the submission server was not available which made it not possible for us to use
this dataset. Because of the missing parts in the dataset, it is nonusable outside of
the competition purposes.

The last dataset is a new one called ISP in the Wild (ISPIW) Shekhar Tripathi
et al. (2022) and it was made available in the middle of 2023. It is very similar to
Zurich RAW to RGB dataset with some new hardware. For the DSLR Camera,
they used the same camera, Canon 5D Mark IV DSLR camera with a lens of focal
length 24mm. But they used a new phone camera with Huawei Mate 30 Pro mobile
phone which is a new up-to-date phone. For the DSLR settings, they use an ISO
of 100 to ensure less noise and a small aperture to ensure better sharpness and
automatic mode for the mobile phone. They also captured different images for the
same scene with the DSLR with different exposure values (EV -1, 0, 1) but only
used EV 0 for the created dataset. The authors captured a total of 200 images
for the dataset and split them into 160, 20, and 20 for training, validation, and
testing. To align the image and create the patches for the dataset they followed
the same process as Zurich RAW to RGB dataset but they used a much lower
cross-correlation threshold for the eliminated patches (.5 threshold). This results
in a more miss-aligned dataset but a bigger number of patches. Additionally, they
used a smaller patch size of 320 × 320 with an overlap between the patches (stride of
160) to increase the number of patches because of the small number of images. This
dataset is by far the most comprehensive with respect to the available components.
The authors provide all the full images for the raw image and the DSLR images
but lack some others like the output of the phone ISP and the output phone raw
in the original format.

As we presented there are not many options for this kind of task we are working
with. The datasets are very limited, and not all the parts of the dataset are
publicly available which makes it limited in its use. This additionally limits the
ideas that can be applied to this task. Additionally, the dataset is focused on
one-to-one mapping without any variety in the setting (only automatic mode
images). This makes the developed method not able to process different raws
generated with different setting which limit the creative part of taking photos with
the phone. All the datasets are captured in the daytime, limiting the developed
models’ performance in challenging conditions like low light or night images. A
more comprehensive and variable dataset is much needed with a variety of settings,
lighting conditions, and scenarios. That will allow the development of a robust
and flexible ISP similar to the conventionally used ISPs without needing the same
amount of tuning and calibration.
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Figure 2.8: The diagram of the structure similarity measurement metric. Image
from Wang et al. (2004)

2.6 Evaluation Metrics
The most commonly used metric to compare the model’s output to the GT in
learned ISP networks is the peak signal-to-noise ratio (PSNR). It is used to quantify
reconstruction quality metric between lower-quality images (the output of the ISP
Network in our case) and the high-quality GT. The higher the ISP the closer its to
the GT the better the quality is. It is similar to Mean Square Error as it applies
the comparison pixel-wise so any miss-alignment will largely affect the evaluation.
The difference is MSE computer the cumulative error between the image pair,
but PSNR represents a measurement of the peak error. It is calculated using the
following equation. First We calculate MSE between the image pair and use it to
calculate the PSNR.

MSE =
1

mn

m∑
i=1

n∑
j=1

(xij − yij)
2 (2.1)

PSNR = 10 log10(
R2

MSE
) (2.2)

Where m,n is the height and width of the image. x, y is the image pair. R is the
max value of the image which is 255 in the case of 8-bit images.

The second and also commonly used metric is the Structural Similarity Index
(SSIM) Wang et al. (2004). It is a full reference metric (similar to PSNR) that
is used to measure the perceptual difference between image pair of the same
scene. Different from PSNR, SSIM is based on the comparison between the visible
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structures in the images and not just pixel comparison between the image pair.
We can see the diagram of SSIM in Fig. 2.8. As we see from the diagram the
SSIM is calculated from a comparison between 3 different components extracted
from the images, luminance (l), contrast (c), and structure (s). This comparison is
applied between the statistics of 2 windows from the image pair which make it less
affected by miss-alignment in comparison to the pixel-wise comparison. For our
experiments, we used the open-source implementation of SSIM from scikit-image
van der Walt et al. (2014) python library to evaluate our models.

For last, we used a Color Difference CD metric to better evaluate the color
difference between the reconstructed image and the GT. We chose CIEDE2000
Luo et al. (2001) as our CD metrics based on the evaluation study in Wang et al.
(2023). They evaluated 33 different CD metrics on perceptual color differences in
natural images. CIEDE2000 was one of the best-performing metrics with good
robustness against miss-alignments between the compared images. CIEDE2000 is
a perceptually uniform color metric that is calculated between 2 different colors in
the LAB color space. Following the study from Wang et al. (2023) we used the
available Python implementation from Ortiz-Jaramillo et al. (2019) to calculate
our CD metric for our evaluations.
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3 Night Image Rendering

In this Chapter, we will talk about our proposed solution for night image rendering.
This solution was developed and submitted to NTIRE 2023 Challenge on Night
Photography Rendering Shutova et al. (2023).

3.1 Problem definition
Night image rendering is concerned with the raw image Reconstruction of the
images that were captured under challenging lighting conditions, especially at night.
It is much more challenging to deal with images that are captured at night because
of the dark environment which will require increasing the exposure of the camera to
collect enough light to capture the scene. Increasing the exposure is done by either
increasing the camera ISO, exposure time, or camera aperture. This increases the
noise level and can introduce different problems like light flare and motion blur.
Because of the nature of the night images we need to address the processing of this
kind of images separately as a normal processing pipeline developed for day images
will not work effectively. For example, in night images there are more different
light sources with different colors, intensities, and directions which makes the white
balancing and color correction much harder. This can introduce problems like
over-saturation and contrast if it was processed by a daytime-developed ISP. Fig.
3.1 shows some of the aesthetic issues in night scenes. This is why we need to
develop a pipeline that is specifically developed to render night scenes. This is
what is commonly done in cameras, especially on mobile phone cameras which are
also bound with their limited hardware.

3.2 Challenge Description
For the challenge, the organizers provided raw images of night scenes captured
by Canon 7D camera. The provided images are encoded in 16-bit PNG format
and some additional meta-data information for each image is included like color
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Figure 3.1: Different aesthetic issues in night scenes. Image from Ershov et al.
(2022)

correction matrix, and noise level. The first stage includes 50 raw images used to
develop the imaging pipeline. The challenge includes 2 validation stages which can
be used by participants to submit their solutions and get an evaluation and feedback
before final submission. each of the evaluation stages provides additional 50 raw
images that are used as the submission for that stage. For the final submission,
another 50 raw images are provided for the participants to process using their final
solution and submit in addition to another hidden 50 images used for the final
evaluation. The dataset in total is 150 raw images for development and evaluation
and 100 images (50 available, 50 hidden) for testing as the final submission. The
dataset provided has no GT reference.

For evaluation and results the organizers used Mean Opinion Score (MOS) from
a subjective evaluation experiment that was conducted using Toloka (a service
similar to Mechanical Turk). The scores were collected by pair comparison by
providing two images and the evaluator has to choose which image they prefer. All
the images compared are the solutions processing output, no GT existed. In the
final stage, the 10 solutions with the highest MOS are evaluated by a professional
photographer to determine the final ranking.
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(a) Basic Processing Pipeline
Output

(b) Enahnced Image Using
Zero-DCE Guo et al. (2020)

(c) Enhanced Image Using
DSLR Lim and Kim (2020)

Figure 3.2: The results we obtained by using Low Light Image Enhancement
Methods

3.3 Methodology
In this part, we will represent our tested approaches and which solutions we
submitted for the final testing stage.

3.3.1 Using Low Light Image Enhancement Algo-
rithms

Because the challenge doesn’t include a GT and only provides raw images without
reference we wanted to develop an approach that is not fully supervised and doesn’t
depend on annotated data. Our first approach was to depend on a basic processing
pipeline to reconstruct the RGB image from the raw image and the provided
metadata. Then utilize a low-light image enhancement (LLIE) approach to process
and enhance the reconstructed RGB image. By utilizing this approach we will
not need specific sensor training data as we will use a basic unsupervised general
processing pipeline to get RGB images and then we can use general RGB data for
the enhancement part.

In this experiment, we utilized the basic processing pipeline that was provided
by the challenge organizers to obtain the RGB image. This pipeline consists of
black-level normalization, denoising, white balancing, color correction, gamma
correction, and tone mapping. For the LLIE algorithms, we utilized 2 different
deep learning-based approaches. We choose the deep learning-based approaches
because they are the current state of the art in LLIE. The first approach we chose
is Zero-DCE Guo et al. (2020) which treats the low light enhancement problem as
multi-light-enhancement curves. This method is a Zero reference method which
means it needs no GT and depends on the statistics of the output image for
optimization. The second method we chose is DSLR Lim and Kim (2020) which is
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Figure 3.3: Architecture Details of MicroISP Model. Image from Ignatov et al.
(2022b)

a fully supervised method that depends on three stages Laplacian pyramid network
for enhancement.

The results we obtained from this method are shown in Fig.3.2. As we see
in the results the final images are overexposed noisy and over-saturated. This is
because the LLIE algorithms are mainly concerned with relighting and enhancing
the under-exposed and dark images. This is because of the construction of the
methods and the datasets they were trained on. As we see in the processing pipeline
output in Fig. 3.2 The challenge data are not under-exposed as the images were
captured with proper exposure. But the task is focused on how to process these
well-exposed images and how to overcome the problems of night images like high
noise and hard white balancing. Because we are using a basic processing pipeline
the produced RGB suffer from high noise and bad white balancing and LLIE
algorithms don’t deal with these issues. The LLIE only focus on image relighting so
they will not be suitable for this problem. So we need a method that was developed
for the reconstruction of night images from the raw images.

3.3.2 Knowledge Distillation
The hardest part about this challenge is the lack of GT data to use for training
or evaluation. the methods proposed for this challenge either use a complex and
highly tuned Image Processing Pipeline (ISP) to deal with night images or utilized
a professional photo editor to create their own training data from the raw images
provided. Please refer to the Night Rendering section in the Literature Review 2.4
for more information about the previous solution. For our approach, we wanted a
method that doesn’t require a lot of tuning and engineering like the conventional
ISP pipeline and we don’t have the resources to create our own GT for the data
provided. Additionally, because there are no size or time constrain in this challenge
the proposed solutions mostly consist of big networks or long chains of different
modules which make them not feasible to run on camera or mobile hardware.
Because our focus in this project is efficient methods we wanted our approach to
work directly on mobile and camera hardware.
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Figure 3.4: Diagram of Response-Based Knowledge Distillation. Image from
Gou et al. (2021)

To overcome the problem of missing training data we utilized a knowledge
distillation. knowledge distillation is a process utilized to transfer knowledge from
a large model to a smaller one. Large models are more capable and usually achieve
better results when you have enough data. But they are sometimes not fully utilized
because the dataset or that task doesn’t require that big model and the model is
usually big to run on limited hardware. This is why knowledge distillation is a
very useful tool to create efficient models with a close performance to big models.
Usually, the big model is referred to as the teacher model and the small model as
the student model. For our teacher model, we used Deep-FlexISP Liu et al. (2022)
which is the winning solution of the NTIRE 2022 Challenge on Night Photography
Rendering challenge. The authors of Deep-FlexISP provided the pre-trained model
which is very crucial for our approach as we will not need to annotate our dataset
and we can only depend on the pre-trained model they provided. Deep-FlexISP
consists of 3 different models, denoising, white balance, and reconstruction that
are applied sequentially to the input raw image. For the student network, we used
MicroISP architecture Ignatov et al. (2022b) which is a very memory efficient and
fast architecture that can process 32MP images on mobile devices hardware. The
Model architecture is shown in Fig. 3.3.

Because the teacher network consists of different models and we don’t have the
dataset that the model was trained on, only the pre-trained weights, we chose a
simple form of knowledge distillation called Response-Based Knowledge Distillation
Fig. 3.4. This form focuses on the output of the models as the student network
will be trained to mimic the output of the teacher network. For our method, we
started by creating the dataset that the student network will train on. We did
that by running the raw dataset on the teacher network and then using it to train
the student network to mimic the teacher network. With this process, we have a
fully supervised dataset represented by the raw images provided by the challenge
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and the GT represented by the teacher network output. We used the 150 images
provided in the initial stage and the 2 evaluation stages for training and evaluation
by using a holdout 80/20 split. Then for training the student network, we split the
full images into batches of size 256 × 256. We trained the model for 500 epochs
using Adam optimizer Kingma and Ba (2014) with a learning rate 1e-5 using an
NVIDIA RTX 3090 Ti (4 hours of training).

3.4 Results
We first did a preliminary study to decide on the best loss functions that will allow
the student model to better mimic the teacher network. We will first represent the
effect of the loss function on the student model accuracy and we will represent the
results of the challenge that compare our method to other methods in the challenge.

3.4.1 Performance of Student Networks
For the loss function, we investigated 3 different setups. First using only Mean
Square Error Loss (MSE Loss), second MSE Loss in addition to VGG loss Johnson
et al. (2016) and SSIM loss Wang et al. (2004) (perceptual losses) for better texture
and content information. Third MSE, VGG, and SSIM, in addition to Color
loss. VGG loss uses VGG Network trained on ImageNet to compare the features
extracted from both images. If the features extracted for both images are similar
this means both images have the mean content. This loss is usually used to ensure
content consistency in image modifications application. SSIM loss calculates the
SSIM between the produced image and the GT and it is useful to ensure texture
and structure similarity for better perceptual reproduction. For color loss we used
the color loss proposed by Ignatov et al. (2017). For the color loss, they apply a
Gaussian blur filter on the image to remove texture information and focus more on
the color information then convert the RGB image to YCrCb image and use the
difference between the color channels CrCb of the images as the color loss.

Table 3.1: Student net performance based on the loss function. Evaluation in
comparison with the teacher output (GT)

Loss PSNR SSIM
MSE Loss 27.33 0.8628

MSE + VGG + SSIM Loss 27.39 0.8783
MSE + VGG + SSIM + Color Loss 27.35 0.8780
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Table 3.2: Efficiency Comparison between student network and teacher network
(The reconstruction Stage Only)

Network Numb of Parameters Inference Time (on Nividia 3060)
Teacher Network (Deep FlexISP) 23.5 M 0.33 s

Student Network (MicroISP) 0.017 M 0.027 s

(a) Teacher Network output (GT) (b) Student Network with MSE Loss

(c) Student Network with MSE + VGG + SSIM
Loss

(d) Student Network with MSE + VGG +
SSIM + Color Loss

Figure 3.5: The results of the student network using different loss setups in
comparison with the teacher network output (GT)

The output of the different loss setups can be seen in Fig. 3.5 and the quantita-
tive results are shown in Table. 3.1. As we notice from the results and the images
there is not much difference between the different loss setups. That is mostly
related to the dataset being fully aligned so the pixel-wise loss (MSE) Loss will be
enough. But we also notice some improvement with the addition of content and
structure losses (SSIM and VGG Loss). These losses are spatial-wise losses that
account for the relation between the neighboring pixels and not only pixel-to-pixel
comparison and we can notice the improvement in the SSIM results. The color loss
didn’t add any improvement as it also depends on pixel-wise comparison which is
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also included in the MSE Loss. For our final method, we choose the model that was
trained with MSE + VGG + SSIM Losses. As we also notice The student network
results are close to the teacher network results. The student Network matches the
teacher network with 27.39 dB and SSIM of 0.8783 as we see in Table. 3.1. We can
also see the efficiency comparison with the teacher network reconstruction stage
(this is only 1 stage from 3 stages with other big models) in Table. 3.2. The student
network has 1000x fewer parameters than the teacher network and this is crucially
important especially when dealing with big images with a limited memory size like
the ones in mobile phones. Also, the smaller size result in a much faster speed
with 10x faster time, and this difference will be much bigger when computing on
mobile hardware with a much less number of cores. But on the other side as we
notice from the difference in Fig. 3.5, the student network overall is less bright and
the white balancing is less accurate. We trained the student network with image
patches so it lacks global information which makes it less accurate in global tasks
like white balancing and more prone to global artifacts like vignetting.

3.4.2 Comparison between our method and other
NTIRE 2023 Challenge methods

Our submitted solution got compared to other methods in the competition through
a subjective experiment. For the first evaluation stage, the organizers will compute
the Mean Opinion Score (MOS) of the submitted methods. They will calculate
MOS by using Toloka (an online service similar to Mechanical Turk) by conducting
a pair comparison experiment by choosing 2 images from the output of the challenge
methods and asking the participant to choose the best one. It is important to notice
that experiment is a non-controlled experiment as the organizers didn’t have any
control over the viewing setup of the participant. But this experiment represents
a wide variety of environments and viewing conditions in real life. So having an
uncontrolled environment will be suitable to evaluate what will the users see in their
normal viewing environment. After computing the MOS of the submitted methods
the top 10 methods will be evaluated and ranked by a professional photographer.

The MOS is shown in Table. 3.3. Our team represented by JMUCVLAB
achieved 9th place in the challenge out of around 50 participants. and we achieved
10th place in the professional ranking Table. 3.4. It is important to mention that
our method is the only method in the challenge that focuses on efficiency.

We couldn’t include the teacher network in this comparison as the MOS is
calculated with a subjective comparison between 2023-year solutions. So we can’t
compare it to last year’s 2022 solution with MOS which was calculated compared
with other solutions. But the teacher network used was last year’s winner and
it is the same team as the 3rd-place in this year’s competition with an upgraded
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Table 3.3: People’s choice ranking results. Table From Shutova et al. (2023)

Rank Team Mean Score
1 IVLTeam 0.67
2 DH_ImageAlgo 0.645
3 MiAlgo 0.626
4 BSSC 0.606
5 DH-AISP 0.583
6 Manual image enhancement 0.491
7 OzUVGL 0.453
8 The Majestic Mavericks 0.444
9 JMUCVLAB 0.439
10 NTU607 0.376
11 Baseline ISP 0.345

Table 3.4: Professional choice ranking results.Table From Shutova et al. (2023)

Rank Team
1 MiAlgo
2 DH_ImageAlgo
3 IVLTeam
4 The Majestic Mavericks
5 BSSC
6 NTU607
7 DH-AISP
8 Manual image enhancement
9 OzUVGL
10 JMUCVLAB

version of Deep FlexISP (MiAlgo). Even though the student network was trained
on image patches with a small amount of data it was comparable to the teacher
network which shows the potential of this approach to create more efficient models
from the more big and complex models.

3.5 Discussion
In this chapter, we proposed our efficient night rendering model that was one of the
top solutions in the Night image rendering challenge. Our approach was the only
approach that focused on efficiency because of not having time constraints on the
proposed solutions. By utilizing Knowledge distillation, our method didn’t need
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any tuning or multiple modules and didn’t require annotating our own dataset.
our method has 1000x fewer parameters than the last year’s model winner Deep
FlexISP Liu et al. (2022) and can run efficiently on mobile hardware.

For the Challenge, it is important to have constraints on the model size and
inference time to have usable solutions that can be used with the camera’s hardware.
Also, a more comprehensive night imaging dataset with a variety of sensors will be
available, especially mobile camera sensors. Because of the hardware limitations,
rendering night images from mobile phones will be more challenging so a dataset
to work on that will be important to improve the night rendering capabilities of
mobile cameras. There is no dataset available for learned-based ISP that includes
a good variety of lighting conditions, especially night images. So the availability
of a dataset with GT for night images will help in developing learned-based ISP
Networks that can deal with different environmental and lighting conditions.

For our approach, the biggest drawback pointed out by the professional evaluator
was the overall dim image and non-accurate color reproduction. For that, we need
to integrate the global information of the images during training in addition to
the image patches and not only depend on the image patches. We discussed this
issue in a later chapter 5. Even though MicroISP arch is very efficient but because
of the architecture constraints to reaching that efficiency it lacks in performance
compared to other ISP architectures. It also requires a long time of training and
more tuning than other efficient models. It will be important to investigate other
efficient ISP architectures that have a better compensation between accuracy and
efficiency.
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In this chapter, we will talk about the problems of the creation of the datasets
for training a leaned based ISP For mobile cameras. We will propose our solution
to overcome these issues. We will mostly focus on the Alignment issues in the
datasets and the limitations of the dataset sizes and variety.

4.1 Problem Definition
The direction developed to train end-to-end ISP for mobile phones was developed
by creating a network that learns to imitate the output of a DSLR camera. This
intuition came from the biggest limitations of mobile phone cameras which is
hardware limitations that mobile manufacturers try to overcome by heavy image
processing pipelines. So the idea was to create a data set to develop a model that
will overcome these hardware limitations by imitating DSLR cameras which have
much better hardware and much fewer size limitations which allow for better more
accurate captures.

The datasets were created by capturing the same scene with a DSLR camera
and a mobile phone so we have a matched scene for both DSLR and Mobile. This
dataset is used to train a network that takes the input as the raw image from the
mobile camera and outputs something similar to the DSLR image. But because of
the different optical systems and sensors in both cameras, you will not have a good
match between the two cameras’ output to be able to use the dataset in a supervised
way. To fix that issue the dataset is aligned using SIFT keypoints detector Lowe
(2004) and RANSAC algorithm or using deep learning dense matching algorithms
like the one from Truong et al. (2021). Then split the images into paired batches
(the image pair consists of a phone raw image patch and a DSLR patch) and the
patches with the high correlation are chosen for the final dataset. Because of this
process, a lot of patches from the dataset are ignored and not used for not being
highly correlated. We can notice that in Zurich RAW to RGB dataset Ignatov et al.
(2020b) as they only extracted 48043 RAW-RGB image pairs from 20 thousand
full photos collected. Additionally, after this alignment process, we can’t achieve a
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(a) Reflection Miss-Alignment (b) Moving Objects (c) Warping Distortion

Figure 4.1: Example of alignment problems is ISP training data. Images from
the Fujifilm UltraISP dataset Ignatov et al. (2022c) and Zurich RAW to RGB
dataset Ignatov et al. (2020b)

fully aligned dataset and there is no perfect alignment method that can account
for this big difference between the optical systems. There will always be a small
miss alignment between the images. There are also differences coming from moving
objects and differences in reflection because of the difference in capturing angle.
Additionally, there will be some distortions from the alignment operation. We can
see examples of different distortions in Fig. 4.1. These miss alignment problems
affect the training of the network as the network learns the artifacts in the dataset
and results in less detailed images. Additionally because of the miss alignment
pixel-wise losses like MSE Loss will not be sufficient as the pixel-wise matching in
the dataset is not correct. So including contextual and structural losses like SSIM
loss and VGG Loss is needed.

To solve this problem Zhang et al. (2021b) proposed a way to refine the
alignment during training time for better-supervised training. They first reconstruct
a simple version of the input raw image and compute the optical flow between
the reconstructed raw and the DSLR Ground truth image. Then they use the
optical flow to densely align the DSLR GT patch perfectly with the raw image.
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(a) Input Phone Raw
Visualized

(b) DSLR Image GT
Aligned

(c) Without densely
aligned patches

(d) With densely
aligned patches

Figure 4.2: The effect of badly aligned training data on the model output.
Images from Zhang et al. (2021b)

Training with better-aligned data results in better and less blurred images as we
notice in the output in Fig. 4.2. The problem with dense matching it sometimes
results in warping artifacts like the ones in Fig. 4.1. But because they are trained
on small patches and the patches are moderately aligned these artifacts are not
that effective. This method works on the batches that were already aligned so the
alignment process to create the batches is still required. This result in a lot of
patches being eliminated because only the highly correlated image pairs from the
initial alignment process are used.

In this section, we will propose our own process to create a fully aligned dataset
from the existing weakly aligned dataset. Our method also extends to creating a
new synthetic dataset for DSLR images only without phone captures. This will
overcome the problem of data limitation and the complexity of capturing and
creating this kind of dataset.

4.2 Raw to Raw Mapping
Our idea was to use the weakly aligned dataset to create a process that will allow
us to create a fully aligned high-quality synthetic dataset that can be used to train
the ISP Network.

Our initial idea as shown in the diagram 4.3 is to develop a mapping method to
take the raw images of the DSLR Camera and apply the mapping to convert their
color space to the phone color space. By this, we will have a fully aligned dataset
with raw images that have the same characteristics as the phone’s raw images. The
common way to apply this color space transfer is using the color conversion matrix
that was calculated using some calibration process and color standard objects.
This color conversion matrix is usually included in the metadata of the raw images
but in the available dataset, the raw images provided for the mobile phone don’t
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Figure 4.3: The Pipeline of creating a Fully Aligned dataset using Raw to Raw
Conversion. We take the raw DSLR image and apply raw-to-raw mapping to
convert it to the color space of the phone raw. The generated raw will be fully
aligned with the DSLR image

Figure 4.4: Raw to Raw mapping Network. inspired from Zhang et al. (2021b)
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Figure 4.5: The output of the network trained of the synthetic dataset generated
by raw to raw mapping on real raw images

include metadata information. To overcome this issue we developed a pixel-wise
network to learn the mapping from the DSLR color space to the Phone Color
Space. The network we used is inspired by the pixel-wise network from Zhang
et al. (2021b) that they used as part of their architecture. The network consists
of pixel-wise modifications that are applied by using 1x1 convolution layers. The
global guidance branch is used to compress the full image to a guidance vector
to have a full perspective of the input image. The full Architecture is shown in
Fig. 4.4. It was important in the network to force the modifications to be only
pixel-wise to simulate the traditional color conversion process and to ensure there
will be no context and structural modifications to the raw image. This will ensure
the output of the network is still fully aligned with the DSLR image.

To train the raw-to-raw mapping network we used the raw images from the
ISP dataset. Similar to the creation process of the ISP dataset we took the raw
DSLR images and the raw Phone images and aligned them using SIFT keypoints
detector Lowe (2004) and RANSAC algorithm. We then split the images into
smaller patches and took the patches with high correlation as the training dataset.
We then trained the network on the dataset to map the DSLR raw image to the
Phone raw image using MSE loss and we achieved a PSNR of 31.5 dB.

To test the quality of the mapping and the generated data we will train an ISP
network on the generated fully aligned dataset and then test it on the real dataset.
The closer the performance of the ISP model trained on the synthetic dataset to
the ISP model trained on the real dataset the higher the quality of the synthetic
dataset. If we can create a synthetic dataset of a closer quality to the real dataset
we will solve the problem of miss alignment as the synthetic dataset generated is
fully aligned with the DSLR Ground Truth.

As we notice from the output of the trained ISP network on the real dataset (Fig.
4.5) the quality of the synthetic dataset is not sufficient. The color characteristics
of the synthetic dataset are still different than the real raw phone images. Even
though we achieved a good PSNR on the raw-to-raw mapping network the dataset
we trained on also suffers from the problem of miss alignment. Because the dataset
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Figure 4.6: The Pipeline of creating a Fully Aligned dataset using RGB to RGB
Conversion. We apply RGB to RGB mapping to generate from the DSLR RGB
Image an RGB image with the same characteristics as the phone RGB. Then we
use an Inverse ISP network to generate a synthetic phone raw image that is fully
aligned with the DSLR RGB (GT).

is also generated in the same way as the ISP dataset and it is from 2 different
cameras with 2 different optical systems there will always be some small miss
alignment even with the highly correlated patches chosen. This miss alignment is
even more sensitive with raw images as the pixels are not in the same band as in
the case of our CFA cameras. So with the miss alignment, the network can learn
to map different bands to another one which will ruin the pattern information
and the arrangement in the raw images. Because the raw images are just light
measurements that didn’t get processed yet they will be much more sensitive to any
modification differently from the RGB images. Additionally, by this method, we
only learn the conversion of the color space and ignore the other quality differences
between the 2 camera systems like sharpness, dynamic range, and sensor quality.
This resulted in a bad synthetic dataset that will not be fit for training.

We then modified this pipeline to apply the mapping on the RGB images
instead of the raw images and account for the other difference between the 2 camera
systems. We describe this method in the next section.

4.3 RGB to RGB Mapping
Because of the problem of the raw to raw mappings and the problems of modifying
the raw images which can easily destroy the construction of the raw image we
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changed the pipeline to apply the mapping in the RGB images. We will apply the
mapping between the DSLR and the phone on the RGB image. As we see in the
pipeline diagram in Fig. 4.6 We take the DSLR RGB Image and apply an RGB to
RGB mapping (degradation) to generate a synthetic RGB image that represents
the RGB image generated from a phone raw image. This phone’s RGB image can
be the output of the mobile ISP for example. Then we take the synthetic Phone
RGB image and apply an Inverse ISP Process that generates a synthetic phone
raw image that is fully aligned with DSLR RGB image (GT). If the RGB to RGB
Mapping process is accurate we will generate a synthetic RGB Image that is similar
to the RGB image that the phone will generate if it captured the same scene.
Additionally, if the reverse process is accurate we will generate a synthetic phone
raw image that is fully aligned with DSLR RGB image (GT) and have the same
characteristics as the phone raw images. By applying the mapping process in the
RGB domain we overcome the issues with the Raw to Raw mapping as the RGB
image are processed and include structural and context information. So the RGB to
RGB Mapping will include also mapping the difference in texture, sharpness, and
other image quality images in addition to color. This will result in more accurate
synthetic raw and will also avoid the destruction of the pattern and the bands’
distribution in the raw image. For this pipeline, we need a representation of the
phone RGB output so we can learn the mapping between the DSLR RGB and
Phone RGB. For that, we chose the output of the mobile phone’s internal ISP.
The only dataset that includes both the DSLR RGB Images, Phone ISP Images,
and Phone Raw Images is a small set of Zurich RAW to RGB dataset Ignatov
et al. (2020b) with 148 full images. we used this dataset as a proof of concept for
this pipeline. Next, we will describe each module of the pipeline and the training
process of each part.

4.3.1 Inverse ISP Network
As we mentioned before we will apply the mapping between the DSLR and the
Phone on RGB images. So in order to have the synthetic raw images that we need
for training the ISP Network we will need to convert the Phone’s RGB image back
to raw. This requires reversing the process of the ISP. Most of the mobile ISPs
are consistent of complex series of different processing modules and these ISPs are
closed sources and not accessible. Additionally, these ISPs contain nonreversable
processes which makes reversing the ISP a very hard process. In the ISP to generate
the final RGB image the image goes through some lossely process that removes
a lot of the information in the original raw image to have a reusable small-size
image. In order to reverse this process you need to estimate the lost information
during the ISP process. The process of reversing the ISP is still an open and very
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Figure 4.7: Inverser ISP Network Architecture of the winning solution (MiAlgo)
of AIM 2022 Challenge Reversed Image Signal Processing and RAW Reconstruc-
tion. Image from Conde et al. (2022)

important problem as the majority of the images that we have is the processed
RGB images. We lack enough raw images for the processes that require raw images
like denoising. So if we can reverse the ISP processes we can use the available huge
amount of RGB images to generate raw images that we can use for a lot of other
tasks like denoising, HDR Imaging, white balancing, and more. Because of the
power of neural networks as a function estimator, we can use it to estimate the
reverse function of the ISP. A new solution direction of the reverse ISP problem
is to estimate the reverse function of the ISP using a Neural Network and raw
image with their ISP-processed RGB images. In this part, we will talk about the 2
reverse ISP networks we used for our experiments and later we will represent the
evaluation process and the performance of each one and which one we used for our
experiments.

4.3.1.1 Reverse ISP

For the first reverse model we used the winning solution from AIM 2022 Challenge
Reversed Image Signal Processing and RAW Reconstruction MiAlgo Solution Conde
et al. (2022). The Network architecture is shown in Fig. 4.7. The network consists
of an encoder-decoder in an Unet-like architecture. The network uses residual
attention blocks with spacial and channel-wise attention and residual connections
for better feature extraction and processing. To train the network we used the
small set of Zurich RAW to RGB dataset Ignatov et al. (2020b) that contains both
the phone Raw images and Phone RGB images generated by the phone’s internal
ISP. This small set contains 148 full images with a small miss-alignment between
the Raw image and the RGB image because of some processes in the mobile ISP
like super reduction and image enhancement. To solve this slight miss-alignment
we split the images into small patches of size 256x256. We did that by using two
windows sliding similarly in both the RGB and Raw image and the position of the
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Figure 4.8: The Inevitable ISP Architecture using Normalizing Flow. Image
from Xing et al. (2021). The network consists of a series of invertible blocks
that are used to process the input image. The architecture of the invertible block
is shown on the right side where t is translation, s is resizing, and r is an
arbitrary function that is used to enrich the representation learning power of the
architecture.

window in the RGB image is adjusted slightly with a small shift in all directions to
minimize the correlation between the patch of the RGB and the Raw. Then we
used this dataset for training by using the RGB patch as an input and the Raw
patch as output. For the Raw image, we used a simple demosaiced version of the
Raw patch as GT computed by linear interpolation to avoid any problems with the
pattern structure in the Raw image. We trained the model on the original model
setup for 100 epochs and achieved a PSNR of 34.9 dB.

4.3.1.2 Invertible ISP

The second architecture we used for the RGB to Raw conversion is the invertible ISP
Xing et al. (2021). The unique thing about this architecture is it is invertible which
means that the reverse function of this network is easily computable. They achieved
that by replacing the classical neural network layers which are non-invertible by
affine coupling layers Dinh et al. (2016) which consists of scale and translation
functions. Invertible 1x1 Convolution layers Kingma and Dhariwal (2018) were
also utilized to control the number of features in the feature layer in each stage
of the network. The authors also developed a differentiable JPEG simulator that
simulates the lossely JPEG compression process that happens in the ISP. For the
training process, we used the same dataset from the other Reverse ISP architecture
we investigated. In the training process, we optimize for both directions in the
invertible architecture. The forward pass uses the input as the simply demosaiced

51



Chapter 4 ISP DATA LIMITATIONS

version of the Raw image and output GT as the RGB Image processed by the
mobile Internal ISP. For the backward pass, the input is the RGB Image and the
output GT is the Raw demosaiced image. The architecture optimized the network
parameters for both tasks using L1 loss as described in the next equation.

L = ||f(x)− y||1 + λ||f−1(y)− x||1

Where L is the loss function f is the ISP process x is the demosaiced Raw patch
and y is the RGB patch. We trained the model on the original model setup for 50
epochs and achieved a PSNR of 30.53 dB for the backward pass (RGB to Raw)
and 22.23 dB for the forward pass (Raw to RGB).

It is important to notice that the network is invertible. So during the opti-
mization process in both forward and backward passes, the same parameters are
being optimized and used for both tasks. So if you processed the output of the
network in the other direction you will get the exact same input you gave for the
network. By utilizing the invertibility feature of this architecture we can train the
RGB to RGB mapping on the output of the forward pass of the invertible network
(Synthetic RGB image simulating the mobile RGB output). This will ensure the
backward pass to get the raw image without error. By training the RGB to RGB
mapping on the output of the invertible ISP we eliminate the error of the reverse
part in the pipeline as the architecture is invertible. This insure a fully accurate
backward pass and the only error will be the RGB to RGB mapping between the
DSLR image and the Mobile RGB image generated by the Invertible ISP Network.

4.3.2 RGB to RGB Mapping Network
For the RGB to RGB Mapping, we will be using the architecture from Ignatov et al.
(2018) which is the Network that they used for Image Enhancement. Architecture
shown in Fig. 4.9 The Network consists of a series of residual blocks that are used
to modify the input image to achieve the desired output. For this task, we use
the input image as the DSLR image and the desired output is the mobile image.
Because the DSLR image is considered the better quality one we consider this
network and a degradation network to decrease and adjust the quality of the DSLR
image to produce a mobile-like quality and colors. In the training of RGB to RGB
mapping we will deal with the data from 2 different imaging systems. That will
have the same alignment problem as the problem with the ISP data we discussed
before. We need to avoid the network learning the misalignment between the 2
imaging systems which will result in carrying this miss alignment to the synthetic
raw images we will generate. This will result in the generated synthetic raw images
not fully aligned with the DSLR GT images which is what we are trying to achieve.
To avoid this issue we didn’t use any pixel-wise losses during the training process.
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Figure 4.9: The RGB to RGB Mapping Architecture. Image from Ignatov et al.
(2018)

We used SSIM loss to focus on the texture, structural and perceptual components
of the images, and VGG loss to ensure content consistency between the input and
the output. We also used the color loss we describe in the Night Image Rendering
chapter 3.4.1 by blurring the output and the GT images to remove the textural
information and decrease the pixel dependency and convert the images to YCrCb.
Then we use the difference between the color channels CrCb of the images as
the color loss. The loss function we used are fully supervised loss functions but
they don’t depend on the pixel-wise comparison which is beneficial for the miss
alignment issue.

For the training process of the RGB to RGB, data is different for each one of the
reverse ISP networks we used. For the Reverse ISP Network from Reversed Image
Signal Processing and RAW Reconstruction Challenge (MiAlgo) solutionConde
et al. (2022), we trained the RGB to RGB mapping network to map from the DSLR
Image to the mobile image that was produced using the mobile internal ISP. To
create this dataset we used the 148 full images from Zurich RAW to RGB dataset
Ignatov et al. (2020b) and aligned the DSLR image and Mobile ISP image using
the same process as the ISP dataset by using SIFT keypoint detector Lowe (2004)
and RANSAC algorithm. Then we split the images into smaller patches. Because
the RGB to RGB network we created doesn’t use pixel-wise loss we decreased the
threshold of the cross-correlation between the patch pairs. We choose a threshold
of .5 to increase the dataset size and neglect fewer patches. Then we used this
dataset to train the RGB to RGB Mapping. We refer to this pipeline as Pipeline
1

For the Invertible ISP network Xing et al. (2021), we used a different process.
We trained the RGB to RGB mapping network to map from the DSLR image to
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Figure 4.10: Lite ISP Architecture. The Network consists of Residual groups
that consist of Residual channel attention groups (architecture shown on the right
side). Discrete Wavelet Transform is used for feature decomposition to increase
the receptive field of the network. Image from Zhang et al. (2021b)

the output of the forward pass in the Invertible ISP network. By using this process
we decreased the error accumulation between the RGB to RGB mapping and the
Reverse ISP. If we got a similar output to the output of the Invertible ISP we
ensure a fully accurate reverse step because of the invertibility of the network. So
to create the dataset for this training we use the patches of the DSLR image and
the Phone Raw images from Zurich RAW to RGB dataset Ignatov et al. (2020b).
We input the phone raw patches to the Invertible ISP network forward pass to get
the output of the Invertible ISP. Then we train the RGB to RGB Mapping network
on the DSLR patches and the output of the Invertible ISP forward pass. We refer
to this pipeline as Pipeline 2.

We trained both versions of the RGB to RGB mapping with the same hyper-
parameters (train for 100 epochs with a learning rate of 1e-4) and the same loss
functions. The difference was the dataset used. We tested the 2 processes and we
chose the best one for further experiments. For the first pipeline, the RGB to RGB
mapping network achieved 21.19 dB, and for the second pipeline 22.29 dB.

4.3.3 ISP Network
For the ISP network we used for our experiment, we used LiteISP Network from
Zhang et al. (2021b). The network architecture is shown in Fig. 4.10. LiteISP is a
lite weight-efficient network that consists of Unet-Like Ronneberger et al. (2015)
multi-level wavelet architecture. The network consists of residual group blocks
which consist of residual channel attention blocks for accurate feature extraction.
The network also uses Discrete Wavelet Transform for feature decomposition Liu
et al. (2019) for down sampling and up sampling to increase the receptive field in
the network. We used this architecture to train an ISP Network with the synthetic
data we created using our pipeline and compare it to the same model trained on a
real dataset.
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4.4 Results

4.4.1 Synthetic Data quality
First, we tested the quality of the synthetic datasets generated by the two RGB
2 RGB mapping pipelines. We tested the quality by training an ISP Network on
the synthetic dataset and evaluating it on the real dataset. To create the synthetic
dataset we used for training we took the 148 DSLR full images from Zurich RAW
to RGB dataset Ignatov et al. (2020b) and applied the RGB to RGB mapping to
obtain synthetic mobile phone images. Then we applied the reverse ISP network
on these images to get the synthetic raw images (same process for both RGB to
RGB mapping pipelines). Because the DSLR images (GT) are fully aligned with
the generated synthetic raw images we split the images directly into patches of size
448x448 without any additional steps and without eliminating any pairs like the
process in the read ISP dataset.

For the real dataset, we used the same dataset of the 148 DSLR and Phone raw
full images from Zurich RAW to RGB dataset Ignatov et al. (2020b). We processed
the dataset by following the same process as the other ISP dataset by aligning
the images using SIFT keypoint detector Lowe (2004) and RANSAC algorithm.
Then spliting the imaging into patches and choosing the patches with a certain
correlation to the final dataset. For this dataset, we choose a cross-correlation of .5
for the selected pairs because of the small size of the dataset to eliminate fewer
patches and also to show the effect of high miss-alignment on the output of the ISP
Network. We split this dataset into training and testing (90% and 10% respectively)
and we used the test part to test the networks trained on the synthetic datasets.
We called this dataset Zurich RAW to RGB Small.

From the difference in the dataset size between the real dataset and the synthetic
dataset we can notice the problem of miss-alignment of reducing the amount of
usable data. We need to eliminate a lot of the patches in the process of creating the
ISP dataset because of the big miss-alignment. For example, the real ISP dataset
size we created from the 148 images contains around 6K patches only but for the
synthetic dataset because it’s fully aligned we don’t remove any patches. The same
148 images produce 25K fully aligned image patches. So if our pipeline created
a synthetic dataset that is close to the real dataset we will have a much bigger
dataset that will improve the model performance and decrease the requirement for
a bigger dataset.

The results are shown in Table. 4.1. As we see from the table the networks that
were trained on the synthetic datasets are comparable in the quantitative results
with the network that was trained on the real dataset. As expected the network
trained on the real dataset achieves the best quantitative results on the real dataset
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(a) DSLR Image
(GT)

(b) ISP on synthetic
Pipeline 1 4.3.1.1

(c) ISP on synthetic
Pipeline 2 4.3.1.2

(d) ISP on the Real
dataset

Figure 4.11: The output of the network trained on the synthetic RGB to RGB
mapping dataset on real raw images in comparison with training on real dataset.
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Table 4.1: The ISP Network performance trained on synthetic data and evaluated
on a real dataset. The first network is trained on the real dataset. The second
network is trained on the synthetic dataset created by the Reverse ISP Network
from MiAlgo 4.3.1.1. The third network trained on the synthetic dataset created
by the Invertible ISP 4.3.1.2.

Train Data PSNR SSIM
Zurich RAW to RGB Small 18.30 0.09

DSLR to Mobile ISP Mapping + MiAlgo Reverse ISP (Pipeline 1) 4.3.1.1 15.46 0.06
DSLR to synthetic Mobile ISP Mapping + Invertible ISP (Pipeline 2) 4.3.1.2 15.76 0.08

because the network is optimized in this dataset and tested on the same dataset.
For the difference between the 2 pipelines used for the synthetic datasets for each
pipeline. The pipeline that uses the invertible ISP achieved better results. This
is because we eliminated the error of the reverse ISP step by training to RGB to
RGB mapping to map to the output of the Invertable ISP network and we use the
invertibility feature of the network to get the synthetic raw.

To also better understand the performance of the compared models we also
investigated the output of each network as shown in Fig. 4.11. Differently from the
quantitative results, we noticed the output of the network trained on the synthetic
datasets is better than the network trained on the real dataset. We can notice the
effect of high miss alignment in the dataset in the output of the network trained on
real data. The output images are very blurred and washed out with worse details
and bad color reproduction. But this model achieved better quantitative results
because the test data have also the same misalignment problem as the training
data. The washed-out blurred images will get better quantitative results in this
case because of the pixel-wise comparison nature of the PSNR metric (We also
noticed the same when we tested on a highly aligned dataset). On the contrary,
the images from the networks trained on the synthetic dataset are not blurred or
washed out especially the Invertible ISP pipeline because the synthetic data is fully
aligned. For the network that was trained on the synthetic dataset of the first
pipeline (MiAlgo pipeline), the images are darker and the color reproduction is less
accurate. We can also notice some color artifacts because of the error in the reverse
ISP network. For the network that was trained on the synthetic dataset of the
second pipeline (Invertible ISP pipeline), the images are the best looking and they
have good color reproduction and good details without any blurring. This shows
the effect of eliminating the error of the reverse process we used in this pipeline.
But this network struggles with fine details like accurate texture rendering because
of the error in the RGB to RGB mapping process. This can be a problem of the
small dataset used (only 148 full images) to train the RGB to RGB mapping and
the simplicity of the network used for this task. Additional data and a better

57



Chapter 4 ISP DATA LIMITATIONS

network for RGB to RGB will increase the quality of the synthetic dataset. We also
train the RGB to RGB mapping on image patches which will make the model miss
the global information and decrease the mapping accuracy similar to the problem
we discussed in the night image rendering. A way to combine training for local and
global information will be required for all networks used so far.

4.4.2 Synthetic Data Generation
An important feature of our pipeline is it can be used to generate more data from
only DSLR images. So in order to generate more data we don’t need to capture
both DSLR and Phone Raw and make sure they have similar aspects which is a
very hard an time-consuming process. We just need to capture DSLR images with
the same camera and process it with our pipeline and the pipeline will generate
fully aligned Phone raw images. This will make the process much easier and will
generate a much bigger dataset. Also, the DSLR RGB images are available online
and easily accessible which will allow to generate much bigger dataset.

In this part, we will show that we can generate a synthetic dataset with data
different from the one used to develop the pipeline with similar quality. This will
show the ability of the pipeline to generalize. For this experiment, we used the 192
full DSLR images from the ISPIW dataset Shekhar Tripathi et al. (2022) which
uses the same DSLR camera for the dataset.

Table 4.2: The ISP Network performance trained on ISPIW synthetic data.
The first network is trained on a real dataset. The second network is trained on
the synthetic dataset only. The third network is trained on the synthetic dataset
and the real dataset combined. The fourth network pre-trained on the synthetic
dataset and fine-tuned on the real dataset

Train Data PSNR SSIM
Zurich RAW to RGB Small 18.30 0.09
Synthetic ISPIW dataset 15.95 0.09

Synthetic ISPIW dataset + Zurich RAW to RGB Small 18.54 0.09
pre-trained on synthetic ISPIW dataset and finetuned on Zurich RAW to RGB Small 18.47 0.09

The results of training ISP Network on the ISPIW synthetic dataset are shown
in Tab. 4.2. We first trained a network on ISPIW synthetic dataset and compared
it to the other synthetic dataset generated from the data we used to develop the
pipeline to see if the pipeline is able to generalize or not. We then tested 2 different
ways to use the synthetic data as extra data. The first approach is to use the
synthetic dataset combined with the real dataset. the second approach is to use
the synthetic dataset as pre-training for the ISP model.
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(a) ISP on the Real
dataset

(b) ISP on ISPIW syn-
thetic dataset

(c) ISP on ISPIW syn-
thetic and Real dataset

(d) ISP pre-trained
with ISPIW synthetic

Figure 4.12: The output of the network trained on the synthetic ISPIW dataset
with different training processes
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As we see from the results the model trained on ISPIW synthetic dataset is even
performing better than the one the synthetic dataset from Zurich RAW to RGB
Small dataset. This can be because the ISPIW dataset is bigger (192 full images
vs 148 full images). This shows that our pipeline was able to generalize for the
DSLR dataset that wasn’t included in the development process of the pipeline and
produce synthetic data with similar quality. We can use this pipeline to generate
more data for free.

When we add the synthetic dataset as an additional dataset the bother tech-
niques slightly improved the quantitative performance. As we discussed before
the quantitative results are not accurately reflecting the visual results so we also
compared the visual results as shown in Fig. 4.12. As we see the network trained
on the synthetic ISPIW dataset only performs the best and has a similar quality
to the network trained on the synthetic Zurich RAW to RGB Small dataset. The
addition of fully aligned data with the miss-aligned data increased the blurriness of
the output. This addition confused the model more as the model is now optimizing
for both the miss-aligned and the fully aligned data. The addition of a synthetic
dataset which is easy and cheap to create with our pipeline can boost the perfor-
mance of the model. But the quality of the real dataset is still the most important
and will affect the model performance no matter how small it is.

4.5 Discussion
As we saw from the quantitative and the visual results the proposed pipeline
with simple networks and a small amount of data can still generate decent-quality
synthetic data. Training on this synthetic data can even surpass the performance
of the model trained on the real dataset when the dataset suffers from a notice-
able misalignment problem. These results show the effectiveness of applying the
mapping on the RGB images instead of the Raw images as they are less sensitive
to modifications. Also, the processed RGB images contain context and structural
information that can allow the mapping of the difference in the image quality
and not only the colors. But the RGB to RGB mapping network is still not very
accurate and hinders the quality of the synthetic data. The synthetic data is still
not that similar to the real data and we can notice that in the problems that appear
when we process on a real dataset, especially with texture and fine details. An
improvement on the RGB to RGB mapping is still required.

Additionally, the contradiction between the quantitative and visual results can
be noticed. Because the test dataset suffers from miss-alignment and the model
trained on a real dataset outputs blurred images, the quantitative results are better
for the blurred images because of the nature of the metric used (PSNR). The
models trained on the fully aligned synthetic dataset didn’t optimize for the miss
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alignment. That produces better images but worse numbers on the evaluation
metric. This shows the need for better testing datasets with high alignment which
needs more full-sized images that are not available in the existent datasets. Also,
better testing metrics will be required as even with high aligned dataset the PSNR
still prefers blurred images. No matter what the quality of the alignment is there
will still be a degree of miss-alignment and the PSNR is very sensitive to that as
the metric depends on the pixel-wise comparison. Also, the collection of a bigger
dataset for the pipeline development will be needed especially to train the RGB to
RGB mapping because of the lack of datasets suitable for our pipeline.

Additionally, we showed that our pipeline can be used to generate new data
and is not limited only to the dataset used to develop the pipeline. An additional
extension to this pipeline would be to make the RGB to RGB mapping fully
unsupervised by utilizing unsupervised losses like GAN loss Ignatov et al. (2018).
This addition will require a much bigger dataset and a more complicated process
and model as it will require the use of the full image to be able to map between 2
different camera systems fully unsupervised. The available datasets are not enough
so the creation of a new dataset to achieve that will be required. But if we managed
to achieve this addition we can use any high-quality RGB images to create synthetic
data which will open an unlimited amount of synthetic data.

This experiment was conducted as an initial investigation of a novel approach
to solve the problem of miss-alignment of the ISP dataset. In addition to a way to
generate a synthetic dataset that can be used as a cheap and easy alternative to the
hard and time-consuming process of ISP data collection. Our initial experiments
showed very promising results for this approach and also showed the importance of
additional experiments to better utilize this approach.
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5 Color Reproduction

In this chapter, we will discuss the problem of color reproduction and the lack of
global information in ISP Networks. We will propose a novel idea to combine the
use of local and global information to improve the performance of ISP Networks.

5.1 Problem Definition
One of the biggest drawbacks of the current ISP Networks is the problem of color
reproduction and other global-related artifacts like lens shading. Part of this
problem is utilizing only one network to do the full ISP pipeline which hinders the
ISP performance. Even though there is some similarity between different tasks of
the ISP but there are also different tasks that require different processing. White
balancing and denoising are global tasks that require global information and big
receptive filed but other tasks like texture processing require more local information.
But the biggest problem is the training on image patches which doesn’t allow
the model to learn from the image’s global information and limits the network
performance on tasks that depend on global information. We can notice that with
White Balancing as the illumination information required for a specific batch can
be in another image patch from the same image far away from this patch (ex:
illumination information is included in the sky part of the image but required to
process other parts of the image like the ground).

The ISP Networks are limited to patch training because of the nature of the
dataset used for this task. Because the ISP dataset depends on 2 different camera
systems with a wide difference in components even with fine calibration the captured
image pairs are not aligned. So to create the dataset the 2 full images have to be
aligned and split into patches and only the patch pairs that are highly correlated
are chosen for the final dataset. So the full images even after the alignment are
not aligned enough to train on them directly. Additionally, training on the full-size
image is not feasible because of the Raw image size (3968 x 2976 pixels in the
case of Zurich Raw to RGB Dataset Ignatov et al. (2020b)). It is not possible
to train on the full image with this size because of all the meta information and
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gradient information that is required during the training of the Neural Network.
This information is proportional to the input size so training on a full image with
this size will require a huge computation power with a very small network.

In the other tasks that require global information, the input image is either
resized or the model is trained on a random crop of the input. At our task resizing
the input image will destroy the details in the input raw image and will decrease
the quality and the actual sensor size which will result in a low-quality final image.
Because our task is a raw image reconstruction we need to work on the image with
full size without any resizing or modification to the input raw image. The other
solution involves training on random crops which also doesn’t work on the full global
information of the input image. Another common design to process full images is
to use an encode-decoder network design like UNet-like design Ronneberger et al.
(2015) with a high down-sampling rate. This decreases the size of feature maps in
each stage and also increases the model receptive fields which can be beneficial for
global tasks. The problem with this design it has a problem with fine details when
the down-sampling rate is high. The down-sampling reduces the fine details in the
decoder and the model tries to restore them in the encoder with the help of step
connection branches between the encoder and decoder. But the performance still
suffers when the down-sampling is high which will be the case when we want to
process this huge size of Raw images in full resolution.

To overcome this issue we developed a novel method that trains with both the
full image and image patches with a separation for global information tasks and
local information tasks. We use the resized version of the full image to extract
global information and use it to reconstruct the input image patch. This allows
us to work with the full details from the images patch and still include global
information from the resized full image. The full details and information about the
network will be described in the next section.

5.2 Methodology

For our architecture, we started with the ISP architecture from Zhang et al. (2021b)
paper as our baseline. Their architecture consists of an ISP Network called LiteISP
trained with an alignment loss to solve the miss-alignment problem in the isp dataset
(discussed in detail in chapter 4). We used this as the initial network and added our
modification to improve the model color production, global modifications, and Raw
reconstruction. First, we will explain the architecture from Zhang et al. (2021b)
and then explain our modification and represent the results of these modifications.
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Figure 5.1: The full pipeline for our model modified from the work of Zhang
et al. (2021b). We added the CMod for a better color reconstruction by utilizing
the information from the full raw image. The pipeline represented is the training
pipeline and only the blue part will be used for inference. The pipeline uses the
GCM to create a colored version that is used to calculate the optical flow (using
PWC-Net) with the GT to align the GT with the input raw. The ISP Model takes
the demosaiced input raw patch, and the resized full raw image. CMod applies
pixel-wise color reconstruction and liteISP takes this and processes it to produce
the final output.

5.2.1 Baseline

Zhang et al. (2021b) pipeline’s main contribution is to create an alignment loss.
Alignment loss densely aligns the DSLR GT with a color-reconstructed version of
the input by the computed optical flow between them. This allows them to have a
better aligned GT that will reduce the effect of miss-alignment which results in
less blurred output as we see in Fig. 4.2. Their pipeline consists of 3 components,
all the components in addition to the new parts can be seen if Fig. 5.1.

The first component is the Global Color Module GCM (Fig. 5.2). The module
is concerned with reconstructing a colored version of the input raw with the same
color characteristics as the DSLR GT and without any spatial position shifts of
the pixels of the input raw. GCM consists of 2 parts a spatially preserving network
(SPN) which is a stack of 1 x 1 convolutional layers to process the input raw and
produce the DSLR color-like output (∼y). Additionally, a guide network takes the
DSLR GT and the input raw image to better encode the target color characteristics
(DSLR Colors). This guide network consists of big receptive field layers (7 x 7
convolutions) and average pooling to generate a guidance vector that gets multiplied

65



Chapter 5 COLOR REPRODUCTION

(a) Structure of GCM (b) Structure of CMod

(c) Structure of LiteISP (d) Structure of Residual Group

Figure 5.2: The figure shows the structure of the different components in our
pipeline. Some figures modified from Zhang et al. (2021b). (a) the structure
of GCM which consist of a guidance network and SPN and the demosaiced raw
patch (X) and the GT (y) as input. (b) the structure of CMod Which consist of
EncodeNet similar to GuideNet in GCM and ProjectionNet Net which consists
of 1 x 1 convolutions, the guidance image (g), and the demosaiced raw patch
(X) as input. (c) the structure of the liteISP network which consists of Residual
groups and DWT blocks. (d) the structure of the residual group which consists of
Residual Channel Attention blocks.

by the feature map in the middle of the SPN. It is important to mention that the
GCM module is only used in the training stage and not the inference stage. It
is only used to generate a colored version of the input raw that will be used to
compute the optical flow to align the DSLR GT. This module is not part of the
ISP Network which asserts no data leakage by using the DSLR GT as input to the
GCM. Additionally, for the GCM module, they use a simply demosaiced version of
the input raw as the network is pixel-wise to have the RGB information in each
pixel. This part is described in the next equation.

∼
y = C(x̂, y; θc) (5.1)

Where ∼
y is the reconstructed version of the input raw with the DSLR GT colors. x̂

is the demosaiced raw image, y is the DSLR GT, and θc is the weights of the GCM.
The second part is the Optical Flow Network. They used the PWC-Net

pre-trained model of Sun et al. (2018) to calculate the optical flow between the
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reconstructed color version (∼y) and the DSLR GT (y). Then the optical flow is
used to warp the DSLR GT (y) to get a new GT (yw) that is much better aligned
with the input raw image. This new GT will be used as the supervision to train
all the modules in the pipeline. It is important to notice, PWC-Net used is the
pre-trained network, and its weights are fixed and not optimized during training.
The process can be described in the next equations.

Ψ = 𭟋(
∼
y, y) (5.2)

yw = ω(y,Ψ) (5.3)

Where Ψ is the Optical flow, y is the DSLR GT, ∼
y is the output of the GCM, and

yw is the warped DSLR GT.
The last part is the ISP Network. The network used is called LiteISP which is

a simplified version of MW-ISPNet Ignatov et al. (2020a) to make it more efficient.
We described the network in the previous chapter 4.3.3. The output of the LiteISP
will be the final constructed raw image (ŷ) that will be considered as the final
output.

For the loss functions that are used during training all the loss functions are
calculated using the warped DSLR GT to avoid the miss-alignment between the
input and GT. This helps to avoid the learned shift so the output will be more
sharper and accurate. The used loss functions are shown in the following equations.

mi =

{
1, [ω(1,Ψ)]i ≥ 1− ϵ

0, otherwise
(5.4)

LGCM = ||m ◦ (∼y − yw)||1 (5.5)
LGCM is the loss computed for GCM. m is the mask indicating the valid positions

of the computed optical flow to eliminate the bad areas (like the black regions)
from the loss computations. ϵ is a threshold for the optical flow mask computations
and set to .001. ∼

y is the output of the GCM, and yw is the warped DSLR GT.

LISP = λl1||m ◦ (ŷ − yw)||1 + λV GG||m ◦ (ϕ(ŷ)− ϕ(yw))||1 (5.6)
LISP is the loss used for the ISP Network training. The first term is the l1 loss
computed between the ISP Network output ŷ and the warped DSLR GT yw. The
second term is the VGG loss we described in the Night Image Rendering chapter3.4.1
and computed between the same terms as well to compare content similarity.

5.2.2 Modifications
The alignment loss used in the baseline was helpful to eliminate the effect of
miss-alignment in the dataset and produce sharper and less blurry images. The
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Figure 5.3: Architecture details of CDNet. Image from Wang et al. (2023).

ISP Network developed with alignment loss achieved Stat-of-The-Art results so
we used it as our baseline. Our focus is to improve this model through better
integration of global information to improve the model output and achieve better
color reproduction. We introduced 3 different components for that purpose and we
described each one separately in the next part.

5.2.2.1 Color Loss

For better color reproduction there should be a component that focuses on the
accuracy of the produced colors in comparison to the target colors. This can
be in the form of color loss that measure the color difference (CD) between the
output and the target. Even though the color difference is part of the pixel-wise
comparison losses like l1 loss but they are very dependent on the pixel comparison
so any small miss-alignment will result in a wrong color difference. Also, the
difference is not very uniform with respect to the actual perceived color difference.
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Some other specific color losses were developed to tackle this problem but they are
either not truly representative of the perceived color difference or they are very
timely consuming (like histogram color loss Afifi et al. (2021b)). Additionally, some
of the other color difference metrics used for color difference applications involve
non-differential operations that don’t allow them to be used as loss functions.

Following a recent study on the color difference in natural images Wang et al.
(2023) most of the color metrics developed were developed based on uniform color
patches. There was a lack of information about the generalization of these metrics
for natural images with their complex structures and content. Additionally, there is
a lack of high-scale natural color difference datasets that can be used for evaluating
the different color difference metrics. The authors of Wang et al. (2023) created a
perceptual color difference natural images dataset named SPCD Dataset and it
is by far the largest available dataset for this task. the dataset consists of 15,335
color images with 1,000 distinct natural scenes collected using 6 different flagship
smartphones. They created the perceptual color difference scores of the dataset
by conducting a large-scale psychophysical experiment in a carefully controlled
laboratory environment. The experiment was done by displaying 2 images with the
same content and different color appearance whose color differences are decided by
scale-and-slider applet with respect to 5 different grayscale pairs. The grayscale
pair patches have known perceptual color difference scores in CIELAB (∆E∗

ab).
These scores were used to generate the perceptual color difference scores (∆E∗

ab)
of the image pairs in the dataset. The final dataset consists of 30,000 image pairs
(with some non-perfectly aligned image pairs). Ten male and ten female observers
participated in this experiment and were asked to give a CD score for all image
pairs and the experiment lasted for 4 months.

The authors used the dataset to develop their own learning-based CD metric
(CD-Net) and compared it to 33 of the commonly used CD metrics. The method
they developed consists of 2 parts. The first one is a coordinate transform which
takes the image pair and converts each image to a new vector space that will be
used to measure the difference between the pair. Secondly is the CD calculation
which involves the comparison between the pair in the new vector space to give a
final single CD score. The full architecture is shown in Fig. 5.3. The Coordinate
Transform is a generalization of the color space transformation in a learnable
way by using Neural Networks. The Network consists of a filter bank created by
different CNNs with different kernel sizes to integrate spatial information into the
transformation. Followed by different 1 x 1 CNNs to learn fine-scale CD maps with
different sizes and also maintain the spatial size of the image without shifting to
allow for pixel comparison for CD calculation. For the CD Calculation, we take
the output of the Coordinate Transform Network for each image of the pair and
we apply a pixel-wise comparison using Mahalanobis distance between them using
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the following equation.

∆E(xij, yij) =
√

(f(x)ij − f(y)ij)TS−1(f(x)ij − f(y)ij) (5.7)

Where S is a learnable matrix that is part of the optimization process. Then the
average of ∆E(xij, yij) for all pixels is used as the Network CD Score. The full
CD-Net is then optimized using MSE loss between the Network CD Score and the
GT CD Score (∆E∗

ab)
The developed method achieved better results than all the tested 33 CD metrics

both on aligned and non-aligned image pairs. One of the big advantages of the
CD-Net for us is being totally differentiable which allows us to directly integrate it
as color loss in our ISP Network without worrying about any non-differentiable
steps in the calculations like other metrics. The integration of this as a color loss
will allow the model to optimize for color difference separately and should produce
perceptually closer colors to the desired output.

5.2.2.2 Color Module

We created a Color module (CMod) that is added before the ISP network for the
purpose of color reconstruction. We separated the color reconstruction task as it is
mainly a global modification task that depends on the global information in the
image and training only on a patch image will limit this global information. These
global modification tasks mainly consist of white balancing and color correction.
These tasks are usually applied as pixel-wise modifications and applied on each
pixel separately. To follow this process we used a pixel-wise network consisting of
1x1 Convolution layers to ensure only pixel modification and eliminate the pixel
shit that can happen from miss-alignment of GT and input.

Our module consists of 3 parts the first part project the input raw image
into a working space that embeds each pixel into a k-dimensional vector by 1
x 1 convolution layers. The second part is the modification vector that was
created by an encoding network that takes the guidance image and encodes it
to a k-dimensional vector. That modification vector will be used to apply the
color modification to the input image projected into the working space by direct
multiplication. The modification vector is created by EncodeNet which is a similar
structure to GuideNet with big kernel convolution and average pooling. After
the multiplication operation, We project the image again to the RGB space using
another projection network. The projection process to higher feature space allows
us to apply different color modification operations like white balance and color
correction with just a simple vector multiplication. For our working space size, we
chose 64 as the size of the vectors.
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For the guidance image, we first used the raw image patch as input to test the
benefits of applying color reconstruction with a separate module. But because
color reconstruction is a global operation that depends on the information from
the whole scene, in our final model we used the resized full raw image as input.
Our design allowed us to encode the full raw image into a modification vector
and use it to apply the color modification. This allowed us to utilize the global
information from the full raw image with a small computation cost. The use of the
full raw image as guidance for global information was the third modification we
proposed. The combination between the CMod and the full raw image guidance
increased the performance of the network immensely and allowed for much better
color reproduction as we will describe in the results. The next equations describe
the operations in the CMod.

Xv = Praw→working(X) (5.8)

mv = E(g) (5.9)

Xmv = Xv ×mv (5.10)

yc = Pworking→RGB(Xmv) (5.11)

The Final ISP Network consists of CMod that reproduces a colored image
without any texture or content modifications just pixel-wise color adjustment then
the colored image input to LiteISP that reconstructs the final image. The input for
our model is a simple demosaiced version using bi-linear interpolation of the input
raw patch. We used a demosaiced image to insure the same size throughout the
network to be able to compare the output of the CMod Network with the Algined
GT. For the guide image in our final model, we used a resized version of the full
raw image. To resize the raw images we split the image into 4 channels one for
each filter array (RGBG for Bayer filter), and resize each band separately to avoid
mixing information of different bands and destroying the raw pattern. For the final
inference on the full image, the input will be the resized full raw image as a guide
image and the full raw image in full resolution for the ISP Network.

5.2.3 Loss Functions
For the loss functions each module has its own loss term and they are joined at
the end to optimize the network end to end. For the GCM, we use the L1 loss
between the output of GCM ∼

y and the aligned GT yw as GCM loss. m is the
alignment mask indicating valid positions of the optical flow and ◦ is element-wise
multiplication.

mi =

{
1, [ω(1,Ψ)]i ≥ 1− ϵ

0, otherwise
(5.12)
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LGCM = ||m ◦ (∼y − yw)||1 (5.13)

For Cmod Loss we used the color difference loss as CDNet output in addition to
l1 loss. The loss is computed between the output of the CMod yc and the aligned
GT yw

LCMod = λCDCD(yc, yw) + λl1||m ◦ (yc − yw)||1 (5.14)

Finally, for the ISP we used the same loss term as the baseline in addition to
CD loss with CDNet between the output of the ISPNetwork and the aligned GT.

LISP = λl1||m ◦ (ŷ− yw)||1 + λV GG||m ◦ (ϕ(ŷ)− ϕ(yw))||1 + λCDCD(ŷ, yw) (5.15)

The overall loss term that is used for the optimization is the combination of all
the loss terms.

L = LGCM + LCMod + LISP (5.16)

For our experiments, we trained all models with the same setup to ensure
measuring the difference of our additional components only. We trained our models
for 200 epochs with ADAM Optimizer with lr of 1e-4 with a lr decay to half every
40 epochs. The models were trained with a batch size of 4 on NVIDIA GeForce
RTX 3090 24 GB GPU.

5.2.3.1 Dataset

Because our idea depends on the existence of the full raw image in the dataset we
were very limited with the dataset we can use. The only datasets that contain
the full raw images are the test set from Zurich RAW to RGB dataset Ignatov
et al. (2020b) with 148 full images which is the same dataset we used in ISP Data
Limitations chapter experiments 4. We processed it in the same way we described
there and it is called Zurich RAW to RGB small. In addition to ISPIW dataset
Shekhar Tripathi et al. (2022) that the authors provided the full images and image
patches after alignment for (192 full images). The problem with ISPIW the authors
didn’t provide the processing code of the dataset and the dataset missed some
details like the split the authors used. So for our experiment, we focused on the
use of Zurich RAW to RGB small.

5.3 Results
In this section, we will present the improvement of each of our modifications and
the performance of our final model compared to the baseline. The ISPIW dataset is
a new dataset and the processing code for this dataset and training/validation/test
splits are not available which doesn’t allow us to compare directly with the authors.
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Also, the small set from Zurich RAW to RGB dataset also doesn’t allow us to
compare with the other available methods because the part we used to create the
training and testing is the test set from the original dataset which is much smaller
than the full dataset. So for our experiment, we tested the baseline with our dataset
and then compared it to the performance of the model after our modifications and
used the improvement of the performance as an evaluation for our modifications.

Also to overcome the problem of miss-alignment in the evaluation set that we
discussed in the previous chapter 4.5 we aligned the GT in the evaluation stage
similar to the training process. We used the GCM and optical flow network similar
to the training process to align the GT and we evaluated the performance on
the aligned GT. This will give us better quantitative evaluation values from the
evaluation metrics that will reflect the visual quality of the evaluated models.

5.3.1 Our Model Performance

Table 5.1: The performance of each of our modifications in comparison with
the baseline. This experiment was conducted on Zurich RAW to RGB Small

Model PSNR SSIM LPIPS E00
Baseline 22.18 0.8305 0.162 11.610

Baseline With CDNet 22.37 0.8303 0.166 11.296
Ours with raw patch guide 22.54 0.8441 0.146 11.049

Ours with full raw image guide 24.79 0.8593 0.135 9.486

As we see in Tab. 5.1 we evaluated the performance of the model with each
modification we applied. We also tested the performance on a list of comprehensive
metrics to measure the different aspects of improvements, like texture, color, and
so on. We used 4 different metrics to measure the difference to our GT. First
PSNR which is our overall metric, is a pixel-wise metric and is affected by all the
aspects of the images. Then SSIM Wang et al. (2004) and LPIPS Zhang et al.
(2018a) which are mostly used for the perceptual difference of the images and
will help us identify the texture and general reconstruction performance of our
model. LPIPS works with the same concept as VGG loss. It uses the difference
between the feature maps extracted from the compared images as the perceptual
difference between them. These metrics also include color information in the
difference. But according to the extensive comparison of CD metrics on natural
images from Wang et al. (2023) SSIM and LPIPS are not good CD metrics for
natural images, especially with non-perfectly aligned images (Which is the case for
us), and other CD mercies perform much better. For that case, we used a separate
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CD metric for our evacuation because our focus was the color reproduction and our
assumption that the color reproduction will be the biggest improvement of our ISP
Network. We choose CIEDE2000 Luo et al. (2001) as our CD metric as it shows a
very good performance for CD in natural images and also a good robustness with
misalignment.

First, we tested the performance of the baseline model with our dataset to
compare the performance of our additional improvements. Then, we tested the
addition of a specific CD loss to improve the color reproduction of the model. As
we see from the results we gained some improvement, especially with the CD metric
without much change in the other aspects of the output image. This improvement
wasn’t that noticeable as the color information is also included in the optimization
of the pixel-wise losses like L1 loss and with the alignment loss it can be enough
for color optimization. But there are benefits of having a specific CD loss as it
adds more weight in the optimization process to the colors.

After we tested our ISP Model with the CMod but first without the full raw
image and used the input raw patch as the guide image instead. We did that to see
the effect of a specific module to apply color reproduction. We also see an extra
improvement by having a separate color module to reconstruct colors separately
from the main model. This time we see more improvement in all metrics which
shows that having the color reproduction separate help the main model focus more
on the other aspects. But the biggest improvement is still with the CD metric.
These results showed us the benefit of processing global information like color
reproduction separately in addition to having a full view of the input image is
crucial for this kind of task. So the guidance branch is very helpful for global tasks.

But even with the full view of the input raw patch, you are still limited to
the information from this patch only which miss much more important global
information from the rest of the scene. So for our next step, we used the full raw
image as the guidance image to have better global information from the whole
scene. This addition improved the performance of our model immensely with a
performance boost of +2.2 dB from the baseline. We also saw improvement in
all measured metrics but by far the biggest improvement was in the CD metric
which proves the importance of global information for accurate color reproduction.
Training only on image patches is very limiting, especially with the global tasks in
the ISP.

Even though the biggest improvement came from the use of the full raw image
during training, the other modifications we applied especially the CMod were a
crucial part of this improvement. They allowed us to integrate the full raw image
in the training accurately and focus it on the part of the ISP that depend on global
information the most. Also allowed us to integrate it in an efficient way that will
not hinder the model’s performance. This allowed us to merge between image
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(a) LiteISP Base-
Line

(b) BaseLine +
CDNet

(c) Ours + Patch
Guide

(d) Ours + Full
Image Guide

(e) DSLR
GT

Figure 5.4: The output of our model in comparison to the baseline.

patches and full images for better reconstruction globally and locally.
To better investigate the output of our model we investigated the output images.

We compared the model output of our model with its different modification stages
with the baseline output (same models compared in Tab. 5.1). An example is
shown in Fig. 5.4. As we notice for the output, our final model (Ours + Full Image
Guide) is the best in all aspects. The output colors are much less washed out and
flat compared to the other models and the colors are closer to the GT (the sign
in image 3). We can also notice the importance of including the full image for
white balancing in the rendering of the sky (images 2 and 3). Our model is much
better are rendering the sky as the output looks more natural in comparison to
the other models which look more yellow and overexposed. From the samples, we
can also notice better color reproduction when we use our CMod without the full
image which shows the benefits of having a separate module for global tasks with a
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view over the entire input image. Additionally, we can notice some improvement
in other aspects including the local features as we see in the third image which is
a better rendering of the tree branches. These results confirm the importance of
global information and the limitation of depending on image patch training only.
This also shows the effectiveness of our proposed model to overcome this issue.

Additionally, We notice from the results even though the colors of our model
are very close to the GT there is still some difference. This can be related to the
different color processing inside each camera as each camera has its own processing
and its own look and the model needs to learn this mapping to better match the GT.
So even though having the full raw image helps the model to learn this mapping,
this mapping is also very dependent on the GT color variety during training which
depends on the data variety and size and our dataset. This can be improved with
more variant datasets and better models to learn better mapping, especially since
our dataset is very small (148 full images) so the performance will still be limited.

Table 5.2: The model size and inference time comparison between our model
and the baseline.

Model Model Size Inference Time
Baseline 9.048 M 17.629 ms

Ours with full raw image guide 8.915 M 30.072 ms

In Tab.5.2 we can see the size and inference time difference between our model
and the baseline test on Nvidia GeForce RTX 3090. The inference time of our
model is still very efficient. The time increase is mostly coming from having the
input as the demosaiced raw instead of the original raw. This modification also
decreased the model size because the up-scaling part at the end is not needed.
The input size (demosaiced raw) and the output size are the same. A further
modification to the architecture can be applied to use the input raw instead of the
demosaiced raw and will decrease the time difference immensely. This result shows
that our module can improve the model accuracy immensely without affecting
the model speed performance much. Also, additional simple modifications can be
applied to reduce the difference even more.

5.3.2 CMod With other ISP Networks
Our proposed module (CMod) is a separate module from the main architecture
and can be integrated with any ISP Network to have better color reproduction and
more accurate output. To test that we added our CMod to another ISP Network
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and evaluated the accuracy difference. We choose MicroISP Ignatov et al. (2022b)
for that test.

Table 5.3: The performance of the addition of our module (CMod) to MicroISP.
This experiment was conducted on Zurich RAW to RGB Small

Model PSNR SSIM LPIPS E00
MicroISP 20.30 0.7826 0.264 13.150

MicroISP with Cmod (full raw image) 22.04 0.8145 0.255 11.356

We followed the same evaluation process as before. For the baseline, we used
MicroISP with alignment loss and trained it on our dataset (Zurich RAW to RGB
Small). Then we added CMod with full raw image guidance to the MicroISP and
measured its performance. As we see from the results in Tab. 5.3, The addition
of our module largely improved the model performance. The results are similar
to the previous ISP Network with improvement in all tested metrics with the
biggest improvement in the color difference. This shows the generalization of our
module and the ability to integrate it with any ISP Network with minimal to no
modifications required.

5.4 Discussion
As we saw from our experiments it is important to include the information from
the full image and don’t depend on image patch training only. Our proposed
module includes the global information from the full image which largely improves
the performance of the ISP Network. We also showed that our module can be
integrated with any ISP Network and will produce the same improvement.

In our experiments, we were very limited with the dataset we can use because
most of the available datasets only include the processed patches without the full
images. This limitation can reduce the research innovation as the full images can
be integrated during the process as we showed with our method. The authors of the
available ISP datasets should make all the components of the ISP dataset available
or a comprehensive dataset should be created to push the research forward. Even
though we achieved very good results with the limited dataset available the model
performance is still limited because of the lack of variety. The color reproduction
of our model still struggles in some cases because the color mapping between the
DSLR and phone depends on the dataset. The availability of a big dataset with the
full raw images will be required to create a reliable and robust color reproduction.
Additionally, with the availability of a larger dataset, it will be interesting to
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see if the big size of the dataset can decrease the need for the full image global
information.
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6 Discussion

Even though with the current advances and improvements in the learned ISP
models it is still far from production. The current state of learned-based ISP lacks
a lot of fundamental components compare to the conventional ISP. This approach
is very data dependent so in order to obtain a robust model for all the expected
scenarios you need to include them in your data which is highly not achievable.
This decreases the reliability of the ISP and increases the outliers. Also the use
of deep learning to replace the full pipeline limit the ability of the manufacturer
to tune the ISP. The conventional isp includes different components that each get
tuned to create the output. That is hard to achieve with neural networks as we
will be limited with the data we have and can create.

Additionally learned-based ISP currently can only render the automatic ideal
settings without any modifications in capturing settings like adjusted exposure or
white balance. This is the case because of the nature of the current isp dataset and
models. So the current learned-based ISP models can only simulate the automatic
settings in the camera. This limits the creative process with the camera which
is a crucial part of photography. One of the important advantages of having
different modules in the ISP is reusability. Some of the components in the ISP are
sensor-specific but others are not and can be used in other different camera systems.
This allows the share of modules between different camera systems which reduces
the development time of the pipeline. This is not the case with learned-based
ISP as the dataset is sensor specific. So to develop another learned-based ISP
for a different camera you need to collect a new dataset which is very costly and
time-consuming.

These issues are limiting the possibility of starting to use learned-based ISP in
production. Even though learned-based ISP will be hard to replace the conventional
complex ISP but it can be helpful in other aspects. Leaned-based ISP can be a
replacement for the ISP pipelines in budget mobile cameras. Budget mobiles are
very limited with hardware to reduce their cost. So manufacturers end up using a
simple ISP in these phone cameras. So the use of leaned based ISP, in this case,
will be beneficial as they are much cheaper and less complex to create. With the
current advances in efficient ISP models, they can run very efficiently on general
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hardware without the need for a separate ISP chip. This will be a good balance
between performance and cost which will create a better camera on a budget.

We can also utilize leaned-based ISP as a tool to improve the current conventional
ISP modules. We can investigate the patterns that the neural network learns to map
from raw to RGB. These patterns can help us understand new important aspects
of image reconstruction and help us reconfigure the modules in the conventional
ISP. Like combining different modules together or having a separate module to
address a specific aspect. This can help us discover new clues in the images that
help in reconstruction that we didn’t know before.

Also, advances in the ISP models can be used to improve ISP modules. As
the color module we proposed can be applied in image enhancement models for
better performance. So there is value to continue the improvement in this research
direction and will help improve the state of camera quality overall.

6.1 Future Work
During our work, we noticed some directions that need to be investigated to improve
the learned-based ISP. By addressing these issues we can close the gap between
learned based ISP and conventional ISP.

Flexible learned-based ISP: The ISP models need to be more flexible and
be able to process different raw images with different settings. Also, give the option
for different tunings like different color mapping for different aesthetics. We can
achieve that by creating a model that can accept additional inputs as processing
options. A new dataset with more variety in the setting in both input and output
will be valuable in this regard (Ex: phone raw images and DSLR images with
different exposure values).

Explainable ISP: It will be valuable to explain based on what, the ISP model
applies its processing. This can be very helpful for debugging and reducing the
outliers and making sure of the reliability of the output. This can also help us to
discover new patterns in the reconstruction process that can help us reconfigure
and improve the conventional ISP structure.

Global Data Generation Pipeline: Our proposed data generation pipeline
only works with a specific DSLR camera. It is possible to extend this approach to
map from any DSLR image to our phone image and create synthetic data from
any DSLR images. This can be achieved by an unsupervised generation method
like GAN Ignatov et al. (2018) and comprehensive and variant DSLR and phone
RGB images for enough generalization. This will open a huge amount of data that
can be utilized to train a robust ISP Network.

Sensor Independent Leaned based ISP: At the current state if we want
to develop a learned-based ISP for a specific camera we need to create a specific
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dataset for it. If we can develop a sensor-independent method we can avoid this
issue. We can achieve that with a robust model and a big dataset that will allow
enough generalization. We can also try to split between sensor-dependent and
sensor-independent parts in the raw construction to be able to utilize the datasets
available with different cameras.
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7 Conclusion

In this work, we investigated the learned-based ISP process as an alternative to
the handcrafted conventional ISP process. We investigated the current state of
learned-based ISP, especially for mobile phones. We searched for the most common
problems in the learned ISP methods and datasets that hinder their performance
and limit them in comparison to the conventional ISP. We worked on different
aspects of these problems to improve the accuracy and robustness of learned-based
ISP methods.

The first problem we worked on was the rendering of night images. We proposed
a way that utilizes Knowledge distillation to train an efficient ISP Network that can
render night images. Our proposed method utilized a pre-trained teacher model
to generate the dataset without needing to annotate our own data. Our proposed
ISP Network was one of the top 10 methods in NTIRE 2023 Challenge on Night
Photography Rendering Shutova et al. (2023) with a 1000x smaller model than the
teacher network and 10x speed. Our model was the only one in the top solution
that focused on efficiency. Investigation of other ISP Networks as a student network
for knowledge distillation will be required to improve our model performance.

The second problem we worked on is the problem of datasets used for learned-
based ISP methods. Because the datasets require the use of 2 different camera
systems they suffer from miss-alignment. Additionally, the collection process is
complex and time-consuming which limits the size and variability of the datasets.
We proposed a novel pipeline that can be used to generate a high-quality fully
aligned synthetic ISP dataset from a weakly aligned ISP dataset. Our results
showed the quality of the synthetic dataset generated from our pipeline. Our exper-
iments showed that an ISP model trained on our full synthetic data achieve better
performance than the one trained on weakly aligned ISP data. Our experiments
also showed the ability of our pipeline to generalize for other DSLR images (from
the same camera model). After developing the pipeline only DSLR RGB images
(from the same camera model) will be required to produce a synthetic dataset.
Our pipeline largely decreases the time required to generate the ISP dataset and
increases the available ISP data.

For the last problem, we worked on bad color reproduction in Learned-based ISP

83



Chapter 7 CONCLUSION

methods. We proposed a new module that can be integrated with any ISP Network
that combines between the full raw image and the raw patch image for better
global and local reconstruction. Our experiments showed the importance of global
information from the full image for accurate color reproduction. Our comprehensive
evaluation showed that our module improves the ISP Network accuracy immensely
in all aspects with the biggest improvement in color reproduction.

Our work investigated different aspects to improve the overall performance,
accuracy, and robustness of the learned-based ISP approach. Our work improved
the state of different aspects of the Learned-based ISP. Learned based ISP process
still in the early research stage and more effort needs to be done and a lot more
problems need to be solved before seeing this kind of approach in production.
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