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Abstract

This work initiates a novel exploration of domain transfer learning in pre-clinical
image analysis, concentrating on the segmentation of brain lesion areas of mice MR
images. Two transfer learning techniques, partially fine-tuning and fully fine-tuning
the model were used with the pre-trained RatLesNetV2 model. Various training
samples ranging from 8 to 40 images, both with and without data augmentation,
were used to further evaluate these techniques. Utilizing MONAI framework, the
research also assessed the 3D UNet, UNetR, and Dynamic Unet models. When
compared to the others, the 3D UNet with augmentation performed most effectively,
with an average Dice Coefficient (DC) of 0.88 and 95% Hausdorff distance (HD95)
of 0.39 mm. Partial fine-tuning produced segmentations with an average DC of
0.85 and HD95 of 0.71 and these segmentations were approximately similar to the
ones generated by 3D UNet and better than the segmentations produced by other
MONALI models, indicating the potential adaptability of partial fine-tuning. Full
fine-tuning provided insightful results but did not outperform the other approaches
used in this study, demonstrating the intricate interaction between overfitting
and adaptability in transfer learning. This study is one of the first to examine
the possibility of transfer learning in pre-clinical settings, bringing an important
approach to a different field. The results provide a solid platform for understanding
the underlying mechanisms that led to these findings and expanding the scope of
transfer learning’s applications in pre-clinical image analysis.
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1 | Introduction

1.1 Machine learning

Machine learning is a key area of artificial intelligence that includes the development
and deployment of methods that enable systems to learn from and make decisions
based on data. In essence, it is the process through which system independently
enhance their performance through learning from data, without explicit program-
ming for each individual job. A model is designed through training on data that
recognizes patterns in data and applies those patterns to forecast future events or
take action. Essentially, it is the representation that the algorithm creates after
learning from the data and serving as the primary engine for drawing conclusions,
generating predictions, or reaching judgments based on brand-new, undiscovered
knowledge. Depending on the task at hand, machine learning models may range
from simple linear regressions to intricate deep neural networks.

1.1.1 Transfer learning

Transfer learning(TL) is an approach in which a pre-trained model serves as
the foundation for a new task, rather than starting from scratch to train a new
model. This idea assumes that a relationship between two learning activities is
necessary for transfer to occur. The ability to ride a bicycle makes learning to
ride a motorbike much easier, according to real-world experience. In order to
effectively tackle issues with a smaller number of labeled data or diverse data
distributions, it involves reusing or regulating pre-existing models that have been
pre-trained on a big dataset. The term TL refers to a variety of techniques, such
as feature extraction (Zhuang et al., [2020), domain adaption (Chen et al., 2020)),
and fine-tuning previously trained models (Swati et al., 2019). The pretrained
model’s weights are updated during fine-tuning using a smaller task-specific dataset.
Utilizing learned representations or features from a pretrained model as input to
a new model trained on the target task is known as feature extraction. Domain
adaptation is concerned with transferring knowledge from one domain to another
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{ Transfer Learning }
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Figure 1.1: Categories of transfer learning.

while taking into account various data distributions. Therefore, the core idea is to
use the information the pre-trained model learned from a previous task to improve
the performance of the current model on an associated task. The pre-trained model
often goes through training on a large dataset, usually linked to a different but
related job. On the whole, traditional machine learning has achieved significant
success in many real-world applications, but it has limits in certain situations. A
large number of labeled training examples with distributions similar to test data are
ideal for machine learning. In reality getting such data might be expensive, time-
consuming, or impracticable. In order to address the aforementioned difficulties,
transfer learning, seems to be a potential approach. The use of TL may be divided
into three categories: different tasks, different domains, and different tasks and
domains all together. When applied across various tasks within the same domain,
TL takes advantage of inherent similarities for effective training; when applied
across various domains but within the same task, it mitigates distribution shifts for
adaptation; and in its most complex form, when applied across various tasks and
different domains, it fosters a rich interplay of strategies for bridging disparities.
This categorization provides a thorough understanding of the dynamic nature of
TL, emphasizing its flexibility across a range of applications and inspiring further
study into its underlying processes and optimization in a number of fields.

The problem related to labeled data is partly addressed by semi-supervised
learning, which uses a substantial amount of unlabeled data to improve learning
accuracy while minimizing the reliance on large labeled datasets. But in situations
when simply collecting unlabeled data is difficult, standard models often fall short,
which is a pretty common problem in medical image analysis due to patients privacy
concerns and more related issues. So, in this field of medical image analysis, transfer
learning has emerged as a viable method for using the information learned from
previously trained models on large amounts of data (Cheplygina et al., [2019; Zhuang
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et al., [2020). The approach also assists in overcoming the problem of inadequate
labeled data in medical imaging applications by modifying these pre-existing models
to new tasks or domains. However, prior research (Chen et al 2018; |Cigek et al.,
2016}, [Ronneberger et all [2015) mainly examined segmentation accuracy rather
than investigating into the specifics of transfer learning and the variations between
models trained with and without it. This knowledge gap emphasizes the need for a
more thorough understanding of the processes and differences in transfer learning
for segmentation. Examining these elements will provide useful insights that will
help deep learning models perform better and be more applicable to the analysis of
medical images. Alongside, it could be worthwhile to investigate the suitability of
including a certain amount or proportion of new images to optimize an existing
model’s ability to adapt to a new dataset.

1.2 3D Magnetic Resonance Imaging

A non-invasive radiology procedure called magnetic resonance imaging (MRI)
creates comprehensive images of internal organs and bodily functions using magnetic
fields and radio waves (Westbrook and Talbot|, 2018]). It works by detecting signals
coming from hydrogen nuclei within the body while being affected by strong
magnetic fields. By using unique contrasts between areas as a result of variations in
molecular mobility and interaction, this technique is able to create three-dimensional
photographs of live tissue. The varying intensities of these signals create distinct
contrasts, allowing for the differentiation between alterations in various tissue
types. By altering the pulse sequence parameters, MRI scanners may capture
images with various contrasts. Importantly, unlike other imaging techniques like
computed tomography (CT) or Positron emission tomography (PET), MRI does
not use radiation, making it a desirable imaging technique for clinical and pre-
clinical research as well as for use in healthcare. MRI provides higher contrast
between soft tissues than other procedures like CT scans. The Nuclear Magnetic
Resonance Imaging (NMRI) method,makes use of the body’s abundant hydrogen
atoms, which are mostly found in water and fat, to map their locations. MRI
has grown in popularity despite concerns about patient comfort, cost-effectiveness,
and over-diagnosis. This is due to the technology’s flexibility in both medical and
non-medical applications as well as its cutting-edge methods, such as diffusion
MRI and functional MRI (Le Bihan| 2012)). Besides, a state-of-the-art imaging
technique called three-dimensional MRI produces extremely accurate volumetric
images of the internal human body structures, particularly the brain. In contrast
to its two-dimensional version, 3D MRI collects data in a large, contiguous volume
that is then assembled into a 3D dataset (Gordillo et al., [2013; |[Fedorov et al., 2012).
This approach permits the observation of complicated anatomical features from

3
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numerous angles and in many planes (axial, sagittal, and coronal) without any
loss of resolution (Ohishi et al, 2005). The ability to see detailed visualization of
different properties of tissues and minor anomalies is made possible by the increased
resolution. Due to its capacity to record high-contrast images of numerous brain
areas, MRI is an essential technique for detecting early-stage cerebral disorders.
Distinguishing between different tissue types and neuropathologies via unique grey
levels is made possible by the adjustability of MRI acquisition settings (Tian and
Fanl [2007)). In the realm of medical image segmentation research, MRI has taken
the lead because they provide better contrast than CT images (Balafar et al., 2010)).

Precise images of the brain’s structures provided by 3D MRI allow for the early
detection and diagnosis of Alzheimer’s disease (AD) as well as the identification
of the illness’s signature patterns of brain shrinkage (McEvoy and Brewer} 2010)).
In addition to Alzheimer’s disease, Parkinson’s disease, Huntington’s disease, and
Amyotrophic Lateral Sclerosis (ALS) may all be diagnosed and monitored with
the use of 3D MRI. High-resolution 3D MRI scans are able to identify precise
anatomical alterations in the brain associated with certain illnesses (Eskreis-Winkler
et al., 2017). The diagnosis and staging of liver disorders, such as cirrhosis and
hepatocellular carcinoma, as well as the evaluation of liver volume and function
before and after liver transplantation, were all conducted using 3D MRI (Min
et al.l 2020). In oncology, 3D MRI makes it easier to find, precisely localize, stage,
and monitor cancers (Haie-Meder et al., 2005)), especially those that are found
in the brain, breast, and prostate. This method also assists in the diagnosis of
musculoskeletal conditions (Balassy and Hormann, 2008) like osteoarthritis and
sports injuries, and its growing usage in cardiology (Milano et al., 2019) enables
the assessment of heart shape and function as well as the detection of conditions
like congenital abnormalities and myocardial infarction.

The fluid attenuated inversion recovery (FLAIR) and T2-weighted MRI of the
brain show highly intense lesions that are typically present in the elderly and are
linked to ischemia or demyelinating events. These lesions are important indicators
for highlighting the need of accurate quantification for both diagnosis and prognosis
of these diseases (Atlason et al. 2019)). A wide range of applications, including the
study of brain architecture, the identification of damaged areas, the detection of
tumors, and the brain regions segmentation, heavily rely on magnetic resonance
imaging (MRI) data. These applications make use of the detailed and in-depth
data provided by MRI scans to enable precise analysis and interpretation in the
clinical and research fields (Singh and Bala, |2021; Despotovi¢ et al., 2015). Figure
shows a number of T2 MRI slices taken from the dataset used for this study’s
analysis.

The study of medical imaging data with image segmentation has become
an essential step, influencing both pre-clinical and clinical (Pham et al., [2000)
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Figure 1.2: Representative MR image from the dataset used in this study, (The
ischemic stroke lesion is indicated in yellow.).

research. In order to make the representation of an image more understandable
and straightforward to analyze, it relates to the division of an image into several
segments or groups of pixels. The location of objects and borders, measurement of
tissue volumes, analysis of anatomical structure, diagnosis of diseases, and planning
of surgical treatments all depend on this process. The importance and development
of image segmentation techniques are examined in this article in the separate but
related fields of clinical and pre-clinical investigations (Pham et al., 2000; |LaLonde
et al., 2021)).

1.3 Lesion Segmentation

Medical professionals rely heavily on lesion segmentation from 3D MR images for
diagnosing, monitoring, and treating a variety of neurological diseases. Clinicians
and researchers may learn important information about the location, volume, and
evolution of pathological alterations in the brain by isolating and measuring le-
sions. Such knowledge may be very helpful in determining the severity and course
of the condition, guiding therapy decisions, and assessing therapeutic outcomes.
Additionally, precise lesion segmentation in longitudinal investigations might point
up minor changes over time that might not be immediately obvious in a clinical
assessment. Lesion load and growth are often tightly correlated with the clinical
symptoms and prognosis of individuals with neurodegenerative disorders, stroke,
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or brain malignancies (Schwarz|, 2021)). In order to provide individualized patient
treatment and improve the field of neuroimaging research, accurate lesion segmen-
tation from 3D MRI data is essential. Accurate segmentation of stroke lesions
enables accurate estimation of lesion volumes, assists in identifying key anatomical
structures affected by stroke, and offers invaluable insights into the pathophysiology
at work. It is essential for individualized treatment plans, patient care that is
at the highest level, and enhanced clinical results. Additionally, when applied to
large-scale investigations, this approach may advance our knowledge of disease
processes, perhaps paving the way for the creation of novel treatment approaches.
The methods used to segment 3D brain stroke lesions include a wide spectrum
of innovations in computational methods and imaging technology. Traditional
approaches include thresholding (Erdi et al. [1997)), region-growing (Wegliniski and
Fabijanskal, 2011]), and segmentation based on atlases (Jyothi and Singh|, 2023)),
but more advanced strategies use machine learning and deep learning techniques.
Specifically, convolutional neural networks (CNNs) have shown promising outcomes
in the automated and semi-automatic segmentation of stroke lesions by exploiting
the spatial hierarchy and contextual information inside 3D MR images. The seg-
mentation accuracy is further improved by combining structural MRI data with
other types of imaging data, such as diffusion-weighted imaging (DWI). Precision,
dependability, and clinical usefulness of 3D lesion segmentation in the treatment
of brain strokes are continually being improved by the consistent improvement
of these methods (Krishnapriya and Karunaj, 2023). The need for 3D preclinical
MR imaging brain stroke lesion segmentation is without any shadow of doubt
important, although research in this area has been comparatively insufficient. Pre-
clinical research, particularly those involving animal participants, sometimes need
for a thorough examination of hundreds of 3D images, which presents significant
segmentation issues. Understanding the pathophysiological processes of stroke is
crucial for directing the development of focused therapy approaches. This requires
the capacity to precisely characterize and segment brain stroke lesions. Manual
segmentation, although playing a crucial role, may be prohibitively time-consuming
and is often impracticable in investigations requiring huge sets of 3D images. The
job is further complicated by the moderate inter and intra-rater agreement that
results from the challenge of determining lesion borders. Pre-clinical 3D lesion
segmentation methods are not as advanced as their clinical equivalents, and there is
still room for improvement. Automation using computational techniques is crucial
since conventional methods have significant speed and reliability issues. However,
the use of advanced methods like machine learning and deep learning is still in
its early stages in the pre-clinical setting. The difficulty is exacerbated by the
particular demands of pre-clinical investigations, where specialized segmentation
techniques are required because of differences in anatomy across various species.
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It is not only necessary technically, but also a crucial step towards expediting
pre-clinical research, opening the door for more effective therapies and a better un-
derstanding of brain stroke, to develop reliable, accurate, and automated techniques
for pre-clinical 3D lesion segmentation.

1.4 Motivation

With its ability to provide non-invasive, high-resolution insights into the complex
anatomy of the brain, MR imaging is a crucial technique in this context. Despite
these benefits, lesion segmentation in MR images is still a difficult operation
that often requires laborious manual annotation by qualified radiologists. The
accuracy and dependability of diagnosis may be threatened by this process, which
is vulnerable to both inter and intra-observer variability. The method of automated
MRI lesion segmentation has shown encouraging results because to developments
in machine learning, especially deep learning. But because of privacy issues, a lack
of availability, and the exorbitant expense of human annotation, these systems
often need large, annotated datasets for training. Furthermore, owing to differences
in MRI collection techniques and patient groups, a problem known as domain shift,
deep learning models trained on one dataset sometimes do not transfer well to other
datasets. While most prior research focused on clinical MRI segmentation, our
work explores the comparatively unexplored field of pre-clinical MRI segmentation.

1.5 Contributions

With the use of a domain transfer learning strategy, we conducted a subtle in-
vestigation involving two different but related species, specifically rats and mice.
Despite the fact that different species employ different methods for image acquisi-
tion, this study focuses on 3D MRI scans. By using the similarities and differences
between these scans, we take advantage of the underlying patterns and complexity
in the MR images to accomplish precise segmentation of brain lesions. The use of
RatLesNetV2 as a pre-trained model, in combination with several training sample
sizes and augmentation approaches, significantly complicated and enhanced the
work. The following are the contributions we made:

e We thoroughly assessed the performance of a few cutting-edge architectures
created for 3D segmentation tasks. These included designs such as 3D UNet
(Belue et al.,|2022), UNetR (Hatamizadeh et al.| 2021a)) and DynUnet (Isensee
et al., [2021). These models are all regarded for being reliable and efficient at
processing 3D data, which makes them the perfect candidates for our study.
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Our goal was to find the segmentation model that produces most precise
segmentation outcomes.

e We notably address the segmentation of brain lesions in 3D mice MRIs by
using the transfer learning approach with an emphasis on both partial and
full fine-tuning, using pre-trained model RatLesNetV2 (Valverde et al., 2020)
which was trained on Rat MR images. The main goals are to improve the
study of neurological disorders using different animal models and to dive
more deeply into neuroimaging diagnostics. Not only will this result in the
identification of inherent patterns in MR images, it will also open the way for
the use of transfer learning in pre-clinical image analysis—a field in which
this technology is yet quite unexplored.

e This study aims to determine the optimal number of training images necessary
for fine-tuning RatLesNetV2 (Valverde et al., 2020). We utilize transfer
learning with an extra emphasis on the impacts of data augmentation to
identify the best-performing model for our particular dataset. We examine
the complex dynamics of augmentation in conjunction with various training
sample sizes using the RatLesNetV2 model as a pre-trained model. Our study
goes beyond the straightforward use of transfer learning by examining how
the performance of the model is impacted by augmentation with different
training sample sizes.

1.6 Thesis outline

By giving a brief summary of earlier studies that were done in a related field,
Chapter 2 reviews relevant literature. An extensive review of the literature will be
included to pinpoint any existing gaps, emphasize the most important results, and
place the present work in the perspective of the larger field of study.

The approaches used in this research will be explained in Chapter 3 in extensive
detail. This will include a full breakdown of the segmentation designs used, including
their core ideas and benefits. The transfer learning approach used in this research
will also be thoroughly discussed, along with the justification for its choice and
how it was used in the study.

A comprehensive look at the findings from the carried-out experiments will be
covered in Chapter 4. In order to evaluate and draw valuable insights from the
results, this analysis will require a comprehensive evaluation of the data using the
relevant performance evaluation metrics.

A thorough discussion of the findings and their implications will be included
in Chapter 5, where the findings are critically examined and evaluated in light of

8
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the study’s goals and assumptions. Prospective directions for further investigation
will be looked at. The chapter will end with an overview that highlights the major
conclusions and contributions of the research.
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2 | Related Works

The idea of using deep learning-based techniques continues to gain a lot of acceptance
to enhance various domain of medical imaging related research. The intrinsic
capacities of deep learning algorithms to efficiently manage noticeably higher
amounts of data contribute to this approach’s efficacy to predict by significantly
decreasing both intra and inter-observer variability. Deep learning based techniques
can handle large datasets with increased stability and dependability, reducing
inconsistencies in interpretation made by different human expert (Kora et al., 2022]).
In (Kora et al., [2022), the study claims that, human expert’s performance is not
static but rather changes over time and is technically referred to as intra-operator
variability. The human expert’s expertise is improved through constant exposure to
a growing quantity of images, which therefore improves the accuracy of diagnostic
and treatment results. Transfer learning has become an acknowledged method in
the field of medical image segmentation, earning an increasing amount of attention
recently. Transfer learning has been widely used by studies in several investigation,
taking advantage of its ability to improve the precision of segmentation. These
evaluations provide insightful critiques of the many methodologies, databases,
and field results that have been seen (Cheplygina et al., [2019; Karimi et al.,
2021}, [Valverde et al., [2021)).(Ghafoorian et all [2017) evaluated the impact of
transfer learning in the context of MRI-based brain white matter hyperintensity
segmentation when the source and target regions had different acquisition techniques.
According to the study’s findings, transfer learning produced better results than
traditional training.

By starting with a pre-trained CNN to find suitable samples for annotation and
then gradually enhancing the (fine-tuned) CNN through ongoing fine-tuning, (Zhou
et al., 2021)) presented a novel method by integrating active learning and transfer
learning (fine-tuning) into a single framework to significantly reduce the cost of
annotation. The effectiveness and reliability of transfer learning using deep CNNs
for classifying breast lesions in ultrasound (US) images are examined by (Byra et al.,
2019). In comparison to conventional supervised learning approaches, the study
(Van Opbroek et al., 2014) substantially decreased classification mistakes by using
transfer learning techniques to enhance segmentation performance, particularly

11
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when there is not enough of easily available representative training data. The
study (Ghafoorian et al. [2017) examined domain adaptation in medical image
analysis, focusing on the volume of data needed for modifying an existing network
and retraining previously learned model parameters. The experiments done on
segmentation challenge show that a domain-adapted CNN trained with only two
classes surpasses a network built from scratch on the identical cases, attaining a
Dice score of 0.63.

2.1 Volumetric Image Segmentation

Due to its excellent accuracy and efficiency, the UNet architecture (Ronneberger
et al., 2015, originally created for medical imaging segmentation, has grown in
prominence and is now useful for a variety of image segmentation applications.
The UNet architecture consists of two parts: an encoder with down convolutions
after a decoder with up convolutions coming and max-pooling layers for feature
extraction. Using the previously extracted features, the model creates an output
mask with dimensions that match the input mask. Medical imaging often produces
volumetric data that depicts three-dimensional anatomical structures, hence it is
necessary to have tools that can understand this multidimensional spatial data.
Although there has been significant advancement with 2D UNet, it typically
analyzes images slice-by-slice, essentially converting the volumetric data into a
sequence of two-dimensional images. This method may possibly lose crucial 3D
context and relationships between neighboring slices, which would negatively impact
segmentation performance. The main benefit of 3D UNet (Cigek et al., [2016)) is its
capacity to analyze volumetric data in its original format, which allows it to better
represent the three-dimensional spatial environment. The 3D convolution process
in 3D UNet keeps track of depth data, enabling the model to identify patterns
across different slices and provide more reliable and precise segmentation results.

The 3D UNet offers more thorough and precise segmentation by acting directly
in three-dimensional space, gathering spatial information and capturing volumetric
structures with more accuracy. This development has greatly enhanced the segmen-
tation of 3D medical images, providing new opportunities for accurate diagnosis,
treatment planning, and interdisciplinary study. In (Kumar et al| 2022)), the
automated segmentation of the liver from a computer-assisted C'T scan was done
using the UNet model from MONAI in order to pinpoint the areas of interest,
such as tumor locations and organ borders. In (Sivakumar and Ganeshkumar,
2017)), a novel application of an Adaptive Neuro Fuzzy Inference System (ANFIS)
classifier was made, with the approach focused on the automated identification
and segmentation of brain stroke regions. This classifier and a Heuristic Histogram
Equalization Technique (HHET) to the imaging data were used to enhance the clar-
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ity and visibility of the interior brain regions. This method significantly improves
the quality of the brain scans, which eventually helps to more precisely define the
regions afflicted by stroke. Deep learning based approach in (Zhou et al., [2019),
proposed a novel 2D network framework that effectively combines a DeconvNets
(EDD)-Net and a Multi-Scale Convolutional Label Evaluation Net (MUSCLE Net)
within an ensemble for lesion segmentation, eradicating the need for artificial feature
design inherent in traditional machine learning and achieving better performance
on a large clinical dataset. The Dimension Fusion UNet (D-UNet) method, which
combines the strengths of both 2D and 3D convolutions during the encoding stage,
was introduced in the study (Zhou et al., |2019) to address the challenges in the
field of lesion segmentation and the approach achieves an improved segmentation
performance compared to 2D networks while significantly reducing computational
time when compared to 3D networks. Leveraging the power of transfer learning for
3D data representation, the study in (Kolarik et al. 2021) successfully managed to
segment heavily unbalanced data without selective sampling, yielding more reliable
results with less training data in a single modality, demonstrating the efficacy of
this approach in practical medical applications for lesion segmentation.

The clinical process from diagnosis to follow-up is made easier by segmenting
medical. The study in (Gillot et al., 2022) provided a revolutionary method that
efficiently completes challenging segmentation in around five minutes, which is
a major improvement over the typical manual effort of trained doctors, which
takes seven hours. In order to achieve a broad clinical application, the approach
integrates UNet Transformers (UNETR) from the MONAI framework. Training
and testing were done on 618 de-identified Cone-Beam Computed Tomography
(CBCT) volumetric images of the head that were obtained with various parameters
from different centers. The MONAI framework was used in (Nisar et al.| 2022) to
preprocess, train, and validate the neural network that served as the basis for the
investigation. Using a radial, forward-looking Foresight intracardiac echocardiog-
raphy (ICE) ultrasound probe, inferior vena cava (IVC) images from an animal
investigation were utilized in this study and the ground truth was established
by manual segmentations, which was then verified by a skilled clinician. On the
dataset, a UNet architecture was trained using the MONALI platform in order to
segment vessels.

2.2 Clinical Image Segmentation

Due to its non-invasive nature and capacity to produce fine-grained, three-dimensional
images of live tissue, clinical magnetic resonance imaging (MRI) has established
itself as a cornerstone in the diagnosis and therapy of several diseases. The capture
of images with numerous contrasts is made possible by this variability, giving a
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thorough view of the interior architecture of the body. Automated segmentation is
highly beneficial in the clinical field for assessing illness progression, especially in the
context of brain disorders and lesions. For instance, segmentation helps calculate
tumor size and location, which is important for figuring out how much radiation
should be given to patients during radiotherapy. Automated segmentation has also
been used to categorize a number of illnesses, such as neoplasms and neurocognitive
disorders. Significant number of segmentation research have each examined one of
these applications, which include anatomical (Gillot et al., [2022)), lesion (Valverde
et al., 2019)), and tumor (Hatamizadeh et al., 2021a) segmentation.

The development of clinical techniques for image segmentation for diverse med-
ical applications has been facilitated by a number of research. (Elliott et al., [1992])
concentrated on interactive image segmentation for radiation treatment planning
and developed a technique that speeds up the process by combining data from edge
and region detectors. A model-based technique for segmenting three-dimensional
images was created by (Mitchell et al.; 2002), and its effectiveness was tested by seg-
menting echocardiographic temporal image sequences and volumetric cardiac MR
images. By merging pattern classification and level sets, (Li et al., 2004)) adapted
image segmentation for clinical contexts and proposed an effective architecture that
includes a pattern classifier, hierarchical, and connected level sets. STAPLE, an
expectation-maximization technique for concurrent truth and performance level
estimation, was presented by (Warfield et al., 2004). (Li et al., 2006|) presented
a generic automated technique for clinical image segmentation in their study, fo-
cusing on automatic clinical image segmentation employing pathological modeling,
PCA, and SVM. All in all, these studies (Li et al., [2004; Warfield et al., 2004; |Li
et al., 2006)help to develop and apply advanced image segmentation techniques
in clinical settings, paving the way for better diagnosis, treatment planning, and
decision-making processes.

Effective segmentation techniques are beneficial for the wide range of imaging
modalities used in clinical settings, including computed tomography, magnetic reso-
nance imaging, and positron emission tomography. These methods are responsible
for locating and identifying areas of interest, which opens the way for more precise
diagnostics and individualized treatment planning (Litjens et al., 2017). Effective
medical image segmentation is hampered by a number of issues, the segmentation
problem is made more difficult by the considerable variability in patient anatomy,
the presence of image noise and artifacts, the low contrast between diverse tissues,
and the need to adapt to varied imaging modalities and procedures (Menze et al.
2014). These problems are made considerably more obvious in the case of 3D
segmentation, where the extra dimension adds more complexity (Zuluaga et al.,
2015). Using a cascaded architecture of two 3D patch-wise CNNs, this study
(Valverde et al., 2017) proposes a automated method for the segmentation of White
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Matter (WM) lesions in Multiple Sclerosis (MS) patient images. The architecture
has been successful with a small clinical dataset of manually annotated MRI images,
solving the pervasive problem of label scarcity. In this cascaded architecture, the
first network detects possible lesion voxels, while the second network refines this
output to reduce misclassified voxels.

2.3 Pre-clinical Image Segmentation

In preclinical settings, image segmentation is just as important since it enables
thorough and in-depth anatomical and pathological investigation on experimental
animals, which produces informative results that influence the course of clinical
research (Hernandez et al., 2003). In preclinical settings, manual segmentation
was initially the preferred technique, similar to clinical applications. Manual
segmentation, however, proved to be an unfeasible approach due to the complexity
and sheer amount of preclinical imaging data, as well as the need for high-throughput
analysis (Hulsen et al., 2019). SegCaps, a novel convolutional-deconvolutional
capsule network for object segmentation, is introduced in (LaLonde et al., 2021])
and shows improved performance and efficiency on a variety of clinical and pre-
clinical imaging datasets.

Rodent models are very important in the area of pre-clinical research, notably
in the development of new drugs and therapies (Valverde et al.l 2019)). For these
long-term investigations, non-invasive imaging techniques like magnetic resonance
imaging (MRI) have become essential for tracking the development of the illness
and the effectiveness of treatment (Valverde et al.,|[2020). The manual segmentation
of brain lesions in mouse MRI images, which takes time and is prone to inaccuracy,
has been one of the persistent problems in this field. This issue emphasizes the
critical necessity for trustworthy automated techniques for segmenting rodent brain
lesions. The study (Valverde et al., |2020) present RatLesNetV2, the first 3D
Convolutional Neural Network particularly created for automated segmentation of
rodent brain lesions in MRI data. This ground-breaking approach has been trained
from beginning to finish, needs no preprocessing, and has been shown effective on a
large dataset of 916 rat brain MRI images from 671 animals at nine distinct lesion
stages. RatLesNetV2’s relevance and potential influence in this area are further
supported by the fact that this dataset has been used to research focal cerebral
ischemia. This innovation represents a significant step forward and provides a fix
for the urgent problem of manual lesion segmentation in mouse MRI data.

In order to reduce time for researchers and doctors, the amount of MRI data
has increased significantly in recent years, prompting the creation of automated
segmentation techniques. However, the lack of available techniques and poor
segmentation performance for preclinical MRI emphasizes the need for further
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developments in this field.

2.4 Transfer Learning in Medical Image Seg-
mentation

For medical image segmentation problems, transfer learning is a useful technology,
particularly when there is a lack of training data for CNNs. The source task
and domain have an impact on the effectiveness of transfer learning for certain
medical image segmentation tasks. The effectiveness of various source task and
domain combinations for transfer learning-based medical segmentation is critically
examined in (Zoetmulder et al., [2022). In the experiment, CNNs were trained on
three distinct T1 brain MRI segmentation tasks after receiving pre-training on
classification, segmentation, and self-supervised tasks in the context of natural
image and T'1 brain MRI domains. The findings show that even with fewer datasets,
pre-training with tasks and domains similar to the intended tasks and domains led to
better performance. In the context of medical image analysis, the study in (Karimi
et al., 2021) clarifies the impacts of transfer learning on training duration and
segmentation accuracy. The study found that although transfer learning reduces
training time for the target task, the degree of gain in segmentation accuracy
depends on the specifics of the task at hand, as well as the properties of the data
that are available. Notably, significant accuracy improvements mostly appear when
the segmentation job is more difficult and when the amount of the training sample
is more constrained.

2.4.1 Domain Transfer Learning

This type of transfer learning, known as domain transfer learning , keeps the
task constant while changing the domain. For instance, despite the shift in the
visual environment, a model that was first trained to recognize things in outdoor
settings may be fine-tuned to detect objects in inside scenarios. In the field of
medical imaging, the idea of transfer learning—and more particularly, inductive
transfer learning—has found several uses (Cheplygina et al., 2019). According
to (Cheplygina et al., [2019), early transfer learning efforts in the field of medical
imaging also focused on situations when the classification goal is constant but the
domains are different. This issue frequently occurs as a result of the use of data from
numerous hospitals or healthcare facilities. This method takes use of the idea of
learning several tasks within the same domain together as opposed to independently,
such as identifying various sorts of abnormalities in lung images. The first attempts
at transfer learning in medical imaging focused on situations when the classification
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task remained constant but the domains differed, such as when data is collected
from several hospitals. Different scanners, demographics, and imaging settings
might alter data distributions, making it necessary to train classifiers differently
than simply using conventional techniques. By using shared, task-independent
characteristics and more data, the collaborative learning process improves the
robustness of representation. This comprises self-supervised learning, which works
without labeled source data, as well as multi-task learning (MTL), which makes
extensive use of labeled source data. In essence, the objective itself, such as
identifying diseases or classifying patients, remains the same, but the data source,
or domain, varies. These variances could be attributable to, among other things,
variations in patient demographics, machine settings, or hospital-specific policies.
The fundamental difficulty here is preserving the same classification task while
modifying the learning model to function well in these various healthcare situations.
(Conjeti et al..|2016) proposed a supervised domain adaptation (DA) framework that
can adjust decision trees even when there are few labeled examples available when
there is a distribution change between the source and target domains. The research
introduces a unique domain adaptation method that employs a hierarchical transfer
relaxation strategy that corrects errors. To address the distribution shift between
the domains, this technique includes domain alignment, feature normalization,
and leaf posterior reweighting. Several medical imaging studies use two main task
integration techniques that are in line with the MTL paradigm. The first method
makes use of various label spaces and disjointed training sets for every assignment.
In their work, (Bi et al.; 2008|) provided a demonstration of this by classifying
brain MR images of the brain into AD or cognitively normal (CN) and classifying
nodules in chest CT images. Despite the unique label spaces of the tasks, this
method improves the effective sample size. The second technique, which involves
training numerous tasks on the same dataset to create a multi-label classification
scenario, is shown in the works of (Zhang et al., |2012). This strategy improves
the classifier’s performance via regularization even while it does not increase the
sample size. This is very useful when dealing with circumstances with small sample
numbers.

2.4.2 Task Transfer Learning

In this type of transfer learning, the tasks are different while the source and
destination domains are the same. For instance, a model that was first trained
to classify various animal species may be improved to classify various plant kinds
while using the information learned from the initial training.So, although the
source and target tasks are different, the data distribution across the source and
target domains is the same in inductive transfer learning, also referred to as task
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transfer learning. In the area of computer vision, research on this phenomena has
been widely conducted, and multiple studies have looked at how various activities
are related to one another (Zamir et al., [2018; [Standley et al., 2020). One such
study (Zamir et al., 2018]) examined the connections between various source and
destination tasks in an effort to create a classification system that would indicate
the degree of transferability across tasks. This was accomplished by carefully
adjusting each target task depending on its unique source task. The experiment
also assessed the improvement in performance that might be gained when features
from models that had already been trained on several source tasks were combined
to learn a target task.

Instance-transfer approaches, such as instance weighting to change the source
distribution or feature space transformations to align the source and destination
domains, are mostly used to address these distributional differences (Cheplygina
et al., [2019). The study (Chen et al., 2019)) investigated if learning a single target
task may be accelerated by integrating features from models that have already
been trained on a range of source tasks. The subsequent phase was to do a study
to create practical approaches for identifying the most important source activities
that may aid decision-making, particularly when computing resources are limited.
According to (Achille et al., 2019), Through the discovery of connections between
various categorization tasks, complementary study has shifted their attention away
from the need of network fine-tuning.

The closeness in data distribution and feature properties between the source
and target tasks has a significant impact on task-specific transfer learning success.
According to (Weiss et all [2016), when tasks are more similar in terms of data
distribution and feature qualities, the transfer learning process is likely to perform
better. Therefore, for the efficient application of task-specific transfer learning, a
thorough knowledge of the underlying data distribution and feature similarities
across tasks is essential.

2.4.3 Domain-Task Transfer Learning

Both the domain and the tasks shift in this situation for domain-task transfer
learning. For instance, despite the differences between the tasks and the domain
(natural language processing tasks vs image classification tasks), a model that was
first trained on natural language processing tasks may be converted to handle the
latter. The study (Moeskops et al., [2016) used domain transfer learning to train
networks that could accurately interpret images from several imaging modalities
and visualize various anatomical regions using a single CNN architecture. The
segmentation performance obtained by including several tasks in the training
approach was comparable to that of networks trained specifically for each task.
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The CNN (Moeskops et al., 2016|) showed that it could adjust to different tasks,
suggesting the possibility of shared representations inside the network. A pretrained
CNN (AlexNet) trained on non-medical tasks is fine-tuned for differentiating
between benign and malignant breast tumors in this study’s (Huynh et al., 2016])
evaluation of task-domain transfer learning. The findings show that classifiers built
using transfer learning outperform those built using analytically derived features,
and the ensemble of CNN-extracted features based classifier and analytically
extracted features based classifiers, pointing to the promise of transfer learning in
computer-aided diagnosis (CADx) and radiomics. (Meng et al., 2017)) emphasized
the difficulties in utilizing diagnostic ultrasound to provide consistent and subjective
diagnosis due to different influencing factors. The study suggests a task-domain
transfer learning strategy for classifying liver fibrosis that makes use of VGGNet
and a fully connected network (FCNet). The pretrained VGGNet model is adjusted,
and deep features are extracted, allowing the FCNet to classify liver fibrosis with
more accuracy than other methods. The potential for improving classification
tasks in diagnostic ultrasound is shown by the combination of transfer learning
and FCNet. Early work by (Schlegl et al., 2014)) shows the new method of using
non-medical images as raw data for training 2D networks, which serves as an early
example of task-domain transfer learning. The categorization of tissue types in
chest CT slices was done using this approach. Their creative approach combined
information from real images, additional chest CT scans, and head CT scans, each
of which represented a different source job. It’s interesting that the study showed
that natural images, a totally different source, not only equaled but sometimes
even beat the outcomes obtained from utilizing just lung scans. However, using
brain images was less successful. The differences between CT scans of the brain
and lungs may be the cause of this discrepancy. The vast homogenous patches that
are often seen in brain scans contrast with the more complex texture shown in lung
scans, which may have affected how well the task-domain transfer learning process
worked.

We have built a strong foundation for identifying the best methods relevant
to our study aims through an extensive review of the available literature. The
literature highlights a variety of procedures of using pre-trained models after
different fine-tuning methods. Such revelations not only deepen our comprehension
but also direct our research in the direction of customizing the best strategy for
the particular task at hand. The combined information from this review act as
a vital guide, directing the design of our experiments and how we interpret the
findings as we go into the experimental phase of our study.
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Table 2.1: Diverse transfer learning types applied to various imaging modalities

for distinct tasks.

Reference Modalities Function TL type
Kouw et al.| (2017 MRI Lesion segmentation Domain TL
lex et al.| (2017 MRI Brain lesion segmentation Task TL
Wang et al.| (2013 MRI Brain lesion segmentation Domain TL
Van Opbroek et al.| (2014 MRI Brain lesion segmentation Domain TL
van Opbroek et al.| (2015 MRI Brain lesion segmentation Domain TL

Brain MRI,

Breast MRI,

Cardiac CTA
Endoscopy

Moeskops et al.| (2016

|Ross et al.|(2018
Tajbakhsh et al.| (2016

endoscopy
Lung CT,

Bi et al.| (2008

Ablavsky et al.| (2012
Mahmood et al.|(2018
Karimi et al.|(2021

Endoscopy
MRI, CT

CT, ultrasound,

heart Ultrasound
Electron microscope image stacks

3 different segmentation

Medical instrument segmentation

Classification, segmentation

Segmentation
Depth estimation
Different segmentation

Domain-Task TL

Domain TL

Classification, detection, segmentation Domain-Task TL

Task TL

Domain TL
Domain TL
Domain-Task TL
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The goal of this work was to thoroughly investigate several techniques for seg-
menting stroke lesions from mouse brain MRI data, with a particular emphasis on
comparing transfer learning compared to training from scratch. In order to improve
the robustness and generalizability of our models, we also included alternative
designs such 3D Unet, Dynamic Unet, UNetR and experimented with other data
augmentation techniques, such as the use of random affine transformations are
described in this chapter. This chapter provides a thorough description of our
strategy for enhancing the accuracy and effectiveness of segmentation by outlining
our journey through these procedures, the optimization strategies we utilized, and
the particular assessment criteria we used to evaluate their performance.

3.1 Dataset

In order to investigate and understand the effectiveness of transfer learning ap-
proaches, a dataset (An et al., [2022) consisting of T2-weighted MRI scans of
mice was used in this study. This significant use of cutting-edge machine learn-
ing methods, particularly transfer learning, allowed for a deeper analysis of the
dataset as well as more reliable segmentation outcomes for pre-clinical images. The
dataset includes a total of 382 T2 MR images, where 332 animals underwent middle
cerebral artery occlusion (MCAo) and 50 had a sham operation. According to
An et al. (2022)), the measurements from an MRI were made 24 hours after the
stroke procedure. Using a 2D RARE sequence and acquisition settings that were
adapted for stroke imaging, images were obtained on a 7 T MR scanner. Rapid
Acquisition with Relaxation Enhancement, or 2D RARE, sequences were used in
the imaging procedure of the study. The imaging procedure involves taking 32
successive slices with a 0.5 mm thickness each. The imaging’s field of view (FOV)
was limited to a 25.6 mm~? region. The image matrix was originally recorded at
a resolution of 256 x 196, and the final resolution was zero-filled to 256 x 256.
The methodology used four averages to improve signal-to-noise ratio, which led
to a scan duration that was around 6 minutes and 43 seconds overall. The lesions
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were annotated semi-automatically and the annotations were exported in NIfTI
format. This segmentation was carried out by an experienced researcher with over
20 years of expertise, who has previously verified tracings against histology. Each
segmentation took around 5 minutes.

The Rat dataset which the pretrained model was based on has 916 T2-weighted
MR brain scans from 671 adult male Wistar rats, weighing between 250 and 300
grams. The scans came from 12 different studies and were provided through the
Discovery Services site of Charles River Laboratories. With scans collected at
various times after occlusion, the dataset was varied. To cause localized cerebral
ischemia in the right hemisphere of these rats’ brains, a brief, 120-minute middle
cerebral artery blockage was employed. Following the occlusion, MR data was
collected over a period of time. Some research also used rats that had fake
operations, which included the identical surgical techniques but no real blockage.
All animal experiments complied with NIH guidelines for the care and use of
laboratory animals and were approved by the National Animal Experiment Board
in Finland. MR data was acquired using a multi-slice multi-echo sequence, with
TR =2.5 s and 12 echo times ranging from 10-120 ms in 10ms increments. The
images were obtained using a horizontal 7T magnet, and T2-weighted images were
computed as the sum of all echoes. A total of 18 coronal slices of Tmm thickness
were collected using a 30x30 mm2 field-of-view, yielding 256x256 imaging matrices
of 117x117pm resolution. The T2-weighted images were not subjected to any pre-
processing steps, such as inhomogeneity correction, artifact removal, registration,
or skull stripping, but were zero-centered and variance-normalized to one. The
provided lesion segmentations were carried out by trained technicians from Charles
River. Additional independent manual segmentation conducted in (Valverde et al.,
2020) from the first acquired study to estimate inter-rater variability. The average
Dice coefficient between the two manual segmentations was 0.67 £ 0.12 for 2-hour
lesions and 0.79 4 0.08 for 24-hour lesions, with an overall average of 0.73 £ 0.12.
We utilized the segmentation mask created manually during the study (Valverde
et al., 2020) as the ground truth for study. The RatLesNetV2 model’s pre-training
phase was limited to images that had a ground truth mask, in other words, that
had a lesion in them. Images from sham operations that showed no lesions were not
included in the training procedure. There are several restrictions on the dataset
that was used to build the RatLesNetV2 model in this experiment. The rat brain’s
magnetic resonance imaging (MR) dataset is not available publicly due to private
rights and intellectual property concerns.
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3.1.1 Data preparation and splits:

All the images used in this study included certain data alterations for all three
training, validation, and testing set. An essential part of the preparation workflow
includes reformatting the images in order to provide the best interoperability with
the deep learning models we used throughout the study. In order to prioritize
the channel dimension, the data dimensions have to be rearranged. This step has
significance since usually deep learning models are built to anticipate data in a
particular way. Segmentation masks were also transformed into a one-hot encoding
format for our binary classification problem. The model’s ability to produce more
accurate predictions is improved by this change. To uniformly scale the intensity
range across all images, normalization—a fundamental step in the pre-processing
pipeline, was applied. By giving input features a consistent scale, eliminating
differences in voxel intensity across data aids in improving model performance.
Therefore, including these steps in the pre-processing pipeline ensures that the
data is most adequately prepared for efficient learning and performance as well as
being appropriately structured for the deep learning model employed in this work.

The dataset used for our study was divided into three separate categories:
training, validation and testing. The original dataset included 382 images in total,
of which 51 were removed from our analysis because those mice had sham operations
and there were no lesions on those images. The remaining 331 images were divided
into three subgroups. The allocation was as follows: 70% (231 images) went to the
training set, 10% (34 images) was used as the validation set and 20% (66 images)
to the test set. We used all 231 of the training set’s images to train the MONAI
segmentation models. In contrast, for the transfer learning experiments, we used
fewer images that were automatically selected based on the distribution of lesion
area sizes. It should be emphasized that, regardless of the size of the training set,
the same test and validation sets were constantly used to monitor the training and
assess all models.

3.1.2 Dataset selection for Transfer learning approach

For our transfer learning experiments, we created lesion-balanced training sets
derived from our original training set split. Lesion sizes were calculated using the
mask files to select the training data for TL models. Later, the size of the lesion in
millimeters was determined by summing the mask area and multiplying that with
the voxel size of the image. Lesion sizes were divided into bins according to equal
Interval binning. the entire range of data is divided into a specified number of
bins such that each bin covers an equal range of values. Here, the bins are defined
by the minimum and maximum lesion size in the dataset, and the interval (or
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width) of each bin is the total range of the data divided by the desired number of
bins. This was achieved by creating a collection of bins with equal spacing using
the linspace function. Figure [3.1] shows the distribution of lesion sizes of available
training samples which are based on 70% of entire mice dataset. After calculating
the lesion sizes, class labels were given to each size depending on where in the bins
that size belonged. As we discussed we have equal Interval binning, one image was
selected from each class or bin. A random image was chosen from the available
images within each class to ensure a broad representation of lesion sizes. As we
have 8 bins, if less there is no image to choose from a particular bin in a given
scenario, further images were picked at random until 8 images were collected. This
approach was used to ensure a sufficient sample size and prevent any possible bias
toward certain lesion sizes. In the first step of our process, we define uniform bins
or equal intervals that cover the whole range of lesion sizes seen in our dataset.
We classify all lesions into one of these bins by establishing these bins based on
smallest and highest lesion sizes.

A similar strategy was used to increase the size of the training set to determine
the ideal model training size. In this scenario, the goal was to expand the training
set while still making sure that it was appropriate for the task at hand. First,
we grouped the images into eight bins of equal size (see Figure . Second, we
sampled n images from each bin, where n € {1,2,3,4,5} resulting in five training
set of 8, 16, 24, 32, and 40 MR images, respectively. In order to study the effect
of dataset size on the effectiveness of the deep learning model, the number of
images per class was gradually increased. This made it possible to evaluate the
impact of the training sample size on the model’s accuracy and generalization
abilities. The trade-off between dataset size and model performance was clearly
seen throughout this repeated process of growing the training set. In order to
assure the model’s ability to generalize effectively to new, untested data, the study
set out to determine the bare minimum number of training images necessary to
reach a desired level of performance. By taking a more complete approach, this
study aimed to investigate the connection between model performance and the
size of the training set, providing a thorough assessment of the lesion analysis
capabilities of the transfer learning model.

3.2 Model architectures

3.2.1 3D UNet

The study used the MONAI framework to create a 3D UNet model, a well-known
deep learning architecture for volumetric medical image segmentation.
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Figure 3.1: Distribution of Lesion Sizes in the Training Sample Dataset (70%
data of Mice Dataset).

In order to deal with volumetric data, like the one used in this study, the 3D
UNet model was set up with three spatial dimensions. To correspond with the
two classes we have lesion and non-lesion, the model was configured to contain a
single input channel and two output channels. The UNet model was constructed
using an encoder and decoder, each made up of numerous layers, according to the
network design. While the encoder path was made to gradually extract high-level
abstract information from the input image, the decoder concentrated on utilizing
these features to predict the segmentation map. This UNet architecture has five
encoding layers and five decoding levels, with 16, 32, 64, 128, and 256 channels
in each layer, respectively. In UNet architectures, it is usual practice to double
the number of channels at each layer, enabling the model to find better feature at
each depth level. The spatial dimensions of the output feature maps were halved
at each level in the encoding path and then progressively recovered in the decoding
path since the strides were set to 2 for all levels.

Two residual units (Xie et al., 2017) were added to each layer of the model to
further improve it and speed up learning by enabling the model to build shortcut
connections between levels. These connections aid in resolving the vanishing gradi-
ent issue that deep neural networks often experience, increasing the effectiveness
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Figure 3.2: Schematic representation of 3D UNet Model Architecture. (figure
from (Cigek et all, |2016), Creative Commons Attribution, CC BY")

of training. To stabilize the learning process and shorten training time, batch
normalization (loffe and Szegedy), [2015]), a method that normalizes the activations
of each layer, was used. This procedure lowers the likelihood of overfitting and
improves generalization of the model.

Overall, the 3D UNet model’s design was customized to meet the needs of this
study specifically, making it well-suited for successfully completing the segmentation
task. Figure shows the model architecture of 3D-UNet from (Cigek et al., [2016).

We defined significant differences between (Cicek et al., [2016)) 3D UNet model
and the MONAT 3D UNet model used in our study while maintaining the fundamen-
tal UNet design, which consists of an encoding path, a decoding path, and lateral
shortcut connections. The tuple (16, 32, 64, 128, 256) provided to the channels
parameter in our study, defining the number of output channels for each layer,
distinguishes our MONAI model from the (Cigek et al. |2016|) model’s structure by
adding five resolution stages as opposed to their model’s four, although both version
doubles the number of channels after each downsampling step. As with the original
3D UNet model, our MONAI technique normalizes each Rectified Linear Unit
(ReLU) using batch normalization. In the MONAI 3D UNet, two residual units are
used in each layer of the network. Compared to the original 3D UNet, which did
not have residual units, this is an improvement. Particularly for deeper networks
such this one, the introduction of residual units enhances model performance by
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facilitating more efficient gradient propagation during training. This highlights the
flexibility of the MONAI framework, which, despite the aforementioned differences,
enables thorough modification to meet a variety of medical imaging requirements.

3.2.2 Dynamic UNet

In particular for biomedical image segmentation applications, the Dynamic UNet
which was based on nnUnet (Isensee et al., |2021), and UNet are both well-known
network structures for semantic segmentation from MONAI framework. However,
there are several areas where they differ, particularly in terms of flexibility, deep
supervision (Lee et all 2015) and normalization. The DynUNet’s inclusion of
dynamic computation of the resolution levels, which enables improved flexibility,
is one of the main improvements over the standard UNet. A predetermined,
fixed set of resolution levels is used while operating the conventional UNet. In
comparison, DynUNet offers a more adaptable method for managing a range of
image sizes by dynamically adjusting the resolution levels depending on the size of
the input image and the kernel. Deep supervision is used in our method, which is
an additional choice offered by the DynUNet. Deep supervision is an approach in
which the final layer of the network and its intermediate levels both contribute to
the final prediction. This facilitates training-phase convergence more quickly and
may enhance segmentation performance. The upsampling procedure used in the
decoder is another significant distinction between the two models. Upsampling is
accomplished in the UNet architecture using interpolation. The DynUNet model,
on the other hand, employs a transposed convolution that enables the model to
learn the upsampling filters during the training phase, possibly leading to more
accurate feature map upsampling. In this procedure, a kernel or filter is used to
create an output that has more spatial dimensions than the input by sliding over
the input. The parameters of this filter, as opposed to simple interpolation, become
known during training, enabling the model to adjust to the unique properties of the
input. In our model architecture, batch normalization (loffe and Szegedy, 2015 is
being employed. This is a technique that normalizes the features across all samples
in a batch.

3.2.3 UNetR

UNetR (Hatamizadeh et al., 2021b)) is a 3D model that includes Transformer’s
self-attention mechanism, which was first proposed by (Vaswani et al., 2017). Uti-
lizing the strengths of both UNet and the Transformer, this significant combination
combines the accurate localization skills of UNet with the excellent context com-
prehension of the Transformer. The UNetR model was created with a single input
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channel and two output channels to correspond with the properties of our input
data and the specifications of our binary segmentation task. UNetR’s internal
settings were altered, the Transformer component of UNetR was given dimensions
of 768 and 3072 for the hidden layer and 3072 for the Multi-Layer Perceptron
(MLP) layer. The trade-off between model complexity and computational feasibility
guided the careful selection of these dimensions. Twelve distinct "heads" made
up the self-attention mechanism, a crucial component of the Transformer design.
This divide, as indicated by the "num heads" option, enables a varied attention
focus, allowing the model to concurrently collect several features of the data. A
perception-based method was used for the positional embedding inside the Trans-
former. By using this technique, the model is better able to understand the spatial
connections present in the volumetric data. Instance normalizing, which normalizes
the characteristics of each unique instance, was the normalizing approach used.
This method enhances the model’s generalization skills and makes it more resilient
to changes in the input distribution. The UNetR architecture, in conclusion, offers a
complex and cutting-edge method for solving volumetric image segmentation issues.
UNetR acts as a reliable and flexible solution in our segmentation task resources
by combining the advantages of UNet and Transformer models and enabling subtle
customization via numerous parameters. The decision to include residual blocks
in the UNetR model for our investigation was driven by their ability to solve the
vanishing gradient issue and facilitate the learning of identity functions, notably
enhancing the performance of deeper layers in the architecture. Figure |3.3| shows
the schematic representation of UNetR model architecture from (7).

3.2.4 RatLesNetV2

RatLesNetV2 is built on the idea of a UNet (Ronneberger et al., |2015), a type of
convolutional neural network that has shown higher performance in biomedical
image segmentation tasks. This model extends the fundamental UNet architecture
by including residual connections (He et al., 2016|) and making use of bottleneck
layers, both of which provide special benefits in processing and comprehending
3D volumetric data. RatLesNetV2’s architecture starts with a 3D convolutional
layer, has a series of residual blocks and 3D max-pooling layers for the network’s
downsampling or encoding portion. Each residual block is made up of the following
ReLU activation function, Batch Normalization 3d, Convolution 3d, ReLU, Batch-
Norm3d, and Conv3d, with an extra shortcut connection running from the block’s
input to its output, in order to prevent the model’s performance from degrading
with depth.

The architecture uses a succession of bottleneck layers after the encoding path,
with a ResNet block and an upsampling step after each layer. The representation’s
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UNETR: Transformers for 3D Medical Image Segmentation
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dimensionality is decreased by the bottleneck layers, which also lowers the compu-
tational load and lowers the possibility of overfitting. The network operates at the
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input data’s original resolution which is a benefit of using upsampling procedure,
that is essential for collecting features that are often lost during the network’s
encoding phase. As it takes into account the intensity values of nearby voxels to
estimate the output, trilinear interpolation is a good option for 3D data and is
what was utilized for upsampling in this architecture. Concatenating the output
with the corresponding output from the encoding path comes after the upsampling
procedure. This results in a skip connection that offers the decoder high-resolution
information and aids the model in better localizing and detailing the output. This
procedure is repeated along the network’s upsampling or decoding chain. The
output of the network is subsequently sent via a final bottleneck layer, which
decreases the number of output channels to two, corresponding to the classes lesion
and non-lesion. Figure shows RatLesNetV2 architecture (Valverde et al., 2020)).
And in our segmentation task, the input to the model is 3D T2-weighted MRI
images of size 256 x256x 32, where there will be 32 slices of 256256 size.

3.2.5 Tranfer learning - Partial fine tuning

A large dataset of rat brain MR images were used to train the RatLesNetV2 model.
This was a crucial step since it gave the model the ability to build advanced feature
extraction skills for stroke lesion identification in the setting of neuroimaging.
For partial fine tuning based transfer learning approach, the RatLesNetV2
model’s encoder was held constant, thus "freezing" the learnt weights. The general-
ization ability attained during the pre-trained session is preserved by this approach.
The value of this comes from the generalizability of the learnt traits, which are
often useful for tasks that are comparable to one another, such identifying lesions
in the structural context of a different species’ brain, in this example, the mouse
brain. In parallel, the model’s decoder part underwent fine-tuning using data
from the mice brain. The goal of this step is to provide the decoder the ability to
specialize for the intended task. This section of the model, which generates the
output, becomes better at spotting and segmenting stroke lesions in the specific
setting of mice brain imaging. As a result, the information that was learnt by
exposure to rat brain images and stored into these weights is unaffected. The
effectiveness of the transfer learning strategy in this study is supported by this
combination of generalizable information from a related task (rat brain stroke lesion
segmentation) and specialized learning for the particular task (mouse brain stroke
lesion segmentation). So, we used domain transfer learning technique in this work
to take into consideration the differences between the source and target domains.
We take advantage of transfer learning’s benefits by using this two-step training
process in this approach. On the one hand, we get advantage from the generic
feature extraction capabilities of the bottom layers, which are pre-trained. The
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higher layers, on the other hand, are tailored to our particular segmentation goal.
As it builds upon previously learned features, this approach may result in better
performance and quicker convergence than completely starting from scratch when
training the model. The use of pre-trained model components minimizes the
possibility of overfitting, which is another advantage of this method when we dealt
with a small number of training samples or smaller datasets. By using a fine-tuning
strategy, our technique takes use of the concepts of domain adaptability. We are
preparing our model to adapt to a new biological domain while keeping the primary
job, the 3D segmentation of lesions. The transfer learning method enables us to
fine-tune the pre-trained model on a comparable but different collection of data,
in this example, mice T2 MRI images. The pre-trained model was first trained
on rat T2 MR images. We preserve the general interpretative capabilities such as
edge detection and texture discernment by freezing the weights of the lower layers
that have learnt essential characteristics from the rat MRI images. The network’s
higher layers are then trained using the mouse MRI data, which enables them to
adapt and pick up on the nuances and particulars of this new domain. Utilizing
the information gained from the prior domain (rat MRI images), the model is
able to more effectively understand and interpret the details of the new domain
(mice MRI images). As a consequence, our model was performing better since
it basically combines extensive prior knowledge with a thorough comprehension
of the particular task at hand. Thus, by concentrating the learning process on
the distinctive features of the new domain, this strategy promotes the effective
utilization of resources.

3.2.6 Tranfer learning - full fine tuning

In a different transfer learning technique, we used a thorough fine-tuning strategy,
where the complete pre-trained RatLesNetV2 model was fine-tuned instead of
limiting it to only certain parts. This meant that every layer in the network, from
the input to the output, regardless of whether it was a part of the encoding or
decoding portions of the network, was free to learn about and adapt to the new
domain of T2 mice MRI images. While the pre-trained model already had a solid
grasp of lesion segmentation in rat MRI images, it was thought that some layers
might benefit from additional learning to better adapt to the nuances and particular
features present in the mice MRI images. In essence, no layer was excluded, and
each layer had the ability to modify its weights and biases in reaction to the new
input.

This thorough approach to fine-tuning may provide a more adaptable transition
to the new area. The larger number of trainable parameters does, however, mean
that it often requires greater processing resources and a longer training time.
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To avoid overfitting and guarantee steady convergence, regularization such as
early stopping used and lower learning rate selection was also required. Overall,
this approach gives the model the most flexibility to adapt to the new data,
possibly producing a model with a high degree of specialization for the job of lesion
segmentation in mice MRI images. As a result, the anticipated result is a model
that is entirely customized to the features of the new domain and provided greater
performance for the specific task at hand.

3.3 Optimization

3.3.1 Loss function

The computation of the loss function is a crucial step in the training of our model.
It acts as an indicator to measure the difference between the predictions of our
model and the actual ground truth. The optimizer iteratively improves the model’s
performance by using the estimated loss to modify the model’s parameters via
backpropagation (Werbos, |1990). The Dice Loss is often employed in medical
imaging assignments because it is especially good at managing unbalanced data.
The Dice loss was calculated using following formula:

2-|AN B
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where A is the set of voxels in predicted segmented lesion and B is the set of
voxels in the ground truth. In order to avoid division by zero, the denominator of
the equation has a minor positive constant called the ¢ added to it. The overlap
between the expected and actual areas is measured by this function. It produces
a number between 0 and 1, where 0 represents full agreement (perfect overlap)
and 1 represents total disagreement (no overlap) between the projected and actual
outputs. To explain it in more detail, our Dice Loss function calculates the Dice
coefficient, which is basically the amount of overlap between two sets, and subtracts
it from 1. To do this, it adds up the element-wise multiplications of the expected
and observed outputs before scaling it by a factor of two. This total is divided by
the total of the expected and actual outputs, resulting in a percentage of overlap
between the two. By carefully handling the batch and channel dimensions, this
configuration makes sure that the loss is calculated separately for each sample and
cach class. The denominator is added by a modest constant 10~ to avoid division
by zero. A reliable technique for evaluating prediction accuracy and directing the
training of our deep learning model towards greater precision and performance is
provided by Dice Loss function.

Dice loss(A,B) =1 —

(3.1)
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3.3.2 Optimizer

A fundamental deep learning method, backpropagation (Werbos, |1990)enables
neural networks to learn and improve performance by repeatedly modifying their
parameters. Calculating gradients, also known as the "slopes" of our loss function
with respect to each model parameter, is the second step in the backpropagation
algorithm. For each parameter, the gradients show the direction and rate of change
of the loss. The gradients would indicate the slope’s steepness and which direction
it is sharpest if we were to visualize our loss function as a hill. We aim to identify
the model parameters that give us the lowest loss conceivable, or, to put it another
way, the bottom of the hill, in order to ultimately descend this metaphorical hill.
This is when the optimizer comes into play, and we employed the Adam (Kingma;
and Bal [2014) optimizer for our needs. In order to iteratively move the model
toward a set of parameters that minimize the loss, the metaphorical hiker changes
the parameters (steps) in the opposite direction of the gradients (steepest slope).
When compared to other optimizers, Adam stands out because it modifies the
learning rate for each parameter separately, adapting factors that need more or less
aggressive updating. The Adam optimizer is started in our study with a certain
learning rate and a weight decay, which adds a little penalty to big weights to assist
avoid overfitting. We use a learning rate scheduler that adjusts the learning rate
during training to further improve our optimization process.

Different starting learning rate and weight decay was used during training
different models, we will discuss the specific values with reason in results section.

3.3.3 Regularization

Learning rate management is critical to the effectiveness of models in the context
of machine learning, and especially deep learning. The model may not learn
anything at all in certain circumstances if the learning rate is higher. In contrast,
a low learning rate assures that the model learns more gradually, but at the risk
of maybe getting stuck in a local minimum or requiring more computing power
because of slow convergence. A technique used to optimize the learning process is
called dynamic learning rate adjustment, sometimes referred to as learning rate
scheduling. In order to achieve the advantages of beginning with a high learning
rate (faster convergence at the start or avoiding local minima) and decreasing it
later for fine-tuning, it modifies the learning rate throughout training by reducing
it in accordance with a pre-defined schedule. For regularization in this study, we
employed the Adam optimizer with a certain beginning learning rate and weight
decay. We also provide a scheduler that controls learning rates, especially the
StepLR scheduler from the PyTorch. Every few epochs (step size, set to 1 in
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our example), this scheduler lowers the learning rate by a factor (gamma, 0.95 in
our case, this implies that the learning rate decreases by 5% after each step). As
training advances, the model is able to make smaller, more exact adjustments to
its parameters, which often results in improved convergence to the minimum of the
loss function.

By terminating the training process if the model’s performance on a validation
set does not increase for a certain period of consecutive epochs (referred to as
"patience"), early stopping is a method used to avoid overfitting. One of the
challenges in training deep neural networks is determining how many epochs are
appropriate. This approach offers an automated way to choose the number of
iterations. In this study, we track the training progress using a performance
metric on a validation set. We terminate the training early if this metric does
not improve for a certain number of subsequent epochs (the "patience"). For all
subsequent predictions, the model’s state at the epoch with the highest performance
is preserved. The model’s state at the epoch with the best performance is retained
and used as the basis for all later predictions. Early stopping has two benefits that
are complementary. In addition to preventing the model from overfitting to the
training data by stopping before the model learns noise particular to the training
data, it also conserves computing resources by eliminating unnecessary epochs. In
light of this, early stopping offers a practical and efficient means of managing the
deep learning training process.

3.3.4 Data Augmentation

We used the MONAI framework, as part of our technique to do data augmentation
on our dataset. Without the requirement for new data acquisition, data augmen-
tation is a strategy that enables us to increase the variety of our training data.
This method is especially useful in the field of medical imaging, where logistical,
economical, and privacy considerations may make it difficult to acquire data. Image
and segmentation data were subjected to random affine transformations (in our
instance, translations) using the RandAffined transformation. We set the range of
potential translations at 10 voxels and the likelihood of applying the change at 0.5.
This kind of data augmentation may improve the model’s capacity to extrapolate to
previously unobserved data. Preliminary experiments on other data augmentation
strategies were unfavorable when we added rotation, and orientation modification
as augmentation techniques.

3.4 Evaluation Metrics
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3.4.1 Dice Coefficient

The MedPy package was utilized to calculate the Dice Coefficient (DC), and the
segmentation method’s performance is assessed mainly based on this coefficient.
This statistic measures how well the segmentation method’s output matches the
ground truth. As a benchmark, manually segmented images represent the ground
truth. DC is calculated to evaluate the segmentation’s quality where the coefficient
is a number between 0 and 1, with 0 signifying no overlap between the segmented
result and the ground truth and 1 signifying perfect alignment.
The equation of the measure is as follows:

_ 2JAN B

DC = ,
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(3.2)

where A represents the predicted segmented lesion’s set of voxels and B represents
the ground truth’s set of voxels.

3.4.2 Hausdorff Distance

Even if the dice coefficient’s findings are encouraging, there is yet potential to point
out Hausdorff Distance to get a more robust visualization of performance based
on some situation. For instance, when dealing with small structures or situations
where false positives and false negatives have varying clinical significance, DC
evaluation is not enough to represent the performance of the segmentation approach.
Additionally, the spatial distribution of errors is not taken into consideration by
this measure of DC. The Hausdorff distance (Rote| [1991) between two point sets is
the maximum distance between a point in one set and the nearest point in the other
set. However, since it takes into account the maximum distance, it is vulnerable
to outliers. The 95th percentile Hausdorff Distance (HD95) could be used in its
place to make it more resistant to outliers. Only the distance for which 95% of all
distances are shorter is taken into account.
The HD95 is defined as:

d(A, B) = max {max min |b — a|, max min |a — b|} , (3.3)
a€HA bedOB bedB acdA

A and B here represent the segmentation masks, and for appropriate boundary
voxels 0A and 0B is used. The Hausdorff distance measures the segmentation
error with the largest distance between the surface of the ground truth and the
closest voxel in the prediction. Calculating the Hausdorft distance is crucial for
studies involving the segmentation of brain lesions because higher errors in lesion
borders can have a more significant effect. The HD95 calculation considers only
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the distance for which 95% of all distances are smaller, making it a robust metric
as it is less sensitive to the presence of outliers compared to the standard Hausdorff
Distance. The calculated HD95 values are given in millimeters.

In our study, we concentrated on using the voxel spacing, which in the mice
dataset is 0.1mm x 0.1mm x 0.5mm , as a crucial component of calculating the
HD95. The first two dimensions of the supplied voxel spacing values relate to
the spatial resolution in the transverse plane, while the third value represents the
spacing along the longitudinal axis. These values indicate the physical distance
between voxels in the image. The measure was anchored in the exact physical
dimensions of the data by including the voxel spacing in the HD95 computation,
which improved its alignment with the underlying anatomical structures. The
inclusion of spatial resolution in the HD95 calculation emphasizes the dedication
to rigorous methodology and provides a unique insight into the similarities and
differences between segmented objects and their related ground-truth labels.

3.5 Implementation

The learning and model optimization phases of our deep learning study are concen-
trated on the training procedure. To ensure the efficient training and assessment of
the model, this procedure includes numerous steps that have a strong connection
with one another. Utilizing numerous libraries that provide functionality essential
for various activities in the study is the first step in the method. These consist of
carrying out deep learning tasks, handling neuroimaging file formats, managing
complex mathematical operations on multi-dimensional arrays and matrices, as
well as managing a wide range of image processing tasks as required for the study.

Numpy adds support for large, multi-dimensional arrays and matrices as well
as a substantial number of sophisticated mathematical operations that may be
performed on these arrays. Numpy (Van Der Walt et al. 2011) is used to manipulate
arrays when computing measurements and to save metrics throughout the training
process.

os: The Python os library offers ways to use operating system-dependent
features, including reading environment variables or navigating via file paths.
When storing and loading parameters for the model and training metrics, the major
usage of os in our script is to manage file paths.

nibabel:NIfTT and other popular medical and neuroimaging file formats could
be read and write using the nibabel (Zhang et al. [2019). It enables smooth n-
dimensional array opening and writing into disk files for use as medical imaging.
It is used in our study to create NIfTI format files from the input data, the
corresponding labels, and the anticipated output.

PyTorch: PyTorch (Paszke et al}2019) is an effective open-source package that

36



Implementation | 3.5

offers a versatile deep learning development environment. It offers multidimensional
arrays, or tensors, that are comparable to numpy’s ndarray but that can be
used for computation on a GPU. In our study, torch was mostly utilized in
our implementation for model construction, data management, and the training
procedure.

For executing the training phase of the model, the torch.optim submodule is
required. It offers a selection of optimization techniques required for fine-tuning
neural network parameters. In the context of our approach, an optimizer is
developed by using this module, and it is then applied to the training loop to
modify the model’s parameters. These adjustments are guided by the computed
gradients, driving the model towards improved performance.

In the meanwhile, the model’s learning rate is significantly controlled by the
torch.optim.Ir scheduler submodule. It gives users the option to dynamically
change the learning rate in response to the advancement of epochs or the results of
validation. We use the StepLR scheduler from this submodule in our case. After a
certain number of epochs, the StepLLR scheduler intentionally lowers the learning
rate for each parameter group by a predetermined factor, or "gamma."

medpy.metric: The MedPy (Maier} |2015) library includes a number of metrics
that are used in the study of medical images. The Dice coefficient, a spatial overlap
index that measures the similarity between the anticipated and real segmentation,
is calculated using the imported dc function. The degree of mismatch between the
anticipated and actual segmentation boundaries is measured by the hd and hd95
functions, which compute the Hausdorff distance and 95th percentile Hausdorff
distance, respectively.

MONATI: The Medical Open Network for AI (MONAI) (Cardoso et al., [2022))is
an open-source Python library with a focus on creating, training, and analyzing deep
learning models for medical imaging. Numerous classes for data transformation are
available in the MONAI.transforms module, preparing data for network training.
It facilitates the loading, converting, and pre-processing of input data that are
essential steps in any pipeline for dealing with deep learning.

MONAI.data, this MONAI module offers features for building datasets and
dataloaders that work with PyTorch. In our study, the classes Datal.oader, Dataset,
and CacheDataset are used. During the training phase, these classes provide an
effective approach to iterate over the data.

The architecture for multiple neural networks is included in the MONAI module
MONAInetworks.nets. The UNet architecture is loaded from this module into
our script to create models. Several layers, norms, and activation functions are
available in the MONAI.networks.layers module for use in neural network building.
It is used to set up the UNet model’s normalization procedure in our approach.
MONATutils, this module offers utility methods that make it easier to manage
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temporary folders, handle files, and establish determinism. In our study, we used
the set _determinism function to regulate the program’s ability to be replicated.
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This chapter provides details of the experimental findings made possible by using
segmentation methods experimented throughout this study on the specified dataset.

4.1 Experimental Settings

The computations were performed in an environment supported by 2.30GHz Intel
Xeon CPUs. The arrangement provided enough memory for processing and execut-
ing the experimental workloads since the total memory (RAM) was roughly 26.7
GB. This was done to guarantee adequate memory availability for the computa-
tional operations. Additionally, the NVIDIA Tesla T4 GPU was used, which had a
memory capacity of around 15.3 GB.

The MONATI segmentation models’ training processes were constructed using
a method including 100 epochs and a batch size of 1. The MONAI segmentation
models were trained for 23,100 iterations in total, given the quantity of training
samples (231). This number shows the total number of forward and backward passes
made throughout the training phase. It is important to take this into account when
analyzing training effectiveness and computing resource allocation. We chose to use
only 20% or 4620 iterations, of the iterations needed for the MONAI models since
our goal was to specifically shorten the training period. According to projections,
this strategy would cut the amount of time needed for training into approximately
20% as the model complexity differs. In light of this, we systematically changed
the number of epochs based on the size of the training set used for TL approaches.
The scale used was as follows: 578 epochs for 8 training images, 289 for 16 images,
193 for 24 images, 145 for 32 images, and 116 for 40 images. We made sure the
models were trained selectively altering the number of iterations. This strategic
allocation provides a cutting-edge method for model training and validation within
this intricate area and reflects a careful evaluation of the difficulties involved in
medical image segmentation.

A learning rate of 10~* and a weight decay parameter of 10~ were used during
the fine-tuning of the transfer learning models. The MONAT models, on the other
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hand, were trained from scratch with a learning rate of 1072 and a weight decay
of 1073, A crucial component of achieving precise adaptation to a new task is
transfer learning’s lower learning rate of 10~%. The pre-trained networks upon
which these models are based already have their weights optimized for tasks relevant
to them, thus only small modifications are required to adapt the model to the
particular characteristics of the data that comes into it. As a result, the useful,
previously learned features are preserved, and the risk of overfitting or catastrophic
forgetting is reduced. A lower learning rate enables more regulated and subtle
updates. A little regularization impact is produced by the smaller weight decay
parameter, 107°. Large weights are penalized by weight decay, which helps avoid
overfitting. A lesser weight decay guarantees that the pre-learned weights are not
too constricted, preserving the pre-trained model’s knowledge transfer. In contrast,
a greater learning rate of 10~3 promotes faster convergence to an ideal solution for
the MONAI models that were trained from scratch. Since these models lack the
advantage of pre-trained weights, the lower learning rate enables more dynamic
loss landscape navigation, which facilitates escape local minima. For the MONAI
models, the equivalent weight decay of 10~* represents a higher regularization
impact. Stronger weight constraints may help avoid overfitting since these models
are developing from scratch, which will help them generalize to new data.

4.2 Training from scratch

Three different MONAI segmentation models were used in our study under both
data augmented and without data augmentation training conditions: 3D UNet,
DynUnet, and UnetR. DC and HD95 were the two main metrics used to assess the
performance of the models.

Notably, when data augmentation was used, the 3D UNet model performed
better than the other models across all categories. The model’s Dice Coefficient of
0.88 with standard deviation(SD) 0.07, which shows a significant overlap between
predicted and manually annotated segmentation and supports the model’s strong
segmentation ability was achieved. Additionally, the HD95 value of this model was
0.39 with SD 0.25 mm with augmentation, indicating a good level of consistency
between the predicted and real bounds. This further confirmed the model’s high
levels of performance. The values are given including the standard deviation.
UNetR and DynUnet both produced acceptable results, but when trained with
augmented data, their performance lagged below that of the 3D UNet. With
augmentation, the UNetR model obtained a Dice Coefficient of 0.80 + 0.14 and an
HD95 of 1.62+1.55, whereas the DynUnet recorded a Dice Coefficient of 0.77+0.15
and an HD95 of 1.80 £ 1.54 under the identical circumstances. The designs of
UNetR and DynUnet may not have been strong enough to tackle the difficulty of
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Table 4.1: Table depicting the results of different MONAI models (Trained using
231 images)with and without augmentation.

Without Augmentation With Augmentation

Dice Dice
Model Coefficient HD95 Coefficient HD95
3D UNet 0.874+0.11 0.394+0.55 0.88+0.07 0.39+0.25
DynUnet 0.76 £0.17 1.87+1.23 0.77+£0.15 1.8041.54

UNetR  0.794+0.16 1.73+1.35 0.80%+0.14 1.6241.55

this particular segmentation operation.

The results of the study show that for volumetric segmentation tasks, the 3D
UNet model combined with data augmentation performs much better. Table
provides a thorough side-by-side comparison of all tested models’ performances,
both with and without data augmentation. This layout offers an intuitive view of
the relative strengths of different models and how data augmentation has influenced
their outcomes. The predictions of the 3D UNet model with data augmentation
are shown visually in Figure .1 A yellow outline shows the lesion’s manual
annotations, and a red contour shows the region that the model predicts will have
the lesion. The closeness of the two contours highlights the advantages of using
the 3D UNet and data augmentation in these challenging segmentation tasks and
demonstrates to the model’s strong capacity to accurately identify the boundaries
of lesions.

Understanding the model’s learning process requires a thorough analysis of
its performance during training. With a focus on the Dice coefficient and Dice
loss, Figure [4.2) provides meaningful representations of the training and validation
progress over epochs. The number of training epochs is shown by the x-axis in
this graph, while the Dice coefficient and Dice loss values are represented by the
y-axis. The model is improving at appropriately segmenting the lesion region, as
seen by the training curves’ rising Dice coefficient and decreasing Dice loss over
time. In addition, the validation curves provide information on how well the model
generalizes to new data.

4.3 Transfer learning on RatLesNetV2

We used two methods to explore transfer learning: fine-tuning the RatLesNetV2
model after the encoder section which we can refer as partial fine-tuning, and
fine-tuning the full model. We tested several training sample sizes, including 8, 16,
24, 32, and 40 images, for each of these approaches. Both data augmentation and
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Figure 4.2: Epoch-wise Progress Curve for MONAI UNet Model without Data
Augmentation.

no data augmentation were used to train models on each set of training images.

4.3.1 Fine-tuning the decoder

In this work, we investigated the performance of models that had been trained
and partially fine tuned using various training sample sizes. The model trained
on a collection of 40 images without augmentation outperformed the others, as
demonstrated in Table This model attained a high Dice coefficient of 0.85 with
SD 0.10, which indicates significant overlap between predicted and real lesions, and
an HD95 of 0.71, which indicates strong concordance between model-generated and
actual lesion borders.

Conversely, the model trained on an augmented dataset of 16 and 32 images
showcased its remarkable ability to deliver satisfactory results despite the limited
training sample size if we compare the value range with other trained models. While
it did not surpass the model trained on 40 non-augmented images, its performance
highlights the benefits of data augmentation, especially when dealing with smaller
datasets. Data augmentation broadens the variability in training data, which in
turn helps to reduce overfitting and boosts the robustness of the model. Upon close
examination of the SD values along with the average values, it becomes apparent
that the models trained on 16, 24, and 32 training samples showcase comparable
performance ranges. However, the model trained on a dataset of 40 images exhibits
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Table 4.2: Comparative Performance Metrics of Partial Model Fine-Tuning
with Different Training Sample Sizes.

Without Augmentation With Augmentation

. . Dice Dice
Training sample size Coefficient HD95 Coefficient HD95
8 images 0.73 £0.21 2.03 £2.34 0.76 £0.16 0.81 +0.47
16 images 0.80 £0.15 1.01 £1.29 0.80+0.12 0.92+1.23
24 images 0.81 +£0.14 0.79 £1.03 0.81+0.15 0.88+1.35
32 images 0.83 £0.14 0.79 £1.21 0.82+0.10 0.80+0.42
40 images 0.85 +£0.10 0.71 £1.18 0.83 +£0.17 0.84 +1.12

superior performance metrics, thus underlining its noteworthy efficacy.

Data augmentation was essential in limited situation (8 images) for increasing
the variety of the training dataset, minimizing overfitting, and resulting in a more
reliable model in terms of performance indexes. The segmentation results for the
lesion regions in the models with the best performance after partial fine-tuning are
shown in detail in Figure [£.3] These graphic illustrations highlight how effective
selected fine-tuning is in improving the model’s performance. In addition, Figure
provides a thorough understanding of the epoch-wise evolution of Dice loss
and Dice coefficient, illuminating the complex interaction between loss reduction
and accuracy maximization throughout training epochs. Together, these results
highlight the possibility of a carefully planned mix of training set size, approach
modification, and data augmentation in producing the best segmentation outcomes.

4.3.2 Fine-tuning all the parameters

A thorough inspection of Table reveals a compelling narrative regarding the
efficacy of full fine-tuning. Notably, the model that stood out from the rest was the
one trained on a selection of 40 images without data augmentation. This model
reached a Dice coefficient of 0.82 and an HD95 of 0.66, marking it as the front-
runner in our examination. This accomplishment signifies the model’s proficiency
in leveraging the intrinsic details and spatial consistencies present in the training
dataset, thereby enhancing its predictive capability without the assistance of data
augmentation. When restricted to a smaller training dataset, particularly those with
8 and 16 images, the model trained with augmented data shown a respectable degree
of resilience, even if it couldn’t outperform its non-augmented version in the setting
of 40 images. Having a close look at HD95 average and corresponding SD we can
see the notable improvement when dataset is smaller. Upon scrutinizing both the
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Figure 4.3: Visual Representation of Segmentation Outcomes from Partial
Fine-Tuning with 40 training samples.

4.3

45



Chapter 4 RESULTS AND ANALYSIS

Train dice loss Train dice coefficient
0.150 =
S 0.95
v 0.125 S
2 £ 0.90
w 0.100 8
M v}
o @ 0.85 1
v 0.075 A ¥
g T 0.801
T 0.050 g™
2 g
0.025 g 075
[~
T T T T . T T T T T
0 10 20 30 40 0 10 20 30 40
epoch epoch
Validation dice loss Validation dice coefficient
o
0.16 S
g S 0.80+
e =
o 0.15 g
= [w)
5 o 0.75 1
o 0.14 Y
g :
g 0.13 g 0701
° g
0.12 L T T T T T ® 0'65_ T T T T T
0 10 20 30 40 0 10 20 30 40
epoch epach

Figure 4.4: Training and Validation Progress of the model which had 40 Training
Samples without Augmentation for Partial Fine-Tuning Transfer Learning.

average values and the associated standard deviations of HD95, it becomes evident
that there’s a significant performance enhancement, particularly when dealing with
smaller datasets (8 and 16 images). This observation underscores the robustness
and efficacy of our models when faced with limited training data, reinforcing the
critical role of efficient training strategies in overcoming the challenges posed by
data scarcity. The visual of lesion area segmentation for the model attaining the
highest outcomes with full fine-tuning is shown in Figure highlighting the
model’s skill in extracting and identifying complicated patterns. The epoch-wise
trajectory of Dice loss and Dice coefficient is also shown in Figure [1.5 shedding
insight on the complex interrelationship between these two measures as the model
develops and improves its predictive power.

Even though a larger set with 231 training samples was available, our tests
produced impressive results using just 40 training images, which represented a
small portion of the whole dataset. This is an important finding that supports
the efficacy of transfer learning strategies even in situations with small training
data. This effectiveness needs attention because it raises the possibility that good
results might be obtained without using the complete dataset, possibly lowering
computing costs and training time. Using 40 training images produced an excellent
performance when we concentrate on fine-tuning after the encoder stage, this clearly
shows that a well-chosen (looking into the distribution of lesion) small dataset, not
necessarily a huge one, improves even partial fine-tuning of the model.
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Figure 4.5: Training and Validation Progress of the model which had 40 Training
Samples without Augmentation for full Fine-Tuning Transfer Learning.

Table 4.3: Comparative Performance Metrics of Full Model Fine-Tuning with
Different Training Sample Sizes.

Without Augmentation With Augmentation

. . Dice Dice
Training sample size Coefficient HD95 Coefficient HD95
8 images 0.73+0.23 2.05 £2.62 0.77 £0.16 0.79 £0.52
16 images 0.76 £0.18 0.87 £1.14 0.77+0.16 0.86 +0.59
24 images 0.81 £0.16 1.01 £1.54 0.81 £0.15 1.04 £+1.51
32 images 0.81 +£0.17 0.80 £1.13 0.81 £0.14 0.76 £1.11
40 images 0.82+0.13 0.66+1.03 0.81 £0.15 0.81 £1.14

4.4 Analysis and Findings

Performance Efficiency with Data Size: The fine-tuned model that stood out,
which was trained on a selection of 40 images without data augmentation, reached
a Dice coefficient of 0.85 £ 0.10 and an HD95 of 0.71 4 1.18. This performance
was achieved using only around 17.5 percent of the full training dataset size used
for training models from scratch, which comprised 231 images. Despite this large
discrepancy in dataset sizes, the drop in the Dice coefficient performance was only
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Figure 4.6: Visual Representation of Segmentation Outcomes from Full Model
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about 0.03 (from 0.88 to 0.85), indicating that transfer learning strategies are
particularly effective when dealing with smaller datasets. When we used the same
40-image training set to train the 3D UNet from scratch with data augmentation,
we found DC of 0.78 + 0.14 and HD95 of 1.00 + 1.61.

Transfer Learning: Partial vs Full Fine-Tuning: If we compare the results
of partial and full fine tuning TL technique used in this study, we can see partial
fine tuning provided better segmentation result in term of performance indexes and
visual result. A possible reason for partial fine-tuning’s better performance can be
attributed to the preservation of the pre-learned features in the initial layers. The
early layers in a deep learning model usually capture more generalized features, and
these preserved features can be particularly beneficial when dealing with smaller
datasets, as they provide a strong base on which the model can learn task-specific
features. Full fine-tuning, on the other hand, may have a higher tendency to overfit
the training data, especially when the data volume is limited, hence leading to a
slight decrease in its performance.

Training Efficiency: The time required for the transfer learning model with
small training set( 8, 16, 32, 40 images) is less than the model trained from
scratch(231 images). Reducing the amount of training data directly translates to
fewer computations for the model, which leads to faster training times. And we
noticed the model trained with TL is getting converged in less number of epochs
than the one we trained from scratch. This makes the model training process more
efficient and time-effective. The findings demonstrate that transfer learning, by
leveraging a smaller, well-chosen dataset, not only maintains performance but also
speeds up the training process.

Impact of Data Augmentation: The study revealed a notable finding,
when combined with larger datasets, data augmentation had a barely apparent
effect on performance.There could be some reason , such as due to the uniformity
of image acquisition, as all images were acquired using the same pipeline which
have similar contrast. Although, while the precise position as well as size of the
lesions varied across samples, the placement of the lesions were mostly on the same
side of the brain. Therefore, it seems that the model was unable to fully benefit
from the variety added by data augmentation when we used a larger dataset. On
the other hand, data augmentation proved to have a noticeable impact, improving
the performance of the model, when the dataset was smaller. Examining the Dice
Coefficient (DC) and Hausdorff Distance (HD95) values in Tables 4.3[and 7?7 made
this impact evident. As a result, even if data augmentation is still an effective
method for improving model performance, its efficiency seems to be influenced by
things such as dataset size and natural data variance.

In addition to offering a thorough comparative analysis, the comparison of these
three unique techniques also reveals interesting directions for further study. This
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investigation will encourage originality and might result in the optimization of
methods designed especially for the difficult task at hand.
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This study provides an innovative effort to investigate the possibilities of transfer
learning in medical image analysis in pre-clinical settings, a field where the majority
of previous studies have concentrated on clinical data. In the field of pre-clinical
image analysis, this work represents an important contribution into the domain
transfer learning. The study has navigated the subtle changes in image acquisition
across both domains by extending the pre-trained RatLesNetV2 model to the
task of segmenting mice MR images. The model’s resilience is shown, and the
unexplored potential of transfer learning in pre-clinical settings is highlighted by
the success in generating consistent lesion segmentation across both domains. By
using similarities in imaging tasks despite differences in data features, it creates
opportunities for future research to explore the inter-species applicability of such
models. Whereas conventional clinical approaches may fall short, this strategy
may act as a basis for improving the effectiveness and efficacy of pre-clinical image
analysis.

This study’s investigation went into a variety of lesion segmentation methods,
including transfer learning techniques utilizing the RatLesNetV2 model, the MONAI
3D UNet, UNetR, and DynUnet models. Two different applications of the transfer
learning procedures were used: full model fine-tuning and partial fine-tuning after
encoder. Each technique was carefully examined to determine its advantages and
possible drawbacks.

The 3D UNet model with data augmentation performed well, producing a
considerable Dice Coefficient and HD95. RatLesNetV2 was used as a pre-trained
model in the transfer learning techniques, which likewise showed considerable
results. The performance achieved through partial fine-tuning surpassed that of
full fine-tuning in terms of performance and visual segmentation result, closely
approaching the results of the 3D UNet. The prevalence of data augmentation,
especially in constrained training contexts, emphasizes its potential use in numerous
medical image segmentation challenges.

This thorough investigation has outlined areas for more study, pointed up
the potential for innovation, and added to our knowledge of various method-
ologies in a more nuanced manner. It serves as a testimony to the unrealized
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potential of pre-clinical image analysis and opens up opportunities for the use of
cutting-edge machine-learning methods in this crucial area. The trained models
and common training approached used in this study are publicly available here
https://github.com/MJHossainS/TL-based-Mice-Brain-Leison-Segmentation.

5.1 Future work

Future study may focus on integrating novel data augmentation methods, perhaps
using cutting-edge deep learning techniques like Generative Adversarial Networks
(GANs). GANSs have the potential to augment the training dataset because of their
ability to produce artificial data. However, since artificially produced images must
preserve clinical relevance and accuracy, this technique requires a strong validation
process. A professional’s experience in the particular pre-clinical area would likely
be required for this validation stage, which would confirm the accuracy and validity
of the synthetic images. Additionally, the accessibility of more specialized models,
such RatLesNetV2, offers a chance to expand research into pre-clinical image
analysis. The discipline may obtain new knowledge and enhance its capacity for
correctly analyzing pre-clinical imaging data by using and creating these models.
Therefore, the foundation of future research in the field of brain lesion segmentation
on pre-cilincal images may be continuing improvements in augmentation methods
and model building.
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