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Abstract

When someone communicates online with another person, there are many aspects
that is not known in regards to these parties. The individuals that communicate
may also have malicious intentions, and as a result may lie in regards to age and
gender. As a result of this, a victim of such intent can suffer consequences like in-
appropriate pictures being shared online, grooming attempts or physical harm. By
utilizing keystroke dynamics, it is possible to determine a human’s age or gender.
Some studies have achieved varying results in this regard by utilizing keystroke
dynamics and communication data. In this study, the determination of age and
gender will be the focus; the age and gender groups was divided into 2 classes
respectively. However, in a continuous manner, using keystroke dynamics that res-
ults in the continuous determination of soft biometrics with keystroke dynamics.
The output will be further analyzed, processed and then represented statistically.
Research in the area displays promising results when basing the prediction on the
full data set and periodic predictions. The earliest determination of gender with
satisfactory accuracy achieved for this study was a mean of 126 keystrokes and an
accuracy of 71%. The highest accuracy was 87.5% with 1644 keystrokes. For age
the earliest was a mean of 312 keystrokes with 72% accuracy, the highest accuracy
was 77% with 825 mean keystrokes. There were approximately 1750 keystrokes
for each participant, meaning that the earliest determination needed approxim-
ately 7% of the participant’s writing to determine gender and 17% of the writing
in terms of age. Therefore, it is found that it is possible to determine gender and
age continuously and early but at the cost of accuracy.
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Sammendrag

Når noen kommuniserer digitalt med en annen person, er det mange aspekter
som ikke er kjent i forhold til disse partene. Personene som kommuniserer kan
også ha ondsinnede hensikter, og som et resultat kan de lyve i forhold til alder
og kjønn. Som et resultat av dette kan et offer for en slik hensikt få konsek-
venser som upassende bilder som deles på nettet, grooming eller fysisk skade.
Ved å bruke keystroke dynamics er det mulig å bestemme et menneskes alder
eller kjønn. Noen studier har oppnådd varierende resultater i denne forbindelse
ved å bruke keystroke dynamics og kommunikasjonsdata. I denne studien vil fast-
settelse av alder og kjønn være i fokus. Imidlertid, på en kontinuerlig måte, ved å
bruke keystroke dynamics som resulterer i kontinuerlig bestemmelse av soft bio-
metrics med keystroke dynamics. Resultatet vil bli videre analysert, bearbeidet og
deretter representert statistisk. Forskning på området viser lovende resultater når
prediksjonen baseres på hele datasettet og periodiske klassifiseringer. Den tidlig-
ste bestemmelsen av kjønn med tilfredsstillende nøyaktighet oppnådd for denne
studien var et gjennomsnitt på 126 tastetrykk og en nøyaktighet på 71%. Den
høyeste var 87,5% nøyaktighet med 1644 tastetrykk. For alder var det tidligste et
gjennomsnitt på 312 tastetrykk med 72% nøyaktighet, det høyeste var 77% nøyak-
tighet med 825 gjennomsnittlige tastetrykk. Det var omtrent 1750 tastetrykk for
hver deltaker, noe som betyr at den tidligste klassifiseringen trengte omtrent 7%
av deltakerens skriving for kjønn og 17% av deltakerens skriving for alder. Derfor
er det funnet at det er mulig å bestemme kjønn og alder kontinuerlig ganske tidlig,
men på bekostning av nøyaktighet.
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Chapter 1

Introduction

1.1 Topic covered by the project

In attempts to identify users or ensuring access only to certain persons, biometrics
has been widely utilized. An example of that can be the smart phones today, it is
well known that smart phones can utilize biometric systems that can identify a in-
dividual through facial recognition or fingerprint scans. In other words, the focus
on physical aspects of the human. However, behavioural biometrics is a domain
of biometrics that focus on how humans behave and is not necessarily as intrusive
as biometric systems that focus on physical traits mentioned prior [1]. The result
of this study would be contribution towards the body of research concerning con-
tinuous determination of age and gender through keystroke dynamics, that may
in turn provide positive results in terms of determining age and gender of indi-
viduals communicating through the keyboard, and can be further utilized based
on the intent.

1.2 Keywords

Continuous age determination, continuous gender determination, behavioural bio-
metrics, soft biometrics, keystroke dynamics

1.3 Problem Description

When communicating online, individuals with malicious intent for instance, groomers
can change aspects of themselves like their gender or age. This study aims to de-
termine age and gender in a continuous fashion through the typing rhythm beha-
viour of humans as early as possible.

1
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1.4 Justification, motivation and benefits

It has been proven that when utilizing keystroke dynamics, it is possible to determ-
ine characteristics of individuals like for instance age and gender on full texts [2,
3]. However, for this study the aim is to perform such determination early with mo-
tivation towards protecting children from harm. With the child being aware of the
possible age and gender of the individual the child is communicating with online,
could possibly mitigate behaviour that could introduce damage to the child. This
study will possibly contribute towards the mitigation of malicious acts towards
individuals online. These are well known problems within both the forensics and
cybersecurity domains, and efforts towards contribution to research or mitigating
these issues are of value.

1.5 Research questions

The research question for this study is specifically:

• Can a system that can continuously determine age and gender be de-
veloped?

To be able to answer this question, there is a need to perform research to answer
the following supporting questions:

• What methods are there towards creating such a system?

The domain of keystroke dynamics is vast and contains an extensive number of
possible methods that can be applied. Therefore, it is necessary to answer this
question to identify methods that can be applied towards continuously determin-
ing age and gender.

• What is a satisfactory decision threshold?

When determining gender and age as early as possible, there is a need to con-
sider when this determination is satisfactory. In this study’s case, it will be after a
number of keystrokes.

• What is satisfactory accuracy?

Even though this study will attempt to determine gender and age early, it still
will need to be performed with satisfactory accuracy otherwise the determination
may as well be performed close to chance. The accuracy will possibly conflict
with the decision threshold, as the system will have less information the earlier
the determination is made.

• What feature selection methods can be applied?

Feature choices are important as they will impact a system’s performance. How-
ever, it is necessary to identify why certain features should be chosen and how
this impacts the system.

• How effective are the chosen methods?



Chapter 1: Introduction 3

It is necessary to determine the performance of the methods chosen, as some
methods may perform better than others. Furthermore, why this is the case also
needs to be identified if there are differences.

• How effective is the developed system in regards to continuous determination?

The performance of the system with the applied methods also needs to be determ-
ined. Therefore, metrics that will gauge this will be identified and utilised.

The foregoing questions need to be answered to effectively develop such a
system while also enabling the ability to gauge the effectiveness of the chosen
methods. Including testing the system and the applied methods to allow for the
improvement of the system, and as well towards analysing the results.

1.6 Planned contributions

This study will aim to produce a description and a system that can perform con-
tinuous soft biometrics determination of age and gender, as well as literature
which will address prior research in this regard. Furthermore, to explore the area
and possibly improve and implement existing methods towards the aim of the
study.





Chapter 2

Background

This chapter aims to give some background to keystroke dynamics, including an
introduction to the core topics for this study.

2.1 Keystroke Dynamics

Keystroke Dynamics (KD) revolve around how humans behave through the use of
the keyboard and are, in turn, part of behavioral biometrics [2]. More specifically,
KD is humans timing information when interacting with the keyboard [4]. This
can be, for instance, the timing information between words and letters [4]. An
important topic seen throughout studies is the topic of features [2, 5, 6]. The
following sections will discuss different types of biometrics.

2.1.1 Behavioural Biometrics

Behavioral biometrics revolves around the way humans behave [7]. For instance,
individual x may behave differently than individual y because of a multitude of
reasons [8]. Considering this, multiple methods can be used to determine users
through their behavior [9–11]. Typical biometrics systems, which can also be re-
ferred to as static authentication systems, identify the individual at the start of a
session [5]. An example of this can be, for instance, facial recognition or finger-
print recognition [2]. Behavioral biometrics, on the other hand, focuses on how
individuals behave either through, for instance, voice or the keyboard [2]. Con-
sidering the latter, individual’s behavior can be identified through but not limited
to keystrokes [12]. Behavior can also be seen with for instance, stylometry which
looks at the style of writing [2], or the writing skill [9]. Furthermore, humans be-
have in different ways, which may result in unique behavior. An example of this
unique variable of humans can be related to the timing information when writing
on a keyboard or through data collected through mouse usage [10].

5



6 Oliver D. Tverrå: Determination Age and Gender

2.1.2 Static Keystroke Dynamics

Static keystroke dynamics is used at the very beginning of the point of entry [13].
An example of such a point could be logging into a computer system as a user
using a password. Furthermore, it is typically performed when the data that is
necessary for classification has been achieved.

2.1.3 Continuous Keystroke Dynamics

There are much that can be done between the start and end of a conversation
session in terms of KD [4]. KD in a continuous fashion can be seen as determining
aspects of individuals and updating this determination as the subject continues
from the start of the session to the end [5]. Static KD is in contrast to this is util-
ized in the beginning of a session [5]. Periodic KD on the other hand, attempts to
determine aspects of a subject in a periodic fashion, this can be by for instance de-
termining after a number of messages [2]. Furthermore, in periodic KD the block
of actions can be used to gauge performance whilst for continuous determination
it is actions that are performed in for instance a session [14]. Furthermore, when
developing a system with classification methods, it is necessary to consider test
data and the data the model will be trained upon [14].

2.1.4 Soft Biometrics

Soft biometrics considers the determination of general characteristics; this can be
for instance, age, gender, gait or skin color [15]. All living humans have an age
and a gender, and the purpose of gathering such information can be many. How-
ever, it is not any good on its own, but rather a combination of different features
when utilizing these soft biometric features in attempts to identify [15]. The raw
feature data is what is gathered before this data is processed into features and
is what can typically be gathered from a dataset related to KD [2]. The raw fea-
tures can consist of data regarding press and release times in that regard [2, 5].
This refers to for instance, when a certain key was pressed and when another key
was released. However, by processing these raw features, it is possible to extract
features that can be used to gain timing relations of different keys [2]. Gender de-
termination needs to consider the fact that a human’s gender may be contributing
to different behaviour [2]. For instance, it can be seen that the writing style and
timing can vary to such an extent that it is possible to determine the gender with
varying accuracy depending on the studies performing them [2]. In terms of age
determination, multiple factors can be considered as well. In 1984, the effects on
age and skill in typing were considered [16] and are referred to in newer stud-
ies attempting to tackle the challenge of predicting age through computational
means [9]. Thereafter, an indication of age can be the speed of writing and cor-
rective actions [4]. Considering the foregoing, soft biometrics focuses on general
characteristics and does not attempt to identify, for instance, a user in and by itself.
To determine such aspects as gender, considerations towards a male can be that
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the male class may write faster or slower than a female. Moving further into the
topic of soft biometrics, one will find that behavior can be connected to age and
gender as there are studies supporting existing differences between the behavior
in relation to age and gender [2, 3, 16]. Furthermore, there is a study that has
had good results in terms of determining age, while also providing a dataset [3].
They further discuss that their results are preliminary and can be used as a good
starting point for further studies [3].





Chapter 3

State of The Art

The state of the art chapter will discuss relevant literature towards the study, and
highlight the current best methods related to this. The following sections will
also tackle subject matters necessary to properly understand the applicability and
purpose.

3.1 Static Keystroke Dynamics

As discussed in Section 2.1, static keystroke dynamics (SKD) analyze the timing
information including the typing rhythm of subjects. Concerning this, many re-
search efforts have tackled different aspects [2, 3, 5]. Figure 3.1 shows a typical
SKD system. As can be seen, it consists of an enrolment phase where biometric
data from the subject are fed into the system; biometric features are then extrac-
ted and stored. In the authentication phase, biometric data from the subject is
again provided into the system, but this time biometric samples and a biometric
application decision.

Something which is seen throughout and is an important subject matter to
understand is the performance metrics [2, 10] as these metrics will determine
how effective a system is towards its intended purpose.

3.1.1 Data Gathering

This section’s intent is to display that datasets are available and provide discussion.
Considering that this study will consist largely of analyzing data processed by a
system. It is necessary to consider how and what data it is possible to collect
and the effect of choosing a certain dataset over the other. It will not necessarily
be solely one dataset that needs to be used, as multiple different datasets can be
utilized and compared [2]. The data will also need to be experimented upon, using
different approaches, while indeed discussing these to identify potential positive
or negative sides regarding the foregoing. Therefore, a dataset may come with its
limitation and contexts. This can be seen throughout studies that depend on them

9
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Figure 3.1: SKD System from [13]

[2, 17]. However, there are datasets that are possible to use, as seen in different
studies [2–4].

Concerning the content of these datasets, it needs to have the downtime and
uptime present as biometric data. This biometric data can then be processed to
extract press press latency (PPlat) latency, press release latency (PRlat), release
press latency (RPlat), release release latency (RRlat), including the duration of
the keystrokes [2]. Biometric data is also labeled with user age, gender, and other
available information [3]. To be able to determine the age and gender of a user,
it is necessary to have these labels for the subject in the dataset [4]. Otherwise, it
would become difficult to ensure that the system works as intended, as without
these labels, there is no way of really knowing if the prediction was performed
correctly. Language is also necessary to consider, as the user’s behavior may differ
from one language to another [2]. The keyboard type used is also necessary to
consider [4], for instance, if it is a mobile phone, a qwerty keyboard, or another
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type of keyboard, as this can also affect the behavior of the user [9] and may vary
from a keyboard or for instance a smart phones digital keyboard [18]. Further-
more, as seen in the dataset of [9], they had 997 female participants, 522 male
participants making a total of 1519 participants. They also had children from 15
years and below to adults 50 years and above. The dataset was in the Estonian
language, and the collection spanned from 2011 until 2017 so they gathered data
for a long period. They had multiple data sources; one was where school staff
could write in regards to their work, reports, and so forth. Their second source
was a questionnaire with 72 questions and 8 free text questions in which they
collected data from students that were in the 5th to 12th grade, including parents
of the children and staff [9]. They also had other questionnaires in which they
collected some more data through. Thereafter, they have a big dataset for their
analysis.

3.1.2 Performance Metrics

Starting with the typical ones seen throughout which is False Match Rate (FMR)
[5]. FMR is the rate at which comparisons result in a false match. Another metric
is False Non Match Rate (FNMR), which is the number of comparisons result-
ing in a false non match [5]. To identify these error rates, it is necessary to have
labels on the data such that the indicators can be counted. Then count the num-
ber of times these rates occur. Furthermore, these rates can be used to determine
other performance indicators. Typically, static biometric systems performance is
measured in FMR and FNMR, resulting in an Equal Error Rate (EER) [5]. Fur-
thermore, the False Rejection Rate (FRR), False Acceptance Rate (FAR), FMR and
FNMR are system error metrics that are typically used in biometric systems focus-
ing on biometric recognition [17]. In turn, the performance metrics are derived
from comparison attempts towards biometric recognition, and such attempts are
performed with the utilization of biometric features and comparison methods [5,
13].

3.1.3 Features

As KD looks at timing information, the typical timing information that it is possible
to extract from latency and duration which can be seen in Figure 3.2.
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Figure 3.2: KD Timing Features After [17]

The timing information present in Figure 3.2 are common and used in most KD
efforts [17, 19]. Furthermore, these are the PRlat, PPlat, RRlat, RPlat, and the dur-
ation discussed prior. Latency being the time between keystroke 1 and keystroke
2 for this example. However, the features are not limited to these. It is possible to
further define features that can be used in KD like the space duration, backspace
duration, arrow keys duration, Shift->I PPlat, Shift->N PPlat [19]. Also, the typing
speed can also be used [2, 19]. The foregoing features are simply an example, as
there can be a number of combinations of features in KD. Furthermore, efforts us-
ing one class classifiers and two class classifiers have been used [13]. The dataset
they used consisted of 28 participants, where the participants wrote the prepared
text one time each participant. The text consisted of 5000 keystrokes. The predic-
tions performed were to identify users, and the highest accuracy they gained for
one class classifiers was by using Histogram Based Outlier Score (HBOS) with an
accuracy of 81%, a FAR with 0.20% and FRR of 0.16%. For two class classifiers
it was Random Forest (RF) with an accuracy of 91%, FAR: 0.08%, and an FRR
of 0.09%. Furthermore, the second place two class classifier was Support Vector
Machine (SVM), which gained an accuracy of 90%, FAR of 0.10% and an FRR of
0.09%. This in turn, makes the RF and SVM perform similarly, not concerning the
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efficiency. The SVM and RF can be seen throughout literature as the most accurate
machine learning methods for SKD [2, 3, 9, 19].

3.2 Keystroke Dynamics - Soft Biometrics

To be able to perform soft biometrics comparisons with KD, it is necessary to
identify features that make it possible to determine biometric characteristics of
the defined classes [2, 3]. There have been a number of different methods ap-
plied, including differing biometric features towards this goal. However, consid-
ering results from [1], their findings displayed that it is unnecessary to use a large
number of biometric features to achieve accuracy near the system’s highest accur-
acy for determining gender. This, in turn, indicates possibilities to create a system
utilizing KD that can determine gender with less training time. The reason is that
they used biometric features with high information gain and therefore reduced
the number of biometric features necessary to make a decision if the participant
was of a certain gender. The lowest amount of biometric features needed when
they used the most discriminating features were 50 features, and they received an
accuracy for SVM with 73.3% accuracy, 69% accuracy for the naïve Bayes (NB),
77% accuracy for RF. Furthermore, as [19] concludes, is that almost all KD studies
the features used were keystroke durations including latencies. Something to note
in regards to the foregoing, the number of biometric features necessary before de-
termination does not display the number of keystrokes necessary unless all of the
keystrokes are considered. The following section will discuss biometric features
and methods that provide the best results regarding soft biometrics.

3.2.1 Soft Biometric Features

The keystroke timing information between keys is what the features consist of,
and will then display unique writing characteristics [2]. Timing information used
for gender classification can also be latencies and durations. Furthermore, biomet-
ric features in terms of age are downtime, latency’s, including n-graph latency’s
and pauses between words [3]. Also, in [9], they indicated that pauses between
words could be a good predictor of age. In their research [3] they confirm that
keystrokes followed by spaces are of high relevance, as the number one feature
they extracted towards multiclass classification was "I -> space", while in third
place were "S -> space". Other findings were that there are combinations of keys
that have a higher difficulty in terms of typing than other combinations [3]. This
is of importance as it displays the need to consider the keyboard that is in use.
An example of this can be a Japanese keyboard compared to a qwerty; they are
different and can result in different behaviour in terms of writing solely because
of the keyboards. The dataset used by [3] was mostly biometric data which has
been collected in real life environments, including a large number of participants
in the dataset whilst also not excluding biometric data they had available from
physical keyboards, phones and tablets even though there were differences with
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these modalities. They analyzed 2.3 million keystrokes from approximately 1000
subjects. They also divided the age groups into six different groups. Something
also to note is that in [3] they discarded biometric features with a frequency be-
low 500 instances. However, there have been challenges in terms of the dataset
throughout literature tackling soft biometrics [2, 3]. Therefore, it is of import-
ance to consider that the dataset will indeed affect the results. Further findings in
[3] was that they could not see significant differences between typing on a laptop
and desktop computer, considering there were no statements in terms of USB key-
boards or the laptop keyboard being used, an assumption towards that a laptop
keyboard was what was referred to here. Some features identified for age have
been n-graphs latency and pauses between words [3].

As discussed in Section 2.1.4 there exists differences in behaviour in terms of
age and gender. The age groups of 20, 40 and 70 years old show differences in
typing behaviour including that they are affected to some extent by their mood
as well [8]. This was done by looking at the typing accuracy, typing speed, pauses
including the variation of typing of the subjects [8]. The foregoing displays that
there are indeed differences concerning human behaviour in terms of age and
their mood. Thereafter, the problem of determining if an individual is of a certain
age becomes more complex as solely a subjects mood may change their behaviour
in terms of typing. The duration, latency, n-graph latencies, including the pauses
between words has been used in relation to determining age [3]. Another com-
monality in literature are the algorithms that are used to extract features or to
perform prediction, are used for different purposes. Some for early prediction of
gender [2], and some for prediction of age [3, 9]. This displays the possibility of
implementing methods from studies not from the exact same focus point [5].

Other possibilities in terms of early gender detection with KD is to use KD and
stylometry, followed by combining the two with fusion that can be used towards
a fused score [2]. The results of their method was a trained biometric model that
could make a decision upon the score to determine if the individuals within their
dataset were male or female. Their highest accuracy was at 80% by using score
fusion with the RF method of classification [2]. An observation [2] made as well
were that using only stylometry seemed to give lower accuracy including a lower
amount of outliers than when using only KD. Furthermore, the findings in [3]
indicated that there are differences in terms of the frequency of the combination
of characters that are used in age groups, including that this is correlated to the
speed of typing of the respective characters. An example of this is the I followed
by space as the number 1 feature for multiclass classification in [3]. Considering
the foregoing discussions, there is a high reliance on the dataset including how it
is gathered. As a result, the relevance of features can vary in studies. Therefore,
the relevance of features will need to be determined and compared. However, to
determine general characteristics, it is necessary to apply methods to do so.
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3.2.2 Feature Selection

To determine importance of features that are being used, it is necessary to per-
form feature selection. As discussed prior to this, it can be a high number of fea-
tures present in KD. The Minimum Redundancy Maximum Relevance (MRMR)
algorithm has been used for this purpose, in turn returning a ranking of the fea-
tures based on the relevance which can be used in the selection of features [2]. In
[2], they do this by removing the least useful features with a score equal to 0 as
these were the ones containing no useful information. In [1], they encountered
approximately over 10000 features and as a result the system got high time com-
plexity. They solved this by calculating the entropy of the system to find the fea-
tures that reduced the entropy of the system the most with IG(x , f eature) =
H(x)−H(x | f eature) [1]. This method can be seen again in [19]. There are
also different methods of separating the probability density function (pdf) of two
classes. Furthermore, the Kullback-Leibler divergence (KLD) can be used for that
[20]. The KLD is always of a positive value, and the closer this value is to 0 the
more similar the pdfs are. This indicates, that the higher the value, the better the
feature’s predictive power is.

3.2.3 Prediction Methods

When features are selected, and extracted, there is a need to use them towards a
comparison decision. One method of doing so, is applying methods such as fused
biometric features to gain fused scores from each of the modalities used and can
be done by calculating the combined probability scores between 0 and 1. One
for male and one for female [2]. Another important utilization of methods was
to normalize the data, in [2] they mapped the value of the features within the
range of 0 and 1 and did so to remove differences that may affect the prediction.
Furthermore, In literature there have been observations where the gender levels
determined varied greatly [2]. Therefore, outliers are also important to remove
or deal with as they can affect the results.

Furthemore, in [2] they achieved a total accuracy by utilizing fusion with the
following domains, a fusion of features accuracy 77% with RF, score fusion by util-
izing RF at 80%, KD fusion 78% and stylometry fusion RF 70%. After processing
their dataset, they had an average amount of messages per conversation of 54
with an average of 75 keystrokes per message. At the end of the conversation
for participants, they had the lowest total accuracy of 60% to the highest of 80%
accuracy. They also achieve good accuracy when classifying on 5 messages. How-
ever, when an English dataset was used the accuracy fell to the highest with k-NN
with 62% by using stylometry fusion [2]. This is understandable, as stylometry
and KD are different.

The best results regarding multiclass classification towards determining age
was found in [3], and was gained by utilizing RF. They found in their case that
RF was a little better than the results gained from C4.5 and SVM. However, the
differences were only about 0.02 in f-scores. They used f-score instead of for in-
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stance accuracy to gauge performance. Further conclusion in [3]was that building
biometric models for a portable device and computers respectively will increase
accuracy. The reason for this can be that a keyboard is different than a tablet’s
virtual keyboard, or a button phone’s buttons. Thereafter, the timing information
extracted can differ even among the same individual on these different devices. As
this utilized machine learning, they needed to balance their dataset before creat-
ing the biometric models. The method they used were to undersample the majority
class in binary classification and the majority classes in multiclass classifications
[3].

It is referred to in [17] towards that proving that algorithms used in KD related
to the authentication of users are not biased towards a number of demographics.
These demographics are females or young individuals like teenagers and consider
this positive towards efforts within behavioral biometrics. In [21], they also dis-
cuss the evidence towards that age and gender may affect typing characteristics.
This has further been confirmed as well in a number of newer research efforts
already [2, 3, 19]. However, the bias that can affect such systems seems to not be
discussed to an extent [2, 3]. However, the performances can be compiled that
RF displays higher accuracy in studies, however, not by a big margin [2, 3]. RF
can be used for multi-class classification or towards continuous responses [22].
Thereafter, it seems to be well suited for continuous prediction. However, SVM
has high accuracy but is typically bested by RF in multiple studies [2, 3]. Also, in
[2] the K-NN achieved the best performance in terms of accuracy loss in most of
their test cases. The SVM can indeed be used for classification [2], and consists
of different types of SVM depending on the context of use like for instance Hard-
Margin SVM and Multiclass-SVM [23]. The C4.5 machine learning used in [3]
for age prediction, has not much worse accuracy than SVM nor RF. However, the
C4.5 algorithm can be used to determine if a subject belongs to a certain group
and supports features that are of a continuous nature [3, 24]. Logistic regression
performed slightly worse than RF [3]. Logistic regression can use variables that
change and, thereafter, makes it easier to utilize multiple of them [25]. Therefore,
it may be used for continuous prediction as well. Furthermore, in [2] there are
mentions of participants that do not conform to the machine learning biometric
models and thereafter affect accuracy when utilizing trust levels. They propose a
possible solution to this where the trust is reset to its original state after x amount
of messages. Furthermore, related to participants that do not necessarily conform
to the biometric models. In the study [26], they analyze the Doddington Zoo me-
nagerie which revolves around classifying users into categories of animals, these
are sheep, and wolves, lambs and goats describing user behavior. Sheep relates
to users that can easily be recognized, goats represent users who are difficult to
recognize, lambs contain users who are easy to imitate, and wolves which consist
of users who can easily imitate others.

In terms of different methods, this is not an extensive list of all the methods
in existence, but rather methods that have been used throughout studies and per-
formed the best for their respective purposes [2, 3]. In Table 3.1, a gathering of
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different efforts and their methods will be presented as an overview.

Amount Subjects Methods prediction Categorization Year Paper
2.3 million keystrokes 1000 RF, SVM, C4.5, LR Age Prediction 6 Age groups 2019 [3]

6545 messages 82 RF: 78% SVM: 77% Gender prediction Male, Female 2021 [2]
248 log files 75 SVM, RF, NB, RBFN, MLP Gender Prediction Male, Female 2018 [1]

985 acquisitions 51 Scaled Manhattan anomaly detection algorithms Age, Gender Male, Female, Teens, Young Adults 2021 [17]
387 log files 84 SVM, SL, NB, BNC, RBFN Age, Gender Age and Gender groups 2021 [19]

Table 3.1: KD SB Methods

3.2.4 Testing

To test the biometric models and methods that have been used, in terms of pre-
dicting age 10-fold cross validation was used [3]. Literature determining gender
has also used 10-fold cross validation [2]. To use 10-fold cross-validation they
split their data into 10 evenly sized chunks of data. The testing is then performed
10 times, and an average of the results gained from this in the form of f-score
values. Other methods include the Monte Carlo cross validation [10]. Here, the
dataset is also split into chunks of data by allocating a percentage as testing data
and another percentage as training data. The most extensive method of the testing
methods mentioned are the k-fold cross validation, where k can be any number,
and where the k is used for training and 1 is used for testing. There are also leave
one out tests, which includes removing one participant from the dataset for testing
[27].

3.3 Keystroke Dynamics - Continuous Authentication

What separates Continuous Keystroke Dynamics (CKD) from SKD, is that CKD is
used directly in a continuous fashion on for instance free text [11]. There are peri-
odic methods, and these methods can involve waiting for a number of messages
before having the system react [2]. However, for a truly continuous system it is
necessary to have the system react on every keystroke. Therefore, when consid-
ering CKD, it is necessary to discuss methods for the system to react when the
input is presented to the system. This does not mean that periodic keystroke dy-
namics (PKD) is not of relevance for a CKD system in its entirety. However, PKD
can not be used by itself but rather applied to a CKD system. Furthermore, typing
characteristics of single letters of a combination of letters, like for instance, two
key combinations, combinations of three keys, or n-graphs, can be used [28]. CKD
has had many efforts throughout literature [5, 10, 11, 28, 29]. Further difference
from SKD is the performance metrics. These are metrics such as ANGA, includ-
ing ANIA [28]. These metrics determine the average number of impostor actions
(ANIA) and average number of genuine actions (ANGA). Other considerations,
is another metric of importance for a CKD system, which is how quickly the sys-
tem can determine an impostor [5]. An example of this can be seen in [2], where
they look at how many messages were necessary to determine that a participant
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was male or female. They also calculate the accuracy losses and average num-
ber of messages when they attempt to tune the system. Furthermore, in [5] they
introduce a trust system for CKD. Here they discuss duration and latency as an
important value. Another consideration is that there is a requirement for features
that are included, in that the frequency of the features needs to be satisfactory
to gain a statistically sound standard deviation including mean [5]. If the feature
is rarely used, it will not necessarily give enough information to be of use. Also,
considering features used, as can be seen in [30] relevant features like duration,
latency, and frequency error are mentioned in terms of CA.

3.3.1 Machine Learning Methods

Machine learning methods that have been utilized through literature in CKD and
PKD, include k-means clustering method used in [6], kernel ridge regression [6],
RF [2, 3, 6], SVM [2, 3, 6], k-nearest neighbour [6] and neural networks [6]. The
same types of machine learning methods are also present in soft biometrics efforts
as discussed in Section 3.2.3. However, this does not necessarily mean it is possible
to utilize these methods similarly. As seen in literature the RF method typically
waits for input as sets of data, for instance as 1 message [2] or as the full data
[3]. Therefore, it is necessary to consider further how it is possible to develop a CA
system. This is because a CA system will react to every keystroke, it will be periodic
of nature if waiting x amount of keystrokes or y amount of time for input only [5].
Something to bear in mind as well is that there are different methods of balancing
the data for training. In [3], they undersample the majority class to ensure that
the majority class is balanced towards the minority class. In terms of machine
learning methods, there are also performance measures that can be used to gauge
the performance of such a system. As this study is not dealing with rejections or
acceptance of users as discussed in Section 3.1.2, metrics such as accuracy, recall,
precision, and f1 score can be applied to gauge the performance of the system
further [31]. These are calculated as Accurac y = T P+T N

T P+FN+F P+FN , accuracy will
gauge how many accurate predictions the system makes, Precision = T P

T P+F P ,
precision refers to how well the system can classify the positive class, Recal l =

T P
T P+F P , recall refers to how well the system can classify the positive class and

Fscore = 2∗recal l∗precision
recal l∗precision refers to how balanced the system is in terms of the

recall and precision [31]. Furthermore, as seen in [2] they process the biometric
sample from the test data with the different machine learning algorithms they use,
by computing a score defined as Score = (w1∗ml1+w2∗ml2+w3∗ml3)/(w1+
w2+w3). This allows them to manage weak modalities, which can be referred to
as for instance parts of a dataset.

3.3.2 Neural Networks

Neural networks receive input to variables called neurons, then these neurons
depending on the design, give output based on if the output is correct or not. Fur-
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thermore, it can perform backpropagation resulting in a new run applying pen-
alties and rewards [32, 33]. This will in turn improve accuracy. However, neural
networks typically need more data to be able to properly train themselves than
other machine learning methods. In terms of results, in [32] they gain great res-
ults in terms of accuracy up to 99.7%. They apply an ensemble approach util-
izing 3 keystrokes at a time. The ensemble is to group the classifiers together
towards the goal of prediction, and then voting takes place to provide the fi-
nal prediction [32]. They also discuss the concept of a keystroke stream consist-
ing of the data being considered from the start til the end. This is defined as
Ke yst rokeSt ream = E1, ..., E f . The features utilized in their study are the same
as the ones discussed prior to this, just with a different naming convention like
for instance Inter Keys Interval (IKI) instead of the timing information represent-
ing the timing information between 2 subsequent key presses displayed in Figure
3.2. Other literature also mention that they experience lower EER with a higher
amount of keystrokes [33].

3.3.3 Statistical Methods

Statistical methods used ranging from updating trust including prediction in CA
can be seen in Table 3.2. In [10], they discuss that instance based algorithms

Method Paper
Euclidean distance [11, 21, 28]
Manhattan distance [10, 21, 28]
Cosine similarity metrics [28]
Scaled Euclidean distance [6, 28]
Scaled Manhattan distance [5, 21, 28]
Mahalanobis distance [11, 21, 28]
Bhattacharyya distance [28]
Hidden Markov biometric model [28]
Kolmogorov-Smirnov Test [10, 28]
Bayesian Classification [28]
Kernel density estimation [10]
Energy Distance [10]

Table 3.2: CA Statistical Methods

are used to be able to utilize as much of the information from the keystrokes as
possible. They further utilize the Manhattan and Mahalanobis distance towards
computing scores. It is also concluded that previous research in terms of free text
used pdf-matching, which in turn needs a significant amount of keystrokes [10].
As seen in Table 3.2 it is a wide range of algorithms available. Many of them
achieved great results towards their respective usecase within the differing efforts.
In [10] KDE and the Energy Distance performed the best individually. However,
depending on the testing size and method used the performance varies. The scaled
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Euclidean (SED) and scaled Manhattan distance (SMD) are widely used distance
measures in KD and achieve good results [21, 28]. The SMD measures the ab-
solute difference between these two data points, and allows for adjusting factors
towards scaling. As can be seen in the research discussed in this paragraph, the
features used may have more or less importance [2, 10]. Therefore, the scaled ver-
sions of both the Manhattan distance including the eucledian distance are good
statistical methods. Furthermore, it is also possible to fuse distance metrics. As
seen in [10] they fuse metrics from three algorithms to improve accuracy when
attempting to authenticate with fewer keystrokes. A result they gained was by
fusing Kolmogorov-Smirnov and Kernel density estimation resulting in lower EER
when they were testing samples of both 100 and 200 latency’s. The SMD can be
seen in [5] towards determining the distance between the template and the in-
put, the reason why this distance was used in their study was because of its good
performance in terms of EER. However, in CA systems, a typical topic is the trust
system, as the system needs to reach a threshold to be able to reach a decision [2,
5, 6, 28].

3.3.4 Trust System

In [5] they discuss the development of a template. The input is then compared to
the templates of the users Ti . There are various manners in which it is possible to
create templates that the input can be compared against, but common methods
include the calculation of the mean and standard deviations of durations and
latencies [5]. The base for these calculations, are common in KD as discussed prior
to this. Furthermore, the distance from the template can be determined based on
the SMD [5].

In [5] they also discuss reductions or increases in terms of the trust system,
by assigning 100 as complete trust and 0 as no trust reducing or increasing these
by calculating the values displayed below:

ddur,p =
|µdur,p−tdur,p|
σdur,p

ddur,q =
|µdur,q−tdur,q|
σdur,q

dlat,pq =
|µlat,pq−t lat,pq|

σlat,pq

Then to create a single distance value, as seen in [5] they calculate:

D =
(ddur,p+ddur,q+dlat,pq)

3

This then becomes the weighted average of the three distance values presented
above [5]. This can be used to update the trust systems level. The method is also
similar to the fusing of distance features. However, weight is often used in efforts
concerning continuous authentication [2]. The D value can be used to update the
trust level either up or down and will reward or provide a penalty depending on
the comparison to the distance of D towards threshold T [5]. Furthermore, in [2],
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the prediction is performed by applying weights to the comparisons in a static
or variable manner. This in turn will move the value of the prediction variable to-
wards thresholds faster or slower depending on the configurations. The thresholds
that are used can then be used as a decision point [2, 5]. Also, there are outliers
that can affect the system performance, and the mean and standard deviations
of different biometric features are a possibility for further improvement upon the
accuracy of the system [6]. This has also been seen used in [2], as they removed
their outliers by calculating the mean and standard deviation followed by remov-
ing values above 3 times the standard deviations from the mean. Another method
that was used in [2], was that they performed gender classification on the full
dataset before attempting to classify the gender early to be able to compare per-
formance. As the classifications on the full dataset were expected to have higher
accuracy than the classifications based on messages.

Further update mechanisms are static, variable, and hybrid [2]. Static is a fixed
value, variable is an update mechanism that varies, whilst the hybrid mechanism is
a combination of the two. The calculations for the non static update mechanisms:
v = c

p
l

100 . To elaborate on this calculation, v = the score, c = the prediction score,
and l is the length of the message. In [2] they use this to grant the score given
a weight based on the length of the message, do the square root of the length of
the message, and divide the results by 100 to ensure that the score does not give
too much of an update to the trust level. Trust systems are common in CA and are
part and partial in how the system is designed [28]. An example of such a system
can be seen in Figure 3.3.

Figure 3.3: CA System from [28]

However, the CA system described in Figure 3.3 stops after the system has
reached "The user can continue using the system". The checks should continue
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after that point as well. However, as can be seen in Figure 3.3, the data is fed
into the system, and the extraction including the biometric model that has been
developed is applied resulting in an increase or decrease in the confidence that a
user is an impostor or the real user. Also, in Figure 3.3 probability Score can be
seen and can typically be derived from machine learning methods [2, 6]. How-
ever, in [6] they use dissimilarity scores while similarity scores are discussed as
well. The dissimilarity scores are part of their trust biometric model for their CA
system and their results are good. Furthermore, there is the possibility to differ-
entiate between unique biometric characteristics between the different classes.
For example, if there are in particular biometric characteristics in age groups or
gender it is possible to use them as an indicator towards that classification and
add more weight [2]. Furthermore, as seen in Figure 3.4, there are methods that
allow for combining output from classification methods.

Figure 3.4: Ensemble Method from [28]

A similar approach can also be seen in [2], where they use the RF prediction
to create a weight. In general, what has been seen in the literature, is that a CA
system needs to allow the users to behave freely to be able to train biometric
models or create reference templates such that it works in a "free" environment.
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Data Procurement

This study was comprised of three bigger parts, the data procurement part focused
on capturing data which will be used in the study. Then, the data analysis part, and
finally, the continuous development of the system, which was ongoing throughout
the study. This chapter will discuss the data procurement task.

4.1 Data Capture Task

The data capture task was performed over a time span of 3-4 weeks. This task
aimed to perform the biometric acquisition process to gather the main data set.
The biometric capture device was the author’s laptop, including one specific key-
board that was used for all the data capture tasks in an attempt to ensure that all
the participants had an equitable performance for the task. The keyboard was a
qwerty Norwegian keyboard, and the participants were asked to write in English.
The author did not have the entirety of these weeks available for the data capture
task. Therefore, the data capture task activities were split up over time to gain
satisfactory data. The motivation behind this specific type of data capture task is
that residents in Norway can communicate with other nationalities through on-
line communication platforms or games. Furthermore, the data capture task given
to participants was that they were given approximately 10 minutes to write free
text. The participants could write about anything they wanted except for sensitive,
personally identifiable, or other personal information. Examples given were the
universe, a tv-show or a video game. Guidance towards the data capture task was
also present in the data capture task software used created by Antoine Jourdan1.
It can be seen with example text in Figure 4.1.

The program was customized to fit this task, and also to include guidance and
reminder of the task for the participants.

1Thanks to Antoine Jourdan from ENSICAEN for creating the initial version of the software.

23
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Figure 4.1: Data Capture Task System

4.2 Dataset

The dataset included the following information, which can be seen in Table 4.1.

Column Meaning
KEYCODE Unicode representative of a letter typed.
TIMEDOWN Timing information for key down press.
TIMEUP Timing information for key release.
LETTER The string representative of the keystroke.

Table 4.1: Dataset Information

This information was present for each keystroke. An example provided by the
author using the data capture task software can be seen in Figure 4.2.

Other information was the age and gender which was necessary towards the
purpose of determining the biometric property age and gender of the biometric
data subjects continuously. The result of the data capture task is a data set con-
sisting of 56 participants, 44 were less than 30 years of age, while the rest were
above 30 years of age. This resulted in approximately 1750 keystrokes each par-
ticipant, although the real amount of keystrokes the participants wrote varies. In
total, in terms of gender, there were 25 female participants and 31 male parti-
cipants. In Figure 4.3, the spread between the number of keystrokes and the age
of the participants can be seen.
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Figure 4.2: Data Example

The spread is due to as mentioned prior, the higher amount of participants in
the 20 til 30-year range. The author attempted to balance this when gathering the
data. However, this turned out to be quite difficult. This was quite more balanced
regarding the number of appearances of male and female, as seen in Figure 4.4.
In Figure 4.4, 0 is for females, and 1 is for males. They are not entirely balanced
regarding keystroke instances, but that is to be expected as balancing these equally
is quite difficult.

The following classes will be created to divide the dataset into groups towards
classification. The gender class will be divided groups, the class label 0 is for fe-
males and class label 1 for males. The age classes will be determined as follows.
The age groups below 27 with class label 0 as (younger adults) and greater or
equal to 27 with the class label 1 as (older adults).
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Figure 4.3: Age Spread

Figure 4.4: Gender Spread

4.3 Dataset Limitations

The data set is limited because it will not represent a high population of residents
in Norway. Furthermore, English writing skills can vary greatly, and many studies
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in Norway have Norwegian as their primary language of writing in academia.
Therefore, writing skills will indeed have an impact as part of the data capture
task was performed mainly in an international academic institution. However,
there were no purely English or American participants, meaning none had English
as their main language. It is also limited because the data was gathered from a
specific keyboard with which the participants were unfamiliar. In other words,
using a device they are used to will change their writing behavior.
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Analysis

This section will focus on discussing the analysis of the dataset, as well as the res-
ulting system that will be applied in the result chapter. The analysis itself focuses
on identifying features which can be used towards determining the classes within
the system that is developed. The dataset itself is also discussed as exploring ap-
proaches towards identifying the characteristics is necessary.

5.1 Problematic Values

It is necessary to clean the data, specifically there are outliers, errors, or possibly
irrelevant data. However, when processing the data it was observed that the data
could be represented in a manner that was not understood by the author, the
representation of such keys could be the key "Meta" or "Dead" keys which were
present in the dataset. However, data could also be lost as some keys were repres-
ented as a long string when processing the data. These strings were observed with
quite a low number of instances, so much so that they were deemed arbitrary and
removed.

5.2 Biometric Features

An important part of the processing of the data, is the processing of the captured
biometric sample into biometric features. The extracted biometric features were
latency and the durations of the keystrokes. This was performed by utilizing the
algorithm displayed below. T1 refers to the timedown, while T2 refers to time
up for the first keystroke. T3 refers to timedown and T4 refers to timeup for the
second keystroke. Lat_RP refers to the latency for RPlat, Lat_PP for the latency
of RRlat, Lat_PR for PRlat latency and finally Lat_PP for PPlat. The DurA is the
duration for the first keystroke and DurB is the duration for the second keystroke
after DurA.

for T1,T2,T3,T4 in raw_data:
DurA = T2 - T1

29
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DurB = T4 - T3
Lat_RP = T3 - T2
Lat_RR = Lat_RP + DurB
Lat_PR = DurA + Lat_RP + DurB
Lat_PP = DurA + Lat_RP

An example of these processed biometric features can be seen in Figure 5.1.
The age and gender, including the participant number, is arbitrary to present and
therefore redacted.

Figure 5.1: Biometric Features Example

To be able to identify biometric features that are of importance, it is necessary
to process the biometric features further. This is performed by doing biometric fea-
ture selection and extraction. However, before extracting the biometric features,
it is necessary to remove outliers. This process will be discussed in the following
section.

5.3 Outlier Removal

Outlier removal was necessary, and it is necessary to consider a method that will
not skew the data towards a higher or lower value. Outlier removal was performed
by removing values that were 3 standard deviations away from the mean for each
biometric feature for the respective classes. An example as to why, is that an outlier
in RPlat may indicate that a participant is thinking about what to write. As the data
was gathered through a free text task, there were more outliers. It is also well
known that humans have different aptitudes in writing, including creativity and
how well a human can write freely. The same can be said in terms of durations, if
a participant is holding a button for an extended period of time or by accident, the
action can result in outliers that will affect the biometric feature value. This can be
holding shift for a prolonged period because the participant is unsure where the
special characters are placed on the keyboard. Thereafter, affecting the resulting
system if not dealt with. Individuals accidentally hit Norwegian keys like "å" or "ø"
while also searching for and testing different combinations to locate the correct
special character. This is also a result of the participants being able to write free
text with an unfamiliar keyboard. For instance, if a participant wants to ask a
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question in the text, they can. However, they need to find the combination of keys
that makes the question mark, which can result in sporadic use of shifts and special
characters. Another limitation of this result in is that this dataset does not reflect
participants in their optimal environment. The participant’s optimal environment
would be the participant’s own keyboard.

5.4 Normalization and Balancing

The values within the data set can vary from negative values to reaching positive
values as high as 2000 milliseconds. The data was normalized to stay within the
range of 0 to 1. Also, considering that the dataset, to some extent, is unbalanced in
terms of the age and gender classes. The data which is used to train will undergo
randomized undersampling for the machine learning part to ensure that one class
is not over-represented. The reason being, is that the participants did not have
a specific writing task. Therefore, the single keys or key combinations are not
equally represented for the classes.

5.5 Biometric feature Selection and Extraction

biometric feature selection is an important process towards determining which
biometric features to include in the biometric template or machine learning bio-
metric models. To be able to determine gender or age, it is necessary to consider
biometric features that provide information about the respective classes. As dis-
cussed prior, there are an extensive amount of biometric features. Including all of
them, can result in a complex system which in turn does not necessarily need to
be positive. Furthermore, the information gained from each biometric feature is
also necessary to consider. This is important in the systems used, and will there-
fore not be taken lightly. Considering durations are of important, as they can be
used as a biometric feature for every keystroke that is made. In Figure 5.2, the
different colors represent the different participants and the black line represents
the mean of the total duration. As can be seen, the durations are quite dense in
the 0.0 towards 0.2 areas.

However, by separating the data points by gender the following durations can
be seen in Figure 5.3. The data points with the reduced size give a clearer picture
in the sense that there are indeed some differences although they are quite densely
located around the mean of duration.
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Figure 5.2: Dataset Durations

Figure 5.3: Durations Gender

The RPlat is quite more spread out as seen in Figure 5.4. However, further
analysis of the RPlat’s are needed to better understand them. The data points are
also quite densely focused around the mean as in Figure 5.3 but with more spread.
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This is because the time from when individuals release and press a key varies, as
well as the skill in typing. The reason why the RPlat floats higher above the value
0 on the y axis, is because there can be negative values, as participants can for
instance hold shift and then press another key to write a capital letter. It can be
seen that this is not necessarily done extensively over longer periods of time, but
it seems that multiple participants have done this which can be an indication of
an unfamiliar keyboard.

Figure 5.4: RPlat Gender

The PRlat seems to have a higher amount of differences and to be, but this is
not necessarily the case. As can be seen, there are some differences on the lower
points below the mean, which indicates possible differences.

The final overview of the biometric features which is the PPlat category can be
seen in Figure 5.6. As can be seen in contrast to the figures discussed prior, there
are some differences in the values below the mean.
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Figure 5.5: PRlat Gender

Figure 5.6: PPlat Gender

This overview provided a high-level understanding of the differences in terms
of typing. Therefore, it is necessary to analyze individual biometric features fur-
ther to understand the differences. Further analysis will consist of duration’s and
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RPlat’s, the reason being that the durations are more frequent whilst the RPlat can
go in both a positive and negative direction giving a bigger space for the timing
information.

5.5.1 Biometric Feature Selection

The selection of biometric features can be performed by generating the pdf of bell
curves are is performed to analyse the data. Before applying this, it is necessary to
determine the biometric features that are most frequently used. This is important,
as the system will react to every keystroke, and attempt to determine as early
as possible, it is easier to consider them when an overview of them is presented.
These can be seen in Table 5.1 and Table 5.2 for gender. The RS Latency column
represents the right side of the keyboard, the LS Latency column represents the
left side of the keyboard, whilst the Latencies represent the most used two key
combinations. The Duration column represents single keystrokes.

Latencies Amount Duration Amount RS Latency Amount LS Latency Amount
Backspace Backspace 2838 Space 6946 i n 796 e r 593

e Space 1629 Backspace 4281 o n 358 r e 532
Space t 1328 e 3574 o u 349 a t 392

t h 1057 t 2743 h i 269 s t 353
s Space 1028 a 2322 l l 203 e s 341
Space a 1022 o 2253 l i 196 t e 307
t Space 886 i 2046 o m 157 a r 306

h e 871 s 1829 n o 145 v e 302
i n 796 n 1826 i l 138 a s 276

Space i 680 r 1710 l o 136 s e 239

Table 5.1: Top 10 used key combinations - Female

As can be seen in Table 5.1, the backspace -> backspace latency has most
instances by quite the margin. However, they are similar for both gender classes
in terms of their distinctiveness, which is quite low. The latency e -> Space RPlat
is quite distinct for the gender class. This is a latency where the participant can
write the keystrokes with their left hand, for instance, with their index finger and
thumb or a combination of their right hand and left hand. Therefore, it does not
necessarily mean that there is discriminating value for the biometric features even
though they have high instances. As such, analysis of durations and latencies with
a number of instances i where i > 2 will be performed.
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latency Amount Duration Amount RS latency Amount LS latency Amount
Backspace Backspace 2658 Space 9196 i n 796 e r 593

e Space 1629 Backspace 4989 o n 358 r e 532
Space t 1328 e 4727 o u 349 a t 392

t h 1057 t 3827 h i 269 s t 353
s Space 1028 a 3284 l l 203 e s 341
Space a 1022 o 2979 l i 196 t e 307
t Space 886 i 2916 o m 157 a r 306

h e 871 n 2662 n o 145 v e 302
i n 796 s 2626 i l 138 a s 276

Space i 680 r 2161 l o 136 s e 239

Table 5.2: Top 10 used key combinations - Male

For instance, in keystroke dynamics, one typically does not use corrective ac-
tions like "Backspace Backspace" as seen in Table 5.2. An observation of the data,
is that generally the female class seem to write slower than the male class. The
difference is, however, not to the extreme. Other than the duration’s themselves
the right side, and left side of the keyboard, including the combinations of key-
strokes that were typically used when writing in English, like “in” and “th”, “he”
were analyzed to see if these combinations were distinct. The latter combinations
are the key combinations for writing the word “the”, which in turn makes these
combinations frequently used, which can also be seen in Table 5.2 as they are part
of the most used key combinations. However, when looking at the “in” RPlat, they
were quite similar between the gender classes. This can be because both classes
utilize the same hand in a similar manner when they are typing this combination.
This may also be connected to age; in terms of the age classes, most participants
were below 30 years of age. However, there were differences in terms of the key
combination of “li”. Individuals may write this key combination with their index
finger, while some may have different approaches to writing this combination of
keys, for instance, by the use of one hand or both hands. The key combinations
where participants had to rearrange their hands to type the keys displayed the
most distinct biometric features in general. However, there was not much dis-
tinctiveness for the “th” RPlat in terms of the age groups, whilst this biometric
feature is more distinct for the gender classes, which indicates that the biomet-
ric features may differ depending on the gender and age groups. Therefore, it is
necessary to consider which biometric features should be extracted to determine
age and gender.

The original analysis of the data included analyzing bell curves based on the
pdf of the biometric features for the respective classes. This method took quite
long to perform. Therefore, the biometric feature selection method that was ap-
plied later in the study was the following. Firstly, the KLD is calculated from the
biometric feature pdf for the two classes. This is done by utilizing the Python
library scipy.stats 1 and is performed as follows:

KLD = entropy(pdf_class1, pdf_class2)

1https://docs.scipy.org/doc/scipy/reference/stats.html
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The pdf_class1 stands for the pdf for class 1, for instance, male whilst class 2 is
then for female. The probability of the biometric features in the dataset is also
calculated. This is done by F I/T DI . In this case, the FI stands for the instances
of the biometric feature, and the TDI is the total amount of the biometric feature
type, for instance, durations. An example of this will be given below in Table 5.3
to clarify. The higher the value of KLD the better the biometric feature separates
the two respective classes; in other words the more distinct the biometric feature
is. Furthermore, if the value received back is infinity, then the biometric features
pdf does not overlap and, therefore, is highly distinct, providing high predictive
power. The lower the value is, the poorer the biometric feature is to separate
the classes. The probability refers to the probability that one will encounter the
biometric feature in the dataset, in other words, how much the participants use the
biometric feature. In this example, the best biometric feature in terms of accuracy
will be the latency “Hi” in Table 5.3. However, for more frequent updates, the
latency “ur” is good, but if used will come at the cost of accuracy.

Biometric Feature KLD Probability
ds 0.0054 0.0008
ur 0.0093 0.0027
Hi 1.4998 0.0001

Table 5.3: Latency Biometric Feature Selection - Gender

Another example of this biometric feature selection method can be seen in
Table 5.4 which focuses on selecting biometric features in terms of the duration.
The same process as in Table 5.3 applies. Here, the biometric feature “s” is highly
likely to be encountered in the dataset. Also, as seen in the KLD, it is approaching
the value 0, which indicates that the biometric feature “s” for the male and fe-
male class is quite similar to each other. Therefore, the accuracy will be reduced if
this biometric feature is included in the reference template. However, the system
will have more frequent updates as the probability is higher. The best biometric
feature for accuracy, in this case, is the biometric feature “x”. The same process is
performed for both the gender and age classes.

Biometric Feature KLD Probability
s 0.0308 0.0449
x 0.1286 0.0013
P 0.0563 0.0003

Table 5.4: Duration Biometric Feature Selection - Gender

5.6 Testing

The main testing method will be the leave one out test. This will be performed to
ensure that the whole dataset is utilized. This will result in 56 tests for each run,
with the system attempting to determine the gender including age continuously
for every participant.
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5.7 System Architecture

To be able to test different approaches, a system was to be made towards this
purpose in Python 2. An overview of the system can be seen in Figure 5.7. Train-
ing data refers to the data used for training. Depending on if 1 test or n tests are
being performed, the process displayed in Figure 5.7 can be performed n times.
The system allows for creating of both biometric templates and machine learning

Figure 5.7: System Architecture

biometric models based on the biometric data, and stores them for testing. Fur-
thermore, parts of the system can be activated or deactivated to allow for testing
solely statistical, or different machine learning approaches as well as combining
these. The system will test based on a participant by participant basis, and cre-
ate graphs and statistics based on this process. The system will also test differing
thresholds to find the best threshold for the confidence determining the gender
and age as early as possible. To build the biometric templates focused around one-
to-one comparison for the different classes, including different statistical methods
discussed prior will be implemented and tested. This will allow for updates being
made on singular keystrokes as well in combination with the fixed update if there
is test samples missing from the test data input part of the system. Furthermore, to
allow for possible machine learning methods, the generation of machine learning

2https://www.python.org/



Chapter 5: Analysis 39

biometric models is also included in the system for both vector-based and singular
input prediction. An important aspect to remember here is that vector-based pre-
diction will need to wait for input to predict and will not react for every sample.
For instance, a score derived from 10 words will result in the need to wait for
these 10 words. However, as samples are presented to the system from test data,
the system will react and may as a result, update the confidence level.

5.7.1 Confidence Level

The confidence level is similar to the gender level progression seen in [2] where
the aim was early gender detection utilizing messages and conversations. The
confidence level will be used to continuously determine gender and age early. The
confidence will be set to a static value 0.5. This is because this binary classification
problem focuses on males as 1 and females as 0. When the confidence is moving
towards 0, the system becomes more and more confident that the participant is fe-
male. When the confidence moves towards 1, the system becomes more confident
that the participant is male. This is also true for the age classes. The same process
for gender will be applied to age. However, there will be thresholds present in the
system. The threshold is the point where the system’s confidence may or may not
reach; thereafter, the system determines if the participant belongs in one of the
classes. This is to see the difference in keystrokes needed and the system’s accur-
acy when presenting different thresholds, in other words, how quickly or slowly
the system determines depending on the configurations. When there are figures
present representing the confidence levels, the blue line is for class label 1, and
the red line is for class label 0.

The system or methods can change throughout the experimentation. There-
fore, when this occurs, it will be specifically mentioned throughout. The ML mod-
els will be trained on the DurationA and the RPlat using the process defined in
Section 5.7.3. This is to allow for a different modality than what is used other-
wise. In turn, the machine learning part will update the confidence level for every
combination of two keys that are present in the machine learning models, which
is the same amount of keystrokes necessary as the D2 distance measure discussed
in Section 5.7.2. The confidence level will move up or down depending on the
scores derived from the methods discussed in the following sections.

5.7.2 Statistical Methods

The scaled Manhattan distance is widely used within the domain of keystroke
dynamics in terms of statistical methods. For the following computations, K is for
the sample keystroke, T is the biometric template, and i is the instance. Mean
after T is the mean for the current biometric template reference key, and std is the
standard deviation for the current biometric template reference key. This will be
applied to durations with the following computation SM D = |Ki−T meani|/Tstdi .
The result of these calculations will provide the distance from the test input toward
the reference biometric template of the respective classes. The SMD will also be
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used for calculating distance for RPlat to see how well it performs for latency as
well. Also, there will be another distance measure for two key combinations from
[5] which will be defined as:

ddur,p =
|µdur,p−tdur,p|
σdur,p

ddur,q =
|µdur,q−tdur,q|
σdur,q

dlat,pq =
|µlat,pq−t lat,pq|

σlat,pq

D2=
(ddur,p+ddur,q+dlat,pq)

3

Following this, it is necessary to determine whether there will be an update
for classes 1 or 2. For this, the following computation is performed: D = dclass1 −
dclass2. Then if dclass1 > dclass2, the score will move negatively, class2 in this case
is the class label 0 and class1 is the class label 1. Otherwise, D is positive. Further-
more, with confidence level as C then C + (D/100). The distance will be divided
by 100 to reduce the effect the score has on the confidence level as the system
will be reacting for every sample present in the reference template.

5.7.3 Machine Learning

The purpose of applying machine learning is to allow for other modalities than
solely distance measures used on durations. The modality for single keystrokes
is weaker than multiple. Therefore, it is necessary to consider furthering the ac-
curacy and reducing the keystrokes needed by applying a modality with more
information. Therefore, machine learning will be applied in the system, and a
grid search from the GridSearchCV and the RandomizedSearchCV module from
the sklearn.biometric model_selection library3 4. These were used to automate
the process of tuning hyperparameters towards retrieving the best configurations
according to the test. The biometric features used are the Duration, including the
RPlat. Furthermore, the weights w1, w2, and w3 are determined based on the
following, mlx being the certainty of the prediction for the individual ML:

mlx <= 0.50 w1 = 0
mlx > 0.50 and mlx <= 0.75 w1 = 0.5
mlx > 0.75 and mlx <= 0.87 w1 = 1
mlx < 0.87 and mlx <= 1 w1 = 2

As a result of this, if the certainty of the machine learning method if less or equal
to 0.50 the system will not do anything with the resulting value. The input from
the machine learning method will be nullified. It is also necessary to determine
whether the following score is positive or negative.

3https://scikit-learn.org/stable/modules/generated/sklearn.biometric
model_selection.GridSearchCV.html

4https://scikit-learn.org/stable/modules/generated/sklearn.biometric
model_selection.RandomizedSearchCV.html
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if mlx predicts 0:
mlx = -mlx

else:
mlx = mlx

The following is then computed to create a score: Score = (w1∗ml1+w2∗ml2+
w3∗ml3)/(w1+w2+w3). This allows for the biometric models to provide their in-
put on the gender and age classification, followed by computing the average of the
three modalities. Furthermore, this result was divided by 100 as the system will
use this score when the appearance of a key combination of 2 keys is present and
update the confidence positively or negatively depending on the foregoing predic-
tion. With the confidence level as C then C +(Score/100). Furthermore, the data
balancing methods will randomly under-sample the training data if one class has
more data than the other for training the biometric models. This is towards com-
bating overfitting, which may make the machine learning method biased towards
one class, resulting in high specificity or sensitivity recall. The machine learning
algorithms chosen were SVM, KNN, and RF as these performed well in terms of
state of the art, and were also used in early detection of gender [2], which will
now be applied in a continuous fashion for both age and gender. These were im-
plemented by utilizing the sci-kit 5 library in Python.

5.7.4 Fixed Score

Depending on if the fixed score is activated or deactivated within the developed
system, the system can react on keystrokes that are not present in the biometric
template based on prior updates. Therefore, if this part of the system is activated,
and the last confidence update is positive, the fixed update will provide a minor
positive update to the confidence. This value is set to 0.00025 because higher than
this will make big updates to the confidence level, as the confidence level value is
at the lowest 0 and at the highest 1.

5.8 Performance Metrics

Performance metrics for the system are needed. This is to understand how good or
poor the system performance is throughout the tests. As this study is dealing with
binary classification. The metrics library from scikit678 was utilized. The higher
the precision, the more true positives the system is able to predict. The lower the
precision, the more false positives the system is predicting. This is used to determ-
ine if the system predicts that a participant is male, and they are in truth male.
Sensitivity is then calculated as Sensi t ivi t y = T P/T P+FN , whilst the specificity

5https://scikit-learn.org
6https://scikit-learn.org/stable/modules/biometric model_evaluation.html
7https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
8https://scikit-learn.org/stable/modules/generated/sklearn.metrics.recall_score.html
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is calculated as Speci f ici t y = T N/T N + F P. The specificity is calculated to give
information on how well the system can predict the negative class. In this study
case, this will be the female class which is 0, and the younger than 27 class which
is also 0. The male participants and the participants of age 27 and above is class
1 and will therefore information regarding their prediction will come from the
sensitivity. Considering that an important metrics of this study is to determine the
accuracy, the scikit9 library that computes accuracy scores will be used. As this is
a binary classification problem of two classes for both the gender and age classes
respectively, this will in turn compare the predicted and true class labels and in
turn give an accuracy score in decimals.

There will be tables present to present the results achieved from the tests.
These tables will contain the foregoing metrics. Furthermore, the methods used
will also be present in the columns. The mean keystrokes needed will also be
present in the tables. From these metrics, it will be possible to determine how
well the system performs. Regarding state of the art and the varying results seen
in literature, a satisfactory compromise of determination speed and accuracy will
be approximately 500 keystrokes and 60-70% accuracy for age, as the classes are
close without the gap between age classes as seen in literature [3]. Whilst 200-
300 keystrokes and higher than 70% accuracy for gender, considering the results
from literature on gender detection [2]. However, the goal is to move lower in
terms of determination speed whilst attempting to keep accuracy.

9https://scikit-learn.org/stable/modules/generated/sklearn.metrics.accuracy_score.html



Chapter 6

Results

This chapter presents the most significant part of most research work. It will sum-
marize the primary findings, including the contributions of the performed study.
Furthermore, this chapter will further discuss the implications this research has
for the research area, weaknesses, and future work. This chapter also aims to
motivate further research and discussion within the field and contribute towards
advancing knowledge in the subject matter. However, at this point, the data has
been analyzed and processed, and the system will be tested.

6.1 Continuous Determination

This section will provide the results gained when testing the different methods
towards determining gender continuously. CKD of gender and age is not as well
researched as other determination methods of KD. Therefore, there is trial and er-
ror to reach a result that will provide satisfactory metrics. This section will consist
of early testing and discussion.

6.1.1 Shuffled Test - Gender

The test was performed on a part of the dataset with the data shuffled. The results
can be seen in Table 6.1 is the result from the shuffled test. The threshold present
in the tables refers to the confidence threshold that is set. As can be seen in the
test result, the higher the threshold, the longer the system takes to determine but
it can result in higher accuracy. In total, there will be the possibility of determ-
ining 100 participants that have been shuffled. For the test in Table 6.1, the test
results are satisfactory with a good mean accuracy all around with the best being
70% accuracy for a mean of 393 keystrokes. The sensitivity recall and specificity
are also satisfactory. This indeed displays a balanced update mechanism for the
confidence in the Test ID 1 as can be seen in Table 6.1. Without the fixed update
mechanism in place, the settings in Test ID 1 is a good compromise of keystrokes
needed and accuracy.

43
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Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 Durations SMD 393 0.70 0.68 0.71
2 0.3-0.7 Durations SMD 574 0.75 0.73 0.76
3 0.2-0.8 Durations SMD 828 0.83 0.92 0.77
4 0.1-0.9 Durations SMD 1010 0.86 1.0 0.74
5 0.0-1.0 Durations SMD 1194 0.87 1.0 0.73

Table 6.1: Gender with Thresholds - No fixed Update

Furthermore, the keystrokes needed become higher. The tests display a lower
sensitivity, indicating that the system is worse at determining if the participants
in the test are male versus female.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 Durations SMD + Fixed 517 0.69 0.50 0.88
2 0.3-0.7 Durations SMD + Fixed 756 0.71 0.5 0.97
3 0.2-0.8 Durations SMD + Fixed 912 0.75 0.53 1.0
4 0.1-0.9 Durations SMD + Fixed 998 0.84 0.64 1.0
5 0.0-1.0 Durations SMD + Fixed 1251 0.95 0.86 1.0

Table 6.2: Gender with Thresholds - With Fixed Update

However, with all things considered, the keystrokes needed are not quite low
enough, however, keeping a mean accuracy of 69% with the highest mean accur-
acy of 95%. Although 95% accuracy is very good, the system does make a decision
on all the participants. In fact, at Test ID 5 in Table 6.4 the system only makes a
decision on 45% of the participants in the test data set.

However, a test on a shuffled part of the participants in the data set is insuf-
ficient. A discovery throughout was that there are participants that make correct
decisions from the system difficult. These will be more present in the leave-one-
out tests performed in the following section.

6.2 Leave One Out Tests

The following test will be performed on each participant in the dataset once to
see how the system performs when testing for each of the 56 participants.

6.2.1 SMD Test - Gender

The SMD will be applied to test. By applying the SMD and considering the parti-
cipants that fell into their opposite classes, the accuracy decreased. However, there
was an increase in keystrokes needed for the system to determine. As seen in Table
6.3, the accuracy even starts to deplete at Test ID 4 and Test ID 5. This is because
the ones that were determined correctly in the last test were not determined at all
because the threshold was to high. Also, the system has low specificity towards the
highest thresholds, as a result of this there are few males that are predicted. The
system then has an easier time with predicting the female class. The confidence
updates can be seen in Figure 6.1. As seen, the system is quite unsure regarding
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Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 Durations SMD 448 0.72 0.77 0.65
2 0.3-0.7 Durations SMD 804 0.75 0.86 0.63
3 0.2-0.8 Durations SMD 921 0.80 0.94 0.64
4 0.1-0.9 Durations SMD 1098 0.75 0.93 0.53
5 0.0-1.0 Durations SMD 1151 0.70 0.92 0.28

Table 6.3: SMD Gender with Thresholds

one of the participants, as it used over 1400 keystrokes to determine the gender,
while also wrongly classifying a female as male within this range. However, most
of the determination is done in the 200-600 keystroke range. The most accurate
mean keys necessary are at the threshold 0.2 - 0.8. However, to be able to determ-
ine as early as possible, the threshold at 0.4 - 0.6 has an acceptable accuracy of
72%. The reason being is that the determination speed is much faster.

Figure 6.1: Table 6.3 - Test ID 1

The following tests will be done to see how well the SMD is utilized including
more distinct features in terms of RPlat . The accuracy was quite stable around
77% which is good. The accuracy is 70% towards 80% for the RPlat . The best
result can be seen in Table 6.4 for Test ID 1 with the lowest amount of mean
keystrokes of 686 and 77% accuracy. Also, at the highest thresholds, the specificity
was 0. This is because the female class did not reach the threshold at such a high
threshold, and, therefore, the system did not classify them.

This can be further seen in Figure 6.2, the updates are generally larger than
when using only duration’s. Something interesting can be seen, which is the same
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Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 RPlat SMD 686 0.77 0.82 0.70
2 0.3-0.7 RPlat SMD 1047 0.78 0.81 0.71
3 0.2-0.8 RPlat SMD 1230 0.78 0.88 0.63
4 0.1-0.9 RPlat SMD 998 0.79 0.93 0.50
5 0.0-1.0 RPlat SMD 1251 0.77 0.93 0.0

Table 6.4: Gender with Thresholds - RP

trend as in the duration tests. By looking at the male participant in Figure 6.2
follows a similar pattern as the male participant in Figure 6.1 even with different
features.

Figure 6.2: Confidence - SMD Gender RP

6.2.2 SMD and Fixed Update - Gender

By introducing the fixed update, it was envisioned that with the SMD the key-
strokes needed to determine would be drastically reduced. This was the case,
however, not for Test Id 1 as can be seen in Table 6.5. However, for Test ID 2
there are a much lower keystrokes needed at the cost of 5% of accuracy, which
is indeed good. Also, the accuracy is continuously increasing. The best accuracy
for the test in Table 6.5 is the mean accuracy of 74% and the mean keystrokes
of 807, in turn being the threshold 0.2-0.8. This resulted in worse performance
than the prior test. Test ID 2 from Table 6.5 can be seen in Figure 6.3. What can
be seen here versus the test in Figure 6.1 is that the confidence updates form a
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Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 Durations SMD + Fixed 420 0.67 0.70 0.65
2 0.3-0.7 Durations SMD + Fixed 573 0.70 0.72 0.68
3 0.2-0.8 Durations SMD + Fixed 807 0.74 0.77 0.71
4 0.1-0.9 Durations SMD + Fixed 1038 0.73 0.70 0.68
5 0.0-1.0 Durations SMD + Fixed 1123 0.80 0.93 0.66

Table 6.5: SMD Gender with Thresholds - Fixed

more continuous line towards the confidence thresholds. The best result for this
test is a mean accuracy of 74% and a mean keystrokes of 804, in turn being the
threshold 0.2-0.8. This resulted in worse performance than the results Table 6.1.

Figure 6.3: Table 6.5 - Test ID 2

Considering that the base system works to a satisfactory manner, the machine
learning methods will be applied to see the impact on the determination.

6.2.3 Machine Learning Test - Gender

Following this, the machine learning part of the system is tested. The machine
learning part was trained on Duration and RPlat as this is what has been used
throughout. The accuracy is in the thresholds 0.4-0.6 at 73% as seen in Table 6.6.
However, the keystrokes necessary seem higher than in prior tests but not by a
large amount. The system is also quite balanced, which can be seen in sensitiv-
ity and specificity. However, the accuracy seems to degrade when the thresholds
increase. As seen in the sensitivity recalls, the amount of determined participants
becomes less and less. The best accuracy is at 834 keystrokes and 73% accuracy.
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Figure 6.4: Table 6.3 - Test ID 2

This is because the keystrokes necessary to determine with 92% accuracy could
equally well benefit more from a method that focuses on periodic keystroke dy-
namics instead of single samples. This is because it is quite the amount of key-
strokes necessary.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 Durations + RPlat ML 843 0.73 0.71 0.75
2 0.3-0.7 Durations + RPlat ML 1229 0.70 0.68 0.75
3 0.2-0.8 Durations + RPlat ML 1386 0.68 0.71 0.63
4 0.1-0.9 Durations + RPlat ML 1630 0.92 1.0 0.83
5 0.0-1.0 Durations + RPlat ML 1251 0.50 0.0 0.66

Table 6.6: Gender ML with Thresholds

At the threshold 0.1-0.9 the accuracy is 92%. This is indeed quite high. How-
ever, prediction is performed on 23% of the participants. At the thresholds of 0.0-
1.0, the system loses most participants and has terrible results because it loses the
correctly classified participants whilst keeping the ones who are not conforming
to the models. The participants that do not conform to the model persist even at
this threshold.

6.2.4 Combined Test - Gender

As can be seen in Table 6.7, the system became more stable. This can be seen at
the sensitivity recall and specificity and their development, as well as the F1 score.
Also, the keys needed to determine has been drastically reduced when combin-
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ing the methods. This is due to the faster confidence updates when there are 3
different update functions reacting on the test input.

The accuracy is lower than the other tests, resulting in 3% and 4% accuracy
loss for the 0.4-0.6 threshold than when only duration or ML was used. This is in
turn, not a big accuracy loss. The best performance gained by combining all the
methods were at threshold 0.4-0.6 with an accuracy of 69% with mean keystrokes
necessary of 276.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Recall Specificity
1 0.4-0.6 Durations/RPlat SMD + ML 276 0.69 0.67 0.70
2 0.3-0.7 Durations/RPlat SMD + ML 429 0.69 0.70 0.68
3 0.2-0.8 Durations/RPlat SMD + ML 579 0.68 0.68 0.70
4 0.1-0.9 Durations/RPlat SMD + ML 755 0.68 0.66 0.70
5 0.0-1.0 Durations/RPlat SMD + ML 859 0.70 0.70 0.70

Table 6.7: Combined - Gender with Thresholds

The most ideal test from Table 6.7 can be seen in Figure 6.5. However, as
can be seen, the male participant wiggles a lot between the classes and reach the
decision threshold at 1600 keystrokes at one of the lower thresholds displaying
that the system may take a long time to determine particular participants even
when multiple methods are applied together.

Figure 6.5: Table 6.7 - Test ID 1
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6.2.5 Shuffled Test - Age

The following tests will be performed by shuffling the test and training data. As
seen in Table 6.9, the system is deciding towards a high amount of the older adult
class. Thereafter, the sensitivity recall becomes high and the specificity is quite
low. The best result for this test is with 645 mean keystrokes and a mean accuracy
of 69%.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Recall Specificity
1 0.4-0.6 Durations SMD 517 0.55 0.68 0.38
2 0.3-0.7 Durations SMD 645 0.69 0.94 0.37
3 0.2-0.8 Durations SMD 884 0.71 0.97 0.36
4 0.1-0.9 Durations SMD 1074 0.69 1.0 0.0
5 0.0-1.0 Durations SMD 1285 0.68 1.0 0.0

Table 6.8: Age with thresholds - No fixed update

However, by applying the fixed update function for the shuffled test with age,
the accuracy became higher, and the keystrokes necessary before determining the
gender became lower as seen in Table 6.9.

This is a similar trend as seen in the gender tests. However, the age determ-
ination for these tests responded positively to the fixed update. The system also
became more balanced, as seen in the sensitivity and specificity similar to the test
in Table 6.5.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 Durations SMD 490 0.68 0.62 0.73
2 0.3-0.7 Durations SMD 791 0.71 0.62 0.83
3 0.2-0.8 Durations SMD 884 0.85 0.78 0.92
4 0.1-0.9 Durations SMD 1305 0.84 0.78 0.91
5 0.0-1.0 Durations SMD 1498 0.87 0.88 0.86

Table 6.9: Age with thresholds - With Fixed Update

The best result for this test was Test ID 3 in Table 6.9 with mean keystrokes of
884 and an accuracy of 85%. This is due to the high increase in accuracy. When
the confidence updates are correct, the fixed update is working well. However,
when the confidence updates move towards the opposite classification, the fixed
update will push the system toward determining the wrong class.

When applying all the methods for these tests, the system determines with
high accuracy as seen in Table 6.10. The test with Test ID 5 displays that the
ones in which a decision has been reached conform entirely to the templates and
models created.

However, this is the same problem with the shuffled test for gender. This is in
regards to the participants that are outliers in terms of their classification. In the
following section, these will be included and greatly impact the accuracy of the
system.
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Test ID Threshold Type Method Mean Accuracy Mean Keystrokes Specificity Sensitivity
1 0.4-0.6 Durations/RPlat SMD + ML 0.76 504 0.92 0.64
2 0.3-0.7 Durations/RPlat SMD + ML 0.80 793 0.97 0.66
3 0.2-0.8 Durations/RPlat SMD + ML 0.96 1146 1.0 0.92
4 0.1-0.9 Durations/RPlat SMD + ML 0.97 1387 1.0 0.95
5 0.0-1.0 Durations/RPlat SMD + ML 1.0 1565 1.0 1.0

Table 6.10: Age with Thresholds

6.2.6 Leave One Out Tests - Age

As can be seen when using the SMD in its singularity in Table 6.11, the best result
from the test is Test ID 4. This is not a good compromise of accuracy and keystrokes
needed, as the system uses too long to determine the age.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Recall Specificity
1 0.4-0.6 Durations SMD 416 0.56 0.56 0.57
2 0.3-0.7 Durations SMD 655 0.57 0.66 0.47
3 0.2-0.8 Durations SMD 972 0.61 0.73 0.47
4 0.1-0.9 Durations SMD 1092 0.71 0.86 0.53
5 0.0-1.0 Durations SMD 1189 0.76 1.0 0.44

Table 6.11: SMD Age with Thresholds - No Fixed

As seen in Figure 6.6, the system struggles with separating the two age classes.
This is because it is difficult to separate the classes, as they are quite close. As a
result, it is more difficult to separate and classify the participants in their respective
age groups.

Figure 6.6: Table 6.11 - Test ID 3
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It is envisioned that the age determination would benefit from the fixed up-
date function in the system. This was not the case. The system became more bal-
anced in terms of the different classes, which is positive. However, the accuracy
went down and there was not much reduction in keystrokes. Therefore, the sys-
tem needs more accuracy including more frequent confidence updates for the age
determination. The best result here was with Test ID 4 in Table 6.12 with 917
keystrokes and 63% accuracy. This is not good results in either keystrokes or ac-
curacy.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 Durations, RPlat SMD 395 0.58 0.51 0.65
2 0.3-0.7 Durations, RPlat SMD 647 0.56 0.56 0.57
3 0.2-0.8 Durations, RPlat SMD 772 0.59 0.66 0.50
4 0.1-0.9 Durations, RPlat SMD 917 0.63 0.68 0.57
5 0.0-1.0 Durations, RPlat SMD 1189 0.65 0.68 0.61

Table 6.12: SMD Age with Thresholds - Fixed

6.2.7 Combined Test - Age

A test with all the methods applied will be tested to see what impact this has on
the age test as seen in Table 6.23. The age test seems to not improve much in
terms of accuracy in contrast to the fixed update. Other than that the keys needed
to determine has been lowered, but none of the tests display satisfactory accuracy.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Recall Specificity
1 0.4-0.6 Durations, RPlat SMD + ML 334 0.57 0.51 0.62
2 0.3-0.7 Durations, RPlat SMD + ML 601 0.54 0.53 0.55
3 0.2-0.8 Durations, RPlat SMD + ML 707 0.56 0.58 0.52
4 0.1-0.9 Durations, RPlat SMD + ML 905 0.61 0.66 0.55
5 0.0-1.0 Durations, RPlat SMD + ML 929 0.65 0.70 0.60

Table 6.13: Combined - Age with Thresholds

6.3 New System Test

During the prior testing, new functions were implemented in the system in an
attempt to handle the participants that become outliers in terms of their class.
This seems to be the biggest challenge, as the system gains high accuracy and a
satisfactory low amount of keystrokes depending on the system configuration and
features chosen. Therefore, it displays the possibility of increasing the accuracy
when managing this factor when dealing with difficult data sets such as but not
limited to free text.

Therefore, the system has been updated with the following. The templates
for the duration is now divided into one with the most discriminating features
and one for the most used features. This is to allow for different weighting of the
two templates and as a result, allow for higher confidence updates for the more
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Figure 6.7: Updated System

important durations. An alert system where after a certain amount of keystrokes
towards one class, the test participant will gain higher confidence updates moving
forward. This allowed the system to move up or down depending on the behavior
over time. The following tests will consist of a full test of gender to see if the full
update of the system provides better results. The configurations were the same as
in Table 6.7 except for introducing the new functions to the system. Upon test-
ing the system as seen in Figure 6.7, the system managed an accuracy of 70%,
which is similar to Test ID 2 in Table 6.7. However, the system is reacting more to
samples. However, the test resulted in a mean keystroke necessary to determine
429 keystrokes, the same amount as the prior systems test. This method did not
work well, as the only part that was altered was the frequency of the updates;
in other words, the update would move quicker or slower but still in the same
direction. Therefore, this did not affect the determination speed or the accuracy
in a positive manner. The method might benefit from weighting for aspects of im-
portance rather than alterations in divisions. Because of the time constraints of
the study, there were no further efforts towards this part of the system, and the
system was reset to its original state for the following tests.

6.4 KLD and Probability Implementation

As it is now know that there are less features to chose from in terms of the age
groups, and that it needs to include features that are have more predictive power.
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The following tests will apply the KLD and probability feature selection method
discussed in Section 5.5.1. Thereby, introducing biometric features with a larger
KLD value instead of a manual visual selection of features utilizing vizualisation
of the pdfs. When these methods are applied, they will be specifically mentioned
in the tables and figures. The features used will be revised, and new tests will be
performed to see how effective it is towards improving accuracy and reducing the
keystrokes necessary to gain a satisfactory compromise. As can be seen the test in
Table 6.14, the accuracy increased. However, as a result, the system is struggling
to determine one of the classes as the specificity after a while becomes 0. This is
due to the difficulty of feature choice, as few features can be used to make the
system more balanced and efficient for durations. As a similar trend to the gender
tests, when including mostly such features, the balance and accuracy degrade as
we lose the participants that were classified in the earlier thresholds because the
amount of keystrokes contributed by participants vary.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 Durations SMD 1103 0.71 1.0 0.33
2 0.3-0.7 Durations SMD 1401 0.77 1.0 0.0
3 0.2-0.8 Durations SMD 1561 0.75 1.0 0.0
4 0.1-0.9 Durations SMD 1643 0.66 1.0 0.0
5 0.0-1.0 Durations SMD 1711 0.80 1.0 0.0

Table 6.14: Durations - Higher KLD Durations Age

Because of this, it is difficult making the system efficient in terms of age de-
termination when using durations as the trade-off between accuracy and amount
of keystrokes necessary are high including difficult to balance. Although the dur-
ations are more often used. More features were distinct for RPlat than in compar-
ison to duration.

The following test was performed by applying features with high KLD value,
but low Probability of encountering the features in the dataset. The following
results were found in Table 6.15. The accuracy higher as seen in Test ID 1 in Table
6.15. However, the keystrokes necessary increased drastically.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Recall Specificity
1 0.4-0.6 RPlat SMD 1644 0.875 1.0 0.66
2 0.3-0.7 RPlat SMD 1717 0.80 1.0 0.50
3 0.2-0.8 RPlat SMD 1717 0.75 1.0 0.0
4 0.1-0.9 RPlat SMD 1717 0.75 1.0 0.0
5 0.0-1.0 RPlat SMD 1722 0.66 1.0 0.0

Table 6.15: RPlat with High KLD Gender

Furthermore, the accuracy drops as the threshold rises. This is because the sys-
tem is failing to classify the participants that have been correctly classified earlier,
and still classifies the ones that has been classified incorrectly in this case. As
can be seen in the trend in Table 6.15 and Table 6.3, the female class have less
keystrokes. Meaning when the threshold is high enough, there wont be enough
keystrokes to classify the female class.
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A filtering part was developed for the system, and will allow the system to filter
out features depending on the KLD and probability criteria. The following test was
performed with SMD for RPlat, including features with the following values: KLD
> 1 for RPlat latencies. This was done to see how well this method works. The
results gained are present in Table 6.16. These results are much better than the
ones received in Table 6.15, although with an accuracy loss of 2.5% the keystrokes
necessary for the system to make a decision were reduced with 721 keystrokes for
Test ID 1. This indicates that higher KLD indeed gives good accuracy, and the
lower the value, the less obscure key combinations will be encountered, resulting
in more frequently used features. This will result in the system’s ability to make
faster decisions, in particularly when utilizing thresholds, as there will be more
confidence level updates.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 RPlat SMD 923 0.85 0.90 0.80
2 0.3-0.7 RPlat SMD 1180 0.86 0.93 0.78
3 0.2-0.8 RPlat SMD 1361 0.85 0.92 0.75
4 0.1-0.9 RPlat SMD 1406 0.84 0.92 0.66
5 0.0-1.0 RPlat SMD 1722 0.83 0.91 0.66

Table 6.16: RPlat with KLD > 1 Gender

A final test will be attempted with KLD> 0.5 for RPlat latencies, to see indeed
how low it is possible to go before the accuracy becomes unsatisfactory. As seen
in Table 6.17, the accuracy is 79% with a much better keystrokes necessary for
Test ID 1. There is, however, a 6% accuracy loss.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 RPlat SMD 512 0.79 0.92 0.63
2 0.3-0.7 RPlat SMD 678 0.81 0.875 0.69
3 0.2-0.8 RPlat SMD 700 0.85 0.92 0.55
4 0.1-0.9 RPlat SMD 784 0.78 0.89 0.55
5 0.0-1.0 RPlat SMD 928 0.84 0.89 0.66

Table 6.17: RPlat with KLD > 0.5 Gender

By testing with latencies with a probability higher than 0.0010, will include
all latencies with an appearance higher than 1%. This is tested to see how the
latencies with higher probability with no considerations of the KLD will affect the
systems performance. As can be seen in Table 6.18, for the lowest threshold the ac-
curacy is reduced to 64% whilst the keystrokes necessary to make a decision were
reduced to 189. This is indeed efficient, however, the accuracy is not satisfactory.

It can also be from the prior test seen in Figure 6.8, that the male participants
where a correct decision in that test are now being wrongly classified in the fe-
male class in Figure 6.2. This is because there are so many features with low KLD
included in the test in Table 6.18 that the updates are becoming more frequent
and random.

The machine learning method had the following result seen in Table 6.19. The
same trend seen in the prior test is also present for this test in terms of balance
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Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 RPlat SMD 189 0.64 0.625 0.66
2 0.3-0.7 RPlat SMD 414 0.62 0.61 0.65
3 0.2-0.8 RPlat SMD 563 0.66 0.63 0.72
4 0.1-0.9 RPlat SMD 660 0.68 0.65 0.72
5 0.0-1.0 RPlat SMD 743 0.70 0.70 0.70

Table 6.18: RPlat > 0.0010 Probability Gender

Figure 6.8: High Probability - SMD Gender RP

related to the sensitivity and specificity. This displays that the feature extraction
method works for all the system parts.

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 DuraA + RPlat ML 843 0.71 0.52 0.91
2 0.3-0.7 DuraA + RPlat ML 1451 0.69 0.50 0.85
3 0.2-0.8 DuraA + RPlat ML 1591 0.80 0.85 0.75
4 0.1-0.9 DuraA + RPlat ML 1726 0.80 0.66 1.0
5 0.0-1.0 DuraA + RPlat ML 1763 0.50 0.50 0.0

Table 6.19: Gender ML probability >= 0.0010 and KDL >= 0.1

A final test is performed with gender combining the RPlat SMD and ML parts
with the fixed update. As seen in Table 6.21, when combining the two prior tests,
that were good. The system managed to determine the gender with satisfactory
speed and accuracy.

The final result for gender from Table 6.21 can be seen in Figure 6.9, the most
efficient test gives 322 keystrokes with 71% accuracy.



Chapter 6: Results 57

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 DurA + RPlat + DurB D2 933 0.65 0.42 0.86
2 0.3-0.7 DurA + RPlat + DurB D2 1595 0.81 0.70 0.91
3 0.2-0.8 DurA + RPlat + DurB D2 1762 0.85 0.50 1.0
4 0.1-0.9 DurA + RPlat + DurB D2 0 0.0 0.0 0.0
5 0.0-1.0 DurA + RPlat + DurB D2 0 0.0 0.0 0.0

Table 6.20: Gender D2 probability >= 0.0010 and KDL >= 0.1

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 DurA, RPlat SMD + ML + Fixed 322 0.71 0.65 0.79
2 0.3-0.7 DurA, RPlat SMD + ML + Fixed 573 0.78 0.75 0.82
3 0.2-0.8 DurA, RPlat SMD + ML + Fixed 765 0.80 0.78 0.81
4 0.1-0.9 DurA, RPlat SMD + ML + Fixed 849 0.84 0.84 0.84
5 0.0-1.0 DurA, RPlat SMD + ML + Fixed 926 0.81 0.83 0.80

Table 6.21: Gender SMD - probability KDL> 0.5 and ML - probability>= 0.0010
and KDL >= 0.1

Figure 6.9: Gender - Final Result

There is, however, still one male participant that uses quite an amount of key-
stroke before the system can make a decision, and can also be seen throughout
the other tests and which can still be seen in this test as well in Figure 6.10.

The final test for age will be the same as the final test for gender, just for
the age classes instead. As can be seen in Table 6.22. This also worked for age
and determined the age after a satisfactory amount of keystrokes with satisfact-
ory accuracy in Test ID 1. As seen with the prior tests on age, it indeed needed
more frequent confidence updates whilst including features with higher predictive
power.

The final result for the age tests from Table 6.22 can be seen in Figure 6.11,
the most efficient test gives 312 keystrokes with an accuracy of 72%.
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Figure 6.10: Gender - High Amount of Keystrokes

Test ID Threshold Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
1 0.4-0.6 DurA, RPlat SMD + ML + Fixed 312 0.72 0.60 0.82
2 0.3-0.7 DurA, RPlat SMD + ML + Fixed 597 0.69 0.52 0.85
3 0.2-0.8 DurA, RPlat SMD + ML + Fixed 825 0.77 0.63 0.88
4 0.1-0.9 DurA, RPlat SMD + ML + Fixed 1054 0.75 0.63 0.86
5 0.0-1.0 DurA, RPlat SMD + ML + Fixed 1109 0.77 0.66 0.85

Table 6.22: Age SMD - KDL > 0.5 and ML - probability >= 0.0010 and KDL >=
0.1

As can be seen for the age test as well in Figure 6.12, there are also participants
that need a longer amount of keystrokes before the system can make a decision.
These are quite difficult to manage as they wiggle between the classes.

To conclude the tests, a weakness regarding how this feature selection method
was implemented was discovered, and not the method itself. That is, how it was
implemented does not consider other features beyond the ones it is used on. For
instance, the distance measure D2 that uses the duration from the first key press,
the RPlat, then the duration from the second key press. This comparison is not
necessarily fair with the SMD for latency. This is because when looking at RPlat,
it is known through the feature selection part that this feature indeed has good
predictive value. However, the D2 distance may in turn not have a good duration,
which in turn can result in poorer results for this distance measure. An example of
this is when including the duration of the letter s into the SMD part of the system
that uses durations to determine gender, the accuracy will drop drastically because
the updates become more or less random as this feature is similar for the gender
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Figure 6.11: Age - Final Result

Figure 6.12: Age - High Amount of Keystrokes

classes but frequently used. However, the D2 distance will possibly perform better
when this is considered. Considering that the duration for the letter s was part
of one of the resulting key combinations used in Table 6.20, it is impressive that
the distance measure gained 81% accuracy for Test ID 2 considering that one of
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the poorest features was as a result of the foregoing used in the test. Also, the
accuracy of the machine learning part of the system started to suffer when there
were fewer than approximately 50 instances for class 0 and class 1, respectively.
Thereby, 50 instances of a feature for each class were set as a minimum.

6.5 Participant Types

Throughout the tests there were observations in terms of the participant’s beha-
vior similar to those described as sheep and goats in Doddingtons zoo menagerie
[26]. There were users that had behaviour which affected the systems accuracy,
they can be defined as follows. Deviatiors, they deviated to such an extent from
their classification within the dataset that the determination was highly affected
by them in a negative manner, in turn affecting accuracy greatly. Conformers fall
into their classification and in turn, are classified correctly. From these conformers,
there are in particular, two types. One type of conformer could quickly be determ-
ined within their class; the other slowly moved towards the correct determination.
An example of a slow conformer from the gender tests for both females and males
can be seen in Figure 6.13 and Figure 6.14. However, an example of a fast fe-

Figure 6.13: Female Conformer

male deviator can be seen in Figure 6.16. This participant acts to such an extent
in the other class that the participant is determined wrongly after 100 keystrokes.
Another observation from the tests are that generally both male and female par-
ticipants are belong to these participant types, and the same is true for the age
classes also. This indicates that in terms of the data gathering task performed, the
typing behaviour for male and female to some extent is predictable, but are more
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Figure 6.14: Male Conformer

Figure 6.15: Male Deviator

difficult to predict. This is due to nature of the data gathering task including the
amount of participants.

The system wiggled between certain and uncertain as seen in Figure 6.13.
However, when changing the threshold to 0.2 - 0.8, this participant may not be
determined as the confidence never reaches the threshold. Therefore, this parti-
cipant will become a mediator participant if the threshold is too high. An example
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Figure 6.16: Female Deviator

of a male mediator can be seen in Figure 6.17.
Then there are medial participants, which the system could not determine

when the thresholds were above a certain value. The challenge was to determ-
ine deviators. The deviators were difficult to correctly determine, as most acted
largely as the opposite class throughout their typing session. Figure 6.15 shows
an example of a slow male deviator. These types of deviators tend to move slowly
towards the opposite class, as can be seen.
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Figure 6.17: Male Mediator

6.6 Voting System

Knowing that the base system is working, and as discussed prior to this, there
was a need to handle participants that were outliers. Also, there is always the aim
to decrease keystrokes necessary to decide whilst keeping satisfactory accuracy.
Therefore, a final method will be applied to gender, including age, to see how the
accuracy and keys required will be affected. This method focuses on instead of
using thresholds and rather performing voting after an amount of confidence level
updates have been performed. Therefore, there will be no graphs of the confidence
levels for this section. Because of the limited time available for this study and
the workload necessary to complete it, multiple configurations and tests were
not performed. However, because of the importance of the possibility of handling
outlier participants and reducing the number of keystrokes to gain a satisfactory
classification speed, a simpler test was performed. The configurations were as
follows. When the voting is completed, the confidence level is reset to its starting
point of 0.5. These tests will only include duration as they are single key due to
the time constraint, and as a result, only include the gender class. Throughout the
test, there were observations where outliers were handled. By including 10 votes,
an example of an outlier that was managed correctly can be seen:

[0, 1, 0, 0, 1, 1, 1, 1, 1, 1]

This participant was male. Therefore, the resulting decision was correct. Further-
more, the participant behaves like the female class for the first, third, and fourth
inclusions toward the voting. If the classification had been decided with five votes
or earlier, the participant would have been female. Therefore, it is indeed a posit-
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ive finding regarding managing outlier participants. Sometimes participants who
conform with the template can also be seen, as in the example below with a female
participant:

[0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

This indicates that even though this decision function is used, there will still be
those who conform and deviates. However, it introduces the possibility of man-
aging them more effectively than when using only thresholds. A small test with
good results can be seen when applying for every 10th update with five voting
instances with features that has satisfactory predictive power.

Configuration Type Method Mean Keystrokes Mean Accuracy Sensitivity Specificity
10 Updates/5 Votes Durations, RPlat SMD/Voting 126 0.71 0.63 0.83

Table 6.23: 10/5 - Gender with Voting

Fewer keystrokes are necessary because the voting system will force the de-
cision before reaching the threshold tested in the preceding section. Furthermore,
the accuracy seems to keep itself relatively satisfactory. However, this depends
on features that separate the classes early in the typing activities. If the features
chosen start to differentiate further in the writing session, but in the early writing
stages, they are similar, it can impact the result. Another exciting discussion that
can be had regarding this is that the participants may become more used to the
task and learn how to use the keyboard more effectively as the typing task moves
along. However, this indeed displays further possibilities in the early use of voting
in the system.
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Conclusion and Future Work

7.1 Conclusion

In this study, possibilities towards continuously determining gender and age has
been tested. The distance measures that has been tested is the SMD and the D2
distance measure from Section 5.7.2, including a machine learning part of the sys-
tem from Section 5.7.3, which follows a stepping function with ensemble voting.
The SMD performed best on one feature category, both fastest and most accurate,
but highly sensitive to feature choice as including poor features greatly impacted
the accuracy. The D2 distance measure was more robust because it could include
features that were similar in terms of distinctness but still gain high accuracy. The
machine learning part of the system worked well but needed approximately 50
instances of each class or else the accuracy would start to drop. The negative side
of the D2 distance measure was that it was generally slower than the scaled Man-
hattan distance for the test; however, it was discovered that this could possibly
be due to feature choice. The combination of different system parts to update the
confidence level performed well and also reduced the keystrokes necessary. The
tests performed do not by any means cover every possible method or configuration
towards creating a CKD system to determine age and gender, but rather a limited
amount of them and display positive results in that regard. The result with the
best compromise was 126 keystrokes and 71% accuracy for gender by utilizing
the voting part of the system and 71% accuracy with 322 keystrokes by utilizing
the threshold part of the system. The highest accuracy was gained by utilizing
SMD on the most distinct features, resulting in 87.5% accuracy with a mean of
1644 necessary to determine gender. For age, the earliest determination gained
with satisfactory accuracy was a mean of 312 keystrokes necessary for determin-
ation with 72% accuracy. The highest accuracy for determination of age was 77%
accuracy with a mean of 825 keystrokes necessary. A biometric feature selection
method that suits the criteria in this study for CKD has been chosen, particularly
when dealing with a binary classification problem. This resulted in a feature se-
lection method that considered the probability, including the distinctiveness of
the respective features. Both the feature selection and statistical methods were
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effective in the final tests when combined, including the machine learning part of
the system. However, the system may become more efficient with further config-
urations for machine learning and focused feature selection for the D2 measure,
which uses three modalities. The system works towards CKD of gender and age
and can combine or exclude the different methods used by activating different
parts of the system. The voting part of the system also works; however, not much
effort went into testing or configuring this part of the system because of the time
limit of the study, and thereby rather displays positive possibilities in that regard
and in particular towards managing deviants and further lowering the necessary
amount of keystrokes. The system is highly sensitive to feature choice, so much so
that choosing features that are similar in terms of distinctiveness and frequently
used between classes will result in a large negative impact on the accuracy. If fea-
tures that were not often used but distinct were chosen, the determination speed
would be lowered significantly. The participant’s test data session was continu-
ously monitored, and a single and/or a combination of two keystrokes were con-
sidered for every sample. Thereafter, the system can continuously determine age
and gender. However, possible improvements and future work will be discussed
in the following section.

7.2 Future Work

In this study, there have been positive findings regarding the continuous determ-
ination of age and gender. However, this domain is vast, thereby, a high amount
of future work can be performed in this domain. This section will, however, not
discuss all of these possibilities. But rather discuss some of the identified possib-
ilities. The main focus of this study was on durations and RPlat for the classes. It
would be interesting to build more specific models and templates; this can be for
key combinations on the right side or left side of the keyboard. As seen in Section
5.5.1, the most frequently used combinations have been discussed but not used
in their singularity. Furthermore, a more complex feature selection process which
includes considerations for class balance and the modalities for the D2 distance
measure will possibly increase accuracy and, as a result, allow for other methods
to be applied more effectively. Also, as the voting system which resets the confid-
ence level after x amount of confidence level updates indeed displays the potential
to handle participants that deviates to some extent from the templates. Further
efforts with a method that includes and focuses on this would possibly increase
accuracy and reduce keystrokes needed for determination. An example of such a
method can be seen in the final test where the voting system is applied, resulting
in the fastest determination method for this study.
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Appendix A

Additional Material

The following tables are the latency’s and duration’s for the manual feature selec-
tion tests. These are used in the tests where the feature selection method is not
mentioned and consists of manually picked features by analyzing the pdf through
bell curves.
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RPlat
z -> i
c -> y
e -> h

CapsLock -> i
i -> u

0 -> Space
a -> h
b -> v

CapsLock -> Space
e -> r
k -> n

v -> Space
Space -> -

r -> h
CapsLock -> W

Space -> 1
B -> u
t -> p

M -> a
t -> :

Shift -> J
g -> t
t -> v

Shift -> K
Space -> 2
Space -> 3

b -> s
D -> o
Z -> i

CapsLock -> G
CapsLock -> a

W -> h
N -> Space

t -> n
H -> a
i -> n
H -> i

Shift -> ;
k -> ,

Shift -> F
e -> x

) -> Space
CapsLock -> T
CapsLock -> A

t -> Shift
x -> e
i -> l

O -> n
Shift -> (

h -> a
H -> e
a -> s
i -> s
r -> e
o -> t
a -> n
n -> d
i -> n

e -> Space
h -> e

Table A.1: Latency’s
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Duration
P
9
v
B
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W
S
x
R
1
q
0
(
E
L
H
D

Control
C
U
Y
5
F
V
0
8
3
)
7
|
2
J
\
-
;

ArrowDown
e
.

n
w
c

M
I

K
t
?
A
:
k
h

CapsLock
,

Table A.2: Durations
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