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Summary

Digitalization has revolutionized the healthcare industry, offering numer-
ous advantages. However, it has also introduced the risk of data breaches
through cyber-attacks. Healthcare information systems, containing valu-
able data that can be sold at high prices, are often targeted by adversaries.
Surprisingly, a recent report revealed that 82% of data leaks involved a hu-
man element. As a result, the study of human behavior in cybersecurity has
gained significant attention. However, the relationship between stress lev-
els and cybersecurity practices, particularly in the healthcare setting, has
only been the subject of a small number of peer-reviewed studies. This
study aims to fill this gap by examining the relationship between stress lev-
els and risky cybersecurity practices among hospital workers. Additionally,
it investigates how stress impacts email judgment performance. Further-
more, the study compares different strategies to develop effective multi-
modal stress detection systems. To achieve these objectives, the research
methodology employs correlation analysis, causal analysis utilizing a ran-
domized controlled trial (RCT), and comparative analysis of various ma-
chine learning models.

The correlation analysis reveals a positive correlation between stress lev-
els and risky cybersecurity practices in Ghana, Indonesia, and the combined
dataset from three countries (Ghana, Norway, and Indonesia), indicating
that individuals experiencing higher stress are more likely to engage in be-
haviors compromising cybersecurity. The causal analysis shows that while
stress does not directly compromise participants’ ability to detect phishing
emails, higher stress levels are significantly correlated with lower accuracy
in the Indonesian context. Furthermore, completion time is identified as a
potential mediator of the impact of stress on email judgment performance,
with longer time associated with better performance. While the result from
Norway showed no significant difference, the result from Indonesia sug-
gested that participants in the non-stress group took a significantly longer
time to complete judging emails than participants in the stress group.

The comparative analysis of multimodal stress detection systems demon-
strates the superiority of multiple sensor fusion models over individual sen-
sors with the weighted score-level fusion approach getting the best perfor-
mance. Furthermore, preprocessing such as feature normalization and fea-
ture selection was proven to improve system performance. In term of clas-
sifier, using Logistic Regression as the classifier yield the best results.
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This study contributes to our understanding of the impact of stress on cy-
bersecurity practices and email judgment performance. These findings have
important implications for hospital management, emphasizing the need for
targeted training programs and support systems to enhance cybersecurity
practices among staff. The comparative analysis provides insights into effec-
tive multimodal stress detection systems, promoting privacy and accuracy.
In conclusion, It offers practical recommendations for healthcare organiza-
tions to enhance cybersecurity and provides insights for the development of
effective multimodal stress detection systems.
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Chapter 1

Introduction

”Amateurs hack systems,
professionals hack people”

BRUCE SCHNEIER

1.1 Motivation, research aim, and scope

In recent years, the healthcare industry has increasingly relied on technol-
ogy for managing patient data and improving patient care. However, the
heightened use of technology has also led to new cybersecurity risks that can
compromise sensitive healthcare data. Data breaches, financial losses, repu-
tational harm, and, most crucially, jeopardized patient care are all possible
outcomes of these attacks [114]. Recent investigations reveal that health-
care institutions are one of the top sectors that are at the highest risk of
data breaches [147]. This is particularly concerning since healthcare orga-
nizations are responsible for safeguarding extremely private and sensitive
information, such as medical records, personal data, and financial informa-
tion.

Despite implementing advanced cybersecurity measures and technolo-
gies, the human element is often regarded as the weakest link in the secu-
rity chain [149, 156]. Risky human behavior can create vulnerabilities and
weaknesses that can be exploited by cybercriminals, thereby leaving digital
systems and data vulnerable to attack [77, 132]. Human errors, such as us-
ing weak passwords, falling for phishing emails, or failing to follow security
protocols, can compromise the security of healthcare systems. Hence, while
technical measures such as firewalls and encryption can help protect against
cyber threats, the human factor is also critical in ensuring the security of
healthcare systems. The Verizon report [147] also highlights the significant
role of human error in data breaches, with 82% of breaches involving a hu-
man element. The report also reveals that social engineering is a common
pattern in data breaches. Thus, it has prompted numerous studies aimed at
understanding human behavior in relation to the use of computers and the
internet, as well as identifying the factors that affect cybersecurity practices.

Stress is a key human factor that has received little attention in the con-
text of healthcare cybersecurity. Healthcare staff faces a range of stressors
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in their work, including long hours, heavy workloads, the emotional cost
of caring, lack of reward, etc. [35, 100, 61]. Psychological research has
revealed that heightened stress levels can greatly hinder decision-making
abilities and task performance, resulting in less advantageous choices and
diminished patient safety. Starcke and Brand [136] conducted a study on
acute stress and decision-making performance, concluding that individuals
experiencing high stress tend to take more risks, particularly in ambiguous
situations, which could lead to unfavorable outcomes. Additionally, stress
has been shown to impede learning and knowledge acquisition, making it
more difficult to comprehend and assimilate new information. A study by
Schoofs et al. [127] investigated the impact of chronic stress on learning
and found that individuals under high stress have slower learning rates and
poorer recall than those with lower stress levels. Moreover, Michailidis and
Banks [101] discovered that employees experiencing burnout are more likely
to make impulsive or illogical decisions than those who feel more fulfilled
at work. Wemm and colleagues [150] also found that stressed individuals
tend to learn new information at a slower pace and make less profitable de-
cisions. In terms of healthcare, a systematic review conducted by Tawfik et
al. [140] explored the impact of stress on patient safety in healthcare settings,
revealing that high levels of stress among healthcare providers are linked to
increased medical errors, adverse events, and lower patient satisfaction.

Figure 1.1: Study Framework

Given the significant impact of stress on human behavior, it is crucial to
understand how stress affects cybersecurity practices. However, research
on this topic, especially in the healthcare sector, is limited. Moreover, most
studies were conducted in developed countries such as Australia and the
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United Kingdom [97, 53, 146]. This study investigated the impact of stress
levels on hospital staff’s cybersecurity practices in three countries: Ghana,
Norway, and Indonesia. In this research context, healthcare staff refers to
the individuals who work in various roles within the healthcare industry. In
this study, we focused on the hospital setting because it can be a valuable
representation of healthcare settings. Hospitals are comprehensive health-
care institutions that offer a wide range of medical services and typically
serve a large and diverse patient population. Participants targeted in this
study include all of the staff in the hospital, involving a diverse range of
professionals and staff members from clinical healthcare professionals (e.g.
doctors, nurses) to support staff (e.g. IT staff). The framework of this study
is depicted in Figure 1.1.

The research activities conducted in this thesis are classified into four (4)
major parts. In the first part, as depicted in Figure 1.2, a correlation analysis
was conducted to examine the relationship between stress and cybersecu-
rity practices among hospital staff in Ghana, Norway, and Indonesia. Be-
sides, we also compared cybersecurity practices across these countries and
explored the association between demographic variables and cybersecurity
practices. An online survey was utilized to collect data on the healthcare
staff’s demographic details, stress levels, and cybersecurity practices. The
participants’ stress levels and risky cybersecurity practices were assessed
using the Perceived Stress Scale (PSS) and Hospital Staff’s Risky Cybersecu-
rity Practices Scale (HS-RCPS), respectively.

Figure 1.2: Study Part 1

In the second part, as shown in Figure 1.3, a causal analysis using a ran-
domized controlled trial was performed to assess the impact of stress on
phishing emails in Norway and Indonesia. Participants were randomly al-
located to either the control or intervention group. The participants in the
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experimental group were administered the Purple Multitasking Framework
(MTF) to induce stress. Stress (stress versus no stress) served as the indepen-
dent variable, while completion time and email judgment performance, in-
cluding accuracy, sensitivity, and specificity, were the dependent variables.

Figure 1.3: Study Part 2

Furthermore, monitoring hospital workers’ stress levels has many ad-
vantages as one of the steps in stress management. Knowing their stress
level can help them stay aware and better manage their response to situa-
tions while also identifying when they need to take action to address stress
[87]. While questionnaires like the Perceived Stress Scale [25] and Perceived
Stress Questionnaire [84] are commonly used to assess stress levels, they
can be time-consuming and not practical for continuous monitoring. An-
other method for assessing stress levels is by measuring physiological re-
sponses related to stress, such as heart rate, blood pressure, and skin con-
ductance, using sensors like the electrocardiogram (ECG) and galvanic skin
response (GSR). Advances in wearable technology have made it possible to
collect data on multiple physiological responses continuously and passively.
However, some wearable devices can be inconvenient to wear during work,
such as chest-worn devices and finger-placed GSR sensors [134]. Smart-
watches have emerged as a promising platform for stress monitoring due to
their built-in sensors, including Blood Volume Pulse, Electrodermal Activ-
ity, temperature, and accelerometer, which make multimodal-based stress
detection possible. Additionally, smartwatches have a high degree of social
acceptance and are widely used, making them a convenient and practical
option for continuous stress monitoring [81].

Machine learning (ML) technologies have been remarkable in empow-
ering practical artificial intelligence (AI) applications, including in medical
fields. By using multiple sensor data, richer information as the result of a

4



1.2 RESEARCH QUESTIONS

combination of many environmental views can be used to train the machine
learning algorithm so that the trained model can be more robust. However,
most prior research used feature-level fusion to combine numerous sensor
data (e.g. [125, 55, 67, 130]). Therefore, the third part was about building
an effective multimodal stress detection system, as depicted in Figure 1.4.
In this part, we examined several methods for combining multimodal data
from sensors, combining several classifiers, and using preprocessing meth-
ods in order to improve the effectiveness of the stress detection system. in-
cluding accuracy, precision, recall, and F-1 measure.

Figure 1.4: Study Part 3

Furthermore, the data for stress detection contain sensitive information
that can jeopardize the user’s privacy. Thus, a growing number of stud-
ies put attention on safeguarding private data in analysis processes. In the
last part of this study, we implemented a privacy-preserving technology
for stress detection and conducted a comparative analysis with traditional
methods. Three machine learning strategies were compared: individual
learning, centralized learning, and federated learning. Federated learning
(FL) can solve privacy challenges in stress detection by allowing each data
register to train models on separate, isolated datasets while only sharing
the trained models, which do not contain any personal information. as de-
picted in Figure 1.5. The comparison includes several factors, especially the
effectiveness and privacy of the stress detection system. The performance
metrics for effectiveness used were accuracy, precision, recall, and F-1 mea-
sure. In addition, usability, and the need for hardware and computational
power were also discussed.

The articles and their related mapping to the various parts of the study
are shown in Figure 1.6.

1.2 Research questions

Based on the research aim, objective, and motivation, four research ques-
tions were formulated to guide this thesis study. The relation between arti-
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Figure 1.5: Study Part 4

Figure 1.6: Study Parts
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cles and the research questions is depicted in Figure 1.7. The research ques-
tions are outlined in the following paragraphs.

Figure 1.7: Research questions and their mapping to the articles.

Research question 1 (RQ1): What is the relationship between stress
level and cybersecurity practices among hospital staff? The human ele-
ment is frequently viewed as the weakest link in the security chain. Despite
the best cybersecurity measures and technologies, human behavior can still
introduce vulnerabilities and weaknesses that cybercriminals can exploit.
One key human factor that has received only a little attention in the con-
text of healthcare cybersecurity is stress. Healthcare staff faces a range of
stressors in their work, including long hours, heavy workloads, the emo-
tional cost of caring, lack of reward, etc. Research in psychology has found
that high levels of stress can significantly impair decision-making abilities
and task performance, leading to less profitable decisions and lower levels
of patient safety. This research question aims to investigate the relationship
between stress levels and cybersecurity practices among hospital workers
in Ghana, Norway, and Indonesia. This study hypothesized that employees
with higher stress levels are more likely to engage in risky security practices,
including password management, internet usage, email usage, updating,
backup, etc. By understanding the relationship between stress on cyberse-
curity practice, healthcare organizations can develop targeted interventions
and training programs to mitigate the risks associated with human factors
in cybersecurity. It can be one of the basis for informing the development
of more effective cybersecurity policies, procedures, and training programs.
Ultimately, this research has the potential to improve the security of health-
care systems and protect sensitive patient data.

Research question 2 (RQ2): Can stress compromise phishing email
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detection? Phishing attacks are a prevalent form of cybercrime. Phish-
ing attacks aim to trick people into divulging sensitive information or pro-
viding access to their computer systems through fraudulent emails. The
consequences of falling victim to a phishing email can be severe, ranging
from identity theft to financial loss. In some cases, it can even lead to data
breaches that compromise the security of entire organizations. As a result,
detecting phishing emails has become a critical cybersecurity task. One fac-
tor that has received considerable attention in recent years is stress. Stress
can affect an individual’s cognitive functioning, including attention, mem-
ory, impulsivity, and decision-making abilities, which are essential for de-
tecting phishing emails. This research question aims to investigate the im-
pact of stress on participants’ ability to detect phishing emails using a Ran-
domized controlled trial (RCT). Stress (stress versus no stress) served as
the independent variable, while completion time and email judgment per-
formance, including accuracy, sensitivity, and specificity, were the depen-
dent variables. This study aimed to contribute to a better understanding
of the factors that influence people’s ability to detect phishing emails and
provide insights into how to improve cybersecurity education and training
programs.

Research question 3 (RQ3): How to build an effective stress detection
system from multimodal wearable sensor data? Monitoring hospital work-
ers’ stress level has many advantages. Knowing their own stress level can
help them stay aware and feel more in control of their response to situations
and know when it is time to relax or take some actions to treat it properly.
Smartwatch has recently emerged as a new platform that provides many
successful applications. These devices have several built-in sensors that are
useful for stress monitoring including Blood Volume Pulse (BVP), Electro-
dermal Activity (EDA), temperature, accelerometer, etc. Besides, the use of
watches is well known and has a high degree of social acceptance of their
ubiquity in everyday life, making it suitable to be used in a working en-
vironment such as a hospital. Therefore, it has a high potential to be ap-
plied for multi-modal-based stress detection. This research question aims
to examine several methods for combining multimodal data from sensors,
combining several classifiers, and using preprocessing methods in order to
improve the stress detection system effectiveness, including accuracy, preci-
sion, recall, and F-1 measure.

Research question 4 (RQ4): What is the difference between individ-
ual, centralized, and federated learning for stress detection in terms of
effectiveness, privacy, usability, and hardware and computational power
needed? Machine learning techniques generally need a sufficient amount
of data for training to perform well. Therefore, to create a robust method,
we need to collect sensor data from several users and collect them at a cen-
tral server for processing. However, the uploaded medical data may contain
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individual privacy-related and sensitive information. Privacy breaches can
happen if the central server is compromised. As a result, a growing number
of studies put attention on safeguarding private data in analysis processes.
One of the most popular methods is federated learning. However, usually,
there is a trade-off in the classification performance. This research question
aims to analyze the difference between individual, centralized, and feder-
ated Learning for stress detection in terms of effectiveness, privacy, usabil-
ity, and hardware and computational power needed. This study aimed to
contribute to a better understanding of machine learning strategies as the
basis of selecting the best one depending on the needs and priority.

1.3 Background

This section presents relevant background and an overview of the thesis to
facilitate a better understanding of the remaining aspect of this thesis.

1.3.1 Stress in healthcare environment

Stress is a complex psychological and physiological response to challenging
or threatening situations, events, or stimuli. It involves a range of physi-
cal, emotional, cognitive, and behavioral changes that prepare the body and
mind to cope with potential dangers or stressors [26, 98]. The transactional
model of stress, proposed by Lazarus and Folkman [82], emphasizes the
dynamic relationship between individuals and their environment in the ex-
perience of stress. It suggests that stress is not solely determined by external
events but rather by how individuals appraise and interpret those events.
The transactional model consists of two evaluative components: primary
appraisal and secondary appraisal. According to the model, the stress pro-
cess begins with stimuli from the internal or external environment. Stimuli
that lead to stress also are referred to as stressors. These stimuli are con-
stantly evaluated through the primary appraisal processes, which determine
whether they are irrelevant, benign-positive, or stressful to the individual’s
well-being. Once a situation is appraised as relevant and potentially stress-
ful, the individual engages in secondary appraisal. Secondary appraisal fo-
cuses on the individual’s perceived ability to cope with the demands of the
situation and the potential outcomes of their coping efforts. Psychological
stress is perceived when coping-option resources are perceived to be insuffi-
cient to overcome a stressful-appraised situation [82]. The outcome of stress
is referred to as strain, which can manifest in physiological, psychological,
or behavioral forms [27]. A physiological strain involves the physiologi-
cal arousal of the body. This involves the release of stress hormones (such
as cortisol and adrenaline), increased heart rate, elevated blood pressure,
heightened muscle tension, and other physiological changes [121, 64, 12].
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Psychological strain relates to emotional reactions to stressors. Individu-
als may experience emotional distress, anxiety, irritability, mood swings,
cognitive disruptions, difficulty concentrating, negative thoughts, job dis-
satisfaction, or depression [118, 128, 99, 35]. Behavioral strain is character-
ized by reduced productivity, disruptive behavior, or poor task performance
[139, 151, 63].

Healthcare staff are particularly susceptible to high levels of stress due
to the nature of their work, which often involves many stressors such as
long hours, high workloads, emotionally challenging situations, and critical
decision-making [128, 99]. Healthcare staff can experience stress from a va-
riety of sources, including patient care, work environment, organizational
culture, interpersonal relationships, and personal factors such as financial
or family problems [11, 35, 128]. Stress in healthcare staff can have signifi-
cant consequences for individual health and wellbeing, as well as the qual-
ity of patient care. High levels of stress can lead to physical and emotional
exhaustion, burnout, reduced job satisfaction, decreased productivity, and
increased absenteeism [128, 99, 35]. In addition, stress can affect cognitive
functioning, decision-making, and interpersonal relationships, which can
compromise the quality of patient care [151, 63, 128, 35].

1.3.2 Healthcare staff cybersecurity Practice

Healthcare staff cybersecurity practice refers to the actions and practices
that healthcare employees take to protect sensitive patient information and
healthcare systems from cyber threats [59]. This includes following best
practices such as using strong passwords, regularly updating software, and
being vigilant about phishing attacks, as well as implementing technical
measures such as firewalls, antivirus software, encryption, etc. [34, 57]. Hos-
pitals, being complex healthcare institutions, involve a diverse range of pro-
fessionals and staff members who collectively contribute to providing com-
prehensive patient care, administrative support, and specialized services.
The diversity of roles within a hospital leads to a range of cybersecurity
practices, each informed by the unique demands and responsibilities of the
respective positions.

Healthcare staff play a crucial role in upholding information security
principles by adhering to policies and procedures that safeguard patient
records, whether they are in electronic or physical format. Information se-
curity practices of hospital staff involve a set of guidelines and protocols
designed to protect sensitive patient data and ensure the confidentiality, in-
tegrity, and availability of information. As most healthcare data is now dig-
italized, cybersecurity practices become critical to protect electronic health
records (EHRs), medical devices, and other digital assets from cyber threats.
Poor cybersecurity practices among healthcare staff can lead to a range of
cybersecurity incidents, including data breaches, malware infections, and
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phishing attacks, which can compromise patient information and put indi-
viduals at risk [9]. The consequences of these incidents extend beyond data
privacy concerns, as patient safety can also be jeopardized. For instance, a
cyberattack on medical devices or healthcare systems could disrupt critical
patient care and treatment processes, leading to potential harm or delays
in providing essential medical services [114]. A data breach in a healthcare
setting can expose patients to identity theft, fraud, and other forms of cyber-
crime [56, 142]. Given the critical nature of healthcare data and the potential
consequences of cyber threats, healthcare staff must adopt a balanced ap-
proach that places equal emphasis on both cybersecurity and patient care.
By recognizing the significance of cybersecurity practices, healthcare work-
ers can contribute to maintaining the trust and well-being of patients while
safeguarding their data from cyber incidents.

1.3.3 Stress impact on healthcare staff cybersecurity practice

One of the forms of strain caused by stress is behavioral [27]. The behavioral
strain theory, also known as the General Strain Theory (GST) [3], can provide
insights into the impact of stress on healthcare staff cybersecurity practices.
This theory suggests that when individuals experience stress or strain, they
are more likely to engage in deviant or maladaptive behaviors as a means
of coping with or escaping from the stressors. Several studies suggested
that stress can lead to deviant workplace behavior [117, 107]. In the con-
text of healthcare staff cybersecurity practices, such behaviors may include
several practices. For example, under stress, healthcare staff may be more
inclined to deviate from established cybersecurity policies and procedures.
Stress can drive individuals to seek quick solutions or workarounds to cope
with time pressures or perceived inefficiencies. They may take shortcuts or
neglect security measures, such as sharing passwords, using unsecured de-
vices, or failing to update security software. Besides, stress can also affect
an individual’s cognitive functioning, including attention, memory, impul-
sivity, and decision-making abilities ([131, 101, 150]), leading to errors or
carelessness in conducting some crucial cybersecurity task such as phishing
email handling.

1.3.4 Stress detection system

The most common way to assess stress levels is by using questionnaires
(e.g. Perceived Stress Scale [25], Perceived Stress Questionnaire [84], etc.).
However, this method takes time so that it is not convenient to be per-
formed every day for continuous monitoring. The other stress level assess-
ment method is by measuring the physiological responses related to stress
such as heart rate, blood pressure, skin conductance, respiration activity,
etc. Some sensors can be used to conduct the measurement task. For ex-
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Figure 1.8: Stress Detection Pipeline.

ample, an electrocardiogram (ECG) can be used to measure the heart rate,
galvanic skin response (GSR) for skin conductance, etc. The recent advance
in wearable devices with sophisticated built-in sensors makes it feasible to
passively collect multimodal data from people’s daily lives for automatic
continuous stress detection purposes. Many previous works have been suc-
cessfully leveraging multimodal sensor data and machine learning methods
to build automatic stress detection. The popular machine learning methods
used are Random Forest, Decision Tree, K-Nearest Neighbors (KNN), and
Logistic Regression [125, 55, 67, 130].

Generally, the stress detection pipeline is presented in Figure 1.8 [14, 49].
The pipeline is divided into two main parts: training and testing. The final
result of the training phase is to create a trained ML model while the final
product of the testing phase is the classification result. The first step in the
pipeline for both training and testing is preprocessing. Raw data often re-
quires preprocessing to transform it into a suitable format for training the
ML model. This step involves activities like cleaning the data by removing
inconsistencies or missing values, handling outliers, and converting data
types. The next step is extracting features from the raw data. In the case of
stress detection using multimodal sensor data, statistical or frequency do-
main features can be extracted from the raw sensor data. Furthermore, in
the training phase, the features are used to train an ML algorithm to pro-
duce a trained ML model. This ML model is then saved and used in the
testing phase. In the testing phase, the features are classified by using the
trained ML model from the training phase. Finally, the stress level of the
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testing data was determined. To evaluate the effectiveness of the stress clas-
sification system, several evaluation metrics can be used such as accuracy,
precision, recall, and F1-measure (F1) [130, 67, 125].

1.4 Related work and identified gap

Identification of studies via databases was conducted in order to explore
the current state of the art on the impact of stress on cybersecurity prac-
tices following the Preferred Reporting Items for Systematic Reviews and
Meta-Analysis (PRISMA) statement [102]. The eligibility criteria were orig-
inal studies that empirically examine the relationship between stress and
cybersecurity practices. The language of publication was restricted to En-
glish. Papers not meeting eligibility criteria were excluded from the review.
The articles were identified by conducting a literature search through 3 bib-
liographic databases: Scopus, Web Science, and PubMed. A manual search
based on the reference lists of retrieved publications was also conducted.
The literature search was conducted using the following keywords: (“stress”
AND ((“information security” OR “cyber?security” OR “data security” OR
“password” OR “phishing”) AND (practice* OR behavio* OR perception
OR awareness OR decision OR choice OR judgment OR error))) without
published time limitation. A PRISMA flow diagram of the literature search
process is shown in Fig. 1.9. The studies included are displayed in Table 1.1.

Table 1.1: Studies included in the review

Year Ref Methodology Participants Country Cybersecurity
practices

2014 [30] Lab based
experiment

University
students

US Choosing safe
apps

2014 [28] Online
Question-
naire

Company
workers

US ISP compliance

2017 [70] Field experi-
ment

University
faculty,
staff, and
students

US Phishing email
susceptibility

2018 [65] Paper-based
question-
naire

Company
workers

South
Korea

ISP Compliance

2018 [53] Lab based
experiment

university
staff and
students

UK Password
Choice
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2018 [97] Online
Question-
naire

Company
workers

Australia Information
Security Aware-
ness

2019 [33] Experience
Sampling
Method
(ESM) with
online ques-
tionnaire

Company
workers

US ISP compliance

2021 [1] Online web-
based exper-
iment

General
participants
from Mturk

Not
specified

Email judge-
ment

2021 [48] Online
Question-
naire

Hospital
workers

Indonesia Several cyberse-
curity practices
including
password man-
agement, email,
social media,
information
sharing, updat-
ing, backup,
reporting, pa-
tient privacy,
and visiting
public website

2021 [143] Online sim-
ulation

70.3 % of
them are
students

88.2
percent
from
Ger-
many

ISP compliance

2021 [66] Online and
paper-based
question-
naire

Company
workers

South
Korea

ISP compliance
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2021 [144] Questionnaire University
students

Croatia Potentially
risky behavior,
information
security aware-
ness, user’s
beliefs about
information
security, and
the quality
and security of
passwords.

2021 [79] Questionnaire General US Protective re-
sponses such
as changing
passwords and
notifying others
that a breach
has occurred

2021 [104] Online
Question-
naire

Company
workers

US ISP compliance

2021 [71] Online
Question-
naire

Company
workers

South
Korea

ISP compliance

2021 [146] Online
Question-
naire

University
students

France Information
Security Aware-
ness

2022 [158] Online
Question-
naire

Company
workers

US ISP compliance

2022 [159] Online
Question-
naire

Company
workers

US ISP compliance

2022 [72] Online
Question-
naire

computer-
using
employ-
ees with
financial
responsibil-
ities

US Computer
Fraud
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2022 [5] Online
Question-
naire

Oil and Gas
companies
employees

Malaysia ISP compliance

2022 [22] Questionnaire Company
workers

China ISP compliance

2022 [21] Online
Question-
naire

Company
workers

Not
specified

ISP compliance

2023 [73] Questionnaire Company
workers

Not
specified

Voluntary
ISP violating
behavior

1.4.1 Stress and Cybersecurity Practices

Most studies analyzing the impact of stress on cybersecurity practices used
questionnaires. In the study conducted by McCormack et al. [97], the re-
lationship between employee job stress and information security awareness
was investigated using a quantitative method. A survey questionnaire was
administered to working Australians, where the Human Aspects of Infor-
mation Security Awareness - Questionnaire (HAIS-Q) by Parsons et al. [110]
was utilized to assess information security awareness, and the Job Stress
Scale developed by Lamber et al.[80] was used to measure job stress. The
study revealed that lower levels of job stress were associated with better
knowledge, attitude, and behavior toward mitigating cyber hazards. Fauzi
et al. [48] examined the correlation between stress levels and risky cyber-
security practices among hospital staff in Indonesia. The employees’ stress
levels were measured using the Perceived Stress Scale (PSS) by Cohen et al.
[23] while a new scale based on the security behavior intentions scale (SeBIS)
by Egelman et al. [34] and HAIS-Q by Parsons et al. [110] was employed to
assess the staff’s risky cybersecurity practices. The findings demonstrated a
significant link between higher stress levels and riskier cybersecurity prac-
tices, such as clicking on links in emails from unknown senders and failing
to create strong passwords. The study by Venard [146] focused on the impact
of stress related to COVID-19 on the cybersecurity behaviors of students in
a higher education institution in the west of France. A new stress measure-
ment scale was developed based on the work of Cohen et al. [24] to assess
stress related to COVID-19 while cybersecurity behaviors were measured
using HAIS-Q. The study revealed that the stress related to COVID-19 did
not directly affect cybersecurity behavior.

Velki and Milić [144] investigated the mediating role of stress in the as-
sociations between risky online behaviors and risk factors (real-life risky be-
haviors and information security awareness) and a protective factor (life sat-
isfaction). The study involved the distribution of questionnaires among stu-
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Figure 1.9: Flow diagram of literature search following PRISMA guidelines.
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dents from four Croatian universities. Stress was measured using the PSS,
while risky online behaviors were assessed using the Users’ Information Se-
curity Awareness Questionnaire by Velki et al. [145]. The findings showed
that stress significantly correlated with risky online behaviors. The results
also suggested that the association between real-life risky behaviors and
risky online behaviors became stronger under stress. Stress also fully me-
diates between life satisfaction and risky online behaviors. However, stress
failed to mediate the association between information security awareness
and risky online behaviors. Furthermore, Labrecque et al. [79] analyzed the
relationship between stress and consumer protective responses following
data breaches using questionnaires. The findings showed that stress follow-
ing data breaches had a positive significant effect on protective behaviors
including changing passwords and notifying others that a breach has oc-
curred. The findings from this study are interesting because stress can lead
to good cybersecurity behaviors.

In their two studies, Jiang and Zhang [72, 73] analyzed the relationship
between work pressure and cybersecurity practices. Both studies were con-
ducted in the US among company workers. The first study [72] found a
statistically significant relationship between work pressure and computer
fraud intention. Meanwhile, the second study [73] indicated that work pres-
sure was positively related to nonmalicious ISP violation intentions. Fur-
thermore, Jeon et al. [71] employed questionnaires to collect data from com-
pany workers in South Korea to examine the association between frustra-
tion and ISP compliance. They reported that frustration was negatively re-
lated to ISSP compliance intentions. Another stress that can be caused by
work is role stress. Hwang et al. [65] used paper-based questionnaires to
collect data from company workers in South Korea. They examined the
relationship between security-related role stress (RS) and security-related
technostress creators (TC) and ISP compliance. The findings showed that
security-related technostress creators negatively affected information secu-
rity compliance through organizational commitment. Meanwhile, the in-
creased level of security-related role stress due to security-related technos-
tress creators further served as another antecedent to decrease organiza-
tional commitment that could lead to ISP violation behavior. Shadbad and
Biros [104] also assessed the relationship between role stress and ISP compli-
ance intention using online questionnaires. The results suggested that role
stress has a significant negative effect on ISP compliance intention.

Several prior works also used questionnaires to focus on the relationship
between security-related stress (SRS) and information security policy (ISP)
compliance. D’Arcy et al. [28] assessed the relationship between security-
related stress (SRS) and information security policy (ISP) compliance includ-
ing password sharing, password write-down, copying sensitive data to an
insecure USB device, and failure to log off the workstation among company
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workers in US. The findings showed that security requirements perceived as
overload, complex, and uncertain can induce employee rationalizations of
ISP violations, which in turn increase susceptibility to this behavior. In an-
other study, D’Arcy and Teh [33] employed an Experience Sampling Method
(ESM) with online questionnaires to collect data about the association be-
tween security-related stress (SRS) and ISP compliance among 138 company
workers in the US. The findings revealed that SRS had a positive association
with frustration and fatigue, and these negative emotions were associated
with the neutralization of ISP violations. Additionally, frustration and fa-
tigue make employees more likely to follow through on their rationaliza-
tions of ISP violations that lead to ISP violation behaviors. Yazdanmehr et
al. [159] also studied the association between SRS and ISP compliance. The
results indicate that SRS triggers all three coping responses. The first coping
response, problem-focused coping, then decreases ISP violation intention,
whereas inward and outward emotion-focused coping increases it. Mean-
while, Ali and Dominic [5] also examined the relationship between SRS and
ISP compliance. The participants were oil and gas company workers in
Malaysia. The results indicated that employees perceive security require-
ments as stressful. The stress causes avoidance coping, which later leads
to non-compliance behavior. Chen et al. [21] also found that employees
with high levels of SRS tend to experience information security fatigue, and
this negative emotion decreases their ISP compliance intention. In a similar
focus, Hwang et al. [66] analyzed the association between security tech-
nostress creators and ISP compliance among company employees in South
Korea. The results found that the more employees encounter security tech-
nostressors, the more negative the adherence to information security.

Some other studies focused on the challenge and hindrance aspects of
ISP. Yazdanmehr et al. [158] used questionnaires to analyze employee reac-
tions to information security policies. The results show that the challenge
aspect of ISP demands elicits a positive psychological response from em-
ployees, which in turn triggers their planful problem-solving to deal with
these demands. In contrast, the hindrance aspect of ISP demands provokes
a negative psychological response that triggers employees’ wishful think-
ing about ISP demands. Subsequently, planful problem-solving reduces em-
ployees’ intention to violate the ISP, while wishful thinking increases their
intention. Chen et al. [22] examined the relationship between the chal-
lenge aspect of information security and ISP compliance using question-
naires. The result indicated that challenge information security stress has
a significantly positive influence on ISP compliance. In addition, challenge
information security stress has a significantly positive influence on positive
emotions and a significantly negative influence on negative emotions. Fur-
thermore, positive emotions have a significantly positive influence on ISP
compliance but negative emotions did not significantly influence ISP com-
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pliance.

Some studies employed a different approach by using lab-based exper-
iments. Fordyce et al. [53] conducted a lab-based experiment to examine
the link between stress and password choice. They recruited participants
from university staff and students in the United Kingdom. The study was
conducted over a period of two days, with the first day involving a manip-
ulation designed to induce stress and requiring participants to ”choose” a
password. On the second day, participants were informed that they needed
to set a new password for their personal data under the pretext of a security
incident, without receiving any manipulation. The manipulation used in the
experiment involved two tasks designed to induce stress, namely the Serial
Subtraction Task ([86]) and the isometric handgrip task ([96]). During the
task, the participants were informed that the principal investigator of the
study would review their results to make them more stressful, taking inspi-
ration from the Trier Social Stress Test ([76]). The stress level of participants
was measured using two instruments, namely the Short State Stress Ques-
tionnaire ([62]) and the State-Trait Anxiety Inventory ([135]). The strength of
passwords was measured using the Password Guessability Service zxcvbn
by Wheeler [154]. The results indicated no statistically significant difference
in the mean zxcvbn password strengths. Davis et al. [30] also conducted a
lab-based experiment to examine the effect of stress on secure application
selection. Several manipulations were applied to the participants including
no stress (control), loud crowd noise played through computer speakers,
multi-tasking stress where participants had to switch every 30 seconds to
another app and answer a question, and a time stress condition where the
safe app choice must be made in a limited amount of time. The participants
were asked to choose the safest app from three available apps in a fake app
store. The results indicated that stress did not significantly affect accuracy in
choosing a safe application. Another study by Trang and Nastjuk [143] used
an in-basket experiment to measure the effect of time pressure on stress and
information security compliance behavior. Participants were instructed to
assume the role of an Acme company employee and respond to an email
backlog. They were randomly assigned to one of two groups: a group
with strict time constraints and a group with no time limit to complete the
email task. The perceived time stress was assessed using four items, which
were adapted from [32] and [95]. Information security compliance behavior
was evaluated based on participants’ replies to the emails. Each of the four
emails contained a request from a colleague to violate the Acme company’s
information security policies. The findings of the study suggest that time
constraints can induce stress and increase the likelihood of non-compliance
with information security policies in the workplace.

Most research on the understanding of the relationship between stress
and cybersecurity practices has primarily focused on developed countries
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such as Australia, the United Kingdom, South Korea, Croatia, China, and
the United States. Only two studies were conducted on developing coun-
tries with one of them being our study in Indonesia [48] and the other was
a study on oil and gas company workers from Malaysia [5]. Studying this
topic in developing countries could be interesting to get a new perspective.
Besides, there are no studies that address this topic in the hospital setting.
Additionally, most of the studies on the human factor impact on cyberse-
curity practices use cross-sectional study methods so it is difficult to infer
a causal effect. Only three studies used stress manipulation. Fordyce et
al. [53] used stress manipulation in a lab-based experiment to examine the
effect of stress on password selection while Davis et al. [30] conducted a
lab-based experiment to examine the effect of stress on secure application
selection. Trang and Nastjuk [143] used an online experiment to measure
the effect of time pressure on stress and ISP compliance about sharing sen-
sitive data. Studies using randomized experiments on other cybersecurity
practices such as phishing email detection can be the future direction to infer
the causal effect of stress on several particular cybersecurity practices.

1.4.2 The impact of stress and other human factors on phishing
emails detection performance

In relation to phishing emails, to the best of our knowledge and through
searches in peer-reviewed databases, there is no prior randomized experi-
ment study specifically examining the role of stress on phishing email de-
tection performance. Studies related to phishing emails include the role of
time pressure and email load that may elicit stress. Both [18] and [74] found
that when users were given less time, they made more mistakes in classify-
ing the legitimacy of emails. Meanwhile, [124] suggested that a higher email
load also decreases the email classification accuracy. Furthermore, Jensen et
al. [70] examined the effect of mindfulness training on the phishing email
response among university faculty, staff, and students. The result showed
that the mindfulness approach to training significantly reduced the likeli-
hood that participants responded to the phishing attack. However, these
studies did not measure the stress level of the participants. Meanwhile,
Abroshan et al. [1] used questionnaires and online experiments to exam-
ine the relationship between stress and phishing email detection ability. The
results suggested a statistically significant relationship between stress and
phishing email detection ability. However, this study did not have a stress
manipulation so that it is difficult to infer a causal relationship. Given the
limited studies on this topic, a causal analysis to examine the impact of stress
on phishing email detection performance is needed to fill the gap.

Meanwhile, regarding human factors in general, numerous studies have
investigated the role of human factors in detecting phishing emails. Several
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studies examined the link between phishing email susceptibility and de-
mographic information such as age, gender, position, work experience, and
training. Regarding age, the result was not always consistent. [109], [69],
and [124] suggested that younger targets were more vulnerable to phish-
ing email attacks. However, [138] found that older participants were more
vulnerable. Regarding gender, [69] and [2] found that women were more
likely to click on phishing links. However, [124] found no gender differ-
ences in email classification while [138] reported that female participants
were less likely to report but found no effect of gender on click-through
rates. In terms of work position, [138] found that managers were less likely
to click on phishing emails than non-managers. With regard to work ex-
perience, [111] found that individuals with work experience were better at
identifying phishing emails. Interestingly, they also reported that partici-
pants with formal information system training performed more poorly. In
addition, [16] and [109] found that trust in technical measures, such as spam
filters, was negatively related to the ability to detect phishing emails.

The decision-making style’s effect on phishing email detection ability has
also been frequently studied. [111] found that priming individuals about
phishing risks led to a more diligent screening approach and better detec-
tion. [17] found that users who were less impulsive in decision-making were
less likely to judge a link as safe in fraudulent emails. [2] found that high
levels of general risk-taking increased the possibility of clicking on a phish-
ing link. Additionally, [148] reported that systematic processing attenuated
phishing susceptibility slightly, while heuristic processing and strong email
habits made people tend not to read their email carefully and increased vic-
timization significantly.

1.5 Research methodology

The research methodology in this study is depicted in Figure 1.10. The re-
search problem about the impact of stress on cybersecurity practices was
first defined. After literature reviews and gap identifications, research ques-
tions were formulated. Based on these research questions, the research hy-
pothesis, study framework, and models were constructed. Then, three dif-
ferent methods were used to answer the research questions. Finally, rec-
ommendations and future works were extracted based on the results and
findings.

1.5.1 Correlation Analysis

Correlation is a statistical technique utilized to evaluate the potential lin-
ear relationship between two continuous variables [103]. This study em-
ployed correlation analysis to investigate the relationship between stress
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Figure 1.10: Research methodology

levels and risky cybersecurity practices among hospital workers as shown
in Figure 1.11. Data were collected through a web-based questionnaire, in-
cluding demographic information, stress levels, and cybersecurity practices
over the past month. The Perceived Stress Scale (PSS) was utilized to assess
the stress levels of the respondents, while Hospital Staff’s Risky Cyberse-
curity Practices Scale (HS-RCPS) was used to evaluate the risky cyberse-
curity practices of hospital staff. PSS is a widely used and well-validated
self-report questionnaire designed to measure an individual’s perception of
stress in their life [25]. PSS has demonstrated good reliability and valid-
ity in measuring perceived stress across various populations and settings
[83, 6, 20, 91, 120, 10, 108]. The PSS items examine the degree to which indi-
viduals feel about their life, specifically how unpredictable, uncontrollable,
and overloaded they find their lives during the last month. Rather than con-
centrating on specific experiences or events, the items in the questionnaire
are general in nature [25]. Pearson’s correlation coefficient was then used
to evaluate the relationship between PSS and HS-RCPS. Additionally, other
statistical analyses (t-test, ANOVA, etc.) were conducted to examine the
relationship between individual differences (age, gender, work experience,
etc.) and cybersecurity practices in this study.

This method was selected because it is inexpensive and allows us to
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Figure 1.11: Correlation analysis to investigate the relationship between
stress levels and risky cybersecurity practices among hospital workers

reach participants from three countries in a short amount of time, despite
being separated by great geographic distances [155, 141, 92]. This method
also allows us to cover several aspects of cybersecurity practices such as
password management, email usage, updating, etc. However, it is impor-
tant to note that correlation coefficients indicate associations, not causal re-
lationships [103].

The participants of this study were hospital staff from a hospital in Nor-
way, three hospitals in Ghana, and a hospital in Indonesia. All the hospitals
that were part of this study have adopted electronic health record (EHR) sys-
tems. Notably, the Norwegian hospital has been utilizing this system since
the 2000s. while the four remaining hospitals, three Ghanaian hospitals and
one Indonesian hospital, started using the system in the 2010s. Regarding
security measures, the Norwegian hospital has established specific security
policies for its staff. On the contrary, the Ghanaian and Indonesian hospitals
currently don’t have formal security policies for their staff.

1.5.2 Causal Analysis

Causal analysis entails the systematic examination of evidence to establish
a cause-and-effect relationship between a specific treatment or intervention
and the observed outcome [54]. Unlike the inference of association, causal
inference goes beyond assessing the likelihood of events under static condi-
tions and instead focuses on understanding the dynamics of events under
changing conditions, such as changes induced by treatments or external in-

24



1.5 RESEARCH METHODOLOGY

terventions [113]. Randomized controlled trials (RCTs) are widely consid-
ered the gold standard for causal inference in medicine and social science
[19].

This study employed a randomized controlled trial (RCT) to investigate
the impact of stress on performance and completion time in email judg-
ment. Participants were randomly assigned to either the control or inter-
vention group, and their participation was voluntary with informed consent
obtained from those who agreed to participate. The independent variable
was stress (stress versus no stress), while the dependent variables included
completion time and email judgment performance, measured by accuracy,
sensitivity, and specificity.

Participants in the intervention group were exposed to the Purple Mul-
titasking Framework (MTF), a computerized stressor developed by Purple
Research Solutions in the UK [153] aimed to simulate the cognitive over-
load experienced during multitasking by presenting participants with four
performance-based tasks simultaneously on a computer screen. Participants
were instructed to achieve the highest possible score by completing the tasks
quickly and accurately. Previous research has demonstrated the effective-
ness of the Purple MTF in inducing cognitive demand, stress, and negative
mood in participants [126, 75, 152]. All participants were asked to com-
plete an email judgment test consisting of simulated phishing and legiti-
mate emails. The emails were presented one at a time, with the order ran-
domized at the beginning of the study and maintained consistently for each
participant. Email judgment performance was assessed using three evalu-
ation metrics: accuracy, sensitivity, and specificity. Additionally, the time
taken by participants to complete the email judgment task was recorded.
To evaluate the stress levels of participants, two self-report questionnaires
were utilized: the State-Trait Anxiety Inventory for Adults (STAI-6) [93] and
the Visual Analogue Scale (VAS). They were used because of their simplicity
and ease of use. Both STAI-6 and VAS are relatively simple and easy to ad-
minister [119]. They involve straightforward instructions and can be quickly
completed by participants without much training or assistance. This makes
them convenient for researchers to implement in a lab setting. Besides, both
measures have been widely used in psychological research, have undergone
extensive validation to assess stress, and have been validated in numerous
studies [90, 8, 122, 123, 29]. Additionally, a Shimmer3 galvanic skin response
(GSR) sensor [15] was employed to measure participants’ skin conductance,
as it can indicate increased stress levels. Previous research by Jacobs et al.
[68] has shown that healthy individuals exhibit increased skin conductance
in response to stress.

The data analysis involved t-tests to compare stress level scores (VAS and
STAI-6) between the non-stress and stress groups. Furthermore, t-tests were
also performed to compare email judgment performance between the two
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groups, including measures of accuracy, sensitivity, specificity, and com-
pletion time. Pearson correlation analyses were conducted to explore the
relationship between completion time and the three email judgment per-
formance metrics. Moreover, paired t-tests were used to assess the statis-
tical difference in skin conductance between baseline and after the stress
intervention. Several statistical analyses (t-tests, ANOVA, Mann-Whitney U
tests, etc.) were also carried out to examine the impact of individual differ-
ences (e.g., age, gender, phishing detection self-efficacy) on the email judg-
ment task.

1.5.3 Comparative Analysis

In this part of the study, several machine learning models for stress detec-
tion based on multimodal sensor data were built using several strategies
and then compared. The strategies compared include the strategy on how
to combine the data from several sensors, how to combine several classifiers
to build an ensemble method, and which preprocessing step need to be in-
corporated in order to improve the stress detection system. Furthermore,
strategies on how to train the data considering the privacy of the users were
also compared. The comparison especially focuses on user privacy and de-
tection performance, such as accuracy, precision, recall, and F-1 measure.
The experiment was conducted on the publicly available stress detection
dataset called WESAD (Wearable Stress and Affect Detection) [125] due to
its popularity for multimodal stress detection studies. The source code for
the stress detection in this study can be found at � https://github.com/
cahkanor/WESAD-Multiple-Sensor-Fusion-Stress-Detection and
� https://github.com/cahkanor/WESAD-Stress-Detection-Logistic-
Regression.

1.5.4 Ethical considerations

Prior to conducting this research, ethical approval was obtained from the
Norwegian Centre for Research Data (NSD) and the Regional Committees
for Medical and Health Research Ethics (REK) of Norway. Furthermore,
since the research extended to Ghana and Indonesia, ethical clearance was
obtained from each institution in both countries. Additionally, explicit per-
missions and informed consent were obtained from the healthcare facilities
and individuals who participated in the study.

1.6 Summary of contribution

Various contributions have been made in an effort to answer the specified
research questions as outlined in section 1.2. In the following section, the
contribution of each part will be described.
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1.6.1 List of included research publications

In total, ten (10) articles were included in this study from the four parts of the
study to answer the five research questions. Four (4) papers were published
for Part 1 (Correlation Analysis), one paper was published for Part 2 (Causal
Analysis), four (4) articles were published for Part 3 (Effective Stress Detec-
tion), and one article was published for Part 4 (Privacy-Preserving Stress
Detection). The following sections outlined the list of publications in the
various parts of the study.

1.6.1.1 Part 1 (Correlation Analysis)

1. [48] Fauzi, M. A., Yeng, P., Yang, B., & Rachmayani, D. (2021, August).
Examining the link between stress level and cybersecurity practices of
hospital staff in Indonesia. In Proceedings of the 16th International
Conference on Availability, Reliability and Security (pp. 1-8).

2. [50] Fauzi, M. A., Yeng, P., & Yang, B. (2023). Correlating Healthcare
Staff’s Stress Level and Cybersecurity Practices in Norway (In Pro-
ceedings of IEEE Conference on the Intelligent Methods, Systems, and
Applications (IMSA)).

3. [51] Fauzi, M. A., Yeng, P. K., Yang, B., Nimbe, P., & Rachmayani, D.
(2023). Stress and Cybersecurity Practices among Hospital Staff in the
Digital Age: An Empirical Study from Ghana (Under review: IEEE
Access).

4. [52] Fauzi, M. A., Yeng, P. K., Yang, B., Rachmayani, D., & Nimbe,
P. (2023). Examining the Relationship Between Stress Levels and Cy-
bersecurity Practices Among Hospital Employees in Three Countries:
Ghana, Norway, and Indonesia. In Proceedings of the IEEE Annual
Computers, Software, and Applications Conference (COMPSAC).

1.6.1.2 Part 2 (Causal Analysis)

5. [37] Fauzi, M. A., Yang, B., Katrien De Moor, K. D., Yeng, P. K., Rach-
mayani, D., Busch, C., & Wetherell, M. (2023). Can Stress Compro-
mise Phishing Email Detection?. (Under review: Decision Support
Systems).

1.6.1.3 Part 3 (Effective Stress Detection)

6. [40] Fauzi, M. A., & Yang, B. (2022). Multiple Sensor Fusion for Stress
Detection in the Hospital Environment. In Proceedings of the 6th EAI
International Conference on Computer Science and Engineering (COMPSE).
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7. [46] Fauzi, M. A., Yang, B., & Yeng, P. (2022, November). Improving
Stress Detection Using Weighted Score-Level Fusion of Multiple Sen-
sor. In Proceedings of the 7th International Conference on Sustainable
Information Engineering and Technology (pp. 65-71).

8. [47] Fauzi, M. A., Yang, B., & Yeng, P. K. (2022, September). Examining
the Effect of Feature Normalization and Feature Selection for Logistic
Regression Based Multimodal Stress Detection. In 2022 International
Conference on Theoretical and Applied Computer Science and Engi-
neering (ICTASCE) (pp. 90-94). IEEE.

9. [39] Fauzi, M. A., & Yang, B. (2021). Continuous stress detection of
hospital staff using smartwatch sensors and classifier ensemble. In
pHealth 2021 (pp. 245-250). IOS Press.

1.6.1.4 Part 4 (Privacy-Preserving Stress Detection)

10. [41] Fauzi, M. A., Yang, B., & Blobel, B. (2022). Comparative Analysis
Between Individual, Centralized, and Federated Learning for Smart-
watch Based Stress Detection. Journal of Personalized Medicine, 12(10),
1584.

1.6.1.5 List of additional research publications not included

1. [160] Yeng, P., Yang, B., Fauzi, M. A., Nimbe, P., Priharsari, D., &
Priharsari, D. (2022, November). A Framework for Assessing Mo-
tivational Methods Towards Incentivizing Cybersecurity Practice in
Healthcare. In Proceedings of the 7th International Conference on Sus-
tainable Information Engineering and Technology (pp. 325-330).

2. [164] Yeng, P. K., Fauzi, M. A., Yang, B., & Nimbe, P. (2022). Investiga-
tion into Phishing Risk Behaviour among Healthcare Staff. Informa-
tion, 13(8), 392.

3. [161] Yeng, P. K., Fauzi, M. A., Sun, L., & Yang, B. (2022). Assessing the
Legal Aspects of Information Security Requirements for Health Care
in 3 Countries: Scoping Review and Framework Development. JMIR
Human Factors, 9(2), e30050.

4. [165] Yeng, P. K., Fauzi, M. A., Yang, B., & Yayilgan, S. Y. (2022, May).
Analysing digital evidence towards enhancing healthcare security prac-
tice: The KID model. In 2022 1st International Conference on AI in
Cybersecurity (ICAIC) (pp. 1-9). IEEE.

5. [166] Yeng, P. K., Nweke, L. O., Yang, B., Ali Fauzi, M., & Snekkenes, E.
A. (2021). Artificial intelligence–based framework for analyzing health
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care staff security practice: Mapping review and simulation study.
JMIR medical informatics, 9(12), e19250.

6. [38] Fauzi, M. A., & Yang, B. (2021). Audiouth: Multi-factor authenti-
cation based on audio signal. In Proceedings of the Future Technolo-
gies Conference (FTC) 2020, Volume 3 (pp. 935-946). Springer Interna-
tional Publishing.

7. [45] Fauzi, M. A., Yang, B., & Martiri, E. (2021). PassGAN for Honey-
words: Evaluating the Defender and the Attacker Strategies. In Ad-
vances on Smart and Soft Computing: Proceedings of ICACIn 2020
(pp. 391-401). Springer Singapore.

8. [163] Yeng, P. K., Fauzi, M. A., & Yang, B. (2020, December). Workflow-
based anomaly detection using machine learning on electronic health
records’ logs: A Comparative Study. In 2020 International Conference
on Computational Science and Computational Intelligence (CSCI) (pp.
753-760). IEEE.

9. [94] Martiri, E., Yang, B., & Fauzi, M. A. (2020, December). Indistin-
guishability of biometric honey templates: comparing human testers
and SVM classifiers. In 2020 International Conference on Compu-
tational Science and Computational Intelligence (CSCI) (pp. 76-82).
IEEE.

10. [162] Yeng, P. K., Fauzi, M. A., & Yang, B. (2020, December). Com-
parative analysis of machine learning methods for analyzing security
practice in electronic health records’ logs. In 2020 IEEE International
Conference on Big Data (Big Data) (pp. 3856-3866). IEEE.

11. [44] Fauzi, M. A., Yang, B., & Martiri, E. (2020, July). Password guessing-
based legacy-UI honeywords generation strategies for achieving flat-
ness. In 2020 IEEE 44th Annual Computers, Software, and Applica-
tions Conference (COMPSAC) (pp. 1610-1615). IEEE.

12. [43] Fauzi, M. A., Yang, B., & Martiri, E. (2020, May). PassGAN based
honeywords system for machine-generated passwords database. In
2020 IEEE 6th Intl Conference on Big Data Security on Cloud (Big-
DataSecurity), IEEE Intl Conference on High Performance and Smart
Computing,(HPSC) and IEEE Intl Conference on Intelligent Data and
Security (IDS) (pp. 214-220). IEEE.

13. [36] Fauzi, M. A., & Bours, P. (2020, April). Ensemble method for sex-
ual predators identification in online chats. In 2020 8th international
workshop on biometrics and forensics (IWBF) (pp. 1-6). IEEE.
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14. [42] Fauzi, M. A., Yang, B., & Martiri, E. (2019, December). PassGAN-
based honeywords system. In 2019 International Conference on Com-
putational Science and Computational Intelligence (CSCI) (pp. 179-
184). IEEE.

1.6.2 List of major contributions

In this section, the contribution made in each of the included papers is high-
lighted and presented in their respective parts of the study and in relation
to how they answered the specified research question. The mapping of the
research questions to the respective papers along with the key findings from
each paper is listed in Table 1.2.

Table 1.2: Research questions (RQ), papers, and key findings

RQ Paper Key Findings
RQ1 1 The study finding revealed that in Indonesia, hospi-

tal workers’ high stress levels correlate significantly
with risky cybersecurity practices

2 The findings indicated that in Norway, there was no
significant correlation between stress levels and cy-
bersecurity practices. The findings showed that in-
dividual differences including gender, age, position,
and position level did not have a significant impact
on healthcare professionals’ risky cybersecurity ac-
tivities. However, years of working experience were
found to be a crucial factor in predicting cybersecu-
rity practices among hospital employees with staff
who had more than 25 years of work experience
having the riskiest cybersecurity practices

3 The findings from this study demonstrated a sig-
nificant correlation between higher levels of stress
among hospital employees and riskier cybersecu-
rity practices. This research found a sig nifi-
cant difference in risky practices across different
staff groups based on years of working experience.
However, a significant difference in the practices
was not observed across different staff groups based
on other demographic factors such as gender, age,
position, and position level
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4 The results base on the data combined from Indone-
sia, Norway, and Ghana indicated a statistically sig-
nificant correlation between the stress levels of hos-
pital staff and their engagement in risky cyberse-
curity practices. Specifically, the study finds that
staff members’ inclination to click on links from un-
known sources is the cybersecurity practice most
strongly influenced by stress levels

RQ2 5 The study found that Purple Multitasking Frame-
work effectively increased participants’ stress lev-
els in both Indonesian and Norwegian participants.
However, no significant difference in email judg-
ment performance, including accuracy, sensitivity,
and specificity, between participants in the non-
stress and stress groups. Furthermore, the findings
indicated that completion time may be a valuable
measure of email judgment performance, as partici-
pants who took longer to analyze the emails signif-
icantly associated with better email judgment per-
formance. While the result from Norway showed
no significant difference, the result from Indonesia
suggested that participants in the non-stress group
took a significantly longer time to complete judging
emails than participants in the stress group.

RQ3 6 The experiment results showed that all of the mod-
els of the multiple sensor fusion methods achieved
better performance compared to all of the individ-
ual sensor models. The best result was achieved by
score-level fusion with 0.844 of F$ {1$-measure and
0.921 of accuracy.

7 The experiment results showed that multiple sen-
sor fusion models obtained better performance than
models from the individual sensor strategy. The
weighted score-level fusion strategy achieved a bet-
ter performance than the feature-level strategy with
accuracy, precision, recall, and F$ {1$-measure of
0.931, 0.824, 0.939, and 0.868, respectively.
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8 The experiment results showed that the stress clas-
sification system with feature normalization per-
forms better than without feature normalization.
The stress detection system with Min-Max normal-
ization got the best performance in terms of all eval-
uation metrics with accuracy, precision, recall, and
F$ {1$-measure of 0.891, 0.814, 0.855, and 0.812, re-
spectively. Meanwhile, the results of the feature se-
lection experiment showed that the use of the fewest
features gives the worst performance. The perfor-
mance of the stress classification system increased
as the number of features increases but the perfor-
mance slightly declines at a particular point. The
best performance was obtained when we used 90\%
of the total features (378 features) with accuracy,
precision, recall, and F$ {1$-measure of 0.894, 0.819,
0.859, and 0.817, respectively.

9 The results showed that the ensemble method ob-
tained higher performance compared to all of the
individual classifiers. Furthermore, ES (soft vot-
ing) ensemble strategy had higher accuracy than EH
(hard voting) strategy in this study but EH had a
better F1-measure than ES.
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RQ4 10 In terms of accuracy, the individual learning strat-
egy beats both centralized learning and federated
learning. In terms of privacy, centralized learning
requires all of the data to be shared with a cen-
tralized server. There is a risk of privacy breach
when the central server got compromised. In con-
trast, the individual learning strategy offers a very
high level of privacy, since it does not require any
user data or model to leave the user’s device. Fed-
erated learning also offers a high level of privacy,
since only the learned model, and no raw user data
are processed in the central server. In terms of us-
ability, individual learning has low usability for a
new user. For centralized and federated learning,
the new user can use the integrated model to infer
her/his stress level right after registration. In con-
trast, for individual learning, the user must collect
training data first to build the personalized model.
In terms of the need for hardware and computa-
tional power, both centralized and federated learn-
ing need a server while individual learning does
not. Furthermore, individual learning demands a
user’s device have enough computing power for
feature extraction, model training, and stress detec-
tion tasks. Meanwhile, centralized learning requires
less computing power for a user’s device, because
all of the processes can be done on the central server.
However, the device has to be always online since
the device has to send the data to the central server.
Federated learning needs a user’s device that has
enough computing power to do the local training as
well as a communication channel to exchange data
between the device and the centralized server.

1.6.2.1 Correlation Analysis (Part I)

1. Examining the link between stress level and cybersecurity practices
of hospital staff in Indonesia: This paper presented an empirical study
to examine the link between stress levels and cybersecurity practices
among hospital employees in Indonesia. The contributions in this pa-
per include:

• The study on the human factor impact on cybersecurity practices
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was limited in Indonesia. This is one of the earlier studies that
assess the topic in Indonesia. Our study is among the first to con-
sider stress as an important antecedent of cybersecurity practices.
Existing research on stress and cybersecurity practices has pri-
marily focused on settings other than hospitals. To the best of our
knowledge and through searches in peer-reviewed databases, it
is the first study assessing the relationship between stress and cy-
bersecurity practices to Indonesia, especially in Indonesian hos-
pitals. The study finding revealed that hospital workers’ high
stress levels correlate significantly with risky cybersecurity prac-
tices.

• The study extends the limited use and validation of the Indone-
sian version of PSS to measure stress levels. Based on the survey
results in this study, the Cronbach α of the PSS scale was 0.733,
suggesting that the items in the scale have relatively good inter-
nal consistency.

2. Correlating Healthcare Staff’s Stress Level and Cybersecurity Prac-
tices in Norway: This paper examined the relationship between stress
levels and cybersecurity practices among hospital employees in Nor-
way using questionnaires. In addition, the relationship between indi-
vidual differences (e.g. gender, age, position, position level, and work
experience) and cybersecurity practices was also analyzed. The con-
tributions in this paper include:

• The study extends the limited research on the understanding of
the relationship between stress and cybersecurity practices. This
paper is the first study assessing the relationship between stress
and cybersecurity practices in Norway, especially in a Norwegian
hospital. The findings indicated that there was no significant cor-
relation between stress levels and cybersecurity practices.

• This paper is also one of the earlier studies that used and vali-
dated the Norwegian version of PSS to measure stress levels. The
survey result showed that the Norwegian PSS version had good
reliability with a Cronbach’s α of 0.844.

• This paper enriches the study about correlating individual dif-
ferences and cybersecurity behavior. The findings showed that
individual differences including gender, age, position, and posi-
tion level did not have a significant impact on healthcare profes-
sionals’ risky cybersecurity activities. However, years of working
experience were found to be a crucial factor in predicting cyber-
security practices among hospital employees with staff who had
more than 25 years of work experience having the riskiest cyber-
security practices.
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3. Stress and Cybersecurity Practices among Hospital Staff in the Dig-
ital Age: An Empirical Study from Ghana: This paper presented an
empirical study from Ghana to examine the relationship between two
factors, stress and individual differences, and cybersecurity practices
among hospital staff. The contributions in this paper include:

• This study extends the limited research on the understanding of
the relationship between stress and cybersecurity practices. To
the best of our knowledge and through searches in peer-reviewed
databases, it is the first study in Africa about this topic. Exist-
ing research on this topic has primarily focused on developed
countries such as Australia, the United Kingdom, and the United
States. The findings from this study demonstrated a significant
correlation between higher levels of stress among hospital em-
ployees and riskier cybersecurity practices.

• This paper also examined the relationship between individual
differences and cybersecurity practices. Since this topic is also
limited in developing countries, this paper is one of the earlier
studies to empirically assess this topic. This research found a sig-
nificant difference in risky practices across different staff groups
based on years of working experience. However, a significant
difference in the practices was not observed across different staff
groups based on other demographic factors such as gender, age,
position, and position level.

4. Examining the Relationship Between Stress Levels and Cybersecu-
rity Practices Among Hospital Employees in Three Countries: Ghana,
Norway, and Indonesia: This paper presented an empirical study based
on combined data from three countries to examine the relationship be-
tween two factors, stress and individual differences, and cybersecurity
practices among hospital staff. In addition, this paper also compared
cybersecurity practices between the three countries. The contributions
in this paper include:

• This study extends the limited research on the understanding of
the relationship between stress and cybersecurity practices. This
study assesses this topic by covering three countries on three con-
tinents. The results indicated a statistically significant positive
correlation between the stress levels of hospital staff and their en-
gagement in risky cybersecurity practices. Specifically, the study
finds that staff members’ inclination to click on links from un-
known sources is the cybersecurity practice most strongly influ-
enced by stress levels.
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• The study did not observe any significant differences in cyberse-
curity practices based on gender, age, job, position level, or work
experience.

• This study provides a comparison of cybersecurity practices be-
tween three countries. This study highlighted notable differences
in cybersecurity practices across countries, with Norwegian hos-
pital staff exhibiting better cybersecurity practices than their coun-
terparts from Ghana and Indonesia.

1.6.2.2 Causal Analysis (Part 2)

5. Can Stress Compromise Phishing Email Detection?: This paper pre-
sented a randomized controlled trial to examine the influence of stress
on performance and completion time in email judgment. The study
involved the recruitment of participants from Norway and Indone-
sia, which resulted in a total of 150 participants. Participants were
randomly allocated to either the control or intervention group. Stress
served as the independent variable, while completion time and email
judgment performance were the dependent variables. The contribu-
tions in this paper include:

• Most of the studies on the human factor impact on cybersecurity
practices use cross-sectional study methods so it was difficult to
infer causal effects. To the best of our knowledge and through
searches in peer-reviewed databases, it is the first study to use a
Randomized Controlled Trial (RCT) to assess the impact of stress
on phishing email detection ability. It is also one of the earlier
studies that use RCT to study the impact of stress on cybersecu-
rity practices. The study found that Purple Multitasking Frame-
work effectively increased participants’ stress levels in both In-
donesian and Norwegian participants. However, no significant
difference in email judgment performance, including accuracy,
sensitivity, and specificity, between participants in the non-stress
and stress groups.

• This paper enriches the study about assessing the relationship be-
tween individual differences and phishing email detection ability.
The findings indicated that almost there was no significant effect
of individual differences on email judgment performance. Based
on the data from Indonesia, only gender had a significant differ-
ence. Specifically, male participants in the non-stress group had
significantly higher accuracy and sensitivity scores than female
participants. In Norway, a significant correlation was found be-
tween age and both accuracy and sensitivity. The result showed
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that the older the participants in Norway, the better the phish-
ing detection ability. Data from Norway also suggested that ed-
ucation was significantly correlated with sensitivity with partici-
pants who completed doctoral degrees getting the highest score.

• This paper also assesses the impact of stress on phishing judg-
ment task completion time and the relationship between comple-
tion time and phishing email detection performance. The find-
ings indicated that completion time may be a valuable measure
of email judgment performance, as participants who took longer
to analyze the emails significantly associated with better email
judgment performance. While the result from Norway showed
no significant difference, the result from Indonesia suggested that
participants in the non-stress group took a significantly longer
time to complete judging emails than participants in the stress
group.

1.6.2.3 Effective Stress Detection (Part 3)

6. Multiple Sensor Fusion for Stress Detection in the Hospital Envi-
ronment: The most popular strategy to combine data from several
sensors for machine learning-based stress detection is to combine them
at the feature level. In this paper, we implement and propose some
multiple sensor fusion strategies for stress detection using machine
learning, including the combination of feature level, decision level,
and score level. A comparative analysis of the stress detection perfor-
mance of the strategies is provided. The experiment results showed
that accelerometer sensor models had the best performance compared
to other sensor models with 0.758 of F1-measure and 0.866 of accuracy.
The results also reported that all of the models of the multiple sensor
fusion methods achieved better performance compared to all of the
individual sensor models. The best result was achieved by score-level
fusion with 0.844 of F1-measure and 0.921 of accuracy.

7. Improving Stress Detection Using Weighted Score-Level Fusion of
Multiple Sensor: This paper proposes a new method called weighted
score-level fusion strategy to combine the data from several sensors in
order to improve the machine learning-based stress detection perfor-
mance. A comparison of the stress detection performance between the
proposed method and established methods is provided. The experi-
ment results showed that multiple sensor fusion models obtained bet-
ter performance than models from the individual sensor strategy. The
weighted score-level fusion strategy achieved a better performance
than the feature-level strategy with accuracy, precision, recall, and F1-
measure of 0.931, 0.824, 0.939, and 0.868, respectively.
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8. Examining the Effect of Feature Normalization and Feature Selec-
tion for Logistic Regression Based Multimodal Stress Detection: This
study builds a multimodal-based stress detection system using a ma-
chine learning method and investigates the effects of feature normal-
ization and feature selection on performance. A comparative analysis
of the stress detection performance between several normalizations
and feature selection methods is provided. The experiment results
showed that the stress classification system with feature normalization
performs better than without feature normalization. The stress de-
tection system with Min-Max normalization got the best performance
in terms of all evaluation metrics with accuracy, precision, recall, and
F1-measure of 0.891, 0.814, 0.855, and 0.812, respectively. Meanwhile,
the results of the feature selection experiment showed that the use of
the fewest features gives the worst performance. The performance of
the stress classification system increased as the number of features in-
creases but the performance slightly declines at a particular point. The
best performance was obtained when we used 90% of the total features
(378 features) with accuracy, precision, recall, and F1-measure of 0.894,
0.819, 0.859, and 0.817, respectively.

9. Continuous stress detection of hospital staff using smartwatch sen-
sors and classifier ensemble: This paper compares several classifiers
for stress detection systems. It also gives a comparative analysis of the
use of classifier ensembles to improve machine learning-based stress
detection systems. The experiment results showed that all of the clas-
sifiers work quite well to detect stress with an accuracy of more than
70%. RF obtained the best accuracy with 86.61% while KNN had the
lowest accuracy with 73%. In terms of F1-measure, LR achieved the
best F1-measure with 76.25%. Similar to the accuracy result, KNN also
had the lowest F1-measure (52.43%). The results also showed that the
ensemble method obtained higher performance compared to all of the
individual classifiers. Furthermore, ES (soft voting) ensemble strategy
had higher accuracy than EH (hard voting) strategy in this study but
EH had a better F1-measure than ES.

1.6.2.4 Privacy-Preserving Stress detection (Part 4)

10. Comparative Analysis Between Individual, Centralized, and Feder-
ated Learning for Smartwatch Based Stress Detection: This paper im-
plemented several machine learning strategies for machine learning-
based stress detection systems including individual, centralized, and
federated learning. A comparative analysis of several aspects includ-
ing accuracy, privacy, usability, and the need for computational power
is provided.
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• In terms of accuracy, the individual learning strategy beats both
centralized learning and federated learning. This is quite reason-
able because different participants may react differently to stres-
sors, so a personalized model is needed. The integrated model
aims to build a single model for all so that it cannot adjust for
each user.

• In terms of privacy, centralized learning requires all of the data to
be shared with a centralized server. There is a risk of privacy
breach when the central server got compromised. In contrast,
the individual learning strategy offers a very high level of pri-
vacy, since it does not require any user data or model to leave
the user’s device. Federated learning also offers a high level of
privacy, since only the learned model, and no raw user data are
processed in the central server.

• In terms of usability, individual learning has low usability for a
new user. For centralized and federated learning, the new user
can use the integrated model to infer her/his stress level right
after registration. In contrast, for individual learning, the user
must collect training data first to build the personalized model.

• In terms of the need for hardware and computational power, both
centralized and federated learning need a server while individual
learning does not. Furthermore, individual learning demands a
user’s device have enough computing power for feature extrac-
tion, model training, and stress detection tasks. Meanwhile, cen-
tralized learning requires less computing power for a user’s de-
vice, because all of the processes can be done on the central server.
However, the device has to be always online since the device has
to send the data to the central server. Federated learning needs
a user’s device that has enough computing power to do the lo-
cal training as well as a communication channel to exchange data
between the device and the centralized server.

1.7 Discussion

In the first part of the study, we analyzed the relationship between stress
levels and risky cybersecurity behavior of hospital staff in three countries:
Indonesia, Norway, and Ghana. A statistically significant correlation was
found between staff stress levels and their engagement in riskier cyberse-
curity practices based on the data from Ghana, Indonesia, and the combina-
tion of the three countries. This implies that individuals experiencing higher
levels of stress are more likely to exhibit behaviors that compromise cyber-
security. However, no significant correlation was observed between these
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two factors based on the data from Norway. This can be because stress does
not affect the cybersecurity practices of hospital workers in Norway. How-
ever, the number of respondents from Norway was too low. Hence, further
studies in Norway need to be conducted. The overall result that suggests
a significant correlation between hospital staff’s stress levels and their en-
gagement in riskier cybersecurity practices is consistent with the broader
literature on the negative effects of stress on decision-making [101, 150]. This
result was also supported by McCormac et al. [97] who found that workers
with greater levels of stress had worse information security awareness (ISA).
Furthermore, the finding that clicking on links from unknown sources was
the riskiest cybersecurity behavior most influenced by stress levels is also
reasonable since stress can harm an individual’s cognitive functioning, im-
pairing their ability to make rational decisions and increasing the likelihood
of impulsive behavior [131]. In addition, stress can lead to feelings of anxiety
or overwhelm, causing individuals to rush through tasks or pay less atten-
tion to details, making them more likely to overlook the signs of a phishing
email [89].

From a practical perspective, these findings highlight the importance
of addressing stress and well-being in the context of cybersecurity train-
ing and awareness programs. To be noted, addressing stress-related risky
cybersecurity practices is an important effort that requires collaboration be-
tween employees, organizations, and other stakeholders in healthcare. Ev-
ery stakeholder plays a pivotal role to achieve the goals. Employees should
be encouraged to practice stress management techniques, take breaks, and
report incidents promptly. Organizations should consider incorporating
stress management techniques and well-being training into their cybersecu-
rity training programs to help employees manage stress and reduce their en-
gagement in risky cybersecurity practices. Having an understanding of how
stress can influence an individual’s cybersecurity practices, one can take
measures to regulate their stress levels and maintain a heightened aware-
ness of their cybersecurity practices. These measures could comprise tactics
such as taking breaks to alleviate stress, exercising increased mindfulness
with regard to cybersecurity practices while experiencing stress, and seek-
ing assistance as necessary. Additionally, policies would also be needed to
enforce the employee to adhere to good cybersecurity practices. However,
enforcing individual rules solely through individual responsibility, particu-
larly in a high-stress environment like a hospital, can indeed present chal-
lenges and potential drawbacks. While encouraging personal accountability
is essential, relying solely on individuals to uphold cybersecurity measures
can lead to various issues such as high workload. To address these chal-
lenges and avoid overwhelming hospital employees with undue responsi-
bility, the organization should also show support and help such as creating
some automated tools and alerts. For example, the organization can im-
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plement automated tools that scan and filter incoming emails for potential
threats. These tools can flag suspicious emails, reducing the burden on indi-
viduals to identify threats manually. Furthermore, regular and tailored cy-
bersecurity training sessions can equip hospital employees with the knowl-
edge and skills needed to identify and respond to threats effectively. These
sessions should be designed to fit into busy schedules and emphasize prac-
tical application.

Regarding demographic factors, they almost did not have any signif-
icant effect on healthcare staff cybersecurity practices. However, the re-
search results revealed a significant difference in cybersecurity practices be-
tween healthcare professionals in Norway, a developed country, and those
in Ghana and Indonesia, two developing countries. Developing nations
have historically slowly adopted and utilized computer and internet tech-
nologies. As identified by Ben-David et al.’s research [13], developing na-
tions’ security landscape is affected by five fundamental factors: inadequate
”security hygiene,” unique resource constraints (such as one computer for
multiple users), novice internet users, use of pirated software, and limited
comprehension of cybersecurity adversaries. These factors could explain
why people in developing countries generally exhibit poorer cybersecurity
practices than their counterparts in developed nations. Insufficient IT edu-
cation and a lack of computer and internet manuals in local languages have
also contributed to unsafe cybersecurity practices [58]. Moreover, Norway’s
healthcare systems and infrastructure are comparatively advanced and bet-
ter equipped to implement and enforce cybersecurity protocols than Indone-
sia and Ghana. Future research can investigate cultural factors and explore
how they may be leveraged to improve cybersecurity practices in different
regions.

In the second part of the study, the results from the lab-based experiment
showed that stress did not significantly affect the participants’ performance
on the email judgment task. In both Indonesia and Norway, there were no
significant differences between the stress and non-stress groups regarding
accuracy, sensitivity, and specificity. A prior study on the effect of stress on
a cybersecurity task also showed a similar result. [53] found no statistically
significant difference in created password strengths between stressed and
non-stressed participants. This finding is unexpected, as previous research
has shown that stress can impair cognitive performance, including decision-
making abilities ([101, 150]). However, we noted that individual differences
in resilience and coping strategies may also have moderated the effect of
stress on performance. There were variations in stress responses among
participants in both the stress and non-stress groups, and this might have
contributed to the lack of significant differences in email judgment perfor-
mance. To further explore the relationship between stress and email judg-
ment performance, we conducted a correlation analysis. The results indi-
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cated that although there were no significant differences in email judgment
performance between the stress and non-stress groups, there was a signif-
icant negative correlation between stress level (indicated by STAI-6 score)
and accuracy. This finding suggests that higher levels of stress may lead to
lower accuracy in detecting phishing emails. A similar study by [116] on
the effect of stress on medical students’ clinical reasoning also showed that
differences were found in performance in non-stress and stress conditions
but correlational analyses revealed a negative correlation between multiple-
stress measures and the one aspect of students’ clinical ability due to the in-
dividual difference in stress responses to the stressor. Hence, based on this
result, stress could not be fully ignored in terms of phishing email detection.

Regarding completion time, in the case of the Indonesian study, partici-
pants in the non-stress group took a significantly longer time to analyze the
email before they judged them. A study by [7] stated that elevated stress
was associated with higher levels of impulsivity in many cases could lead
to faster decision-making. [4] also found that more stressed people finished
the task of replying to emails faster. Furthermore, the completion time was
significantly correlated with sensitivity across participants from Indonesia
and correlated with both accuracy and sensitivity and sensitivity across par-
ticipants from Norway. These results suggest that completion time may be
a useful measure of email judgment performance. Participants who took
longer tended to perform better in detecting phishing emails. One possible
explanation for the finding is that participants who took more time to ana-
lyze an email may be engaging in a more careful and thorough evaluation
of the email’s contents. As a result, participants who take more time may be
more likely to detect subtle clues that indicate an email is fraudulent, lead-
ing to higher accuracy and sensitivity scores. This result is consistent with
a study by [18] that found that participants who were given a shorter time
got lower scores in detecting phishing emails. Another study by [115] also
suggested that dentists’ diagnostic performance decreased when given less
time.

Regarding individual differences, almost there was no significant effect
of individual differences on email judgment performance. Based on the data
from Indonesia, only gender had a significant difference. Specifically, male
participants in the non-stress group had significantly higher accuracy and
sensitivity scores than female participants. [129] also reported a similar re-
sult where females were more susceptible to phishing emails than males.
However, the difference between gender was not observed when the partici-
pants were stressed. In Norway, a significant correlation was found between
age and both accuracy and sensitivity. In contrast to data from Indonesia,
where the age of the participants was uniform since almost all of them are
undergraduate students, the ages of the participants in Norway tended to be
more diverse. The result showed that the older the participants in Norway,
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the better the phishing detection ability. This was also reported by [112],
who suggested that older adults in Australia were more risk-averse, with
regard to their information security behaviors than younger adults. These
results could be different if the study is conducted in developing countries
because older people in developing countries tend to lack skills in using
computers and the internet. Unfortunately, almost all of the participants
from Indonesia were young adults so that we could not analyze this fac-
tor. Data from Norway also suggested that education was significantly cor-
related with sensitivity with participants who completed doctoral degrees
getting the highest score. In line with these results, [57] reported that fac-
ulty/staff had better cybersecurity behaviors than students.

Furthermore, the result from both Indonesia and Norway showed that
self-efficacy in phishing email detection had a significant positive corre-
lation with email judgment. People with higher self-efficacy are usually
equipped with the required skills to have the confidence to practice the ap-
propriate security behavior. Some factors could influence the relationship
between self-efficacy and performance, such as prior experience, knowl-
edge, or training. [105] also found that self-efficacy was positively associ-
ated with good behavior in cybersecurity.

In the third part of this study, the comparative analysis of several strate-
gies for effective multimodal stress detection systems showed that the mul-
tiple sensor fusion models exhibited superior performance compared to the
individual sensor strategy. By combining some sensor data, richer informa-
tion can be used to decide the stress levels. However, in terms of computa-
tional cost, the individual sensor strategy is better because less information
means less processing time in terms of feature extraction and classification
which can make the process faster. Another anticipated result is that the
weighted score-level fusion strategy can outperform the feature-level strat-
egy. This result is reasonable because stress is personal and each subject can
have a different reaction to the stress. Hence, some sensors may be a good
indicator of stress for one subject but maybe it is not the case for other others.
In the feature-level fusion strategy, for each subject, we cannot give different
weights for each sensor. In contrast, the weighted score-level fusion strategy
enables us to be adaptive by giving more weight to the sensor model that
can predict better on the subject data. Therefore, a weighted score-level fu-
sion strategy can obtain a better result. Furthermore, the experiment results
also demonstrated that the classifier ensemble method outperformed the in-
dividual classifiers. Generally, most individual classifiers have their own
inherent defects [85] and their performance is also domain-dependent [78].
By combining some classifiers, the advantage of one classifier is expected to
cover the shortcomings of other classifiers so that the performance can be
improved.

Regarding feature normalization, the results show that the stress classifi-
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cation system with feature normalization performs better than without fea-
ture normalization. These results align with many other works that prove
that feature normalization can improve the performance of classification
tasks because this normalization process can reduce the variation of feature
value range so that each feature contributes proportionally to the classifi-
cation result. For the feature selection experiment, the results show that
the use of too few features can lead to a bad performance because we re-
move too many important features. As the number of features increases, the
performance also increases because more important features are employed.
However, at some points, increasing the number of features will reduce per-
formance because there are some features involved that have a bad con-
tribution to the stress classification result. Therefore, finding the suitable
number of features used and which features should be used is important to
improve the classification performance. Besides, by using feature selection,
the computational complexity of the stress classification task can be reduced
because fewer features need to be processed.

In the last part of the study, a comparison of individual learning, cen-
tralized learning, and federated learning dataset was discussed. Generally,
more data will make the machine learning model better and more accurate,
because the more information we give to the model, the more it will learn
and the more cases it will be able to correctly infer [137]. Therefore, inte-
grated models such as centralized and federated learning are expected to be
more accurate than individual learning. Surprisingly, the individual model
surpasses in this study both centralized and federated learning. The WE-
SAD dataset labels the data based on the stimulus given to the participants.
Different participants may react differently to each stimulus. In this case,
the personalized approach such as the individual learning model can adjust
the model to the user’s behavior. The integrated model aims at building a
single model for all so that it cannot adjust for each user. This study out-
come is in line with another study about stress detection that also reported
that a personalized model outperformed an integrated model [88].

Generally, federated learning is expected to perform worse than central-
ized learning. It is because centralized learning has direct access to all data
while federated learning trains the model locally and only communicates an
updated model to a central server [106]. Surprisingly, the performance dif-
ference between the two strategies is very big. A more complex model such
as Deep Neural Network (DNN) is needed to build a better federated learn-
ing model. Some previous work shows that federated learning with DNN
can obtain performance levels comparable to those models trained using
a centralized learning scheme [106, 88]. Another study also suggested that
less complex models perform worse than more complex models in federated
learning [133]. However, a more complex model requires the user’s device
to have a higher computational power to train the model. Additionally, a
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more complex model will also lead to higher communication costs between
the user’s device and the central server. Thus, there will be a challenge to
use a complex model for communication-sensitive applications [133].

Another factor that can also be considered is the usability of the three
learning schemes for a new user. For centralized and federated learning,
the new users can use the integrated model to predict their stress level right
after the registration. For individual learning, however, the user must collect
training data first. The users should record their data using the smartwatch
during stress and non-stress condition. The users must also give the correct
label to the data because the quality of the model heavily depends on the
training data quality. This training data is used to train the personalized
model for the users before they can infer their stress level automatically.

In addition, the computational cost is also different between these three
schemes. Individual learning demands that a user’s device has enough com-
puting power for feature extraction, model training, and stress detection
tasks. Meanwhile, centralized learning requires less computing power for a
user’s device, because all of the processes can be done on the central server.
However, the device has to be always online since the device has to send the
data to the central server. Federated learning needs a user’s device that has
enough computing power to do the local training as well as a communica-
tion channel to exchange data between the device and the centralized server.

Finally, stress data are considered sensitive as they can be used to dis-
close the user’s health status. Based on a study on health data privacy, most
of the interview subjects are worried about their data privacy on an indi-
vidual level [31]. Therefore, the processing of this kind of data needs to
pay more attention to privacy concerns. In centralized learning, all the data
are collected on a centralized server. When these data are shared with the
central server, privacy leaks can occur if the central server is compromised.
Therefore, centralized learning can jeopardize users’ privacy. On the con-
trary, individual and federated learning strategies offer a high level of pri-
vacy. In federated learning, only the learning model, and no raw user data,
is processed centrally. Meanwhile, individual learning provides a higher
level of privacy as it does not require any user data or model to leave the
user’s device.

Federated learning can protect raw sensitive data. However, the trained
model needs to be sent to the server in this learning strategy. Even though it
is not a straightforward step, it is possible to reconstruct or approximate the
training data used to train the ML model. Numerous techniques have been
designed to address the extraction of sensitive information from trained
models. One approach is model inversion which uses the outputs or pre-
dictions of the trained model to infer or reconstruct inputs that would likely
produce those outputs [157]. Another approach is GradInversion which is
able to reconstruct individual images in a batch, given averaged gradients
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[167]. Another study proposed a reconstruction scheme based on the im-
plicit bias in training neural networks with gradient-based methods [60]. To
be noted, studies only suggested that the reconstruction is only possible if
the model is based on a neural network and still there are several limitations.
The trained model using traditional ML methods (e.g. logistic regression) is
still safe from the data reconstruction techniques.

1.8 Recommendations for individuals, organizations, and
related stakeholders based on the study findings

The proposed recommendations encompass a diverse range of suggestions
aimed at employees, organizations, and other stakeholders in healthcare.
The recommendations stem from the understanding that every stakeholder
plays a pivotal role to achieve the goals. Therefore, collaboration and collec-
tive efforts among all stakeholders are important.

1.8.1 Correlation analysis between stress and cybersecurity
practices

The following are the recommended actions for hospital employees based
on the research findings on stress levels and risky cybersecurity behavior
in order to better manage stress, enhance their cybersecurity awareness and
practices, and contribute to creating a more secure work environment:

1. Recognize the impact of stress on cybersecurity: Based on the study
findings, the high-stress level is significantly correlated with risky cy-
bersecurity practices. Hospital employees should be aware of the po-
tential influence of stress on their cybersecurity practices. Understand
that high-stress levels can impair decision-making and increase the
likelihood of engaging in risky online behaviors.

2. Stay vigilant during stressful times: When experiencing high levels of
stress, hospital staff should be extra cautious and maintain a height-
ened awareness of their cybersecurity practices. The research findings
showed that staff with high-stress levels tend to click a link from an
unknown sender. The findings also suggested that clicking on links
from unknown sources was the riskiest cybersecurity behavior most
influenced by stress levels. Therefore, they should take their time to
review emails, messages, and online content carefully before clicking
on links or providing sensitive information, especially during stressful
times.

3. Prioritize stress management: Hospital employees should take proac-
tive steps to manage stress effectively. Practice stress reduction tech-
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niques such as deep breathing exercises, mindfulness meditation, phys-
ical activity, and taking regular breaks to recharge and maintain men-
tal well-being.

4. Engage in cybersecurity training and education and practice good cy-
bersecurity hygiene: Hospital staff should participate actively in cy-
bersecurity training and awareness programs provided by the hospi-
tal. They also should adhere to established cybersecurity protocols
and guidelines within the hospital in order to have better cybersecu-
rity practices.

5. Seek support and report concerns: Hospital staff should seek sup-
port from their supervisor, IT department, or designated cybersecu-
rity personnel if they feel overwhelmed by stress or encounter sus-
picious emails, messages, or cybersecurity incidents. They are also
recommended to report any potential security threats promptly and
follow the established incident response protocols.

6. Engage in ongoing self-assessment: The staff should reflect on their
own cybersecurity practices and identify areas for improvement. They
are recommended to continuously assess their own stress levels and
consider implementing personal stress management strategies to min-
imize the impact on their cybersecurity practices.

The following are the recommended actions for hospital management
based on the research findings on stress levels and risky cybersecurity prac-
tices:

1. Assess and address stress levels: Hospital management should con-
duct regular assessments of stress levels among hospital staff and iden-
tify factors contributing to stress, such as workload, organizational
culture, and job demands. Implement strategies to reduce stress, such
as workload management, promoting work-life balance, and fostering
a supportive work environment.

2. Integrate stress management into cybersecurity training: Hospital man-
agement should incorporate stress management techniques and cop-
ing strategies into cybersecurity training programs. They are also rec-
ommended to provide staff with resources and education on stress re-
duction, resilience-building, and self-care practices to help them man-
age stress effectively while maintaining secure cybersecurity practices.

3. Increase awareness of the impact of stress on cybersecurity: The man-
agement should educate hospital staff about the relationship between
stress levels and risky cybersecurity behavior. They are recommended
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to make a guideline that highlights the potential consequences of stress-
related lapses in cybersecurity and emphasizes the importance of main-
taining vigilance even during stressful periods.

4. Provide ongoing training and reinforcement: The hospital manage-
ment should offer regular training sessions and refreshers on cyber-
security best practices, emphasizing the role of stress management in
maintaining secure behaviors. They could provide resources such as
tip sheets, posters, and newsletters to reinforce key messages and keep
cybersecurity practices at the forefront of employees’ minds.

5. Regularly evaluate cybersecurity practices: The management should
continuously monitor and evaluate the effectiveness of cybersecurity
practices within the organization to identify areas for improvement
and track progress in reducing risky behaviors influenced by stress.

6. Establish comprehensive cybersecurity policies and guidelines: To en-
hance the implementation of cybersecurity practices at the individual
level, it is strongly recommended that organizations establish compre-
hensive policies and guidelines. These policies should outline the spe-
cific cybersecurity practices that individuals are expected to follow in
their daily operations. By creating such policies, organizations can
provide a clear framework for employees and stakeholders to under-
stand their responsibilities and the necessary steps to mitigate poten-
tial security risks.

7. Engage developers or system providers to enhance security: A holis-
tic approach to mitigating the risks associated with phishing emails
necessitates the active involvement of developers and user interface
designers. They should recognize the demanding nature of hospital
environments and acknowledge that employees often operate under
time pressure by designing applications with streamlined workflows
that do not exacerbate stress. The goal is to enhance cybersecurity
without imposing additional cognitive load. Interfaces should be in-
tuitive, minimizing the need for extensive training or adaptation.

Furthermore, the study found a significant disparity in cybersecurity
practices between healthcare professionals in Norway, a developed country,
and those in Ghana and Indonesia, two developing countries. Developing
nations have traditionally been slower in adopting and utilizing computer
and internet technologies. Ben-David et al.’s research [13] identifies five key
factors that affect the security landscape in developing nations: inadequate
”security hygiene,” resource limitations (such as multiple users sharing a
single computer), novice internet users, use of pirated software, and lim-
ited understanding of cybersecurity threats. These factors may contribute
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to the lower cybersecurity practices observed in developing countries com-
pared to their counterparts in developed nations. Insufficient IT education
and the absence of computer and internet manuals in local languages fur-
ther contribute to unsafe cybersecurity practices [58]. Additionally, Nor-
way’s advanced healthcare systems and infrastructure provide better capa-
bilities for implementing and enforcing cybersecurity protocols compared to
Indonesia and Ghana. Making significant strides for developing countries
in improving their cybersecurity practices in the healthcare sector requires
a multi-faceted approach that combines education, capacity building, regu-
latory frameworks, infrastructure development, and international collabo-
ration. The following are some recommendations for developing countries,
especially Ghana and Indonesia:

1. Enhance cybersecurity education and awareness: Develop and im-
plement comprehensive cybersecurity education programs targeted at
healthcare professionals and the general population. Increase aware-
ness about cybersecurity risks, best practices, and the potential conse-
quences of poor cybersecurity practices. Translate educational materi-
als into local languages to ensure accessibility.

2. Strengthen IT education and training: Improve IT education and train-
ing programs to enhance the digital literacy and technical skills of
healthcare professionals and other relevant stakeholders. Provide train-
ing on basic computer and internet usage, safe browsing habits, and
secure handling of sensitive data.

3. Establish local cybersecurity frameworks and regulations: Develop
and enforce cybersecurity frameworks and regulations tailored to the
specific needs and challenges of the country. Collaborate with gov-
ernment agencies, industry stakeholders, and international partners
to establish standards, guidelines, and compliance requirements for
cybersecurity in the healthcare sector.

4. Invest in secure infrastructure and technologies: Allocate resources to
invest in secure IT infrastructure, hardware, and software solutions.
Prioritize the adoption of licensed and up-to-date software to mini-
mize vulnerabilities associated with the use of pirated software.

5. Build local cybersecurity expertise: Develop local cybersecurity tal-
ent by investing in training programs, certifications, and professional
development opportunities. Nurture a pool of skilled cybersecurity
professionals who can contribute to safeguarding healthcare systems
and networks.

6. Foster public-private partnerships: Encourage collaborations between
the public and private sectors to address cybersecurity challenges ef-
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fectively. Foster partnerships that leverage the expertise and resources
of both sectors to develop innovative solutions, share knowledge, and
promote cybersecurity awareness.

7. International collaboration and support: Seek international collabora-
tion and support from organizations, governments, and agencies that
specialize in cybersecurity capacity building. Engage in partnerships
that provide technical assistance, training, and knowledge sharing to
enhance cybersecurity practices.

1.8.2 Causal analysis between stress and phishing email
detection performance

The following are the recommendations for individuals based on the re-
search findings on the impact of stress on phishing email detection perfor-
mance:

1. Enhance phishing email knowledge: The study findings indicate that
participants tend to have difficulty detecting phishing emails. They
should take the initiative to educate themselves about cybersecurity
best practices, especially related to phishing emails.

2. Develop self-efficacy in cybersecurity: They should build confidence
in their ability to detect and respond to cybersecurity threats by im-
proving their skills through practice and learning. The are recom-
mended to seek out resources, online courses, or workshops that can
help enhance their cybersecurity knowledge and capabilities.

3. Manage stress levels: They should recognize the potential impact of
stress on cybersecurity practices. Develop strategies to effectively man-
age stress, such as practicing mindfulness, engaging in regular phys-
ical exercise, and taking breaks when feeling overwhelmed. Priori-
tize self-care to maintain cognitive functioning and make rational de-
cisions.

4. Prioritize accuracy over speed, be thorough, and avoid impulsive de-
cisions: The study findings suggested that the time taken to analyze
the email has a significant positive correlation with email judgment
performance. When analyzing emails, especially those that seem sus-
picious or require action, it is strongly recommended to avoid rushing
through the process. They are recommended to allocate sufficient time
to carefully evaluate the email’s content, sender information, and any
attachments or links. Slowing down can help them identify subtle in-
dicators of phishing attempts and make more accurate judgments.

50



1.8 RECOMMENDATIONS FOR INDIVIDUALS, ORGANIZATIONS,
AND RELATED STAKEHOLDERS BASED ON THE STUDY FINDINGS

The following are the recommendations for organizations or workplace
management based on the research findings on the impact of stress on phish-
ing email detection performance:

1. Improve employees’ phishing email detection skills: Provide train-
ing and educational programs to enhance employees’ ability to detect
phishing emails.

2. Address the impact of stress: They should recognize the impact of
stress on employees’ phishing email susceptibility. Integrate stress
management techniques into training programs to help employees ef-
fectively manage stress levels. The workplace should provide resources
and support systems to assist employees in coping with stress and
maintaining their cybersecurity vigilance.

3. Allow Sufficient Time: Employers should encourage employees to al-
locate an appropriate amount of time to analyze and evaluate emails,
particularly those that may be potentially fraudulent or phishing at-
tempts. Rushed decision-making due to time constraints can lead to
lower accuracy and sensitivity in detecting phishing emails.

4. Provide prior experience, knowledge, and training: Offer opportuni-
ties for employees to gain prior experience, knowledge, and training in
cybersecurity. Foster self-efficacy by equipping participants with the
necessary skills and confidence to practice appropriate security behav-
iors.

1.8.3 Comparative analysis on machine learning based stress
detection system

Based on the results of the study on stress classification using smartwatch
sensor data, the following recommendations can be made:

1. Utilize Multiple Sensor Fusion: Employing a fusion strategy that com-
bines data from multiple sensors can improve the accuracy and per-
formance of stress classification systems. The study found that fusion
strategies outperformed the individual sensor strategy. Therefore, re-
searchers developing stress classification systems should consider in-
corporating data from multiple sensors to enhance the system’s effec-
tiveness.

2. Assess Weighted Score-Level Fusion Strategy: The study reported that
the weighted score-level fusion strategy achieved better performance
than the feature-level strategy. Researchers developing stress classifi-
cation systems should consider exploring and implementing weighted
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score-level fusion techniques to improve the effectiveness of their sys-
tems.

3. Utilize Feature Normalization: The study found that incorporating
feature normalization in the stress classification system leads to better
performance compared to without feature normalization. Feature nor-
malization reduces the variation in feature values, ensuring that each
feature contributes proportionally to the classification result. There-
fore, it is recommended to include feature normalization techniques
to achieve optimal results.

4. Select an Optimal Number of Features: The results of the feature selec-
tion experiment indicated that using the fewest features resulted in the
worst performance. The performance of the stress classification sys-
tem generally improved as the number of features increased, reaching
a peak at a certain point before slightly declining. Based on the study,
the best performance was achieved when utilizing 90% of the total
features. However, the number of optimal features can be different for
different cases. Therefore, it is recommended to carefully select and
include an appropriate number of features in the stress classification
system to achieve optimal performance.

5. Consider Individual Learning for Performance and Privacy Aspect:
The study found that the individual learning model for stress detec-
tion surpassed both centralized and federated learning in stress detec-
tion. This suggests that a personalized approach, such as the individ-
ual learning model, may be more effective in adjusting to users’ be-
havior and improving performance. Therefore, organizations should
consider implementing individual learning models for stress detection
systems. Besides, individual learning is also able to preserve user data
privacy by not sharing data with others. However, individual learning
cannot fully accommodate usability because it requires data collection
from each user and training before the stress detection model can be
built. In contrast, centralized and federated learning allow new users
to use the integrated model immediately after registration. Individ-
ual learning also needs a personal device with enough computational
power to train the model.

6. Explore Complex Models for Federated Learning: While federated
learning is generally expected to perform worse than centralized learn-
ing, the study revealed a significant performance difference between
the two strategies. To enhance the performance of federated learning
models, the use of more complex models like Deep Neural Networks
(DNNs) is recommended. However, it is important to consider the
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computational power and communication costs associated with com-
plex models in federated learning.

1.9 Limitations

There are several limitations of this study that need to be acknowledged. For
the first part of the study, firstly, the sample size from Norway was relatively
small, which may limit the generalizability of our findings. Second, the p-
value to conclude the significance was quite high in some of the analyses.
Furthermore, despite the fact that anonymity was ensured, it is still possible
to have a desirability bias since we utilized a self-reported questionnaire to
gather the data. Participants may provide answers that they believe are so-
cially desirable or that they think the researcher wants to hear, rather than
providing honest answers. Besides, memory bias could also occur when
participants have trouble remembering details correctly, particularly if the
details relate to previous events or behaviors. In addition, by using the
rating scales, this study may also suffer from central-tendency bias where
people frequently hesitate to provide excessive reactions and often lean to-
ward the middle. To minimize the user doing random clicking and ensure
the participants really read the questions. we utilized attention-checking
questions.

For the second part of the study, the lab-based experiment also had some
limitations, among which the foremost is the predominantly university stu-
dent sample utilized for recruitment. Consequently, the outcomes of the
study may not be generalizable to the broader population, thereby limiting
the generalizability of the findings. Furthermore, while lab-based phish-
ing email tests can provide valuable insights into people’s susceptibility to
phishing attacks, the study setting may not reflect the real-world context in
which people encounter phishing emails. Participants in a lab setting may
be aware that they are participating in a study and maybe more vigilant or
cautious than they would be in their everyday lives. This can influence their
behavior and responses to the phishing email test, potentially leading to a
less accurate representation of their true behavior and response patterns in
real-world settings.

In this study, we explored two distinct approaches for stress level detec-
tion: utilizing self-report questionnaires (PSS, STAI-6, and VAS) and lever-
aging machine learning models on smartwatch sensor data. Questionnaires
have been extensively used to assess subjective stress levels due to their
ease of administration. The PSS, STAI-6, and VAS are well-established tools
that provide direct self-report data on an individual’s perceived stress lev-
els. Many studies have reported the reliability and validity of the three
scales. One of the key advantages of questionnaires lies in their ability to
capture the cognitive and emotional aspects of stress experienced by the
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user. However, questionnaire-based stress detection comes with limitations.
Self-report measures are subjective and may be influenced by various biases,
such as social desirability or recall bias. The reliance on user awareness and
willingness to report stress levels accurately might lead to potential inaccu-
racies. Furthermore, questionnaires are not suitable for real-time monitor-
ing of stress levels and also require people to get out of their daily routine
activities.

Leveraging machine learning models on smartwatch sensor data offers
a promising objective approach to stress level detection. The advantage of
smartwatches lies in their ability to capture continuous and real-time phys-
iological data, such as heart rate, skin conductance, and physical activity,
which are indicative of stress-related responses. Machine learning models
can analyze and interpret this data to make stress level predictions, poten-
tially providing personalized stress assessment for individuals. However,
using smartwatch sensor data for stress detection presents its own set of
challenges. First, data privacy and ethical concerns arise due to the collec-
tion of sensitive physiological information from users. Additionally, the cost
and availability of wearable sensors like smartwatches may limit their use
in certain populations. Furthermore, one limitation of machine learning-
based stress detection using smartwatch sensor data is its potential inabil-
ity to capture the context surrounding the user’s physiological responses.
For instance, physical activity can significantly influence skin conductance
and heart rate, leading to variations in the captured physiological data that
might be misinterpreted as changes in stress levels. When a user engages in
physical activities such as exercise or strenuous movements, their heart rate
and skin conductance levels may increase, irrespective of their stress levels.
This could result in false positive stress predictions by the machine learning
model. Besides, ML models used for stress detection based on physiological
sensor data are their inability to directly identify the psychological strain.
These models primarily rely on the analysis of physiological responses such
as heart rate and skin conductance to infer the presence of stress. How-
ever, stress is a multifaceted construct that encompasses both physiological
and psychological components, and the machine learning models are lim-
ited to capturing the physiological aspect. While physiological responses
like increased heart rate or skin conductance can indicate an activation of
the body’s stress response system, they do not inherently capture the cog-
nitive and emotional aspects of stress. Psychological strain can manifest as
feelings of overwhelm, anxiety, or unease that might not necessarily mani-
fest in easily measurable physiological changes.

To improve stress level detection, researchers may consider integrating
data from both questionnaires and ML models based on wearable sensor
data. The complementary nature of these approaches can lead to a more
comprehensive understanding of an individual’s stress experience. While
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questionnaires provide subjective insights, wearable sensor data offer objec-
tive physiological information, combining to create a holistic stress profile.

1.10 Recommendation for future work

1.10.1 Stress and cybersecurity practices

In future studies, there are several potential research directions that can be
pursued to further explore the relationship between stress levels and risky
cybersecurity practices in healthcare organizations. These studies can pro-
vide valuable insights and contribute to the development of effective strate-
gies for stress management and improving cybersecurity behaviors.

Firstly, conducting a longitudinal study would be beneficial in estab-
lishing a causal relationship between stress levels and risky cybersecurity
practices over time. By measuring stress levels and cybersecurity behav-
ior at multiple time points, researchers can examine changes over time and
identify any potential cause-effect relationships. This longitudinal approach
would provide more robust evidence on the impact of stress on cybersecu-
rity practices and help in identifying specific stressors or periods of height-
ened vulnerability.

Another important area for future research is to explore coping mecha-
nisms used by hospital staff in response to stress and how these strategies re-
late to their cybersecurity practices. Understanding the coping mechanisms
employed by individuals in high-stress environments can provide insights
into effective stress management techniques that can be incorporated into
training programs. This can include investigating the role of mindfulness,
relaxation techniques, social support, and other stress reduction strategies
in improving cybersecurity practices.

Assessing the effectiveness of stress management interventions within
healthcare organizations is another promising avenue for future research.
Implementing stress management interventions and evaluating their impact
on reducing stress levels and improving cybersecurity practices can provide
practical insights and evidence-based recommendations. These interven-
tions can include mindfulness training programs, relaxation techniques, em-
ployee support programs, and other stress reduction initiatives. Such stud-
ies can help inform organizational policies and practices aimed at promoting
employee well-being and cybersecurity awareness.

To broaden the understanding of the relationship between stress levels
and risky cybersecurity practices, future research can extend beyond the
healthcare sector and conduct comparative studies across industries. By
comparing different sectors, researchers can determine if the relationship
between stress and cybersecurity practices is specific to healthcare or if it
applies more broadly. This comparative approach can provide valuable
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insights into the commonalities and differences in stress-cybersecurity dy-
namics across various organizational contexts.

Additionally, exploring technological solutions to mitigate the impact of
stress on risky cybersecurity practices can be a fruitful area of investigation.
Researchers can explore the potential of intelligent email filtering systems,
behavior monitoring tools, or other technological interventions to help iden-
tify and prevent employees from falling victim to phishing attempts and
other cybersecurity threats. Assessing the effectiveness of such technologies
in reducing the negative impact of stress on cybersecurity practices can in-
form the development and implementation of security measures in health-
care organizations.

Furthermore, future research can delve into the role of personal resilience
in mitigating the impact of stress on cybersecurity practices. Investigating
how individual differences in resilience affect employees’ ability to manage
stress and make secure decisions in the face of cybersecurity threats can pro-
vide valuable insights for intervention and training programs. Understand-
ing the protective role of personal resilience can help in developing targeted
strategies to enhance employees’ ability to cope with stress and make secure
choices in the digital environment.

Finally, a causal analysis of how stress impacts individuals’ ability to
detect and respond to other types of cyber threats, such as other social engi-
neering attacks or malware infections, could also be interesting future work.

1.10.2 Stress detection system

In future work on stress detection systems, several areas can be explored to
enhance their performance and applicability. First, the optimization of fed-
erated learning should be a focus, aiming to narrow the performance gap
between federated learning and centralized learning observed in the study.
Advanced techniques such as improved aggregation methods, model com-
pression, and secure computation protocols can be investigated to enhance
the accuracy and efficiency of federated learning models.

Second, there is a need to further explore personalized approaches to
stress detection. Research should investigate methods to adapt the model to
individual users’ behavior, preferences, and physiological responses, lead-
ing to improved accuracy and user satisfaction. Developing techniques for
dynamic model updating and personalization over time can enhance the
long-term performance of stress detection systems.

Third, collecting stress data across multiple sessions can provide valu-
able insights into the system’s performance in different contexts and scenar-
ios. Understanding how the stress detection system performs over time and
adapting the model accordingly can improve its robustness and generaliz-
ability.
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Privacy preservation is a crucial aspect to consider in stress detection sys-
tems. Future research should focus on developing robust privacy-preserving
techniques that enable accurate stress detection while safeguarding users’
privacy. Exploring methods such as secure multiparty computation, homo-
morphic encryption, and differential privacy can contribute to the develop-
ment of privacy-enhancing stress detection systems.

Lastly, conducting field studies and real-world deployments of stress de-
tection systems is essential for evaluating their practical effectiveness, user
acceptance, and integration into everyday life. Evaluating the performance
and user experience in real-world settings will help identify potential chal-
lenges and opportunities for improvement, ensuring that stress detection
systems meet the needs and expectations of users in practical applications.

1.11 Conclusion

This research study examined the relationship between stress levels and
risky cybersecurity practices among hospital workers and investigates the
impact of stress on email judgment performance. The study also compares
different strategies for effective multimodal stress detection systems. The
research methodology includes correlation analysis, causal analysis using
a randomized controlled trial (RCT), and comparative analysis of machine
learning models.

First, a correlation analysis was conducted to investigate the relation-
ship between stress levels and risky cybersecurity practices among hospital
workers in three countries: Ghana, Norway, and Indonesia. In total, 353
qualified participants were finally included in the study, with 212 partici-
pants from Ghana, 42 from Norway, and 99 from Indonesia. A statistically
significant positive correlation was found between staff stress levels and
their engagement in riskier cybersecurity practices based on the data from
Ghana, Indonesia, and the combination of the three countries. However, no
significant correlation was observed between these two factors based on the
data from Norway. This implies that individuals experiencing higher levels
of stress are more likely to exhibit behaviors that compromise cybersecurity.
Specifically, the staff’s tendency to click on links from unknown sources was
found to be the risky cybersecurity practice most heavily associated with
higher stress levels. The findings of this study have important implications
for hospital management. Understanding the relationship between stress
levels and cybersecurity practices can serve as a foundation for improving
the effectiveness and efficiency of cybersecurity measures within healthcare
organizations. By identifying the factors that influence cybersecurity prac-
tices among hospital employees, management can design targeted training
programs, awareness campaigns, and support systems to enhance cyberse-
curity awareness and practices. These interventions can help mitigate the
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risk of cyberattacks, protect patient privacy and data, and promote a cul-
ture of cybersecurity within healthcare settings. Additionally, variations in
risky cybersecurity practices were observed across staff groups based on the
country of origin. The study findings revealed a significant difference in cy-
bersecurity practices between healthcare professionals in Norway and those
in Ghana and Indonesia. This suggests that cultural and contextual factors
may play a role in shaping cybersecurity practices among hospital staff. De-
veloping nations have historically slowly adopted and utilized computer
and internet technologies and do not place cybersecurity as their main pri-
ority.

Second, a causal analysis was conducted using a randomized controlled
trial (RCT) to investigate the impact of stress on performance and comple-
tion time in email judgment in two countries, Indonesia and Norway. In
total, 150 participants participated in our study, with 100 participants from
Indonesia and 50 participants from Norway. The results revealed that partic-
ipants in both the non-stress and stress groups exhibited difficulty in detect-
ing phishing emails, with an average accuracy rate of approximately 60%.
However, the randomized controlled trial (RCT) analysis showed no signif-
icant difference in email judgment performance between the two groups,
suggesting that stress did not directly compromise participants’ ability to
detect phishing emails. Nevertheless, correlation analysis conducted specif-
ically with Indonesian participants revealed a noteworthy finding. It demon-
strated that higher levels of stress were significantly correlated with lower
accuracy in detecting phishing emails. This suggests that stress may have
an impact on email judgment performance in the Indonesian context. Ad-
ditionally, the study explored the completion time as a potential measure
of email judgment performance. Interestingly, participants who took longer
to complete the task tended to perform better. Based on the data from In-
donesia, participants in the non-stress group took significantly more time
to judge emails compared to those in the stress group. However, in Nor-
way, no significant difference in completion time was observed between
the two groups. Furthermore, the study found that individual differences
had minimal impact on email judgment performance, except for gender in
the Indonesian sample. Male participants exhibited significantly higher ac-
curacy and sensitivity scores compared to their female counterparts. This
study suggests that completion time could serve as a valuable measure of
email judgment performance. The findings derived from both correlation
and causal analyses unequivocally underscore the formidable challenge of
ascertaining the exact impacts of stress on behavior within the intricate web
of confounding factors. These outcomes are further corroborated by the ev-
idence obtained from the comprehensive literature review. Furthermore, it
is crucial to acknowledge the expensive data collection efforts. The prevail-
ing circumstances during the COVID-19 pandemic in the hospital setting
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presented formidable obstacles in enlisting a sufficiently large and diverse
participant pool.

Third, a comparative analysis of several strategies for effective multi-
modal stress detection systems was conducted on the publicly available
stress detection dataset called WESAD (Wearable Stress and Affect Detec-
tion). The experimental results demonstrated that the multiple sensor fusion
models exhibited superior performance compared to the individual sensor
strategy. Among the fusion strategies, the weighted score-level fusion ap-
proach outperformed the feature-level strategy, yielding accuracy, precision,
recall, and F1-measure of 0.931, 0.824, 0.939, and 0.868, respectively. Addi-
tionally, the experimental findings demonstrated the effectiveness of fea-
ture normalization in the stress classification system. The stress detection
system with Min-Max normalization achieved the best performance across
all evaluation metrics, with accuracy, precision, recall, and F1-measure of
0.891, 0.814, 0.855, and 0.812, respectively. Furthermore, the feature selec-
tion experiment indicated that using a larger number of features improved
the performance of the stress classification system, reaching its peak at 90%
of the total features (378 features) with accuracy, precision, recall, and F1-
measure of 0.894, 0.819, 0.859, and 0.817, respectively. Regarding the clas-
sifiers, in terms of F1-measure, Logistic Regression achieved the best result
with 0.76 compared to several classifiers including Naive Bayes, Support
Vector Machine, Neural Network, K-Nearest Neighbours, Random Forest,
and Decision Tree. The classifier ensemble method outperformed the indi-
vidual classifiers, benefiting from the strengths of each classifier to improve
accuracy. Additionally, the results indicated that the soft voting strategy
achieved higher accuracy (0.87), while the hard voting strategy performed
better in terms of F1-measure (0.77).

Regarding the comparison between individual, centralized, and feder-
ated learning approaches for stress detection, the findings indicated that the
individual learning strategy outperformed centralized learning and feder-
ated learning in terms of accuracy. This can be attributed to the fact that
individuals may respond differently to stressors so that it is better to make
personalized models. In terms of privacy, centralized learning poses a risk of
privacy breaches as all data must be shared with a centralized server, which
could be compromised. On the other hand, the individual learning strategy
offers a high level of privacy since no user data or model leaves the user’s
device. Similarly, federated learning also maintains a high level of privacy
as only the learned model, and not raw user data, is processed in the cen-
tral server. However, one drawback of the individual learning strategy is its
limited usability for new users. In centralized and federated learning, new
users can immediately utilize the integrated model to infer their stress lev-
els upon registration. In contrast, for individual learning, users must collect
training data first to build a personalized model, resulting in more work for
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the user.
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Chapter 2

Examining the Link Between Stress
Level and Hospital Staffs’

Cybersecurity Practices in Indonesia

Muhammad Ali Fauzi; Prosper Yeng; Bian Yang; Dita Rach-
mayani

Abstract

Since healthcare information systems have many important data that can at-
tract many adversaries, it is important to take the right steps to prevent data
breaches. Recent studies suggested that 85% of breaches involved a human
element and the frequent patterns used are social engineerings. Therefore,
many studies focus on making a better understanding of human behavior in
cybersecurity and the factors that affect cybersecurity practices. However,
there are only a few peer-reviewed studies that focus on the link between
stress level and cybersecurity practices. In this study, we examined the link
between stress level and cybersecurity practices among hospital employees
in Indonesia by surveying 99 hospital workers. Perceived Stress Scale (PSS)
was used to measure the employees’ stress level and a new scale to mea-
sure hospital staff’s risky cybersecurity practices was proposed. This study
showed that both PSS and proposed cybersecurity practices scales are reli-
able with Cronbach’s α value of more than 0.7. The survey results also re-
vealed that hospital worker’s higher stress levels correlate significantly with
riskier cybersecurity practices (rs = 0.305, p < 0.01). Besides, a higher stress
level is also significantly linked to certain cybersecurity practices, such as
clicking on a link in an email from an unknown sender, not preventing col-
leagues from viewing patients’ information for a non-therapeutic purpose,
posting patient information on social media, ignoring colleagues who en-
gage in negative information security practices, and failing to create strong
passwords.
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2.1 Introduction

The rise of digitalization in healthcare has a huge potential to improve pa-
tient care performance. However, it also carries a hazardous side-effect:
healthcare system vulnerabilities. Cybercrime in healthcare can lead to not
only data and financial loss but also medical devices and infrastructure dam-
age [26]. Based on a recent investigations report [37], healthcare has become
one of the top sectors that are in the biggest exposure of a data leak. The
report also suggested that 85% of breaches involved a human element and
around 35% patterns in breaches are social engineering, the highest com-
pared to any other patterns.

Humans are frequently referred to as the weakest link in cybersecurity
[38, 42]. No matter how sophisticated the technology is developed to im-
prove cybersecurity systems, the system is still prone to be hacked due to
human error. For example, users that use a weak password, share their pass-
word with others, or forget to log out after using a public computer could
lead to data breaches. Therefore, many studies focus on making a better un-
derstanding of human behavior in using computers and the internet and the
factors that influence their cybersecurity practices.

Whitty et al [41] studied the link between several factors including im-
pulsivity, self-monitoring, and internal-external control and password shar-
ing behavior. Halevi et al [15] evaluated the connection between cultural,
personality, and demographic variables and cybersecurity practices. Gra-
tian et al [12] investigated human characteristics such as personality traits,
risk-taking preferences, and decision-making styles with cybersecurity be-
havior intentions. Yeng et al proposed a framework to analyze security prac-
tices of hospital employees that combine demographic and psycho-socio-
cultural factors [44, 43]. Kennison and Chan-Tin [17] also studied how per-
sonality traits, risk-taking preferences, and secure password knowledge can
be correlated to risky cybersecurity practices.

One of the factors that also have a significant effect on human behav-
ior is their mental state such as their stress level. Research in psychology
has shown that high stress level has a deleterious effect on decision making.
Michailidis and Banks [22] found that employees who experienced burnout
were more likely to make spontaneous or irrational decisions than those
who felt more satisfied with their works. Another study [40] reported that
stressed people will be slow in learning something new and may choosing
less profitable decisions. In healthcare, some researchers also examined the
link between stress level and staff’s performance especially related to pa-
tient safety [24, 39, 35]. However, these studies did not include cybersecurity
practices.

In this study, we specifically examine the link between stress levels and
cybersecurity practices among hospital workers in Indonesia. This work fol-
lows the hypothesis that hospital employees with higher stress levels have
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riskier security practices. This study aims for future use as basic data to
include stress factors for promoting good cybersecurity behavior.

2.2 Methodology

2.2.1 Research approach

As pictured in Figure 2.1, the goal of this study was to determine the in-
fluence of stress levels on hospital staffs’ cybersecurity practices. An online
questionnaire was used to collect data about healthcare staffs’ demographic
information, stress level, and cybersecurity practices in the last month. One
month period is selected since the predictive validity of the Perceived Stress
Scale (PSS), the scale used to measure stress level in this study, is expected to
drop rapidly after four to eight weeks [7]. Since not all cybersecurity prac-
tices are carried out every day (e.g. updating, backup data, etc.), one month
period is also considered ideal. Some prior researches also use one month
period to collect user’s cybersecurity practices [14, 28].

Figure 2.1: Proposed approach.

2.2.2 Participants and Procedures

This study was conducted in a hospital in East Java, Indonesia and granted
approval from the hospital’s ethics committees. The participants of this
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study are recruited from the hospital’s staff. Written consent was obtained
electronically from all participants and questionnaires were completed and
analyzed anonymously. In total, 112 participants completed the survey but
13 of them failed to answer an attention-checking question correctly result-
ing in 99 qualified participants.

2.2.3 Survey Instrument

We developed a web-based questionnaire on Nettskjema, a tool for creat-
ing and administering online surveys managed by the University of Oslo
[36]. Nettskjema ensures a high degree of security and privacy, which is
very crucial for data collection. The questionnaire is in the Indonesian lan-
guage and consists of three parts: demographic data, the stress level in the
last month, and cybersecurity practices in the last month. Perceived stress
scale (PSS) was used to measure respondents’ stress levels in the last month
while a new scale was proposed to measure hospital staff’s risky cyberse-
curity practices. In addition, one attention-checking question was inserted
in the middle of cybersecurity practices questions. The question used a 5-
point Likert scale (0 = disagree, 1 = slightly disagree, 2 = neutral, 3 = slightly
agree, and 4 = agree). The question text in English was as follows: This is an
attention-checking question, select ’2 (Neutral)’ to show you really read this
question.

2.2.3.1 Perceived Stress Scale (PSS)

The instrument used to measure stress level in this study is the Perceived
Stress Scale (PSS), the most common psychological instrument employed
for measuring the perception of stress created by Cohen et al. [7]. It is a
short and easy-to-use self-reported questionnaire established with accept-
able psychometric properties to measure the extent to which situations in an
individual’s life are assessed as stressful. The PSS items examine the degree
to which individuals feel about their life, specifically how unpredictable,
uncontrollable, and overloaded they find their lives during the last month.
Rather than concentrating on specific experiences or events, the items in the
questionnaire are general in nature.

The PSS is available in three different versions. The original instrument
is a 14-item scale (PSS-14) with 7 positive and 7 negative items assessed on
a 5-point Likert scale that was developed in English [7]. The PSS-14 was
trimmed to ten questions (PSS-10) utilizing factor analysis based on data
from 2,387 U.S. residents five years after its launch [6]. A four-item PSS
(PSS-4) was also designed for scenarios requiring a very limited time or tele-
phone interviews [6]. PSS-10 is the most widely used version. Based on the
systematic review of the PSS psychometric evidence conducted by Lee [19],
the 10-item PSS was found to have better psychometric qualities than the
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14-item PSS, while the 4-item scale performed the worst. PSS-10 also have
been translated into many languages other than English such as Greek[1],
Arabic [5], Persian[21], Spanish[29], German[2], Korean[23], etc. Therefore,
PSS-10 was used in this study.

Since the study was administered in Indonesia, an Indonesian version of
PSS-10 is used. This version has been tested and has a Cronbach Alpha coef-
ficient value of 0.96 [27]. The possible scores range from 0–40. Higher scores
indicate that the respondent had a higher stress level in the last month.

2.2.3.2 Hospital Staff’s Risky Cybersecurity Practices Scale

The hospital staffs’ cybersecurity practices scale is developed partially based
on the Human Aspects of Information Security Questionnaire (HAIS-Q) [25],
Security Behavior Intentions Scale (SeBIS) [10]. Since these scales are de-
signed for general computer users, we also conducted some interviews with
36 people including hospital staff and cybersecurity experts from several
hospitals and universities in Indonesia, Ghana, and Norway to collect inputs
and feedback about the scales. Then, based on their inputs and feedback,
we modified the scale items to cover cybersecurity practices specifically for
hospital staff. We were planning to use this scale to measure cybersecurity
practices in hospitals in Indonesia, Ghana, and Norway. However, we only
collect data from Indonesia for this study.

The scale asked participants to rate, on a scale of 0–4 (0 = disagree, 1
= slightly disagree, 2 = neutral, 3 = slightly agree, and 4 = agree), how of-
ten they engaged in the specific practices in the last month. As displayed in
Table 2.1, the final scale included 14 items with 11 items represent risky prac-
tices while only 3 items (item number 8, 13, and 14) depict good practices.
The possible scores ranged from 0–56 where the scores from the three good
practices items were reversed. Higher scores indicate that the respondent
had riskier cybersecurity practices in the last month.

2.2.4 Reliability Testing and Correlation Analysis

Since the proposed hospital staff’s risky cybersecurity practices scale is new,
a reliability analysis was performed by measuring Cronbach’s α [8], one of
the most popular measures of reliability in the social sciences [4]. Cron-
bach’s α measures how closely related a set of items in the scale are as a
group, on the survey result. Based on sources, Cronbach’s α value of more
than 0.7 is considered acceptable [3, 34, 33]. In addition, we also tested the
reliability of the Indonesian version of PSS-10 using the same measure.

Meanwhile, in order to examine the link between the two scales (PSS
and Hospital Staff’s Risky Cybersecurity Practices Scale), Spearman’s rank
correlation coefficient (rs) [30] was used. It is one of the most widely used
correlation measures in the psychology field [9].
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Table 2.1: Items for the Hospital Staffs’ Cybersecurity Practices Scale

Item

1 In the last month, I usually write my user name and passwords on a
piece of paper and stick the paper onto my computer for easy access

2 In the last month, I sometimes visit at least one of the following
websites using the hospital’s computer: social media; Dropbox and
other public file storage systems; online music or videos sites; on-
line newspapers and magazines; personal e-mail accounts; games;
instant messaging services, etc

3 In the last month, I did not often read the alert messages/emails
concerning security

4 In the last month, I sometimes click on a link in an email from an
unknown sender

5 In the last month, I usually postpone software updating activities
(restarting, clicking to run an update, accepting to update or follow
update schedule) of my computers at my workplace

6 In the last month, I usually postpone backup activities when I am
prompted

7 In the last month, I usually do not prevent my colleagues from see-
ing patients’ records for a non-therapeutic purpose when I am work-
ing on a patients information on my laptop

8 In the last month, I did not post patient information on social media
9 In the last month, I sometimes share my passwords with my col-

leagues in hospital
10 In the last month, I usually do not take any action when I notice my

colleague ignoring information security rules
11 In the last month, I usually talk about the patient condition in a

shared patient ward in a hospital
12 In the last month, I usually disclose sensitive personal health infor-

mation (patients diagnosis and personal data) in the hospital
13 In the last month, I used a combination of letters, numbers, and sym-

bols in my work passwords
14 In the last month, I have changed my passwords
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2.3 Result

2.3.1 General characteristics of participants

In total, 112 staff participated in the survey but only 99 of them were consid-
ered as qualified as they answered an attention-checking question correctly.
The characteristic of participants is displayed in Table 2.2.

In total, more females participated in this survey (67.68%) than males
(32.32%). The age of participants varies from 21 to over 50 with about half
of them aged between 31-40 (49.49%). The percentage of participants in the
age range 21-30 becomes the second most with 31.31% while the proportion
of participants aged between 41-50 is 17.17%. In the last place, participants
aged over 50 contribute 2.02% of the total participants. Furthermore, by po-
sition, the majority of the participants are Nurses (60.61%) and Pharmacy
staff (14.14%). From the position level, one of the hospital’s executives par-
ticipated in this survey. As expected, almost all of the participants are op-
erational staff (91,92%). Meanwhile, 7.07% of participants had manager and
supervisor position levels. Concerning work experience, there are no partic-
ipants with less than one year of work experience. The participant with 1-5
years, 6-10 years, and 11-15 years of work experience share a similar pro-
portion with 22.22%, 26.26%, and 28.28% respectively. In addition, 10.10%
of participants had 16-20 years of work experience, 11.11% of them had been
working for 21-25 years and 2.02% of them had experience of more than 25
years working in the hospital.

2.3.2 PSS Score

The distribution of the PSS scores is presented in Figure 2.2. The figure de-
picts a left-skewed distribution. It means that more people are in a lower
level of stress. The range of the PSS score is between 0-40 where higher
scores indicate that the respondent had a higher stress level in the last month.
The survey results show that the average of the participants’ PSS score is
13.89 with a standard deviation (SD) of 4.41. The lowest score obtained is 3
(1 participant) while the highest score is 21 (4 participants).

In addition, we also conduct reliability testing of the PSS scale. Based
on the survey results, the Cronbach α in this study for the PSS scale was
0.733, suggesting that the items in the scale have relatively good internal
consistency.

2.3.3 Hospital Staffs’ Cybersecurity Practices Score

The statistic of the cybersecurity practices Score scores is presented in Figure
2.3 and Table 2.3. According to Figure 2.3, the score frequency distribution
is left-skewed so that it is good news for the hospital as fewer employees
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Table 2.2: Participant Characteristics

Variable Category n %
Gender F 67 67.68 %

M 32 32.32 %
Prefer not to say 0 0.00 %

Age 21-30 31 31.31 %
31-40 49 49.49 %
41-50 17 17.17 %
Over 50 2 2.02 %

Position Top Level Management 1 1.01 %
Doctor 3 3.03 %
Nurse 60 60.61 %
Lab staff 1 1.01 %
Pharmachy staff 14 14.14 %
Nutritionist 3 3.03 %
Medical record staff 5 5.05 %
IT staff 1 1.01 %
Other 11 11.11 %

Position level Executive 1 1.01 %
Managers and supervisors 7 7.07 %
Operational staff 91 91.92 %

Work experience <1 Year 0 0.00 %
1-5 Years 22 22.22 %
6-10 Years 26 26.26 %
11-15 Years 28 28.28 %
16-20 Years 10 10.10 %
21-25 Years 11 11.11 %
>25 Years 2 2.02 %

have riskier cybersecurity practices. With regards to the possible score of 0-
56, the minimum score obtained is 0 (1 participant) while the highest score
achieved is 31 (1 participant). Based on Table 2.3, the average score obtained
is 16.37 with an SD of 7.66. On this scale, higher scores indicate that the
respondent had riskier cybersecurity practices in the last month.

The score range of each item in the hospital employees’ cybersecurity
practices is between 0-4. Table 2.3 shows that all of the items have an average
risky cybersecurity practices score of less than 2. Moreover, some of them
have a score averaging less than 1. Item 2 becomes the one with the highest
risk score average of 1.91. It means that more people visit external websites
using the hospital’s computer. Meanwhile, item 8 obtained the lowest risk
score average of 0.38. It means that almost all of the employees never post
patient information on social media that can lead to personal information
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Figure 2.2: Frequency distribution of the hospital staffs’ Perceived Stress
Scale (PSS) scores.

leakage. It is very reasonable because this practice is against the law.
Besides, we also tested the reliability of the hospital employees’ cyber-

security practices scale using the survey results. The Cronbach’s α for the
scale in this study was 0.732, indicating that the items in the scale had rela-
tively good internal consistency. As displayed in Table 2.4, most of the items
are significantly correlated with one another.
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Figure 2.3: Frequency distribution of the hospital staffs’ cybersecurity prac-
tices scores.

Table 2.3: Means, standard deviations, and ranges for the cybersecurity
practices scale items.

Item Mean SD Range
1 1.30 1.46 0-4
2 1.91 1.37 0-4
3 1.68 1.27 0-4
4 0.89 1.08 0-4
5 2.00 1.03 0-4
6 1.73 1.05 0-4
7 0.63 1.13 0-4
8 0.38 1.15 0-4
9 0.87 1.38 0-4
10 1.09 1.34 0-4
11 0.60 1.36 0-4
12 1.49 1.79 0-4
13 1.01 1.67 0-4
14 1.68 1.89 0-4
Total Score 16.37 7.66 0-56
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2.3.4 Correlation Between Stress Level and Cybersecurity
Practices

The correlation between hospital staff’s stress level and their cybersecurity
practices is shown in Table 2.5. In general, stress level had a significant cor-
relation with staff’s cybersecurity practices (rs = 0.305, p < 0.01). It means
that employees with higher PSS scores tend to have higher risky cybersecu-
rity practices scores. In other words, hospital staff with higher stress levels
tend to practice riskier practices in terms of cybersecurity.

Furthermore, stress level has a significant correlation with several spe-
cific cybersecurity practices, namely item 4, 7, 8, 10, and 13 with correlation
coefficient of 0.237 (p < 0.05), 0.291 (p < 0.01), 0.257 (p < 0.05), 0.308 (p <
0.01), and 0.228 (p < 0.05) respectively. The results suggest that there is a
significant relationship between stress level and several cybersecurity prac-
tices in the items. Specifically, stress has a significant relationship with sev-
eral risky practices including clicking on a link in an email from an unknown
sender, not preventing colleagues from seeing patients’ information, posting
patient information on social media, ignoring colleagues practicing bad in-
formation security practices, and not creating strong passwords. For other
risky practices items in the survey, stress level also has a positive correla-
tion, even though it is not significant, except for item 3. It means that higher
stress levels also have a positive link with other risky practices even though
it is not significant. Regarding item 3, unexpectedly, higher stress levels
have a relationship with good practices in terms of reading the alert mes-
sages/emails concerning security. However, the relationship is very weak
and not significant (rs = 0.006).

2.3.5 Principal Finding and Practical Application

In this study, we looked at the links between stress levels and cybersecurity
activities among Indonesian hospital personnel. Overall, we found evidence
that stress is significantly associated with risky cybersecurity practices. This
result agreed with many previous studies that reported a significant corre-
lation between the stressful condition and decreased performance outcomes
(e.g. [24, 18] etc.). In particular, stress correlates significantly with several
specific cybersecurity practices, namely clicking on a link in an email from
an unknown sender, not preventing colleagues from seeing patients’ infor-
mation, posting patient information on social media, ignoring colleagues
practicing bad information security practices, and not creating strong pass-
words.

Acute stress affects our brains to consider reward and punishment in a
way that can make us focus on pleasure and neglect the possible negative
outcomes of our decisions [31, 32]. We are more likely to do things that feel
good at the moment but are terrible for us in the long run when we are in
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Table 2.5: PSS score correlation to cybersecurity practices score.

Item Correlation coefficient (rs)
Item 1 0.095
Item 2 0.070
Item 3 -0.006
Item 4 0.237*
Item 5 0.167
Item 6 0.109
Item 7 0.291**
Item 8 0.257*
Item 9 0.180
Item 10 0.308**
Item 11 0.152
Item 12 0.073
Item 13 0.228*
Item 14 0.155
Total cybersecurity practices score 0.305**
*p < 0.05
**p < 0.01

a stressful condition. For example, when we are stressed and need to create
a password for our new account, we are more likely to choose an easy-to-
remember password or using the same password as for the other website. It
makes us feel good because we will not be stressed to remember a new or
complicated password even though we know that it may be compromised
easily by some attackers in the future. In the same vein, a stressed person is
more likely to access their social media during their work to search for joy.
However, a stressed person tends to make errors and choose irrational deci-
sions that possibly lead to posting sensitive data from work on social media.
Furthermore, stress can make individuals feel exhausted, limited their atten-
tion and cognitive resources, and reduce their executive functioning [31, 16]
so that they are more vulnerable to phishing attacks. Besides, these factors
are also more likely to make the workers ignore their colleague’s risky prac-
tices.

Regarding the practical application, this study contributes input for hos-
pital management to concern about stress prevention among hospital work-
ers as one of the factors to reduce risky cybersecurity practices. Our findings
highlight the need of preventing stress in order to ensure appropriate cyber-
security practices and avoid negative consequences for the hospital such as
data breaches. In addition, reducing hospital worker’s stress levels can also
contribute positively to their physical and mental health and work perfor-
mance [20, 11].
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2.3.6 Limitation

There are several limitations to our work. First, since a self-reported ques-
tionnaire was used to collect the data, even though anonymity is guaran-
teed, it is possible to have a desirability bias [13] where the participant may
choose to answer in a way that they got low risky cybersecurity practices
score or low stress level. Second, it is also possible that the user gave inac-
curate answers because of fatigue, failures to understand questions, or even
random clicking. In this study, we tried to minimize it by using an attention-
checking question. Next, the result of this study may have been affected by
selection bias. Employees with a high workload, which are more likely to
have high stress levels, may have declined to participate due to limited time.
As we can see from Figure 2.2, the stress level in our sample was relatively
low. Finally, this study was cross-sectional, hence, no conclusions about
causal relationships can be formed.

2.4 Conclusion

Many hackers consider healthcare information systems as their target be-
cause of the abundance of important data contained in them. Therefore, it’s
crucial to take the proper precautions to avoid data breaches. In cyberse-
curity, humans are frequently referred to as the weakest link. According to
recent reports, a large number of breaches featured a human element, with
social engineering being the most common method exploited. As a result,
many studies are devoted to gaining a better knowledge of human behav-
ior in cybersecurity and the elements that influence cybersecurity practices.
However, only a few research have looked into the relationship between
stress and cybersecurity practices.

In this work, we surveyed 99 hospital workers in Indonesia to under-
stand if there was a relationship between their stress levels and their cyber-
security practices. This study is based on the hypothesis that hospital staff
who are under a lot of stress exhibit riskier security practices. The employ-
ees’ stress levels were measured using the Perceived Stress Scale (PSS). To
assess hospital staff’s risky cybersecurity practices, a custom scale was de-
veloped based on the HAIS-Q, SeBIS, and interviews with 36 hospital staff
and cybersecurity experts from several hospitals and universities in Indone-
sia, Ghana, and Norway.

Based on the reliability analysis, both PSS and Hospital Staffs’ Cyberse-
curity Practices scales have acceptable Cronbach’s alpha values, which are
0.733 and 0.732 respectively. The survey also found that higher stress lev-
els among hospital employees are significantly associated with riskier cy-
bersecurity practices (rs= 0.305, p 0.01). Furthermore, specifically, higher
stress level also has a significant relationship with some specific cyberse-
curity practices, namely clicking on a link in an email from an unknown
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sender, not preventing colleagues from seeing patients’ information, post-
ing patient information on social media, ignoring colleague practicing bad
information security practices, and not creating strong passwords.

The result of this study presents input for hospital management to give
concern on stress prevention among their workers in order to reduce risky
cybersecurity practices. Our findings highlight the need of preventing stress
to ensure appropriate cybersecurity practices and avoid negative outcomes
for the hospital such as data breaches. However, it was a cross-sectional
study so that no conclusions about causal relationships can be drawn. There-
fore, analyzing the causal relationships between stress level and cybersecu-
rity practices could be an important future work.
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Chapter 3

Correlating Healthcare Staff’s Stress
Level and Cybersecurity Practices in

Norway

Muhammad Ali Fauzi; Prosper Yeng; Bian Yang;

Abstract

This paper examines the relationship between stress levels and cybersecu-
rity practices among hospital employees in Norway. As the healthcare sector
increasingly uses technology to improve patient care, hospital data became
more vulnerable to cyber attacks and the human factor remains a signifi-
cant vulnerability that can be exploited by hackers. Stress is one such factor
that can affect cybersecurity practices. This study hypothesized that em-
ployees with higher stress levels are more likely to engage in risky security
practices. An online survey was conducted to collect data on demographic
details, stress levels, and cybersecurity practices of healthcare staff. Respon-
dents’ stress levels were assessed using the Perceived Stress Scale (PSS), and
hospital staff’s hazardous cybersecurity practices were evaluated using the
Hospital Staff’s Risky Cybersecurity Practices Scale (HS-RCPS). Regarding
cybersecurity practices, the results show that hospital workers in Norway
tend to have good cybersecurity practices. Our findings also indicate that
there is no significant correlation between stress levels and cybersecurity
practices (r=0.101). In addition, demographic variables including gender,
age, position, and position level did not have a significant impact on health-
care professionals’ dangerous cybersecurity activities. However, years of
working experience were found to be a crucial factor in determining cyber-
security practices among hospital employees ( F(3, 38) = 3.146, p = 0.036)
with staff who had more than 25 years of work experience getting the high-
est average HS-RCPS score.
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3.1 Introduction

The healthcare sector has increasingly utilized technology to manage pa-
tient data and improve patient care. However, despite the implementation
of robust cybersecurity measures and advanced technologies, the human
factor remains a significant vulnerability that can be exploited by hackers
[10, 15]. Human error, resulting from actions such as selecting weak pass-
words, falling for phishing scams, or disregarding security protocols, can
compromise digital systems and data security, exposing them to cyber at-
tacks. Notably, a recent Verizon study [19] highlights the critical role of hu-
man error in data breaches, with approximately 82% of incidents attributed
to this factor. Consequently, the human element in cybersecurity has been
extensively investigated in prior research [20, 7, 6, 21, 9].

Stress is one of the human factors that needs attention in the context of
cybersecurity in the healthcare setting. Healthcare professionals experience
various job-related stressors, including long working hours, heavy work-
loads, low compensation, organizational challenges, etc. [4, 12, 8]. Psy-
chological studies indicate that high levels of stress can negatively affect
decision-making skills and task performance, leading to poor patient safety
and fewer profitable choices [14, 17]. However, The relationship between
stress and cybersecurity practices has only been briefly studied in peer-
reviewed papers. Fauzi et al. [5] have evaluated the association between
stress levels and the cybersecurity practices of hospital staff in Indonesia
while McCormac et al [11] examined the relationship between job stress and
information security awareness (ISA) among company workers in Australia.
There have been no studies on this topic for hospital professionals in Nor-
way.

This paper aims to investigate the relationship between stress levels and
cybersecurity practices among hospital workers in Norway, hypothesizing
that employees with higher stress levels are more likely to engage in risky
security practices. In addition, we will also evaluate the relationship be-
tween the workers’ demographic variables and their cybersecurity practices.
By understanding the impact of stress on cybersecurity practice, healthcare
organizations can develop targeted interventions and training programs to
mitigate the risks associated with human factors in cybersecurity. The find-
ings of this study have important implications for the healthcare industry
and cybersecurity professionals. It can inform the development of more ef-
fective cybersecurity policies, procedures, and training programs. Finally,
this research has the potential to improve the security of healthcare systems
and protect sensitive patient data.
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3.2 MATERIALS AND METHODS

Figure 3.1: Proposed Approach.

3.2 Materials and Methods

3.2.1 Research approach

In this study, the primary objective was to examine the relationship between
stress levels and cybersecurity practices among hospital staff. The research
approach is outlined in Figure 3.1. To achieve this objective, an online sur-
vey developed using Nettskjema was utilized to collect data on the demo-
graphic details, stress levels, and cybersecurity practices of healthcare staff
within the past month. Nettskjema is an online survey platform that places
a high priority on data privacy and security run by the University of Oslo
[18]. The survey was composed in Norwegian. Respondents’ stress levels
were assessed using the Perceived Stress Scale (PSS), and hospital staff’s
hazardous cybersecurity practices were evaluated using the Hospital Staff’s
Risky Cybersecurity Practices Scale (HS-RCPS). Additionally, to guarantee
the quality of the response, the questionnaire also contained an attention-
checking question. Hospital employees from a hospital in Norway were
invited to participate in the study. All respondents provided their written
consent electronically, and the surveys’ completion and analysis were com-
pletely anonymous.

3.2.2 Perceived Stress Scale (PSS)

The Perceived Stress Scale (PSS) is a self-report survey used to measure in-
dividuals’ perceptions of stress in their lives. It uses a 5-point Likert scale to
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assess the frequency of thoughts and feelings connected to stress during the
previous month. PSS assesses the subjective experience of stress, rather than
specific stressors. PSS has three variations: PSS-14, PSS-10, and PSS-4, with
PSS-10 having superior psychometric properties than the others [2]. PSS
has been translated and validated in many languages, indicating its cross-
cultural applicability. This study will use the Norwegian language version
of PSS. This version was translated by CheckWare AS, Norway [3]. We will
also evaluate the reliability of this Norwegian version in this study.

3.2.3 Hospital Staff’s Risky Cybersecurity Practices Scale
(HS-RCPS)

The Hospital Staff’s Risky Cybersecurity Practices Scale (HS-RCPS) was de-
veloped to evaluate hospital staff’s cybersecurity practices. This scale is
partially based on the Human Aspects of Information Security Question-
naire (HAIS-Q) and the Security Behavior Intentions Scale (SeBIS). The scale
was tailored specifically to measure the cybersecurity practices of healthcare
workers based on feedback from interviews with 36 healthcare employees
and cybersecurity professionals from various universities and hospitals in
Ghana, Indonesia, and Norway. As seen in Table 3.1 The scale consists of 12
items with a possible total score ranging from 0 to 48. Higher scores indi-
cate riskier cybersecurity practices over the past month. Respondents were
asked to rate their engagement in specific cybersecurity practices using a
scale of 0 to 4 (”disagree” to ”agree”).

3.2.4 Data Analysis

SPSS was employed to analyze the data. The reliability of both PSS and
HS-RCPS was evaluated using Cronbach’s α. Furthermore, the correlation
between the two scales, PSS and HS-RCPS, was assessed using Pearson’s
correlation coefficient. In addition, a t-test was used to analyze the mean
difference of HS-RCPS scores between different gender and position level
groups while ANOVA was utilized to test the mean difference between dif-
ferent age, position, and work experience groups.

3.3 Results

3.3.1 General characteristics of respondents

In total, 44 hospital staff took part in the survey but only 42 of them were
judged to be eligible as they correctly answered the attention-checking ques-
tion. The characteristic of the eligible respondents is displayed in Table 3.2.

Regarding the gender distribution, the majority of the respondents (85.70%)
identified as female, while a smaller percentage (14.30%) identified as male.

102



3.3 RESULTS

Table 3.1: Items for the HS-RCPS

Item
1 In the last month, I usually write my username and password on

a piece of paper and stick the paper onto my computer for easy
access

2 In the last month, I sometimes visit at least one of the following
websites using the hospital’s computer: social media; Dropbox and
other public file storage systems; online music or videos sites; on-
line newspapers and magazines; personal e-mail accounts; games;
instant messaging services, etc

3 In the last month, I did not often read the alert messages/emails
concerning security

4 In the last month, I sometimes click on a link in an email from an
unknown sender

5 In the last month, I usually postpone software updating activities
(restarting, clicking to run an update, accepting to update, or fol-
lowing the update schedule) of my computers at my workplace

6 In the last month, I usually postpone backup activities when I am
prompted

7 In the last month, I usually do not prevent my colleagues from
seeing patients’ records for a non-therapeutic purpose when I am
working on patient information on my laptop

8 In the last month, I did not post patient information on social media
9 In the last month, I sometimes share my passwords with my col-

leagues in the hospital
10 In the last month, I usually do not take any action when I notice

my colleague ignoring information security rules
11 In the last month, I used a combination of letters, numbers, and

symbols in my work passwords
12 In the last month, I have changed my passwords
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Table 3.2: Respondent Characteristics

Variable Category n %
Gender Female 36 85.70 %

Male 6 14.30 %
Age 21-31 11 26.20 %

31-40 14 33.30 %
41-50 10 23.80 %
Over 50 7 16.70 %

Position Top Level Management 2 4.80 %
Doctor 14 33.30 %
Nurse 21 50.00 %
Other 5 11.90 %

Position level Executive 0 0.09 %
Managers and supervisors 6 14.30 %
Operational staff 36 85.70 %

Work experience <6 Year 7 16.70 %
6-15 Years 20 47.60 %
16-25 Years 10 23.80 %
>25 Years 5 11.90 %

The survey respondents were fairly evenly distributed across different age
ranges, with the largest group falling in the 31-40 age range (33.30%) and
the smallest group was respondents over the age of 50 (16.70%). Mean-
while, the percentages of respondents in the 21-31 and 41-50 age ranges were
26.30% and 23.80%, respectively. Based on position, a majority of the respon-
dents identified as nurses (50.00%) and followed by doctors (33.30%). Only
a small percentage (4.80%) occupied a management top-level management
position while 11.90% of them worked in other positions. The vast major-
ity of respondents (85.70%) identified as operational staff, while a smaller
percentage (14.30%) identified as managers or supervisors. No respondents
identified as executive level. Furthermore, regarding years of work expe-
rience, the majority of respondents (47.60%) reported having 6-15 years of
work experience, followed by 16-25 years (23.80%). Only a small percentage
(11.90%) reported having over 25 years of work experience.

3.3.2 PSS Score

The PSS scores’ distribution is shown in Figure 3.2. Higher PSS scores indi-
cate that the respondent has experienced more stress during the last month.
The PSS scores range from 0 to 40. According to the result, the PSS score av-
erage was 14.05 with a standard deviation of 6.4. One staff had a PSS score
of 1, which is the lowest score recorded among all respondents. In contrast,
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the highest PSS score ever recorded was 29, which was recorded by one
staff. Furthermore, we also assessed the reliability of the PSS. According to
the survey results, the scale had a Cronbach’s α of 0.844 which indicates that
its items had a good level of internal consistency [16, 22].

Figure 3.2: Frequency distribution of the PSS scores.

3.3.3 HS-RCPS Score

The distribution and statistics of the HS-RCPS scores are shown in Figure
3.3 and Table 3.3. The riskiness of the cybersecurity practices was measured
on a scale from 0 to 48, with 0 being the lowest and 48 being the greatest.
The lowest risky cybersecurity practice score among the respondents over
the last month was 2, which was achieved by two staff. One staff, on the
other hand, had a score of 26, indicating that they had the riskiest practices
within the same time period. The standard deviation of the score was 4.90
with the average being 10.88.

The range of each item was 0-4. The mean response values for the items
range from 0.00 to 1.90, with item 6 having the highest mean value (1.90). It
means that generally, the staff had good cybersecurity practices. Moreover,
two items (items 1 and 8) had a mean value of 0, the safest cybersecurity
practice. It suggests that none of the staff write their credential in public
places for easy access (item 1) or post patient information on social media
(item 8). Finally, we assessed the reliability of the HS-RCPS. According to
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Table 3.3: Descriptive statistic of HS-RCPS items.

Item Min Max Mean SD Range
I-1 0 0 0.00 0.00 0-4
I-2 0 4 0.95 1.43 0-4
I-3 0 4 1.21 1.32 0-4
I-4 0 4 0.14 0.65 0-4
I-5 0 4 1.88 1.15 0-4
I-6 0 3 1.90 0.48 0-4
I-7 0 4 1.64 1.38 0-4
I-8 0 0 0.00 0.00 0-4
I-9 0 4 0.12 0.63 0-4
I-10 0 4 1.40 1.13 0-4
I-11 0 4 0.74 1.36 0-4
I-12 0 4 0.88 1.42 0-4
HS-RCPS 2 26 10.88 4.90 0-48

the survey results, the scale had a Cronbach’s α of 0.502 which indicates that
its items had an acceptable level of internal consistency [1, 16, 22].

Figure 3.3: Frequency distribution of the HS-RCPS scores.
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Table 3.4: Descriptive statistic of risky cybersecurity practices score based
on gender.

Gender Number of respondents Mean SD
Female 36 10.4722 5.0793
Male 6 13.3333 2.8752

Table 3.5: Descriptive statistic of risky cybersecurity practices score based
on age.

Age (years) Number of respondents Mean SD
Less than 31 11 12.0000 3.6878
31-40 14 11.0714 4.7307
41-50 10 8.4000 3.8355
Over 50 7 12.2857 7.4992

3.3.4 Demographic and Risky Cybersecurity Practices

The descriptive statistic of risky cybersecurity practices score based on gen-
der, age, position, position level, and work experience are displayed in Ta-
ble 3.4, 3.5, 3.6, 3.7, and 3.8 respectively. The t-test results indicate that there
was no significant difference in the levels of risky cybersecurity practices
between male (M = 13.33, SD = 2.88) and female (M = 10.47, SD = 5.08) re-
spondents, t(40) = 2.039, p = 0.161. Similarly, the difference was also not
significant between staff in operational (M = 11.22, SD = 4.92) and man-
ager/supervisor (M = 8.83, SD = 4.71) positions, t(40) = 0.003, p = 0.959.

Additionally, the ANOVA results indicate that there was no significant
difference in mean scores of risky cybersecurity practices among age groups
(F(3, 38) = 1.266, p = 0.300) and position groups (F(3, 38) = 0.326, p = 0.828).
However, there was a significant difference in mean scores of risky cyberse-
curity practices between staff groups based on years of work experience, F(3,
38) = 3.146, p = 0.036. More specifically, staff with over 25 years of work ex-
perience had significantly higher mean HS-RCPS scores compared to those
with 16-25 years of work experience (p = 0.038). Staff with more than 25
years of work experience got the highest average HS-RCPS score compared
to other groups with 14.40.

3.3.5 Correlation Between Stress Level and Cybersecurity
Practices

Table 3.9 depicts the correlation between the stress levels of hospital staff
and their risky cybersecurity practices. The results indicate that stress levels
did not significantly correlate with cybersecurity practices. The correlation
value between PSS and HS-RCPS-14 was r = 0.101. Furthermore, there are
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Table 3.6: Descriptive statistic of risky cybersecurity practices score based
on position.

Position Number of respondents Mean SD
Management 2 10.0000 5.6569
Doctor 14 11.7143 4.2141
Nurse 21 10.7619 5.6649
Other 5 9.4000 3.8471

Table 3.7: Descriptive statistic of risky cybersecurity practices score based
on position level.

Position Level Number of respondents Mean SD
Managers and supervisors 6 8.8333 4.7082
Operational staff 36 11.2222 4.9171

Table 3.8: Descriptive statistic of risky cybersecurity practices score based
on years of work experience.

Work Experience Number of respondents Mean SD
<6 Year 7 12.0000 2.8868
6-15 Years 20 11.3500 4.2584
16-25 Years 10 7.4000 4.5510
>25 Years 5 14.4000 7.2319

no single specific risky cybersecurity practices that had a significant rela-
tionship with the stress level. The table also shows the correlation between
PSS and either item 1 or item 8 cannot be computed because at least one of
the variables is constant. Based on the survey data, both item 1 and item 8
scores are always constant, which is 0.

3.4 Discussion

In this paper, we conducted a correlation analysis between healthcare staff’s
stress level and cybersecurity practices in Norway. Despite previous work
such as by Fauzi et. al. [5] and McCormac et al. [11] reported that higher
stress level was significantly associated with riskier cybersecurity practices,
this study could not provide significant evidence about that correlation.
This can be because stress does not affect the cybersecurity practices of hos-
pital workers in Norway. However, the number of respondents is too low.
Hence, further studies in Norway need to be conducted.

Regarding cybersecurity practices, hospital workers in Norway tend to
have a low HS-RCPS score which indicates they have good cybersecurity
practices. Moreover, all of them have zero scores on two items, namely,
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Table 3.9: PSS score correlation to cybersecurity practices score.

Item Correlation coefficient
I-1 a.
I-2 -0.013
I-3 -0.125
I-4 0.109
I-5 0.165
I-6 0.259
I-7 0.137
I-8 a.
I-9 0.100
I-10 -0.130
I-11 0.001
I-12 0.131
HS-RCPS 0.101
*p < 0.05.
**p < 0.01.
a. Cannot be computed because at least one of the variables is constant.

writing their credentials in public places for easy access and posting patient
information on social media. It means that they never do that practice re-
gardless of their stress level.

In examining the relationship between demographic variables and risky
cybersecurity practices of healthcare professionals, it was found that fac-
tors such as gender, age, position, and position level had minimal to no
significant impact on cybersecurity practices. However, when the years of
working experience were taken into account, significant differences in un-
safe practices were observed between various groups of healthcare profes-
sionals. More specifically, staff with over 25 years of work experience had
significantly riskier cybersecurity practices compared to those with 16-25
years of work experience. Staff with more than 25 years of work experience
got the highest average HS-RCPS score compared to other groups. Expe-
rienced healthcare professionals may become complacent or overconfident
in their abilities to maintain cybersecurity, leading to risky behaviors. Ad-
ditionally, they may have developed bad habits over time that make them
more susceptible to security breaches. In addition, generally, people with
more than 25 years of work experience are older people. Mubarak and Ny-
cyk [13] reported suggested older people still face challenges in learning
internet skills.

Regarding the PSS in the Norwegian version, we also have evaluated its
reliability. The result shows that this version has a good reliability with a
Cronbach’s α of 0.844. This contributes to the limited studies that validate
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the Norwegian version of PSS.
For practical application, this research can be one of the basis for hos-

pital management to make their cybersecurity policies. Furthermore, the
result from this paper can also be used as guidance to make an effective and
efficient training program to improve the cybersecuirty practices of hospital
staff.

3.5 Limitation

Several limitations to our study need to be acknowledged. First, the sam-
ple size was relatively small, which may limit the generalizability of our
findings. Secondly, we used a self-reported questionnaire to collect data,
which could be subject to desirability bias despite anonymity being guar-
anteed. Respondents may provide socially desirable responses or responses
that they believe the researcher wants to hear rather than truthful ones. In
addition, memory bias could also affect the accuracy of the responses, par-
ticularly for questions related to past events or behaviors. Moreover, this
study was cross-sectional, which means that we collected data at a single
point in time. Therefore, we cannot determine the causal relationship be-
tween stress and cybersecurity practices.

3.6 Conclusions

Our study examined the relationship between stress levels and cybersecu-
rity practices among hospital employees in Norway. Our findings revealed
that there is no significant correlation between these two factors. Moreover,
demographic variables such as gender, age, position, and degree of position
did not have a significant impact on healthcare professionals’ dangerous cy-
bersecurity activities. However, years of working experience were found
to be a crucial factor in determining cybersecurity practices among hospital
employees.

Our study has several implications for hospital management. The results
can serve as a foundation for improving the effectiveness and efficiency of
cybersecurity measures in healthcare settings. By identifying the factors that
influence cybersecurity practices among hospital employees, management
can design targeted training programs to enhance cybersecurity awareness
and practices. Such measures can lower the risk of cyberattacks and im-
prove patient safety and privacy.

For future studies, more respondents from hospital workers in Norway
are needed. In addition, future research to explore the causal relationship
between stress levels and cybersecurity practices is also important.
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Abstract

This study aims to investigate the relationship between stress levels among
hospital staff and their risky cybersecurity practices. A web-based survey
was conducted with a sample of 353 hospital staff from Ghana, Norway,
and Indonesia. The results indicate a statistically significant positive cor-
relation between the stress levels of hospital staff and their engagement in
unsafe cybersecurity practices (r = 0.201, p < 0.01). Specifically, the study
finds that staff members’ inclination to click on links from unknown sources
is the cybersecurity practice most strongly influenced by stress levels. The
study did not observe any significant differences in cybersecurity practices
based on gender, age, job, position level, or work experience. However,
it does highlight notable differences in cybersecurity practices across coun-
tries, with Norwegian hospital staff exhibiting better cybersecurity practices
than their counterparts from Ghana and Indonesia.

5.1 Introduction

Electronic health records (EHRs), telemedicine, and remote patient moni-
toring systems have all been adopted in recent years, undergoing a consid-
erable digital transition in the healthcare sector. Even though these tech-
nological developments have improved patient outcomes and the quality
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of treatment, they have also presented new cybersecurity threats to hospi-
tals and their workers. Due to the enormous volumes of sensitive patient
data that are electronically kept and exchanged, the healthcare sector is es-
pecially susceptible to cyber-attacks [18]. Data breaches, financial losses,
reputational harm, and, most crucially, jeopardized patient care are all pos-
sible outcomes of these attacks [14].

It is generally known that human factors are one of the major causes of
cybersecurity breaches. Human error may compromise even the most so-
phisticated technological security measures [19, 22]. For instance, according
to a recent Verizon research, humans were involved in 82% of all data leaks
[18]. Therefore, many prior studies focused on understanding how the hu-
man factor can affect cybersecurity practices and identify the factors that
affect cybersecurity practices [21, 9, 7, 23, 10].

Stress is one of the human factors that can affect cybersecurity practices.
Stress can lead to lapses in judgment, increased impulsivity, and a reduced
ability to make rational decisions [16, 13, 20]. In the context of cybersecurity,
stress may lead to unsafe cybersecurity practices, such as clicking on suspi-
cious links or responding to phishing emails. Hence, it is essential to under-
stand the impact of stress on cybersecurity practices. However, only a few
studies focused on this topic, especially in the healthcare setting. Moreover,
most of the studies were conducted in developed countries. McCormac et
al. [12] analyzed the effect of job stress on information security awareness
among company workers in Australia while Fordyce et al. [6] investigated
the effect of stress on password choice among students in United Kindom.
There is no study on this topic conducted in developing countries.

This study aims to investigate the relationship between hospital staff
stress levels and cybersecurity practices in Norway and two developing
countries, Ghana and Indonesia. This study follows the hypothesis that
hospital workers with higher stress levels engage in riskier security prac-
tices. Additionally, we will also compare the cybersecurity practices be-
tween these three countries and examine the relationship between demo-
graphic variables and cybersecurity practices. By examining this relation-
ship, this study can contribute to the existing literature on cybersecurity in
the healthcare industry and provide insights for hospitals to improve their
cybersecurity practices.

5.2 Materials and Methods

5.2.1 Research approach

This study’s primary objective was to examine the relationship between
stress levels and cybersecurity practices among hospital staff. The research
approach is outlined in Figure 5.1. To achieve this objective, an online sur-
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Figure 5.1: Proposed Approach.

vey developed using Nettskjema was utilized to collect data on healthcare
staff’s demographic details, stress levels, and cybersecurity practices within
the past month. Nettskjema is an online survey platform that places a high
priority on data privacy and security run by the University of Oslo. The
survey was composed in English for participants from Ghana, Norwegian
for participants from Norway, and Indonesian for participants from Indone-
sia. The participants’ stress levels and risky cybersecurity practices were as-
sessed using the Perceived Stress Scale (PSS) and Hospital Staff’s Risky Cy-
bersecurity Practices Scale (HS-RCPS), respectively. Additionally, the ques-
tionnaire included an attention-checking question to guarantee the response’s
quality. Hospital employees from three hospitals in Ghana, a hospital in
Norway, and a hospital from Indonesia were invited to participate in the
study. All participants provided their written consent electronically, and the
surveys’ completion and analysis were completely anonymous.

5.2.2 Perceived Stress Scale (PSS)

The Perceived Stress Scale (PSS) is a self-report survey used to measure in-
dividuals’ perceptions of stress. It uses a 5-point Likert scale to assess the
frequency of thoughts and feelings connected to stress during the previous
month. PSS assesses the subjective experience of stress rather than specific
stressors. PSS has three variations: PSS-14, PSS-10, and PSS-4, with PSS-10
having superior psychometric properties than the others [3]. PSS has been
translated and validated in many languages, indicating its cross-cultural ap-
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plicability. This study will use the Norwegian language version of PSS. In
this study, we used the original English version of PSS-10 for participants
from Ghana. Meanwhile, the Indonesian version by Pin [15] was used for
Indonesian participants and the Norwegian version translated by Check-
Ware AS [4] was employed for Norwegian participants.

5.2.3 Hospital Staff’s Risky Cybersecurity Practices Scale
(HS-RCPS)

The Hospital Staff’s Risky Cybersecurity Practices Scale (HS-RCPS) was de-
veloped to evaluate hospital staff’s cybersecurity practices based on the Hu-
man Aspects of Information Security Questionnaire (HAIS-Q) and the Secu-
rity Behavior Intentions Scale (SeBIS). The scale was tailored specifically to
measure the cybersecurity practices of healthcare workers based on feed-
back from interviews with 36 healthcare employees and cybersecurity pro-
fessionals from various universities and hospitals in Ghana, Indonesia, and
Norway. The scale consists of 12 items with a possible total score ranging
from 0 to 48 as depicted in Table 5.1. Higher scores indicate riskier cyberse-
curity practices over the past month. Participants were asked to rate their
engagement in specific cybersecurity practices using a scale of 0 to 4 (”dis-
agree” to ”agree”). This scale is available in English, Norwegian, and In-
donesian versions.

5.2.4 Data Analysis

The present study employed SPSS software to analyze the collected data.
The reliability of the PSS and HS-RCPS was measured using Cronbach’s al-
pha. Furthermore, Pearson’s correlation coefficient was utilized to evaluate
the relationship between the PSS and HS-RCPS scales. The mean differ-
ences among various demographic groups, such as age, position, position
level, and work experience, were assessed using ANOVA. A t-test was uti-
lized to evaluate the mean difference in HS-RCPS scores between males and
females. Additionally, a Kruskal-Wallis test with Bonferroni-Dunn posthoc
analysis was conducted to examine the variance in HS-RCPS scores among
staff groups based on their country.

5.3 Results

5.3.1 General characteristics of participants

In total, 389 hospital employees participated but 36 of them failed to answer
the attention-checking question correctly. As seen in Table 5.2, 353 quali-
fied participants were finally included in the study, with 212 participants
from Ghana, 42 from Norway, and 99 from Indonesia. Based on gender, 209
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Table 5.1: Items for the HS-RCPS

Item
1 In the last month, I usually write my username and password on

a piece of paper and stick the paper onto my computer for easy
access

2 In the last month, I sometimes visit at least one of the follow-
ing websites using the hospital’s computer: social media; Drop-
box and other public file storage systems; online music or videos
sites; online newspapers and magazines; personal e-mail ac-
counts; games; instant messaging services, etc

3 In the last month, I did not often read the alert messages/emails
concerning security

4 In the last month, I sometimes click on a link in an email from an
unknown sender

5 In the last month, I usually postpone software updating activities
(restarting, clicking to run an update, accepting to update, or fol-
lowing the update schedule) of my computers at my workplace

6 In the last month, I usually postpone backup activities when I am
prompted

7 In the last month, I usually do not prevent my colleagues from
seeing patients’ records for a non-therapeutic purpose when I am
working on patient information on my laptop

8 In the last month, I did not post patient information on social me-
dia

9 In the last month, I sometimes share my passwords with my col-
leagues in the hospital

10 In the last month, I usually do not take any action when I notice
my colleague ignoring information security rules

11 In the last month, I used a combination of letters, numbers, and
symbols in my work passwords

12 In the last month, I have changed my passwords
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Variable Category n %
Country Ghana 212 60.10 %

Norway 42 11.90 %
Indonesia 99 28.00 %

Gender Female 209 59.20 %
Male 143 40.50 %
Prefer not to say 1 0.30 %

Age 21-31 117 33.10 %
31-40 168 47.60 %
41-50 47 13.30 %
Over 50 21 5.90 %

Position Top Level Management 15 4.20 %
Doctor 34 9.60 %
Nurse 180 51.00 %
Lab staff 22 6.20 %
Pharmacy staff 28 7.90 %
IT staff 14 4.00 %
Researcher 3 0.80 %
Nutritionist 3 0.80 %
Other 54 15.30 %

Position level Executive 5 1.40 %
Managers and supervisors 59 16.70 %
Operational staff 289 81.90 %

Work experience <6 Year 131 37.10 %
6-15 Years 166 47.00 %
16-25 Years 46 13.00 %
>25 Years 10 2.80 %

(59.20%) of them are females and 143 of them are males (40.50%). One par-
ticipant (0.30%) preferred not to disclose their gender. The age range of the
participants varied, with 117 (33.10%) falling in the 21-31 years category, 168
(47.60%) falling in the 31-40 years category, 47 (13.30%) falling in the 41-50
years category, and 21 (5.90%) falling in the over 50 years category. Re-
garding participants’ positions, 15 (4.20%) were in top-level management,
34 (9.60%) were doctors, 180 (51.00%) were nurses, 22 (6.20%) were lab staff,
28 (7.90%) were pharmacy staff, 14 (4.00%) were IT staff, 3 (0.80%) were re-
searchers, 3 (0.80%) were nutritionists, and 54 (15.30%) reported other posi-
tions. The participants’ position level was categorized as executives (1.40%),
managers and supervisors (16.70%), and operational staff (81.90%). Regard-
ing work experience, 131 (37.10%) participants had less than six years of
experience, 166 (47.00%) had 6-15 years of experience, 46 (13.00%) had 16-25
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Table 5.3: Descriptive statistic of PSS score in Ghana, Norway, and Indone-
sia.

Country Min Max Mean SD
Ghana 1 27 16.12 5.23
Norway 1 29 14.05 6.40
Indonesia 3 21 13.89 4.41
All 1 29 15.25 5.28

years of experience, and 10 (2.80%) had more than 25 years of experience.

5.3.2 PSS Score

Figure 5.2 displays the distribution of Perceived Stress Scale (PSS) scores
among the study participants. The PSS is a self-reported scale that measures
the degree to which individuals perceive their lives as stressful. The scores
range from 0 to 40, with higher scores indicating higher levels of perceived
stress during the past month. The statistic of the PSS score from the three
countries is depicted in table 5.3. Ghana had the highest PSS score average,
followed by Norway, and Indonesia became the last. From Ghana, the PSS
scores reported ranged from 1 to 27, with an average score of 16.12 and a
standard deviation of 5.23. The lowest PSS score was obtained by one par-
ticipant with 1, while the highest score was also reported by one participant
with 27. From Norway, the PSS scores reported ranged from 1 to 29, with an
average score of 14.05 and a standard deviation of 6.4. The lowest PSS score
was obtained by one staff member, while the highest score was also reported
by one staff member. From Indonesia, the PSS scores reported ranged from
3 to 21, with an average score of 13.89 and a standard deviation of 4.41. The
lowest PSS score was obtained by one participant, while the highest score
was reported by four participants. Combining all of the results from these
three countries, the mean PSS score was 15.25 with a standard deviation of
5.28.

Finally, we assessed the reliability of the PSS. According to the survey re-
sults, PSS in English, Norwegian, and Indonesian versions had Cronbach’s
α of 0.750, 0.844, and 0.733, respectively. It indicates that the items in all
three PSS versions had a good level of internal consistency [17, 24].

5.3.3 HS-RCPS Score

The distribution and statistics of the HS-RCPS scores are shown in Figure
5.3 and Table 5.4. HS-RCPS is a scale of 0 to 48, with 0 denoting the lowest
risky cybersecurity practice and 48 denoting the highest. Overall, the results
showed that the mean HS-RCPS score for all three countries was 14.94, with
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(a) All three countries (b) Ghana

(c) Norway (d) Indonesia

Figure 5.2: Frequency distribution of the PSS score

a standard deviation of 6.64. From Ghana, the results indicate that the min-
imum HS-RCPS score among the participants was 0, while the maximum
was 36. The mean score was 15.95 with a standard deviation of 6.64. Mean-
while, the minimum and maximum scores in Norway were 2 and 26, re-
spectively, with a mean of 10.88 and a standard deviation of 4.90. Finally, in
Indonesia, the minimum and maximum scores were 0 and 27, respectively,
with a mean of 14.49 and a standard deviation of 6.64. The findings suggest
that risky cybersecurity practice is relatively low among individuals in the
three countries. Comparatively, Ghana had the highest mean score while
Norway had the lowest.

Furthermore, the reliability of the HS-RCPS was assessed through sur-
vey results obtained from Ghana, Norway, and Indonesia. The scale’s inter-
nal consistency was evaluated using Cronbach’s α coefficient. The survey
results from Ghana, Norway, and Indonesia indicated that the scale had a
Cronbach’s α of 0.595, 0.502, and 0.697, respectively. Overall, the HS-RCPS
demonstrated acceptable internal consistency across the surveyed popula-
tions [2, 17, 24].
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(a) All three countries (b) Ghana

(c) Norway (d) Indonesia

Figure 5.3: Frequency distribution of the HS-RCPS scores

Table 5.4: Descriptive statistic of HS-RCPS score in Ghana, Norway, and
Indonesia.

Country Min Max Mean SD
Ghana 0 36 15.95 6.64
Norway 2 26 10.88 4.90
Indonesia 0 27 14.49 6.64
All 0 36 14.94 6.64

5.3.4 Demographic and Risky Cybersecurity Practices

The descriptive statistic of risky cybersecurity practices score based on gen-
der, age, position, position level, and work experience are displayed in Ta-
ble 5.5, 5.6, 5.7, 5.8, and 5.9 respectively. The statistical analysis revealed no
significant differences in the levels of risky cybersecurity practices between
male and female participants. Technically, the t-test results indicated that
the mean scores for females (M = 14.65, SD = 6.47) and males (M = 15.32, SD
= 6.90) were not significantly different, t(350) = 0.980, p = 0.323. In addition,
the ANOVA results indicated that there were no significant differences in
mean scores of risky cybersecurity practices among various groups, includ-
ing age (F(3, 349) = 0.347, p = 0.791), position (F(8, 344) = 1.774, p = 0.081),

151
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PRACTICES IN THREE COUNTRIES: IN COMBINATION AND
COMPARISONTable 5.5: Descriptive statistic of risky cybersecurity practices score based
on gender.

Gender Number of Participants Mean SD
Female 209 14.6507 6.4657
Male 143 15.3217 6.9023

Table 5.6: Descriptive statistic of risky cybersecurity practices score based
on age.

Age (years) Number of Participants Mean SD
Less than 31 117 15.3932 6.7924
31-40 168 11.0714 4.7307
41-50 47 8.4000 3.8355
Over 50 21 12.2857 7.4992

Table 5.7: Descriptive statistic of risky cybersecurity practices score based
on position.

Position Number of Participants Mean SD
Top Level Management 15 14.2667 9.0984
Doctor 34 14.7353 5.8946
Nurse 180 15.0500 6.2929
Lab staff 22 16.9091 6.6541
Pharmacy staff 28 17.2143 5.4525
IT staff 14 13.5000 6.4896
Researcher 3 18.3333 7.7675 %
Nutritionist 3 19.6667 4.5093
Other 54 12.8148 7.6160

position level (F(2, 350) = 0.144, p = 0.866), and work experience (F(3, 349) =
1.369, p = 0.252).

On the other hand, the Kruskal-Wallis test showed that the scores for
risky cybersecurity practices varied significantly across various staff groups
based on country (χ2(2) = 23.124, p < 0.001). Specifically, the scores for
hospital staff from Norway were significantly lower than those from Ghana
and Indonesia (p = 0.000 and p=0.04, respectively), suggesting that hospital
staff from Norway have better cybersecurity practices.

5.3.5 Correlation Between Stress Level and Cybersecurity
Practices

Table 5.10 presents the correlation between the perceived stress levels of hos-
pital staff and their risky cybersecurity practices. The results reveal that
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Table 5.8: Descriptive statistic of risky cybersecurity practices score based
on position level.

Position Level Number of Participants Mean SD
Executive 5 15.6000 8.5615
Managers and supervisors 59 14.5424 7.1615
Operational staff 289 15.0069 6.52026

Table 5.9: Descriptive statistic of risky cybersecurity practices score based
on years of work experience.

Work Experience Number of Participants Mean SD
<6 Year 131 14.7481 7.0769
6-15 Years 166 15.4639 6.2935
16-25 Years 46 14.3043 6.5553
>25 Years 10 11.6000 6.3631

there was a statistically significant positive correlation between staff’s stress
levels and their cybersecurity practices, as indicated by a Pearson’s correla-
tion coefficient of r = 0.201 (p < 0.01). This finding suggests that employees
who reported higher levels of stress, as measured by the Perceived Stress
Scale (PSS), were also more likely to engage in riskier cybersecurity prac-
tices, as assessed by the Hospital Staff Risky Cybersecurity Practices Scale
(HS-RCPS). Specifically, item 4 of the HS-RCPS, which measures staff’s ten-
dency to click on links from unknown sources, had the highest positive cor-
relation with stress levels, indicating that this is the riskiest cybersecurity
behavior that is most influenced by stress levels among hospital staff. In
addition, this significant correlation also appears when we analyze only the
data from Ghana or only the data from Indonesia with r = 0.138 (p < 0.05)
and r = 0.311 (p < 0.01), respectively. However, a significant correlation be-
tween stress and risky cybersecurity practices was not found in Norway (r
= 0.101).

5.4 Discussion

The results of this study have important implications for organizations con-
cerned with cybersecurity and employee well-being. The positive correla-
tion between stress levels and risky cybersecurity practices supports the no-
tion that stress can impair cognitive functioning and increase the likelihood
of individuals engaging in risky behavior, including online behavior. This
is consistent with the broader literature on the negative effects of stress on
decision-making [13, 20]. This result was also supported by Fauzi et al. [5]
and McCormac et al. [12] who found that workers with greater levels of
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PRACTICES IN THREE COUNTRIES: IN COMBINATION AND
COMPARISONTable 5.10: PSS score correlation to cybersecurity practices score.

Item Correlation coefficient
I-1 -0.064
I-2 0.058
I-3 0.111*
I-4 0.259**
I-5 0.046
I-6 0.121*
I-7 0.12*
I-8 0.162**
I-9 0.070
I-10 0.037
I-11 0.091
I-12 0.066
HS-RCPS 0.201**
HS-RCPS in Ghana 0.138*
HS-RCPS in Norway 0.101
HS-RCPS in Indonesia 0.311**
*p < 0.05.
**p < 0.01.

stress engaged in riskier cybersecurity practices or had worse information
security awareness (ISA).

From a practical perspective, these findings highlight the importance of
addressing stress and well-being in the context of cybersecurity training and
awareness programs. Specifically, organizations should consider incorpo-
rating stress management techniques and well-being training into their cy-
bersecurity training programs to help employees manage stress and reduce
their engagement in risky cybersecurity practices. Having an understand-
ing of how stress can influence an individual’s cybersecurity practices, one
can take measures to regulate their stress levels and maintain a heightened
awareness of their cybersecurity practices. These measures could comprise
tactics such as taking breaks to alleviate stress, exercising increased mind-
fulness with regard to cybersecurity practices while experiencing stress, and
seeking assistance as necessary.

Furthermore, the finding that clicking on links from unknown sources
was the riskiest cybersecurity behavior most influenced by stress levels is
also reasonable since stress can harm an individual’s cognitive functioning,
impairing their ability to make rational decisions and increasing the like-
lihood of impulsive behavior [16]. In addition, stress can lead to feelings
of anxiety or overwhelm, causing individuals to rush through tasks or pay
less attention to details, making them more likely to overlook the signs of a
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phishing email [11].
In addition, the research results also revealed a significant difference in

cybersecurity practices between healthcare professionals in Norway, a de-
veloped country, and those in Ghana and Indonesia, two developing coun-
tries. Developing nations have historically slowly adopted and utilized
computer and internet technologies. As identified by Ben-David et al.’s re-
search [1], developing nations’ security landscape is affected by five funda-
mental factors: inadequate ”security hygiene,” unique resource constraints
(such as one computer for multiple users), novice internet users, use of pi-
rated software, and limited comprehension of cybersecurity adversaries.
These factors could explain why people in developing countries generally
exhibit poorer cybersecurity practices than their counterparts in developed
nations. Insufficient IT education and a lack of computer and internet manu-
als in local languages have also contributed to unsafe cybersecurity practices
[8]. Moreover, Norway’s healthcare systems and infrastructure are compar-
atively advanced and better equipped to implement and enforce cybersecu-
rity protocols than Indonesia and Ghana. Future research can investigate
cultural factors and explore how they may be leveraged to improve cyber-
security practices in different regions.

5.5 Limitation

There are several limitations of this study that need to be acknowledged.
First, the study used a self-report survey to collect data, which may result
in social desirability bias, meaning that participants may have needed to
be more honest in their responses. Second, memory bias could also occur
when participants have trouble remembering details correctly, particularly
if the details relate to previous events or behaviors. Finally, the study’s cross-
sectional design precludes the establishment of causality. Using this study
design, it is difficult to determine if high-stress levels cause risky cybersecu-
rity practices or if it is the other way around.

5.6 Conclusions

In conclusion, this study explored the relationship between stress levels and
risky cybersecurity practices among hospital staff in three countries. The
results showed a statistically significant positive correlation between staff
stress levels and their engagement in riskier cybersecurity practices. Specif-
ically, the staff’s tendency to click on links from unknown sources was found
to be the risky cybersecurity practice most heavily associated with higher
stress levels. Interestingly, no significant differences were found in the lev-
els of risky cybersecurity practices between male and female participants
or among different age groups, positions, position levels, and work experi-
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ence. However, a significant difference was observed in risky cybersecurity
practices scores across staff groups based on the country of origin, with hos-
pital staff from Norway showing significantly lower scores than those from
Ghana and Indonesia, suggesting Norwegian healthcare staff had safer cy-
bersecurity practices.

There are several directions that future studies can take based on the
findings of this study. Firstly, further research can explore the causal rela-
tionship between stress levels and cybersecurity practices. Second, future
studies can explore other factors influencing risky cybersecurity practices
among hospital staff, such as personality traits, motivation, or job satisfac-
tion. By gaining a more comprehensive understanding of the various fac-
tors that influence cybersecurity practices, interventions can be developed
that target these factors to promote safer cybersecurity behaviors among
employees. Finally, future studies can examine the effectiveness of vari-
ous interventions aimed at promoting safer cybersecurity practices among
hospital staff. Such interventions may include training programs, aware-
ness campaigns, or technological solutions such as secure communication
platforms.

5.7 Bibliography

[1] BEN-DAVID, Y., HASAN, S., PAL, J., VALLENTIN, M., PANJWANI, S.,
GUTHEIM, P., CHEN, J., AND BREWER, E. A. Computing security in
the developing world: A case for multidisciplinary research. In Proceed-
ings of the 5th ACM workshop on Networked systems for developing regions
(2011), pp. 39–44. 41, 48, 155
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Chapter 8

Improving Stress Detection Using
Weighted Score-Level Fusion of

Multiple Sensor

Muhammad Ali Fauzi; Bian Yang; Prosper Yeng

Abstract

Work-related stress is now a widespread issue in our modern life. Conse-
quently, stress management is crucial. Automated stress detection is one of
the innovations in helping people manage their well-being better by pro-
viding information about their stress levels. The advancement of sensor
technology and artificial intelligence has made this task easier. The assess-
ment of stress levels by using a variety of sensors from a smartwatch and
machine learning algorithms has been very popular in recent years. The
use of multiple sensor data enables richer information to train the machine
learning algorithm so that the trained model can be more robust. However,
if we use a feature-level fusion, since it is the most popular fusion strategy,
generally, each sensor data will have the same significance. In fact, stress is
personal and each subject can have a different reaction to the stress so that
a particular sensor may be an effective stress indicator for some subjects but
it might not be for others. Therefore, we propose a personalized stress de-
tection system based on a weighted score-level multiple sensor fusion strat-
egy. For each individual, this strategy gives different weights to each sensor
based on the performance of the sensor on the individual’s data. The exper-
iment results show that both feature-level and weighted score-level fusion
models obtained better performance than models from the individual sensor
strategy. The weighted score-level fusion strategy achieved a better perfor-
mance than the feature-level strategy with accuracy, precision, recall, and
F1-measure of 0.931, 0.824, 0.939, and 0.868, respectively.
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STRESS DETECTION

8.1 Introduction

Work-related stress has become a common problem in modern society. The
introduction of COVID-19 made it worse. Based on Gallup’s State of the
Global Workplace 2022 Report [5], 44% of the workforce reported high levels
of everyday stress in 2021. This number is an all-time high, increasing from
43% in 2020 (the previous all-time high). Stress may harm one’s physical
and mental health [18, 13]. In terms of work performance, higher stress level
correlates with higher absenteeism, lower employer responsibility, poor cus-
tomer care, and riskier cybersecurity behavior [9, 20, 19, 4]. Therefore, stress
management is important. Automated stress detection is one of the crucial
parts to help people manage their mental being better by giving information
about their stress levels.

One of the most popular techniques for determining stress levels in re-
cent years is the assessment of physiological reactions to stress using a va-
riety of sensors and machine learning (ML) algorithms. One of the main
concerns of stress detection in a working environment is usability. A lot of
sensors are not very convenient to be used at work and can limit the user’s
activity (e.g. chest-worn sensors, finger-placed EDA sensors).

Smartwatch is one suitable device for this task due to its usability and
its high degree of social acceptance in society. This kind of device also has
several built-in sensors that can be utilized for stress detection using multi-
ple sensor data, which has more potential than using only one single sensor
data. By using multiple sensor data, richer information as the result of a
combination of many environmental views can be used to train the machine
learning algorithm so that the trained model can be more robust.

Regarding how to combine numerous sensors data, there are several
different ways with feature-level fusion has become the most common ap-
proach (e.g. [14, 6, 8, 16]). However, stress is personal and each subject can
have a different reaction to the stress. Various conditions tend to induce dif-
ferent patterns of stress responses and also there are individual differences
in stress responses to the same situation [15]. As a result, whereas a partic-
ular sensor may be an effective stress indicator for some subjects, it might
not be for others. For example, a study by Sommerfeldt et al. [17] shows
that people had different heart rates even though they reported the same
stress level. In the feature-level fusion approach, we cannot assign distinct
weights to each sensor for each subject. Therefore, in this paper, we pro-
pose a personalized stress detection system based on a weighted score-level
multiple sensor fusion strategy. Different from feature-level fusion where
the combination is conducted before the data is fed to the ML algorithm,
the proposed strategy does the combination after the ML model predicts
the result so that this strategy can be categorized as decision-level fusion.
By using this strategy, for each subject, we will assign a greater weight to
the sensor model that can make better predictions on the subject data. Dif-
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ferent from the decision-level strategy that usually combines the category
result (e.g. using majority voting), the proposed weighted score-level fusion
strategy employed the probability score of the testing data belonging to the
stress category. This weighted probability score combination is expected to
improve classification performance. Furthermore, the ML algorithm that
will be used in this work is Logistic Regression because it did well in previ-
ous work for stress categorization [3, 11, 2].

8.2 Materials and Methods

8.2.1 Dataset

The dataset used in this study is a publicly available stress detection dataset
called WESAD (Wearable Stress and Affect Detection) [14]. This dataset in-
cludes data from motion and physiological sensors recorded using a chest-
worn RespiBAN device and smartwatch Empatica E4 device from 15 sub-
jects. Three sessions were conducted in the data collection including base-
line, amusement, and stress situations. Trier Social Stress Test (TSST) proto-
col [10] is employed for producing stress while amusement is induced us-
ing funny video clips. Meanwhile, in the baseline situation, the subject was
asked to read given neutral reading materials.

Even though chest-worn data were also available in this dataset, this
study exclusively uses Empatica E4 data because of the usability of the smart-
watch. Chest-worn sensors do not have high usability to be worn every day
in the working environment. As displayed in Figure 8.1, Empatica E4 pro-
vides several sensors including electrodermal activity (EDA), accelerome-
ters (ACC), skin temperature (ST), and blood volume pulse (BVP) sensors.

8.2.2 Features

Several steps were conducted to extract the features. First, the raw signal
data were segmented using a 60-second sliding window with a 0.25-second
sliding step. In the next step, we produced new signal data from accelerom-
eter data called magnitude using Equation (8.1):

ACCnorm =
√
ACC2

x +ACC2
y +ACC2

z (8.1)

where ACCnorm is the magnitude value of the accelerometer data and ACCx,
ACCy , and ACCz are the data of accelerometer from axis x, y, and z, respec-
tively.

In the third step, for each signal data, first and second derivatives, as
well as three transformed signal data using a Discrete Wavelet Transform
(DWT) with the Haar wavelet at three distinct frequencies (1 Hz, 2 Hz, and
4 Hz), were generated for every original sensor’s signal data. Hence, we
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Figure 8.1: Empatica E4 that contains several sensors including electroder-
mal activity (EDA), accelerometers (ACC), skin temperature (ST), and blood
volume pulse (BVP) sensors.

Table 8.1: Statistical Features Extracted From Each Signal

No. Statistical Features
1 Mean of the Signal
2 Minimum value of the signal
4 Maximum value of the signal
4 Median of the signal
5 Maximum signal amplitude
6 Signal variance
7 Standard signal deviation
8 Absolute signal deviation
9 Signal kurtosis

10 Signal skewness

got 42 distinct signal data in total. In the final step, using the BioSPPy and
Numpy libraries [7], 10 statistical features were calculated from each signal
as depicted in Table 8.1. In addition, we normalize the features using Min-
Max method because of its ability to improve classification performance.

8.2.3 Classification Strategies

In this study, we will compare the performance of using individual sensors
and using multiple sensors. The machine learning (ML) model is fed data
from just one sensor in the individual sensor strategy while in contrast, the
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Figure 8.2: Training Process Using Individual Sensor.

multiple sensors strategy uses data from numerous sensors to gather richer
and more varied information to improve the model robustness. The fusion
of multiple sensors can be conducted before or after the data were fed to
the ML model. In this study, for the former, the fusion was implemented
on the feature level while the latter was implemented using the weighted
score-level fusion strategy. Logistic Regression is chosen in this study as the
ML model and was implemented using the Scikit-learn library [12].

8.2.4 Individual Sensor Strategy

Generally, classification tasks contain two processes: training and testing.
As shown in Figure 8.2, using this strategy, the features extracted from the
sensor data are used to train the ML method to create a stress classifica-
tion model. This training process produces four separate models because
we have four sensors. In the testing phase, as pictured in Figure 8.3, these
models are then used to classify test data from each sensor. Each model may
yield a different result.

8.2.5 Multiple Sensor Fusion Strategy

Generally, multiple sensor fusion strategy can be divided into two types:
data or feature level fusion that is conducted before the data is fed to the
ML model and decision-level fusion after the model determine the outcome
based on the data fed to the model. In this study, we implemented a feature-
level fusion as the first type. Meanwhile, for the second type, we propose a
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Figure 8.3: Individual Sensor ML Model Testing.

weighted score-level fusion. The details of feature-level and weighted score-
level strategies are explained as follows:

• Feature-Level Fusion: Using the feature-level fusion, all of the
extracted features from each sensor are combined into one vector. This
feature vector is then used in the training phase of the ML algorithm
to create an ML model as pictured in Figure 8.4. In the testing phase,
the extracted features from each sensor are also combined before the
trained ML model predicts which class this data belongs to as shown
in Figure 8.5.

• Weighted Score-Level Fusion: This multiple sensor fusion strat-
egy utilizes the probability score of each class computed using the ML
model. This strategy’s training procedure is identical to that of the in-
dividual sensor strategy’s training procedure as displayed in Figure
8.2 where we have four separate models in the end. These models are
then employed in the testing stage to predict stress levels as displayed
in Figure 8.6. First, assuming we have n sensors, we compute the stress
score of the test data t from subject p by using the following formula:

StressScorept =

∑n
i=0 wipsit

n
(8.2)

where wip is the weight of the ML model of sensor i on subject p, sit is
the probability score of the testing data t belonging to the stress class
computed by the ML model of sensor i, and n is the number of sen-
sor models used. The weight of each sensor model for each subject is
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Figure 8.4: Training Process Using Multiple Sensor Fusion on Feature Level.

computed based on the performance (ie. F1-measure) of each sensor
model on some subject data that become the testing data. The formula
to compute the weight of the ML model of sensor i on subject p is dis-
played in the following:

wip =
F1ip∑n
j=0 F1jp

(8.3)

where F1ip is the F1-measure value of the ML model of sensor i tested
on some subject p’s data and n is the number of sensor models used.
These weights are computed for each sensor’s model for each subject
so that the weight of the same sensor is highly likely to be different
for each subject. In other words, the weight is personalized based on
the performance of the sensor model on the subject’s data. Finally, the
class of the test data t from subject p is determined by the following
formula:

Class(pt) =

{
Non− stress StressScorept ≤ 0.5

Stress StressScorept > 0.5
(8.4)

8.2.6 Evaluation

The leave-one-subject-out cross-validation (LOSOCV) procedure was used
to measure the performance of the stress classification system. LOSOCV is a
particular form of k-fold CV, where each fold represents each subject. Hence,
the value of k, the number of folds, is equal to the number of subjects in the
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Figure 8.5: Feature Level-Multiple Sensor Fusion ML Model Testing.

Figure 8.6: Score Level-Multiple Sensor Fusion ML Model Testing.
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Figure 8.7: Leave-One-Subject-Out Cross-Validation Procedure.

dataset. As demonstrated in Figure 8.7, for k = 4, we iterate four times
where in each iteration we train the model on k − 1 subjects’ data as the
training set and then test the model on the one “left out” subject’s data.
Hence, we will have four different evaluation metrics, one from each fold.
In the last step, we have to compute the mean of these evaluation metrics
in order to assess the performance of the overall model. In this study, since
the number of subjects is 15, the value of k is 15 and 15 iterations have to
be completed to assess the stress classification system. In this study, since
we used a weighted scoring strategy, we divided the testing data into two
parts. The first part is 10% of data that were used to determine the weight of
each sensor’s model for each subject. Meanwhile, the rest 90% of the testing
data were used for evaluating the model performance.

Four evaluation metrics are used to measure the system performance
based on the confusion matrix displayed in Figure 8.8:

• Accuracy (Acc): Accuracy measures how many times the model
was correct overall, both in predicting stress or non-stress class. The
formula is displayed in Equation (8.5).

Acc =
TP + TN

TP + FP + FN + TN
(8.5)

• Precision (P): Precision measures how many of the stress class
predictions made are correct. The formula is displayed in Equation
(8.6).
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Figure 8.8: Confusion Matrix.

P =
TP

TP + FP
(8.6)

• Recall (R): Recall measures how many of the stress data are cor-
rectly retrieved by the model, over all the stress data in the data. The
formula is displayed in Equation (8.7).

R =
TP

TP + FN
(8.7)

• F1-measure (F1): F1-measure is the harmonic mean of precision
and recall. The formula is displayed in Equation (8.8).

F1 = 2
P ·R
P +R

(8.8)

8.3 Result and Discussion

The stress classification performance using individual sensor strategy can
be seen in Table 8.2 while the performance using multiple sensor fusion is
shown in Table 8.3. As shown in Table 8.2, ACC sensor model got the best
performance with accuracy, precision, recall, and F1-measure of 0.867, 0.753,
0.813, and 0.758, respectively. BVP sensor model came second with 0.853 ac-
curacy and 0.726 F1-measure while the TEMP sensor model followed behind
with 0.823 accuracy and 0.683 F1-measure. EDA sensor model achieved the
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Table 8.2: Stress Classification Performance Using Individual Sensor

Sensor Acc P R F1

EDA 0.828 0.556 0.812 0.610
ACC 0.867 0.753 0.813 0.758
TEMP 0.823 0.660 0.743 0.683
BVP 0.853 0.702 0.793 0.726

Table 8.3: Stress Classification Performance Using Multiple Sensor Fusion
Strategies

Sensor Acc P R F1

Feature-Level Fusion 0.891 0.813 0.855 0.812
Weighted Score-Level Fusion 0.931 0.824 0.939 0.868

worst performance among all individual sensors with accuracy of 0.828 and
F1-measure of 0.610.

Based on the experiment results displayed in Table 8.3, the best perfor-
mance was achieved by the weighted score-level fusion with accuracy, pre-
cision, recall, and F1-measure of 0.931, 0.824, 0.939, and 0.868, respectively.
Meanwhile, the feature-level fusion strategy got accuracy, precision, recall,
and F1-measure of 0.891, 0.813, 0.855, and 0.812, respectively.

The experiment results show that both multiple sensor fusion models
obtained better performance than models from the individual sensor strat-
egy. This result is expected because more sensors means more information
that can make the model more robust as the result of learning from more
perspectives. However, in terms of computational cost, the individual sen-
sor strategy is better because less information means less processing time
in terms of feature extraction and classification which can make the process
faster.

Another anticipated result is that the weighted score-level fusion strat-
egy can outperform the feature-level strategy. This result is reasonable be-
cause stress is personal and each subject can have a different reaction to the
stress. Hence, some sensors may be a good indicator of stress for one subject
but maybe it is not the case for other others. In the feature-level fusion strat-
egy, for each subject, we cannot give different weights for each sensor. In
contrast, the weighted score-level fusion strategy enables us to be adaptive
by giving more weight to the sensor model that can predict better on the
subject data. Therefore, a weighted score-level fusion strategy can obtain a
better result.

The comparison of our work with prior work is shown in Table 8.4. The
prior work selected are studies that used smartwatch data from the WESAD
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Table 8.4: Comparison With Other Studies

Method Accuracy
Schmidt et al. [14] (2018) 0.883
Siirtola (2019) [16] 0.874
Alshamrani (2021) [1] 0.850
Fauzi and Yang (2021) [3] 0.871
Zhu et al. (2022) [21] 0.864
Our best method 0.931

dataset for stress detection tasks with two classes (stress and non-stress).
We solely compare accuracy because that is the only evaluation metric used
by nearly all of the prior publications. Table 8.4 demonstrates that our best
method outperformed the other methods from prior studies in terms of ac-
curacy.

8.4 Conclusion

In this study, we built a stress classification system based on smartwatch
sensor data and logistic regression as the classifiers. We analyzed two mul-
tiple sensor strategies (feature-level and weighted score-level fusion strat-
egy) and compare their results with the results from the individual sensor
strategy.

The experiment results show that for individual sensor strategy, the ACC
sensor model got the best performance among all other sensor models with
accuracy, precision, recall, and F1-measure of 0.867, 0.753, 0.813, and 0.758,
respectively. Furthermore, the result also reports that both multiple sensor
fusion models obtained better performance than models from the individual
sensor strategy. The weighted score-level fusion strategy achieved a better
performance than the feature-level strategy with accuracy, precision, recall,
and F1-measure of 0.931, 0.824, 0.939, and 0.868, respectively.

In this study, only statistical features are used. For some sensor data,
other types of features can be better to improve the stress classification re-
sult. Therefore, for future work, it is important to test other types of features
to make a more robust stress detection system. Besides, other ML algorithms
and fusion strategies are also interesting to experiment with.
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Chapter 9

Examining the Effect of Feature
Normalization and Feature Selection

for Logistic Regression Based
Multimodal Stress Detection

Muhammad Ali Fauzi; Bian Yang; Prosper Yeng

Abstract

Automated multimodal stress detection using smartwatches and machine
learning (ML) has been very popular nowadays. One of the processes in
ML-based classification is preprocessing, which includes feature normaliza-
tion and feature selection because it can enhance classification performance.
In this study, we construct a multimodal-based stress detection system us-
ing Logistic Regression and investigate the effects of feature normalization
and feature selection on performance. The experiment results show that the
stress classification system with feature normalization performs better than
without feature normalization. The results also show that the use of the
fewest features gives the worst performance. The performance of the stress
classification system increases as the number of features increases but the
performance slightly declines at a particular point. The best performance
was obtained when Min-Max normalization and ANOVA-based feature se-
lection were employed with accuracy, precision, recall, and F1-measure of
0.894, 0.819, 0.859, and 0.817, respectively. This best result was achieved
when 90% of the total features (378 features) were used.

9.1 Introduction

Workplace stress is a problem that affects many people in our modern world
and is becoming more well recognized. This problem got worse in 2019 with
the introduction of COVID-19. According to Gallup’s State of the Global
Workplace 2022 Report, 44% of the workforce reported experiencing high
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levels of daily stress in 2021. This figure surpasses the previous record which
was set in 2020 (43%).

In the long run, the health and mental stability of an individual are at risk
due to daily stress [18]. The cardiovascular system, immunological system,
neuroendocrine system, and metabolic system all suffer damage as a result
of the allostatic load brought on by prolonged exposure to stress [2]. Re-
peated exposure to stress can cause the neurons in the hippocampal area to
die, which results in poorer memory performance [16]. In extreme circum-
stances, stress also contributes to numerous mental illnesses such as anxiety
and depression [25, 14]. Conditions including hypertension and coronary
artery disease, diabetes, and asthma, among others, can be brought on by
the long-term effects of stress [20]. In addition, employees’ work-related
stress can also have negative impacts on the company’s productivity, fi-
nances, and safety [26, 24, 5, 23]. Therefore, stress detection is important
as one crucial part of stress management. People may be able to feel more
in control of how they respond to situations if they are aware of their own
level of stress [13]. It can make them stay alert and know when to relax or
take action to handle stress.

Smartwatch has been a popular device nowadays for a lot of purposes
including affective computing. The advantage of this kind of device is its
usability and high level of social acceptance [22, 12]. Besides, smartwatches
have several integrated sensors, such as a temperature sensor, an accelerom-
eter, an electrodermal activity sensor (EDA), and a Blood Volume Pulse
(BVP) sensor, that may be utilized for multimodal stress detection.

Automated stress detection has been successfully built in several earlier
research using data from multimodal sensors and machine learning (ML)
techniques. One of the popular machine learning methods for this task is
Logistic Regression as it has proven to give good performances in this task
[4, 11, 1]. One of the processes in ML-based classification is preprocessing
including feature normalization and feature selection as they can improve
the classification performance. In this work, we implement and examine the
impact of feature normalization and feature selection on the performance of
a multimodal-based stress detection method using Logistic Regression. We
will compare three scenarios for feature normalization including without
normalization, with Min-Max normalization, and with Z-Score normaliza-
tion. Meanwhile, for the feature selection experiment, we will analyze the
impact of the number of features selected and the best number of features
used for the stress classification task.
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9.2 Materials and Methods

9.2.1 Dataset

The dataset used in this study is a publicly available stress detection dataset
called WESAD (Wearable Stress and Affect Detection) [21]. WESAD dataset
contains multimodal data from 15 participants, consisting of 13 male and 2
female subjects. Three different situations were created. The first 20 minutes
were spent collecting data in a neutral situation in which the participants
were instructed to read a magazine while sitting/standing at a table. In the
next session called the amusement scenario, the participants viewed 11 hu-
morous videos for a total of 392 seconds. Finally, for the stress scenario,
the participants completed a Trier social stress test (TSST) for a total of 10
minutes. TSST is a well-known laboratory-based procedure used to reliably
induce stress in human research participants [10]. In this test, the partici-
pants were asked to perform public speaking and a mental arithmetic task
to impose a high mental load on them. In this study, the neutral and amuse-
ment scenarios were merged into one non-stress class for the stress detection
task resulting in a binary classification problem (stress and non-stress).

The data on the WESAD dataset was recorded using two different types
of sensors, chest-worn (RespiBAN) and wrist-worn devices (Empatica E4
smartwatch). In this study, only the data from the smartwatch were used
since the use of watches is well known and has a high degree of social accep-
tance by their ubiquity in everyday life compared to the chest-worn devices
that have very low usability and are not convenient to wear in the working
environment [12, 22]. Empatica E4 provides several sensors including elec-
trodermal activity (EDA), accelerometers (ACC), skin temperature (ST), and
blood volume pulse (BVP) sensors as depicted in Figure 9.1. The details of
the sensors are explained in Table 9.1.

9.2.2 Stress Detection Pipeline

The stress detection pipeline in this study is presented in Figure 9.2. The
pipeline is divided into two main parts: training and testing. The final result
of the training phase is to create a trained ML model while the final product
of the testing phase is the classification result.

In the training phase, 420 features were extracted from the raw training
data. Then the features were normalized using MinMax or Z-score normal-
ization method. In the third step, n best features were selected while others
were removed based on their importance. ANOVA was the method used
in this study to determine the importance of each feature. Furthermore, the
selected features were used to train an ML algorithm to produce a trained
ML model. This ML model was saved and then used in the testing phase.
The ML algorithm used in this study was Logistic Regression.
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Figure 9.1: Empatica E4.

Table 9.1: Empatica E4 data sensors in the WESAD dataset

Label Sensor Detail Sampling Rate (Hz)
ST Skin Tem-

perature
Reads peripheral
skin temperature

4

ACC Accelerometer Captures 3-axis
motion-based ac-
tivity

32

EDA Electrodermal
Activity

Measures the con-
stantly fluctuating
changes in certain
electrical proper-
ties of the skin

4

BVP Blood Vol-
ume Pulse

Measures Blood
Volume Pulse from
which heart rate
variability can be
derived

64
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Figure 9.2: Stress Detection Pipeline.

In the testing phase, some features were also extracted from the raw test-
ing data. The difference between the feature extraction process in the train-
ing and testing phase is the number of features extracted. In the training
phase, from the raw training data, we extracted all of the features that we
initially defined (420 features). Meanwhile, in the testing phase, we only
extracted n features from the testing data. The n features used in the testing
data were based on the n best features selected from the feature selection
process in the training phase. Therefore, we did not need a feature selection
process in the testing phase. After the features were extracted, they were
normalized. In the next step, the normalized features were classified by us-
ing the trained ML model. Finally, the stress level of the testing data was
determined. To be noted, all of the processes in the stress detection pipeline
were implemented in Python using the Scikit-learn library [19].

9.2.3 Feature Extraction

The feature extraction process contains several steps. In the first step, the
raw signal data were segmented using a 60-second sliding window with a
0.25-second sliding step. For the accelerometer data, in addition to the 3-
axis signal data, we also calculated the magnitude by using Equation (9.1).
In the next step, we generated 6 different signals for each signal data: the
original signal; its first and second derivatives; and three modified signal
data using a Discrete Wavelet Transform (DWT) with the Haar wavelet at
three different frequencies (1 Hz, 2 Hz, and 4 Hz). As the result, we had 42
distinct signal data in total. Finally, 10 statistical features described in Table
9.2 were calculated from each signal using the BioSPPy and Numpy libraries
[6]. In total, 420 features were used in this study.
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Table 9.2: Statistical Features Extracted From Each Signal

No. Statistical Features
1 Mean of the Signal
2 Minimum value of the signal
4 Maximum value of the signal
4 Median of the signal
5 Maximum signal amplitude
6 Signal variance
7 Standard signal deviation
8 Absolute signal deviation
9 Signal kurtosis

10 Signal skewness

ACCnorm =
√
ACC2

x +ACC2
y +ACC2

z (9.1)

9.2.4 Feature Normalization

The feature value range in this study varies greatly. Some machine learning
algorithms’ objective functions won’t operate effectively without normal-
ization because features with a high value range may dominate the classifi-
cation result. To ensure that each feature contributes proportionally to the
classification result, the range of all feature values should be normalized.
The Min-Max and Z-score normalization are the two most often used fea-
ture normalization techniques for a classification task. In this study, we will
compare the stress classification performance in three scenarios: without
normalization, with Min-Max normalization, and with Z-score normaliza-
tion. The details of the two normalization techniques are presented in the
following subsections.

9.2.4.1 Min-Max Normalization

Min-max normalization is the simplest normalizing method. This method
is also well-known as feature scaling. The situation when the boundaries
(maximum and minimum values) of the feature values are known is best
suited for min-max normalization. Using this method, the minimum and
maximum scores are changed to 0 and 1, respectively, and then all the fea-
ture values are transformed into a common range of 0 and 1 [8]. Even if
the feature value boundaries are unknown, we can still use this method by
estimating the minimum and maximum values of the features or using the
minimum and maximum values of the features in the training set. Given a
set of feature values {fk} , k = 1, 2, ..., n, the normalized feature values are
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calculated by using the following formula:

f ′
k =

fk −min(fk)

max(fk)−min(fk)
(9.2)

where f ′
k is the normalized feature values, min(fk) is the minimum feature

values and max(fk) is the maximum feature values.

9.2.4.2 Z-Score Normalization

Z-score normalization is a technique for normalizing data based on the mean
and standard deviation of the data [7]. When the features’ lowest and max-
imum values are unknown, this approach is highly helpful. However, this
approach is not robust when the features contain outliers because the mean
and standard deviation are both susceptible to outliers. Given a set of fea-
ture values {fk} , k = 1, 2, ..., n, the normalized feature values are calculated
by using the following formula:

f ′
k =

fk − μ

σ
(9.3)

where f ′
k is the normalized feature values, μ is the arithmetic mean of the

feature values in the training data and σ is the standard deviation of the
feature values in the training data.

9.2.5 Feature Selection

Feature selection is a process of selecting the best features to improve the
effectiveness and efficiency of classification. By using a feature selection,
the computational complexity can be reduced because fewer data will be
processed by the next process. Besides, feature selection also often increases
the accuracy of the classification task because it can remove bad features that
can hinder the classification performance [3].

The Analysis of Variance (ANOVA) f-test statistic is one of the most often
used feature selection techniques for a task in which the input is numerical
data and the output is categorical such as stress detection using signal data
from sensors. ANOVA is a well-known statistical method for comparing
many independent means [9, 17]. It is a quick and effective technique for
determining if two groups’ means differ from one another.

The null hypothesis for feature selection in this technique is that each fea-
ture (variable) has no mean difference between distinct classes (e.g., stress
and non-stress), and if this null hypothesis could not be rejected by an F-test,
the importance of the feature is low [15]. In this study, a one-way ANOVA
F-test statistic was employed by computing the ratio of variances within and
across groups. The ANOVA F-value was used to rank each feature’s impor-
tance. The following formula was used to get each feature’s F-value:
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F =
variationbetweenclasses

variationwithinclasses
(9.4)

9.2.6 Machine Learning Model

To train an ML model, for the first step, we need to select the ML algorithm
that we want to use. The ML method used in this study is Logistic regres-
sion. This method is selected due to its good performance in stress detection
tasks [4]. This ML method was trained using the selected features from the
previous process. In the model training process, we fed the features to the
Logistic Regression model. The final product of this training was a trained
ML model that we can use to classify the incoming testing data. Further-
more, in the classification process, we classified the features from the testing
data to determine the stress level.

9.2.7 Evaluation

The effectiveness of the stress classification system was evaluated using the
leave-one-subject-out cross-validation (LOSOCV) method. The example of
this evaluation procedure is displayed in Figure 9.3. For example, if the
number of participants k = 4, we have to do four iterations. In every itera-
tion, we train the ML model using the data from k − 1 participants and test
the model on the one left-out participant. As a result, each fold will have one
of our four assessment measures. To evaluate the effectiveness of the entire
model, we must compute the mean of these assessment metrics in the last
phase. In this study, since the number of participants is 15, the value of k is
15 and 15 iterations have to be conducted to evaluate the stress classification
system.

Four evaluation metrics are used to measure the system performance
based on the confusion matrix displayed in Figure 9.4 including Accuracy
(Acc), Precision (P), Recall (R), and F1-measure (F1). The following are the
formulas to compute the four evaluation metrics:

Acc =
TP + TN

TP + FP + FN + TN
(9.5)

P =
TP

TP + FP
(9.6)

R =
TP

TP + FN
(9.7)

F1 = 2
P ·R
P +R

(9.8)
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Figure 9.3: Leave-One-Subject-Out Cross-Validation Procedure.

Figure 9.4: Confusion Matrix.
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Table 9.3: Feature Normalization Experiment Result

Method Acc P R F1

Without Normalization 0.874 0.728 0.842 0.742
With Min-Max Normalization 0.891 0.814 0.855 0.812
With Z-Score Normalization 0.889 0.822 0.846 0.806

9.3 Result

In this study, we have two experiments. The first experiment is to ana-
lyze the use of feature normalization while the second one focuses on the
use of feature selection. Therefore, for the first experiment, we did not use
the feature selection method. The stress classification results from the first
experiment using logistic regression and three normalization scenarios are
displayed in Table 9.3. The results show that the stress classification system
with feature normalization performs better than without feature normaliza-
tion. The accuracy and F1-measure of the system without feature normaliza-
tion are 0.874 and 0.742, respectively. Meanwhile, the stress detection system
with Min-Max normalization got the best performance in terms of all evalu-
ation metrics with accuracy, precision, recall, and F1-measure of 0.891, 0.814,
0.855, and 0.812, respectively. These results align with many other works
that prove that feature normalization can improve the performance of clas-
sification tasks because this normalization process can reduce the variation
of feature value range so that each feature contributes proportionally to the
classification result.

Since Min-Max normalization obtained the best result in the first exper-
iment, this normalization was used for the second experiment. The stress
classification results from the second experiment using logistic regression,
Min-Max normalization, and ANOVA feature selection are displayed in Ta-
ble 9.4. In this experiment, we tested 10 different scenarios of the number
of features used for the stress classification task from 10% of total features
(42 features) to 100% of total features (all 420 features). The results show
that the use of the fewest features gives the worst performance. The use of
10% of total features only obtained the accuracy of 0.869 and F1-measure of
0.747. The performance of the stress classification system increases as the
number of features increases. The best performance was obtained when we
used 90% of the total features (378 features) with accuracy, precision, re-
call, and F1-measure of 0.894, 0.819, 0.859, and 0.817, respectively. When the
number of features was increased to 100% (without feature selection), the
performance slightly declines.

These results show that the use of too few features can lead to a bad per-
formance because we remove too many important features. As the number
of features increases, the performance also increases because more impor-
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Table 9.4: Feature Selection Experiment Result

Percentage
of Features
Used (%)

Acc P R F1

10 0.869 0.728 0.860 0.747
20 0.879 0.756 0.866 0.774
30 0.870 0.751 0.837 0.761
40 0.867 0.756 0.830 0.759
50 0.866 0.779 0.809 0.767
60 0.884 0.788 0.842 0.789
70 0.880 0.802 0.827 0.791
80 0.882 0.814 0.831 0.797
90 0.894 0.819 0.859 0.817
100 0.891 0.814 0.855 0.812

tant features are employed. However, at some points, increasing the num-
ber of features will reduce performance because there are some features in-
volved that have a bad contribution to the stress classification result. There-
fore, finding the suitable number of features used and which features should
be used is important to improve the classification performance. Besides, by
using feature selection, the computational complexity of the stress classifi-
cation task can be reduced because fewer features need to be processed.

9.4 Conclusion

Machine learning-based automated multimodal stress detection has gained
a lot of attention today. One device that is appropriate for this job is the
smartwatch since it can be used conveniently in a working environment and
has several sensors built in that can allow multimodal stress detection. Pre-
processing, which includes feature normalization and feature selection, is
one of the procedures used in ML-based classification since it can enhance
classification performance. In this study, we construct a multimodal-based
stress detection system using Logistic Regression and investigate the effects
of feature normalization and feature selection on performance.

The experiment results show that the stress classification system with
feature normalization performs better than without feature normalization
because this normalization process can reduce the variation of feature value
range so that each feature contributes proportionally to the classification re-
sult. The stress detection system with Min-Max normalization got the best
performance in terms of all evaluation metrics with accuracy, precision, re-
call, and F1-measure of 0.891, 0.814, 0.855, and 0.812, respectively. Mean-
while, the results of the feature selection experiment show that the use of the
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fewest features gives the worst performance. The performance of the stress
classification system increases as the number of features increases but the
performance slightly declines at a particular point. The best performance
was obtained when we used 90% of the total features (378 features) with
accuracy, precision, recall, and F1-measure of 0.894, 0.819, 0.859, and 0.817,
respectively.

In this study, we conducted a binary classfication because the WESAD
dataset only employs two classes (stress and non-stress). In future work,
a dataset with various stress levels may be used to examine the impact of
feature normalization and feature selection (e.g. low stress, moderate stress,
and high stress). Besides, other methods for feature normalization and fea-
ture selection can also be explored for future experiment.
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Chapter 10

Continuous Stress Detection of
Hospital Staff Using Smartwatch
Sensors and Classifier Ensemble

Muhammad Ali Fauzi; Bian Yang

Abstract

High stress levels among hospital workers could be harmful to both work-
ers and the institution. Enabling the workers to monitor their own stress
level has many advantages. Knowing their own stress level can help them
to stay aware and feel more in control of their response to situations and
know when it is time to relax or take some actions to treat it properly. This
monitoring task can be enabled by using wearable devices to measure phys-
iological responses related to stress. In this work, we propose a smartwatch
sensors based continuous stress detection method using some individual
classifiers and classifier ensembles. The experiment results show that all of
the classifiers work quite well to detect stress with an accuracy of more than
70%. The results also show that the ensemble method obtained higher accu-
racy and F1-measure compared to all of the individual classifiers. The best
accuracy was obtained by the ensemble with soft voting strategy (ES) with
87.10% while the hard voting strategy (EH) achieved the best F1-measure
with 77.45%.

10.1 Introduction

Over recent years, stress has become an interesting topic in today’s hectic
world. There has been increasing awareness in many countries about the
rise of work-related stress. Stress can be defined as a unique affective state
that occurs when an individual considers that his or her perceived resources
or ability cannot cope with the perceived demand of a stimulus [11]. The lat-
est survey by Acas in 2019 [22] about stress and anxiety at work suggested
that about 66% of working people have experienced work-related stress in
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the last 12 months. Hospital is possibly one of the most important work-
places to be alarmed about this issue. Many studies reported that many hos-
pital workers suffer from work-related stress [15, 24, 1]. This is frequently
due to high demands placed on healthcare personnel, as well as a lack of
time, skills, and social support at work [15].

Although stress at some level is normal, chronic stress can harm our
physical, mental, and emotional wellbeing. Many studies reported that
stress has a significant contribution to the development of hypertension
and coronary artery disease, diabetes, asthma, etc [16]. Moreover, excessive
stress also has a negative impact on the employee’s productivity, increases
absenteeism, and plays a crucial role in mental illness development, such as
generalized anxiety disorder and depression [23].

Specifically for hospital, many studies suggested that higher stress level
has a relationship with low patient safety [25, 21]. Another study also re-
ported that higher stress level is significantly correlated with riskier cyber-
security practices [4]. These studies are in line with a prior study [26] re-
porting that stressed people will be slow in learning something new and
may choosing less profitable decisions.

Monitoring hospital workers’ stress level has many advantages. Know-
ing their own stress level can help them stay aware and feel more in control
of their response to situations and know when it is time to relax or take some
actions to treat it properly [14]. Besides, this monitoring can help for early
diagnosis of mental illness and disorders. The most common way to assess
stress level is by using questionnaires (e.g. Perceived Stress Scale [2], Per-
ceived Stress Questionnaire [12], etc.). However, this method takes time so
that it is not convenient to be performed every day for continuous monitor-
ing.

The other stress level assessment method is by measuring the physiolog-
ical responses related to stress such as heart rate, blood pressure, skin con-
ductance, respiration activity, etc. Some sensors can be used to conduct the
measurement task. For example, electrocardiogram (ECG) can be used to
measure the heart rate, galvanic skin response (GSR) for skin conductance,
etc. The recent advance in wearable devices with sophisticated built-in sen-
sors makes it feasible to passively collect multimodal data from people’s
daily lives for automatic continuous stress detection purposes. However,
some wearable devices have a very low usability and not convenient to wear
during work (e.g. chest-worn devices, finger placed GSR sensors, etc.) [20].

Smartwatch has recently emerged as a new platform that provides many
successful applications. These devices have several built-in sensors that are
useful for stress monitoring including Blood Volume Pulse (BVP), Electro-
dermal Activity (EDA), temperature, accelerometer, etc. Besides, the use of
watches is well known and has a high degree of social acceptance by their
ubiquity in everyday life [10]. Therefore, it has a high potential to be applied
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for multi-modal-based continuous stress detection.
Many previous works have been successfully leveraging multi-modal

sensors data and machine learning methods to build automatic stress de-
tection. The popular machine learning methods used are Random Forest,
Decision Tree, K-Nearest Neighbors (KNN), and Logistic Regression [18,
6, 7, 19]. In this work, we propose a multi-modal based continuous stress
detection method using classifier ensemble and give comparative analysis
between individual classifiers. Classifiers ensemble is a set of base classi-
fiers whose individual classification outputs are combined in some way in
order to enhance classification accuracy [5]. The individual classifiers used
for this works include Naive Bayes (NB), Support Vector Machine (SVM),
Neural Network (NN), K-Nearest Neighbours (KNN), Logistic Regression
(LR), Random Forest (RF), and Decision Tree (DT).

10.2 Proposed Work

10.2.1 Dataset

This research is based on the WESAD [18] dataset, which is available to the
public. It includes data from 15 people who were measured with the Empat-
ica E4 wrist-worn device and chest-worn RespiBAN device. However, be-
cause the focus of this work is on smartwatch sensors, only E4 data is used in
this analysis. The E4 gadget incorporates skin temperature (ST), accelerom-
eters (ACC), electrodermal activity (EDA), and blood volume pulse sensors
(BVP) sensors. Data from three separate affective states (stress, amusement,
and relaxation) were obtained during the data collection process. The stress
situation lasted about 10 minutes, the amused situation 6.5 minutes, and the
relaxed situation 20 minutes. For the stress detection task in this study, the
amusement and relaxation classes were merged into one class: non-stress.
As a result, the problem under investigation was binary (stress and non-
stress).

10.2.2 Features

In this study, we used the data from all of the sensors available in the smart-
watch including ACC, EDA, ST, and BVP. To extract the features, a sliding
window with a window shift of 0.25 seconds was used to segment the data.
Furthermore, the ACC features were computed with a five-second window
size, as this is a common window length for acceleration-based context de-
tection [17]. Meanwhile, all other physiological features were calculated
with a window size of 60 seconds following the suggestion by Kreibig et al.
[8]. The AC, EDA, and ST features were extracted based on prior work by
[27]. The features extracted including some statistical features (mean, stan-
dard deviation, maximum, and minimum). Besides, some derivatives and

247



10. CLASSIFIER ENSEMBLE FOR STRESS DETECTION

Discrete Wavelet Transform (DWT) were also applied to the data to extract
other statistical features. Meanwhile, for BVP, statistical features (mean,
standard deviation) were also computed. Moreover, some features based
on energy in different frequency bands were also calculated.

10.2.3 Classifier

Seven machine learning methods were used as classifiers for stress detection
tasks including Naive Bayes (NB), Support Vector Machine (SVM), Neu-
ral Network (NN), K-Nearest Neighbours (KNN), Logistic Regression (LR),
Random Forest (RF), and Decision Tree (DT). In addition, we also used two
ensemble methods. In order to do stress detection, the ensemble technique
trains numerous classification methods and then combines them using par-
ticular approach [3]. It is important to take note that the performance of the
ensemble methods cannot be guaranteed to be higher than the best individ-
ual method in the ensemble. However, it would significantly minimize the
chances of picking a poor-performing classifier [5].

In this study, we employed three classification methods to build the en-
semble learning method. Three individual classifiers with the highest accu-
racy were selected for the ensemble. Two ensemble strategies were used in
this work as follows:

1. Hard voting (hard): As depicted in Figure 10.1, each classifier had one
vote, and the class of the data was determined by the majority vote.

Figure 10.1: The hard voting strategy

2. Soft voting (soft): As depicted in Figure 10.2, each classifier calculated
the probability of each class in the first step. Then, the probabilities of
each class from all classifiers were averaged, and the final class of the
data was the one with the greatest average probability value.

10.2.4 Performance Evaluation

All of the classifiers were tested using the leave-one-subject-out (LOSO)
cross-validation (CV) approach, which shows how a model will general-
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Figure 10.2: The soft voting strategy

Figure 10.3: Confusion Matrix

ize and perform on previously unseen data. Several measurements includ-
ing Accuracy (Acc), Precision (P), Recall (R), and F1-measure (F1) were em-
ployed for classifier performance evaluation. The formulas for all of the
measurements are based on the confusion matrix depicted in Figure 10.3
and displayed in the Eq. (10.1), Eq. (10.2), Eq. (10.3), and Eq. (10.4) respec-
tively.

Acc =
TP + TN

TP + FP + FN + TN
(10.1)

P =
TP

TP + FP
(10.2)

R =
TP

TP + FN
(10.3)

F1 = 2
P ·R
P +R

(10.4)
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Table 10.1: Stress Detection Result Using Individual Classifiers (%)

Method Accuracy Precision Recall F1-measure
NB 79.26 57.58 73.31 60.67
SVM 84.60 76.29 80.51 75.01
NN 84.76 76.53 80.12 74.97
KNN 73.71 52.31 63.74 52.43
LR 85.46 77.53 82.16 76.25
RF 86.61 69.17 89.87 73.05
DT 79.25 66.90 73.59 66.81

Table 10.2: Stress Detection Result Using Classifiers Ensemble (%)

Method Accuracy Precision Recall F1-measure
EH 86.99 76.00 88.02 77.45
ES 87.10 76.11 86.75 75.91

10.3 Result

The stress detection result using individual classifiers is shown in Table 10.1
while the result using classifiers ensemble is displayed in Table 10.2. Ta-
ble 10.1 depicts that all of the classifiers work quite well to conduct a stress
detection task. All of the classifiers show adequate performance with an
accuracy of more than 70%. RF obtained the best accuracy with 86.61% fol-
lowing by LR with a slight difference (85.46%). At third place was NN that
has a slight margin to the first and second place (84.76%). These three top-
classifiers were then used for the ensemble methods. Meanwhile, The lowest
accuracy was achieved by KNN with a value of only 73%.

In terms of precision, NN has the best precision among other individual
classifiers with a value of 76.53%. Furthermore, in terms of recall, RF has
the highest value with 89.87%. However, the precision of RF is quite low
(69.17%) so that it could not obtain the highest F1-measure. It means that RF
tends to successfully detect almost all of the stress data available but many
non-stress data are incorrectly labeled as stress. Meanwhile, LR has a more
balance precision and recall so that it could achieve the best F1-measure with
76.25%. Similar to the accuracy result, KNN also has the lowest F1-measure
(52.43%).

The ensemble methods were build using the three best individual classi-
fiers from the previous results (RF, LR, and NN). Table 10.2 shows that both
of the ensemble methods obtained higher performance compared to all of
the individual classifiers. Generally, most individual classifiers have their
own inherent defects [13] and their performance is also domain-dependent
[9]. By combining some classifiers, the advantage of one classifier is ex-
pected to cover the shortcomings of other classifiers so that the performance
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can be improved. Soft and hard voting have different strategies to combine
the result from the individual classifiers so that they can lead to different
decisions.

The result displayed in Table 10.2 shows that ES (soft voting) has a higher
performance than EH (hard voting) in this study in terms of accuracy. In
contrast, EH has a better performance in terms of F1-measure. Generally,
the soft voting strategy tends to get better performance than the hard voting
strategy as it takes into account more information. Soft voting is smoother
as it uses probability information to get the final decision. However, the
additional information could also lead to a worse decision. In this study,
the best accuracy is obtained by ES with 87.10%. Meanwhile, the best F1-
measure was achieved by EH with 77.45%.

10.4 Conclusion

Several studies suggested that many hospital workers suffer from work-
related stress. This condition can be harmful to both workers and the insti-
tution. Staff with acute stress levels can develop some diseases and mental
problems. Furthermore, a high stress level also has a negative impact on the
employee’s work performance including low patient care performance and
riskier cybersecurity practices. Enabling the workers to monitor their own
stress level has many advantages. Knowing their own stress level can help
them stay aware and feel more in control of their response to situations and
know when it is time to relax or take some actions to treat it properly.

This monitoring task can be enabled by using wearable devices to mea-
sure physiological responses related to stress. Smartwatch is one of the de-
vices that can be used for this task due to its usability for the working en-
vironment and its built-in sensors. In this work, we propose a multi-modal
based continuous stress detection method using some individual classifiers
and classifier ensembles.

The experiment results show that all of the classifiers work quite well to
detect stress with an accuracy of more than 70%. RF obtained the best ac-
curacy with 86.61% while KNN has the lowest accuracy with 73%. In terms
of F1-measure, LR could achieve the best F1-measure with 76.25%. Similar
to the accuracy result, KNN also has the lowest F1-measure (52.43%). The
results also show that the ensemble method obtained higher performance
compared to all of the individual classifiers. In this study, the advantage
of one classifier can cover the shortcomings of other classifiers so that the
accuracy can be improved. Furthermore, the results also show that ES (soft
voting) has higher accuracy than EH (hard voting) in this study but EH has
a better F1-measure than ES. In this study, the best accuracy is obtained by
ES with 87.10%. Meanwhile, the best F1-measure was achieved by EH with
77.45%.
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Our experimental study for the effect classifier ensemble is limited by
the WESAD dataset that uses only two classes: stress and non-stress. In
future work, the effect of the use of the ensemble method can be tested on a
dataset that provides different stress levels (e.g. low stress, moderate stress,
and high stress). Besides, a new dataset with more subjects could be created
in the future in order to test the reliability of the proposed methods. The
future dataset could also include not only label based on the intervention
like in the WESAD dataset, but also the label from user-filled questionnaires
(e.g. PSS).
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Chapter 11

Comparative Analysis Between
Individual, Centralized, and Federated
Learning for Smartwatch Based Stress

Detection

Muhammad Ali Fauzi; Bian Yang; Bernd Blobel

Abstract

Machine learning has been proven to provide good performances on stress
detection tasks using multi-modal sensor data from a smartwatch. Gener-
ally, machine learning techniques need a sufficient amount of data to train
a robust model. Thus, we need to collect data from several users and send
them to a central server to feed the algorithm. However, the uploaded data
may contain sensitive information that can jeopardize the user’s privacy.
Federated learning can tackle this challenge by enabling the model to be
trained using data from all users without the user’s data leaving the user’s
device. In this study, we implement federated learning-based stress detec-
tion and provide a comparative analysis between individual, centralized,
and federated learning. The experiment was conducted on WESAD dataset
by using Logistic Regression as the classifier. The experiment results show
that in terms of accuracy, federated learning cannot reach the performance
level of both individual and centralized learning. The individual learning
strategy performs best with an average accuracy of 0.9998 and an average
F1-measure of 0.9996.

11.1 Introduction

In today’s busy world, stress has become an interesting issue in recent years,
gaining awareness in many countries. Stress can be defined as a unique af-
fective state that occurs when an individual considers that their perceived
resources or ability cannot cope with the perceived demand of a stimu-
lus [17]. The latest survey by Acas in 2019 [34] about stress and anxiety
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at work reported that about 66% of working people have experienced work-
related stress in the last 12 months. Hospital employees, who in fact are
very familiar with this issue, are also exposed to high levels of work-related
stress [22, 36, 1].

Stress at a low level is acceptable or maybe even positive, also called
eustress. However, prolonged stress can have a negative impact on our
physical, mental, and emotional health. Many studies reported that stress
has a significant impact on the development of hypertension and coronary
artery disease, diabetes, asthma, etc. [26]. Moreover, excessive stress also
harms the employee’s productivity, increases absenteeism, and plays a cru-
cial role in mental illness development, such as generalized anxiety disor-
der and depression [35]. According to studies, in the hospital setting for
example, a higher stress level is significantly correlated with low patient
safety [37, 33]. Another study also suggested that a higher stress level of
hospital staff results in riskier cybersecurity practices [8]. These studies are
in line with a prior study [38], reporting that stressed people will be slow in
learning something new and may choose less profitable decisions.

Monitoring an individual’s stress level has many advantages. Knowing
their own stress level can help them in staying aware and feeling more in
control of their response to situations and knowing when it is time to relax
or take some actions to treat it properly [20]. Furthermore, this monitoring
can help to early diagnose mental illness and disorders. The most com-
mon way to assess a stress level is the use of questionnaires (e.g., Perceived
Stress Scale [4], Perceived Stress Questionnaire [18], etc.). However, this
method takes time, so it is not convenient to use every day for continuous
monitoring. Another approach for determining stress levels is to measure
stress-related physiological reactions using sensors. The smartwatch is one
of the most suitable devices to perform this stress monitoring task, espe-
cially in the working environment. A smartwatch offers a number of built-
in sensors that can be used for multimodal-based stress detection including
blood volume pulse, electrodermal activity, skin temperature, accelerome-
ter, etc. Unlike many wearable devices that have very low usability and are
not convenient to wear during work (e.g., chest-worn devices, finger-placed
galvanic skin response (GSR) sensors, etc.), the smartwatch is well known
and has a high degree of social acceptance due to their ubiquity in everyday
life [31, 16].

There has been a remarkable success of machine learning (ML) technolo-
gies in empowering practical artificial intelligence (AI) applications, includ-
ing in medical fields. Many prior studies have used multi-modal sensor data
and machine learning methods to develop stress detection systems such as
Decision Tree, K-Nearest Neighbors (KNN), Random Forest, and Logistic
Regression [28, 9, 11, 29]. Machine learning techniques generally need a suf-
ficient amount of data for training to perform well. Therefore, to create a

258



11.2 MATERIALS AND METHODS

Table 11.1: Participants’ demographic characteristics in the WESAD dataset
(N = 15).

Characteristic Value, Mean (SD)

Age (years) 27.5 (2.4)
Height (cm) 177.6 (6.7)
Weight (kg) 73.1 (10.3)

robust method, we need to collect sensor data from several users and collect
them at a central server for processing. However, the uploaded medical data
may contain individual privacy-related and sensitive information. Privacy
breaches can happen if the central server is compromised. Furthermore,
the leakage can also happen even when well-intentioned individuals, who
have access to the server, share the data for legitimate purposes. As a result,
a growing number of studies place attention on safeguarding private data
in analysis processes. Federated learning (FL) can be the solution to this pri-
vacy challenge. FL works by allowing each data register to train models on
separate, isolated datasets while only sharing the trained models, which do
not contain any personal information. The registers then send their models
to a central server for aggregating them to a single, integrated model. This
process is repeated for a number of iterations until a high-quality model
is produced. In this work, we implement FL-based stress detection and
provide a comparative analysis between individual, centralized, and fed-
erated learning.

The remainder of this paper is organized as follows. The introduction
part is given in Section 11.1. Dataset, features, learning strategies, and eval-
uation methods for the stress detection task are explained in Section 11.2.
The results and discussion of this paper are described in Sections 11.3 and
11.4, while conclusions are provided in Section 11.5.

11.2 Materials and Methods

11.2.1 Dataset

A public dataset called WESAD (Wearable Stress and Affect Detection) [28]
was used in this study. The dataset was created in the lab by the Ubiquitous
Computing research group at the University of Siegen, Germany, and was
made public in 2018. The data came from 15 participants consisting of 12
males and 3 females. The demographic information of the participants in
this dataset is displayed in Table 11.1.

The data in the WESAD study were acquired using an Empatica E4 smart-
watch and a RespiBAN chest band at the same time during specified tasks
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designed to capture three different affective states: neutral, stress, and amuse-
ment. Only Empatica E4 data are used in this study because the focus of
this work is on smartwatch sensors. The built-in sensors on the smartwatch
are skin temperature (ST ), accelerometers (ACC), electrodermal activity
(EDA), and blood volume pulse sensors (BV P ). Each individual had a data
collection session of at least 36.5 min, which included the neutral position
for approximately 20 min, the stress situation for 10 min, and the amuse-
ment situation for around 6.5 minutes. During the neutral position, the par-
ticipants were sitting/standing and neutrally reading provided magazines.
During the stress situation, the participants faced the Trier Social Stress Test
(TSST) [13] to induce their stress, whereas during the amusement situation,
the participants watched a set of funny video clips. The neutral and relax-
ation sessions were combined into one non-stress class for the stress detec-
tion task in this study so that the classification problem was binary (stress
and non-stress).

11.2.2 Features

In this study, we employed all the sensors’ data on the smartwatch includ-
ing ST , ACC, EDA, and BV P . To extract the features, the signal data were
segmented by using a 60-second sliding window with a sliding step of 0.25
s following the recommendation by Kreibig et al. [14]. Furthermore, we con-
structed 6 different signals for each sensor’s data: the original signal; its first
and second derivatives; and the transformed signal data using a Discrete
Wavelet Transform (DWT) with the Haar wavelet at 3 different frequencies
(1 Hz, 2 Hz, and 4 Hz). Wavelet transforms can catch both frequency and
time information, while immediate changes in signals can be captured by
the Haar wavelet [39]. For the ACC data, in addition to the 3-dimensional
signal data (x, y, and z-axis that are represented by ACCx, ACCy , and
ACCz , respectively), we also calculated their magnitude (ACCnorm) using
Equation (11.1). In total, we have used signals consisting of 6 ST signals,
24 ACC signals, 6 EDA signals, and 6 BV P signals as displayed in Ta-
ble 11.2. In the last step, we extracted 10 statistical features using BioSPPy
and Numpy libraries [10] in Python as displayed in Table 11.3. In total, 420
features were analyzed for this study.

ACCnorm =
√
ACC2

x +ACC2
y +ACC2

z (11.1)

11.2.3 Learning Strategies

In this study, three learning strategies are compared: individual learning;
centralized learning; and federated learning. All those learning strategies
used Logistic Regression (LR) as the machine learning model. LR is selected
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Table 11.2: Signal data used in this study.

Sensor Signal

Skin temperature (ST )

ST original signal
ST first derivative signal
ST second derivative signal
ST signal with DWT with the Haar wavelet at 4 Hz
ST signal with DWT with the Haar wavelet at 2 Hz
ST signal with DWT with the Haar wavelet at 1 Hz

Accelerometers
(ACC)

ACCx original signal
ACCx first derivative signal
ACCx second derivative signal
ACCx signal with DWT with the Haar wavelet at 4 Hz
ACCx signal with DWT with the Haar wavelet at 2 Hz
ACCx signal with DWT with the Haar wavelet at 1 Hz
ACCy original signal
ACCy first derivative signal
ACCy second derivative signal
ACCy signal with DWT with the Haar wavelet at 4 Hz
ACCy signal with DWT with the Haar wavelet at 2 Hz
ACCy signal with DWT with the Haar wavelet at 1 Hz
ACCz original signal
ACCz first derivative signal
ACCz second derivative signal
ACCz signal with DWT with the Haar wavelet at 4 Hz
ACCz signal with DWT with the Haar wavelet at 2 Hz
ACCz signal with DWT with the Haar wavelet at 1 Hz
ACCnorm original signal
ACCnorm first derivative signal
ACCnorm second derivative signal
ACCnorm signal with DWT with the Haar wavelet at 4 Hz
ACCnorm signal with DWT with the Haar wavelet at 2 Hz
ACCnorm signal with DWT with the Haar wavelet at 1 Hz

Electrodermal activity
(EDA)

EDA original signal
EDA first derivative signal
EDA second derivative signal
EDA signal with DWT with the Haar wavelet at 4 Hz
EDA signal with DWT with the Haar wavelet at 2 Hz
EDA signal with DWT with the Haar wavelet at 1 Hz

Blood volume pulse
sensors (BV P )

BV P original signal
BV P first derivative signal
BV P second derivative signal
BV P signal with DWT and the Haar wavelet at 4 Hz
BV P signal with DWT and the Haar wavelet at 2 Hz
BV P signal with DWT and the Haar wavelet at 1 Hz

261



11. COMPARISON OF INDIVIDUAL, CENTRALIZED, AND
FEDERATED LEARNING FOR STRESS DETECTION

Table 11.3: Statistical Features.

No. Features

1 Mean of the Signal
2 Minimum value of the signal
4 Maximum value of the signal
4 Median of the signal
5 Maximum signal amplitude
6 Signal variance
7 Standard signal deviation
8 Absolute signal deviation
9 Signal kurtosis
10 Signal skewness

due to its good performance in stress detection tasks [7, 15, 40]. LR also pro-
vides relatively low computational complexity, compared to Deep Neural
Networks (DNN), for example. Thus, it does not need a device with high
computational power. LR in this study is implemented using the Scikit-learn
library [25].

11.2.3.1 Individual Learning

In this scheme, each user had their own model. As displayed in Figure 11.1,
the user’s data never left their device. Using this scheme, the user’s device
captured the sensor data, extracted the features, and then trained their in-
dividual machine learning model using their own data. In the end, each
user attained a model personalized for them. Since there are 15 participants,
there have been 15 separate models for each participant in this study. Like
the raw sensor data, this model never left the user’s device and has never
been shared with other users. The model will be used later on to detect
the user’s stress. To be noted, this learning strategy needs a device that has
enough computational power to perform the feature extraction and model
training tasks.

This scheme offers a very high level of privacy because no data or model
left the user’s device. Unlike the two other schemes, individual learning
does not need a central server to combine the data or model, so it can min-
imize the cost. However, it prevents information sharing across users that
generally can improve the performance of a machine learning model. In ad-
dition, if there is a new user, they cannot use the stress detection system
right after the registration. The new user must collect their own stress data
to train their individual model.
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Figure 11.1: Individual Learning Scheme.

11.2.3.2 Centralized Learning

In this scheme, we only have a single integrated model. Unlike individual
learning, this learning strategy needs a central server to combine the data
and train the integrated model. As shown in Figure 11.2, each user’s de-
vice captures the sensor data and then sends the raw data to the central
server. Thereafter, the central server combines all the data from all users,
extracts the features, and then trains a machine learning model using the
combined data. As result, a single integrated model is created. This model
is then sent to each user’s device and is used later to detect the user’s stress.
Since the feature extraction and model training tasks are conducted on the
central server side, this learning strategy does not need a device with high
computational power. The user device only needs to do the stress detec-
tion/inference task using the model. Depending on the size of the dataset,
training often takes several hours or more to complete. This stage of the
process demands the greatest CPU or GPU power. The inference task on
the other hand usually needs far less computing power than the training
task. To minimize the computing power needed on the user’s device, the in-
tegrated model in this scheme can be stored on the server. When the user
needs to perform the inference task on new data, the device can send the
data to the server, and the server will detect the stress level of the data us-
ing the model and send the result back. However, this strategy requires the
user’s device to be always online. If the integrated model is saved on each
user’s device, the user’s device does not need to be online to predict the
stress level.

This scheme offers a very low level of privacy because the user data
leaves her/his device. This is sensitive data that can be used to disclose
users’ personal information and their health status. However, it enables in-
formation sharing across users that generally can increase the robustness of
a machine learning model. The other advantage of using this scheme is that
a new user can use the stress detection system right after the registration by
deploying the integrated model. The new user does not need to collect their
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Figure 11.2: Centralized Learning Scheme.

own stress data and do the data labeling.

11.2.3.3 Federated Learning (FL)

As displayed in Figure 11.3, the federated learning scheme is similar to cen-
tralized learning in terms of needing a central server and having just a single
integrated model. The main difference between centralized and federated
learning is that the user’s data will never leave the user’s device in feder-
ated learning, that way maintaining the user’s privacy. Federated learning
in this study is implemented using Flower [3] with FederatedAveraging (Fe-
dAvg) aggregation strategy [23].

Stress data from sensors contain sensitive information that can be used
to disclose users’ personal information and their health status. Therefore,
the stress detection system needs to give more attention to privacy con-
cerns. In Europe, the General Data Protection Regulation (GDPR) protects
the users’ privacy by limiting the exchange of sensitive data [6]. On the
other hand, the use of sensor data has many potential benefits. Therefore,
a new family of privacy-preserving technologies is emerging to solve this
problem. The goal of privacy-preserving technologies is to make the most
of the data without jeopardizing users’ privacy. This technology employs
strategies to reduce the amount of personal data held while maintaining
the analysis operation. Several privacy-preserving methods have been pro-
posed, and one of the techniques with high potential is Federated Learning.
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Figure 11.3: Federated Learning Scheme.

Federated learning is a learning paradigm that aims to solve the prob-
lem of data privacy by collectively training algorithms without transfer-
ring data [23]. It has recently acquired popularity in healthcare applica-
tions [27, 2]. FL allows for collaboratively using datasets without transfer-
ring the raw patient data outside of the institutions’ databases. As shown in
Figure 11.3, each user’s device captures the sensor data and extracts the fea-
tures. Furthermore, the machine learning model is trained locally on each
user’s device. Next, the trained model is uploaded to the central server so
that the central server can combine all the models and share the integrated
model with each user’s device. This model will be used later to infer the
user’s stress level. Some works show that models trained by FL can obtain
performance levels comparable to those trained on centrally hosted data sets
and exceeds models that only see isolated single-device data [19]. Success-
ful implementation of FL could have a huge impact on enabling large-scale
precision medicine, resulting in unbiased models while also respecting pri-
vacy issues [27]. To be noted, this learning strategy needs a device that has
enough computational power to do the feature extraction and local model
training tasks.

The federated learning scheme offers a very high level of privacy, be-
cause no data is leaving the user’s device. This scheme also enables infor-
mation sharing across users that generally can improve the robustness of a
machine learning model. In addition, if there is a new user, she/he can use
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Figure 11.4: Confusion Matrix. Blue square means the data are correctly
predicted while red square means the data are incorrectly predicted.

the stress detection system right after the registration by using the integrated
model without doing data collection first.

11.2.4 Evaluation

In this study, each data set is divided into two parts: training and testing
data with a split ratio of 80:20. All the strategies use the training data for
model training and testing data to evaluate the model performance. Several
measurements including Accuracy (Acc), Precision (P ), Recall (R), and F1-
measure (F1) were deployed for classifier performance evaluation. All mea-
surements were calculated based on the confusion matrix displayed in Fig-
ure 11.4. True Positive (TP ) and True Negative (TN ) are the numbers of data
that were correctly predicted. TP represents the number of stress data that
were correctly predicted as stress, while TN represents the number of non-
stress data that were correctly predicted as non-stress. Meanwhile, False
Positive (FP ), often called Type I Error, is the number of non-stress data that
were incorrectly predicted as stress data, and False Negative (FN ) or Type
II Error represents the number of stress data that were incorrectly predicted
as non-stress data.

The formulas for all measurements are displayed in Equation (11.2), Equa-
tion (11.3), Equation (11.4), and Equation (11.4) respectively.

Acc =
TP + TN

TP + FP + FN + TN
(11.2)

P =
TP

TP + FP
(11.3)
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Table 11.4: Individual Learning Result.

Participant Acc P R F1

1 1.0000 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000 1.0000
3 1.0000 1.0000 1.0000 1.0000
4 1.0000 1.0000 1.0000 1.0000
5 1.0000 1.0000 1.0000 1.0000
6 1.0000 1.0000 1.0000 1.0000
7 1.0000 1.0000 1.0000 1.0000
8 1.0000 1.0000 1.0000 1.0000
9 1.0000 1.0000 1.0000 1.0000
10 1.0000 1.0000 1.0000 1.0000
11 1.0000 1.0000 1.0000 1.0000
12 0.9994 0.9980 1.0000 0.9990
13 0.9970 0.9960 0.9941 0.9951
14 1.0000 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000 1.0000
Average 0.9998 0.9996 0.9996 0.9996

R =
TP

TP + FN
(11.4)

F1 = 2
P ·R
P +R

(11.5)

11.3 Results

The results of stress detection using individual learning, centralized learn-
ing, and federated learning are presented in Tables 11.4–11.6. The experi-
mental results show that individual learning is the most appropriate strat-
egy for this task by obtaining an almost perfect performance with an aver-
age accuracy of 0.9998, an average precision of 0.9996, an average recall of
0.9996, and an average F1-measure of 0.9996. All individual models of the
participants achieved 100% accuracy and F1-measure. Even the poorest in-
dividual model provided an accuracy of 0.9970 and F1-measure of 0.9951,
which can still be considered almost perfect.

Meanwhile, centralized learning had also a good performance with an
average accuracy of 0.9355, an average precision of 0.9125, an average re-
call of 0.8698, and an average F1-measure of 0.8783. The single integrated
model from the centralized learning is excellent for inferring the stress level
of most of the participants. The model achieved an accuracy below 0.9 just
for three participants’ data (participant 5, 8, and 13). In terms of F1-measure,
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Table 11.5: Centralized Learning Result.

Participant Acc P R F1

1 0.9414 0.8250 1.0000 0.9041
2 0.9317 0.9809 0.7809 0.8696
3 0.9660 0.8916 1.0000 0.9427
4 0.9571 0.8716 1.0000 0.9314
5 0.8833 0.9658 0.5853 0.7288
6 0.9511 0.8726 0.9720 0.9196
7 0.9772 0.9827 0.9401 0.9609
8 0.8545 0.9674 0.4771 0.6390
9 0.9244 1.0000 0.7495 0.8568
10 0.9957 0.9880 0.9980 0.9930
11 0.9475 0.8540 0.9851 0.9149
12 0.9353 0.8812 0.9127 0.8967
13 0.8837 0.8575 0.7475 0.7987
14 0.9437 0.8400 1.0000 0.9130
15 0.9404 0.9098 0.8994 0.9046
Average 0.9355 0.9125 0.8698 0.8783

the model achieved a value below 0.9 for six participants’ data. The model
best performed on the data of participant 10 with an accuracy of 0.9957,
precision of 0.9880, recall of 0.9980, and F1-measure of 0.9930. In contrast,
the worst result was gathered when detecting the stress level of participant
8 with an accuracy of 0.8545, precision of 0.9674, recall of 0.4771, and F1-
measure of 0.6390.

Based on Table 11.6, federated learning had a relatively mediocre per-
formance for the stress detection tasks in this study. It obtained an aver-
age accuracy of 0.8575, an average precision of 0.9892, an average recall of
0.5208, and an average of F1-measure of 0.6339. The integrated model from
federated learning performed quite well on most of the participants’ data
but performed very poorly on the data of some participants. This model
achieved an F1-measure below 0.5 for 5 participants (participant 2, 4, 8, 9,
and 13). The integrated model achieved the best result on the data of par-
ticipant 3 with an accuracy of 0.9969, precision of 1.0000, recall of 0.9887,
and F1-measure of 0.9943. On the contrary, the model performs the worst
inferring the stress level of participant 4, with an accuracy of 0.7259, preci-
sion of 1.0000, recall of 0.0589, and F1-measure of 0.1113.

The study results suggest that the individual model achieved the best
stress detection performance. This scheme outperformed both centralized
learning and federated learning because it offers personalization by training
the model separately for each user, using the user’s own data. The WESAD
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Table 11.6: Federated Learning Result.

Participant Acc P R F1

1 0.9131 0.8675 0.8089 0.8372
2 0.7565 0.9872 0.1670 0.2857
3 0.9969 1.0000 0.9887 0.9943
4 0.7259 1.0000 0.0589 0.1113
5 0.8511 1.0000 0.4447 0.6156
6 0.8700 1.0000 0.5484 0.7083
7 0.8578 1.0000 0.5227 0.6866
8 0.7796 1.0000 0.1835 0.3101
9 0.7820 1.0000 0.2781 0.4352
10 0.9390 0.9950 0.8016 0.8879
11 0.9524 1.0000 0.8337 0.9093
12 0.9097 0.9917 0.7123 0.8291
13 0.7620 1.0000 0.2288 0.3724
14 0.8880 0.9967 0.6232 0.7669
15 0.8778 1.0000 0.6110 0.7585
Average 0.8575 0.9892 0.5208 0.6339

dataset labels the data based on the stimulus given to the participants. All
the data recorded during the neutral and amusement condition, where the
participants were reading magazines and watching funny videos, were la-
beled as non-stress, whereas all of the data recorded during the TSST session
were labeled as stress. Different individuals will react to the stressors with
varying intensity or duration [12]. Therefore, the personalized approach like
the individual learning model surpasses the integrated model provided by
centralized learning and federated learning. The integrated model aims at
building a single model for all, so that it cannot adjust for each user.

These results also demonstrate that some models achieved quite good ac-
curacy on some participants, but had a very poor F1-measure. To be noted,
the stress dataset used in this study is imbalanced. It has more non-stress
data than stress data. Therefore, accuracy is not good enough to be used as
the evaluation measure. We need to perform the evaluation using precision,
recall, and F1-measure. High accuracy means that the model can well pre-
dict the class. However, it is important to mention that accuracy is based on
True Positive (TP ) and True Negative (TN ). In an imbalanced dataset where
the number of non-stress data is higher than stress data, high accuracy may
be achieved because the value of TN is very high even though the value of
TP is very low. As an extreme example, if we have 100 testing data contain-
ing 90 non-stress data and 10 stress data and the model predicts all of the
testing data as non-stress, the model will still get very good accuracy with
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0.9. In this example, the model gets 90 TN and 0 TP. This model is actually
not good because it cannot predict any stress data even though the accuracy
is very high. In contrast with accuracy, the F1-measure of this model will be
very low. Picking an example from the experimental result, the integrated
model from federated learning applied to participant 4’s data achieved an
accuracy of 0.7259, precision of 1.0000, recall of 0.0589, and F1-measure of
0.1113. The low recall with high precision means that the data predicted as
stress by the model are very few, but most of the predicted labels are correct.
In other words, this model mostly predicts the data as non-stress so that the
TN value is very high, resulting in a high-value accuracy even though the
TP value is very low because only a small amount of data were predicted
as stress. In contrast with the accuracy, the F1-measure of this model is very
low. Therefore, in an imbalanced dataset, F1-measure is a better measure-
ment than accuracy.

11.4 Discussion

This paper discusses the comparison of individual learning, centralized learn-
ing, and federated learning on the WESAD stress detection dataset. Gener-
ally, more data will make the machine learning model better and more ac-
curate, because the more information we give to the model, the more it will
learn and the more cases it will be able to correctly infer [32]. Therefore,
integrated models such as centralized and federated learning are expected
to be more accurate than individual learning. Surprisingly, the individual
model surpasses in this study both the centralized and the federated learn-
ing as depicted in Figure 11.5. The WESAD dataset labels the data based
on the stimulus given to the participants. Different participants may react
differently to each stimulus. In this case, the personalized approach such as
the individual learning model can adjust the model to the user’s behavior.
The integrated model aims at building a single model for all so that it cannot
adjust for each user. This study outcome is in line with another study about
stress detection that also reported that a personalized model outperformed
an integrated model [21].

Generally, federated learning is expected to perform worse than central-
ized learning. It is because centralized learning has direct access to all data
while federated learning train the model locally and only communicates an
updated model to a central server [24]. Surprisingly, the performance dif-
ference between the two strategies is very big. A more complex model such
as Deep Neural Network (DNN) is needed to build a better federated learn-
ing model. Some previous work shows that federated learning with DNN
can obtain performance levels comparable to those models trained using
a centralized learning scheme [24, 21]. Another study also suggested that
less complex models perform worse than more complex models in federated
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Figure 11.5: Stress Detection Results Using Three Different Learning Strate-
gies.

learning [30]. However, a more complex model requires the user’s device to
have a higher computational power to train the model. Additionally, a more
complex model will also lead to higher communication costs between the
user’s device and the central server. Thus, there will be a challenge to use a
complex model for communication-sensitive applications [30].

Furthermore, since the WESAD dataset in this study is labeled based on
the stimulus, there may be the possibility that the labels do not represent
the participants’ actual stress levels. For example, during the TSST situ-
ation, there is the possibility that the participant was not feeling stressed
(e.g., because they are good at public speaking) but all their gathered data
during that session will be labeled as stress. Another issue could be that a
participant was feeling stressed while watching the funny videos, because it
reminded them of some traumatic events, for example, but all of their data
during that session will be labeled as non-stress. Therefore, it will be of in-
terest to see the comparison between the personalized and the integrated
model on the stress dataset that is labeled based on the user’s subjective
stress level measurement. In addition, the WESAD data collection was con-
ducted in one session, which will make the data very similar. Thus, it is also
of interest to see the comparison on the stress dataset, that is collected on
multiple sessions to see how the model can perform across sessions.

Another factor that can also be considered is the usability of the three
learning schemes for a new user. For centralized and federated learning,
the new users can use the integrated model to predict their stress level right
after the registration. For individual learning, however, the user must collect
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training data first. The users should record their data using the smartwatch
during stress and non-stress condition. The users must also give the correct
label to the data because the quality of the model heavily depends on the
training data quality. This training data is used to train the personalized
model for the users before they can infer their stress level automatically.

In addition, the computational cost is also different between these three
schemes. Individual learning demands that a user’s device has enough com-
puting power for feature extraction, model training, and stress detection
tasks. Meanwhile, centralized learning requires less computing power for a
user’s device, because all of the processes can be done on the central server.
However, the device has to be always online since the device has to send the
data to the central server. Federated learning needs a user’s device that has
enough computing power to do the local training as well as a communica-
tion channel to exchange data between the device and the centralized server.

Finally, stress data are considered sensitive as they can be used to dis-
close the user’s health status. Based on a study on health data privacy,
most of the interview subjects are worried about their data privacy on an
individual level [5]. Therefore, the processing of this kind of data needs to
pay more attention to privacy concerns. In centralized learning, all the data
are collected on a centralized server. When these data are shared with the
central server, privacy leaks can occur if the central server is compromised.
Therefore, centralized learning can jeopardize users’ privacy. On the con-
trary, individual and federated learning strategies offer a high level of pri-
vacy. In federated learning, only the learning model, and no raw user data,
is processed centrally. Meanwhile, individual learning provides a higher
level of privacy as it does not require any user data or model to leave the
user’s device.

11.5 Conclusions

In this study, the comparison between individual, centralized, and feder-
ated learning for smartwatch-based stress detection is discussed. In terms
of accuracy, the individual learning strategy beats both centralized learning
and federated learning. This is quite reasonable because different partici-
pants may react differently to stressors, so a personalized model is needed.
The integrated model aims to build a single model for all so that it cannot
adjust for each user. In terms of privacy, centralized learning requires all of
the data to be shared with a centralized server. There is a risk of privacy
breach, when the central server got compromised. In contrast, the individ-
ual learning strategy offers a very high level of privacy, since it does not
require any user data or model to leave the user’s device. Federated learn-
ing also offers a high level of privacy, since only the learned model, and no
raw user data, is processed in the central server. The only disadvantage of
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individual learning is the low usability for a new user. For centralized and
federated learning, the new users can use the integrated model to infer their
stress level right after the registration. In contrast, for individual learning,
the users must collect training data first to build the personalized model.

In future work, a more complex model such as DNN can be used to im-
prove the federated learning scheme performance. In addition, it will be
interesting to see the comparison between individual learning, centralized,
and federated learning on the stress dataset that is labeled based on the
user’s subjective stress level measurement and collected on multi sessions,
instead of only a single session.
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