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Abstract

This master thesis explores the usage of Reinforcement learning (RL) and Prox-
imal Policy Optimalisation (PPO) to the ambulance dispatching problem as a pos-
sible decision support tool for the Emergency Medical Service (EMS) in Oslo and
Akershus municipality, Oslo University Hospital (OUH). The ambulance dispatch-
ing problem differs from a typical Vechicle Routing Problem (VRP) since patients
(target locations) arrive stochastically (not known ahead of time), which makes
the problem hard to solve. Furthermore, the EMS strives for optimal resource util-
ization, rapid response time, and good working conditions while at the same time
experiencing an increase in demand. To solve this problem, a simulation model
written in Python combined with Open Street Map (OSM) travel time estimation
and simple synthetic incident data generation is implemented. Incident priority
and incident queue are also put under consideration. Results show that the PPO
model outperforms heuristic policies such as dispatching the closest ambulance by
Haversine or Euclidean distance. Both when considering synthetic and real incid-
ent data. On the other hand, more work is needed for RL to be used as a decision
support tool.
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Sammendrag

Denne master avhandlingen utforsker bruken av forsterkningslæring og Proximal
Policy Optimalisation (PPO) til ambulanseutsendelse-problemet, som et mulig be-
slutningsstøtteverktøy for Akutt medisin sentralen (AMK) i Oslo og Akershus,
Oslo Universitets Sykehus (OUS).Ambulanseutsendelse-problemet er forskjellig
fra et typisk ruteproblem (Vechicle Routing Problem (VRP)) siden pasienter (mål
lokalasjoner) er stokastisk (ikke kjent på forhånd), som gjør at problemet er vanskelig
å løse. I tilegg så strever AMK-sentralen med optimal ressursutnyttelse, kjapp re-
sponstid, og gode arbeidsforhold samtidig som at de opplever en økning i etter-
spørsel. For å løse dette problemet blir det det bygd en simuleringsmodell skre-
vet i Python, kombinert med Open Street Map (OSM)-reisetidsberegning og en-
kel syntetisk hendelses data generering. Hendelses-prioritet og kø blir også tatt
i betraktning. Resultatene viser at PPO-modellen presterer bedre enn heuristiske
retningslinjer, som å sende den nærmeste ambulansen basert på Haversine- eller
euklidsk avstand. Dette gjelder både for syntetisk og virkelig hendelsesdata. Det
kreves derimot mer arbeid for at RL kan brukes som et beslutningsstøtteverktøy.
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Chapter 1

Introduction

The Emergency Medical Service (EMS) in Oslo and Akershus municipality is handled
by Emergency Medical Communication Centre (EMCC) at Oslo University Hos-
pital (OUH). While there is high demand for fast response times, the resources
they have at their disposal are limited. Because of this reason, optimal resource
utilization is strived for.

In cardiac and circulatory arrest incidents, chances for resuscitation drop fast over
time. This chance has an estimated drop of 10% every minute, making fast re-
sponse crucial [1]. Even though Oslo University Hospital (OUH) has stated that
the percentage of incidents with cardiac arrest is low, a fast response is vital, espe-
cially for acute incidents, see section 2.1. The EMCC also suffer from high turnover
rates due to bad working conditions. At times ambulance drivers can work for long
hours without breaks and socializing. Therefore resource management also needs
to consider the human aspect of the task.

On top of this, OUH experience an increase in incidents over time. Since this is a
multi-dimensional problem counteracting this increase is complex. However, the
growth is primarily due to a population increase over time.

Additionally, the Computer aided dispatch (CAD) software which the EMS utilize
for decision support can be improved. Especially in ambulance dispatch recom-
mendations, as current CAD software has room for improvement.

Much of this information builds upon the work of Schjølberg and Bekkevold [2],
who have interviewed ambulance personnel associated with Oslo University Hos-
pital (OUH).

1.1 How the EMS system works

Below is a step-wise list of how the ems system works. Figure 1.1 also illustrates
this process. The Triage hierarchy mentioned in the list has 3 different levels. The

1



2 Moen, Jon E: Ambulance dispatch decision support

codes in this Triage are Acute (A), Urgent (H) and planned/unplanned regulars
(V). These correspond to the priority of the incident, i.e how fast the ambulance
should respond to that incident.

1. An incident occurs, and someone calls the EMS
2. A dispatcher at the EMS assesses the priority of the incident on a Triage

hierarchy scale.
3. An ambulance close to the incident is dispatched to the location. The haste

is defined by the given priority.
4. The ambulance arrives at the location and either treats the patient at the

spot, or picks up the patient.

4.1 If not treated on the spot, the ambulance delivers the patient to the
closest hospital.

5. After treating the patient, the ambulance drives to its assigned base station.

Below is a list of definitions from the step-wise list given above.

• Response time is defined as the time from when EMS receives a call until
an ambulance arrives at the given location. That means the time from step
1 all the way to step 4 (tr = t5 − t1).
• The Ambulance dispatching problem is the task of deciding which ambu-

lance to send to which incident. Which corresponds to step 3 in the list.
• An allocation is defined by the number of ambulances assigned to each base

station. An allocation can either be rigid or dynamic throughout time.
• If no ambulance is available, incidents enter a FIFO incident queue and

awaits an ambulance. Once an ambulance is available, ambulances are dis-
patched to incidents from this queue.
• The coverage of an ambulance is defined as the spatial area said ambulance

can travel to within a certain time limit.
• Forecasting is the task of predicting incident volume and location. This

prediction occurs in both a space and time dimension (Spatio-temporal).
Since incidents happen at a certain time at a certain location.

There are two different types of base stations: ambulance stations and standby
points. Ambulance stations are well-established garages for ambulances with proper
facilities. In comparison, standby points are temporary garages with less space for
ambulances and humans. These standby points also have less established facilit-
ies, such as toilets and break rooms.

Various types of ambulances are utilized based on the nature of incidents and the
prevailing road traffic conditions. However, in this work, only regular ambulances
are assumed.

It is important to remember that special traffic laws apply to ambulances. Ambu-
lance drivers are obligated to drive responsibly but are excluded from speed lim-
its when it is justifiable. Other cars must yield to an ambulance with blue lights,
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Time (t)

t1: New incident i occurs

t2: Dispatcher recieves and asseses priority ip

t3: Ambulance assigned

t4: Ambulance starts driving

t5: Ambulance arrives at location

t6: Ambulance picks up patient

t7: Ambulance drives to hospital

t8: Ambulance arrives at hospital

t9: Ambulance finished at hospital

t10: Ambulance arrives at base station

tr : Response time t-d

i-d

h-l

Figure 1.1: Shows a simplified flow chart of how the EMS system works. This flow
chart assumes all incidents are transported to the hospital. t-d, i-d, and h-l is time
not used on driving (processing time), which is discussed further in chapter 4.
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meaning ambulances can travel faster than a typical car. The travel time of the
ambulances also depends on the incident priority, making travel time prediction
nontrivial [3].

Digital solutions are incorporated to aid the ambulance dispatch process. Typically
computers are both located at the dispatch center and in the ambulances. CAD
software is to enter the location of the incident, assessed priority, and the choice
of an ambulance to dispatch [4].

1.2 Problems with the current EMS system

1.2.1 Dispatching

The current methodology for ambulance dispatching has a very static approach to
a stochastic environment. Many of the methods used today are rigid and follow a
strict protocol.

Once an incident occurs, the decision on which ambulance to send (dispatching)
is based on the Euclidean distance between the incident and currently available
ambulances [1]. This protocol does not consider the city’s road network or traffic
congestion. An ambulance with a high Euclidean distance can be closer than an
ambulance with a low Euclidean distance due to the structure of the road net-
work. As shown on Figure 1.3, low Euclidean distance can result in high road
network distance. Even though Euclidean is strongly correlated with road net-
work distance, there are outliers [5]. A scatter-plot of Euclidean distance towards
road network distance is shown in Figure 1.2

Typically incidents in the incident queue are served in a FIFO manner. The incident
that has waited the longest in the queue is served first. When considering incident
priority, this might not be the best approach since there might be an incident with
higher priority further back in the queue. This results in a fast response time to
the incident with low priority and a high response time to the incident with high
priority.

Due to regulations, the EMS are restricted to always dispatch some ambulance
once an incident occurs. It is, however, possible that an unavailable but soon-to-
be available ambulance could have a shorter response time than the currently
closest available ambulance [6].

Another aspect is that assigning ambulances to incidents can lead to ambulances
getting drawn away from locations where the ambulance should have been posi-
tioned. In other words, always sending the closest ambulance pulls ambulances
away from areas with a high likelihood of an incident occurring. This results in
those locations having a longer response time [7].

One complex aspect which has similarities to a paradox also can happen. In this
situation, an ambulance is dispatched to a low-priority incident and drives to-
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Figure 1.2: Scatter plot of euclidean versus shortest road network distance. The
data is gathered from the Netherlands (Image source [5])

Figure 1.3: Shows difference between Euclidean distance and Road network dis-
tance. Notice how the Euclidean distance is lower than the Road network dis-
tance. (Image source [8])

wards it. While driving, another incident with higher priority occurs close to the
ambulance but not close to a base station. Figure 1.4 illustrates this situation,
where d is some distance to each incident. Now the question is, does the ambu-
lance reroute to the higher priority, or should an ambulance from the base station
be dispatched to the new incident? This problem involves carefully prioritizing
the incidents, their probability of resuscitation, and distance. It also depends on
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Base station & 1 ambulance

Ambulance

Incident (H)

Incident (A)

d1

d3

d2

Figure 1.4: Shows a particular case where an ambulance traveling to an urgent
incident (Red arrow) could be redirected to an acute incident during travel. Since
d2 < d3 and acute (A) has higher priority than urgent (H). The X and Y axis
illustrates the spatial dimension, while the value of d shows the distance.

the value of d1, which defines how close the en-route ambulance is to its assigned
incident.

The Norwegian Directorate of Health has set goals on how fast the response time
should be. These goals are quantifiable and depend on the incident’s priority and
the population density. In literature, this is called Coverage and revolves around
the CDF of the response time. These goals are listed below [2] [9].

1. In densely populated areas 90% of acute incidents should have a response
time lower than 12 minutes

2. In sparsely populated areas 90% of acute incidents should have a response
time lower than 25 minutes.

Unfortunately, the EMS in Oslo and Akershus do not meet these goals.

1.2.2 Other

Often incidents are labeled as acute due to the uncertainty of the call (step 1)
since the caller provides little or uncertain information. Assessing an incident as
acute eliminates the risk of arriving later if labeled as urgent, resulting in over-
labeling incidents as acute. For example, in 2015, 74-80% of incidents were over-
labeled, and 20-30% were under-labeled in the southeast part of Norway [10].
Figure 1.5 shows a confusion matrix of the assessed and actual urgency, which is
also adjusted for availability, response time, and transport time.

Often incidents are labeled as acute due to the uncertainty of the call (step 1)
since the caller provides little or uncertain information. Assessing an incident as
acute eliminates the risk of arriving later if labeled as urgent, resulting in over-
labeling incidents as acute. For example, in 2015, 74-80% of incidents were over-
labeled, and 20-30% were under-labeled in the southeast part of Norway [10].
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Figure 1.5 shows a confusion matrix of the assessed and actual urgency, which is
also adjusted for availability, response time, and transport time. However, the data
quality of the estimates in the figure is low. Since the existing CAD system data
is inconsistent and inaccurate for scientific research, which is a common problem
among other studies assessing the accuracy of medical dispatch [11]. There also
exists no consensus on standards to asses the accuracy.

Figure 1.5: Confusion matrix of labeled priority and actual urgency. Compiled
using data from Samdal et al. [10]

1.3 Scope and problem of solution

The main focus is on ambulance dispatching, in other words, optimizing the choice
of which ambulance to dispatch to a given incident. The aim is to improve the
response times according to the quantifiable goals of the Norwegian Directorate
of Health while also accounting for incident priority and queue. This work will
use Reinforcement learning (RL) and the PPO algorithm to achieve this goal. This
system will then provide a recommended dispatch action as a decision support
tool for the EMS.

1.3.1 Similarities to other problems

The ambulance dispatching problem is closely related to the Travelling Salesman
Problem (TSP), Vechicle Routing Problem (VRP) and Mutli Depot Vehicle Rout-
ing Problem (MDVRP). While researchers consider these problems tractable when
employing heuristics, it is crucial to note that particular significant distinctions ex-
ist.

To begin with, in TSP and MDVRP, all the target locations (cities) are known ahead
of time. In an EMS setting, the target locations (incidents) are unknown ahead of
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time, and ambulances are dispatched immediately on occurrence. Consequently,
this results in a tiny time window for planning.

Further, TSP and MDVRP consider that a vehicle can visit multiple locations be-
fore returning to their depots. In an Emergency Medical Service setting, multiple
ambulances can be dispatched to a single incident (location) before potentially
proceeding to the hospital and ultimately to a base station (depot). It can be the
case that an ambulance can visit multiple incidents (locations); however, the max-
imum carrying capacity of each ambulance is unknown. Furthermore, this relies
on many unknown factors of the actual urgency of the incident.

The ambulance dispatching problem can be seen as a combination of MDVRP,
Vehicle Routing Problem with Pick-up and Delivering (VRPPD) and Dynamic Vehicle
Routing Problem (DVRP). Since locations (incidents) can occur during the execu-
tion of a route (DVRP), and patients are sometimes delivered to the closest hos-
pital before returning to their depot (VRPPD). When accounting for the capacity
of the ambulances, each ambulance type, ambulance relocation, incident priority,
incident queue and traffic congestion the ambulance dispatching problem differs
from these problems. Making the ambulance dispatching problem hard to solve
with heuristics.

Further, ambulance dispatching is similar to ride-hailing/sharing problems. In
these problems, taxis or similar vehicles serve customers with stochastic origin
and destination. The goal for these vehicles is optimal Coverage together with
fast response times. However, in these problems, taxis drive around proactively
anticipating customers and have no depots.

Lastly the ambulance dispatching problem has close relation to the ambulance
allocation problem [2] and incident forecasting [12][13][14].

1.3.2 Complexity

Solving the ambulance dispatching problem is not an easy task. As further ex-
amined in chapter 2, many aspects of improving the EMS pipeline struggle due to
the high dimensionality of the problem and its temporal instability. Below is a list
of reasons solutions to these problems struggle.

1. Incidents occur distributed in space (spatial), time (temporal), and prior-
ity, which makes accurate forecasting hard to solve. Some success has been
shown in predicting the total number of incidents. Still, these methods struggle
with underestimating predictions, lack of causal features (such as popula-
tion shifts, traffic congestion, and road construction), over/under dispersion
of the data, feature selection (Such as appropriate contextual information),
data quality and size, interpretability of data-driven approaches, and tem-
poral instability [14] [4]. When considering the spatial and priority aspect,
prediction methods struggle. Due to different spatial patterns for each pri-
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ority and spatial granularity [15] [12].
2. Many papers have shown that sending the closest ambulance to every occur-

ring incident is myopic optimal [16] [17][1][6][18]. In other words, there
is room for improvement in the current methodology for ambulance dis-
patching.

3. Due to the dynamic nature of the spatial pattern of EMS incidents, the am-
bulance dispatching policy also exhibits strong dynamism. Which simple
rule-based approaches often fail to capture [17].

4. As mentioned in section 1.1, realistic ambulance travel time prediction is
nontrivial.

In the case of ambulance dispatching, solutions have been found using a variety
of techniques. Below is a list of problems in previous solutions.

1. The priority of an incident is often ignored [19] [20]. Accounting for the
priority of the incidents has been shown to increase survivability [21].

2. Standard decision-theoretic models have been evaluated for the problem
but are intractable due to the large dimensionality [4].

3. Some papers assume that response time is independent of priority. [21][16]
4. Changing traffic conditions is often ignored. Also, the different types of EMS

vehicles for road conditions in different scenarios are not accounted for
[20].

1.3.3 Scope

This thesis focuses on implementing the PPO algorithm to the ambulance dispatch-
ing problem while considering incident priority, queue, and a changing number
of ambulances. Furthermore, an implementation of a simulator model in Python
and a framework for generating synthetic data is also provided. . An emphasis is
also made on Data analysis (4) to provide insight into the datasets provided.

In this implementation, some simplifying assumptions are considered. They are
similar to the assumptions made by Schjølberg and Bekkevold [2].

1. Ambulances are assumed to always travel to the closest hospital after at-
tending an incident. In a real-world scenario, an ambulance can treat an
incident on the spot, and a given hospital might also be understaffed or un-
suitable for the given patient. However, this consideration is overlooked due
to insufficient information.

2. Ambulances are considered reactive, meaning ambulances only move in re-
action to incidents. This differs from a proactive perspective, where ambu-
lances patrol around to cover vital areas.

3. One ambulance is assumed to have a capacity for one incident. Furthermore,
one ambulance is assumed to be needed for every incident.

4. Only Acute (A) and Urgent (H) incidents are considered (ip ∈ {A, H}). Ig-



10 Moen, Jon E: Ambulance dispatch decision support

noring Planned Regulars (V).
5. Dispatch actions are only performed when incidents occur or there are in-

cidents in the incident queue.
6. Due to lack of information, travel times are assumed to be independent of

incident priority.
7. The uncertainty in the labeling of the incidents is not considered; Since there

are no clear indications of the real urgency before an ambulance arrives. Van
Barneveld et al. [22] argues that dispatchers can’t know if an incident needs
hospitalization before an ambulance arrives.

1.3.4 Contribution

Previous This
Usage of Markov decision process (MDP),
Dynamic programming (DP), and
Multi-agent Q-network with Experience Replay (MAQR)

Implementation with Proximal Policy Optimalisation (PPO)

Commonly ignoring incident priority Accounting for incident priority

Usage of costly travel time API.
OSM based travel time.
Reproducible

Some dataanalysis Extensive dataanalysis
FIFO incident queue. Choice of any incident in queue
Discrete event time simulation (DES) simulation Skips forward until next incident.

Day / night time allocation consideration

Table 1.1: Shows main contributions compared to previous implementations

Table 1.1 shows the main contributions compared to previous implementations.
From this the usage of PPO, case study of Oslo and Akershus, and incident priority
is most vital. A substantial effort was made on the simulation model and data
analysis. Details on each of these contributions are shown throughout the thesis.

The implementation of PPO to the problem of ambulance dispatching has not been
done before. Bélanger et al. [23] argues there is a need for experimentation with
new models. Holler et al. [24] applied the same algorithm to a similar problem
and achieved promising results.

The literature some of the literature considers both ambulance relocation and dis-
patching problems. However, there is little consideration of changing the number
of available ambulances during day and night shifts.

It is common to ignore incident priority to reduce the complexity of the prob-
lem. However, this implementation considers incident priority since it affects the
dispatching order of the ambulances.

Considering the possibility of overfitting historical data, a synthetic incident gen-
erator is built. Testing the model on both historical and synthetic data ensures
proper validation.
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1.4 Thesis Structure

This thesis is divided into the following chapters: Introduction, Literature Over-
view, Tools and Datasets, Data Analysis, Method, Experiment and Results, and
Conclusion. The chapters follow the order of implementation, meaning each chapter
relies on the information given in previous chapters. A breakdown of each chapter
is given below.

chapter 2 provides a literature and background overview. First, the literature on
other aspects of the EMS pipeline using the same dataset is outlined. Then the
background for the implementation is outlined together with previous solutions
to the ambulance dispatching problem using RL. Lastly, a discussion of previous
implementations is given.

chapter 3 provides an overview of the tools and datasets utilized for the data
analysis (chapter 4) as well as the implementation of the RL and simulation model
(chapter 5). This chapter also includes the data pre-processing methodology.

chapter 4 provides a data analysis into the datasets to provide insight and ex-
tract knowledge for synthetic incident data generation. This data analysis aims
to provide additional insights beyond previous implementations using the same
dataset.

chapter 5 provides an overview of the methodology for the simulator, the RL
model, and its evaluation.

chapter 6 explains the setup of each experiment, its result, and discussion. The
methodology of these experiments is primarily covered in the previous chapter.

chapter 7 wraps up the thesis with a conclusion of the result and future work.

1.5 Disclaimer

This thesis continues the pre-project delivered by the same author in autumn
2022. This is because the insights gained from the pre-project are highly relev-
ant to this thesis. Especially the literature overview (chapter 2) and data analysis
(chapter 4) chapters are similar to the pre-project.





Chapter 2

Literature Overview

Figure 2.1: Simple overview of the research discussed in this chapter

The main streams of EMS research can be divided into allocation (section 2.1),
forecasting (section 2.2), and dispatching (section 2.7). A simple overview is
provided at the end of the chapter (Figure 2.1). Bélanger et al. [23], Neira et
al. [25] and Mukhopadhyay et al. [4] are the most recent review papers on the
ambulance dispatching problem and EMS research. This chapter also covers the
background for RL.

In machine learning, there is a difference between online and batch learning.
When batch learning is performed on a model, it is trained on a given dataset
in batches and later deployed. After deployment, the model does not improve
its predictions based on data gathered during deployment. Moreover, it does not
retrain the model after deployment. This contrasts with online learning, where
the model is continuously trained during deployment based on prior predictions.

13
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2.1 Allocation

Schjølberg and Bekkevold [2] utilised Genetic Algorithm (GA) and other evolu-
tionary methods to find optimal ambulance allocation. Previous methods utilized
Mixed integer programming (MIP), which has higher time complexity than evol-
utionary methods. The allocations are evaluated in a Discrete event simulation
model built in Java. This simulation model utilized the work of McCormack and
Coates [26].

The allocations to be optimized were static and independent of the time dimen-
sion. Both a night and a daytime allocation were sought.

Clustering techniques were to find allocations proportionate to the population
around the base stations (population-proportionate). Results showed that this
technique performed better over a long-term simulation of one year. However,
whether this is an artifact of overfitting by the GA method or if the population-
proportionate is always optimal is discussed. From a short-term perspective (less
than three months), the optimized allocations performed better than the other
methods. This indicates that an optimized ambulance allocation will work well in
a short time perspective but needs to be updated to work well continuously.

The number of ambulances used for simulation and optimization was experi-
mented with. Results showed that the number of ambulances in Oslo and Akershus
could lower without a severe increase in average response time. However, whether
this is true is discussed due to the non-linear relationship between response time
and chance of survival (survivability). The authors argue that the allocations would
be more optimal if a survival function were given by OUH.

As a side note, a survival function models the probability of patient survival as a
function of response time. These functions are investigated in literature for cardiac
arrest, where a fast response time is vital. Examples of such survival functions are
shown in Figure 2.2. The shape of a survival function depends on many factors,
such as specific types of incidents, age, health, and the availability of medical care
in ambulances.

2.2 Forecasting

The forecasting task is spatio-temporal, meaning the problem has two dimensions:
location (spatial) and time (temporal). Having such a large dimensionality makes
predictions hard, especially with high granularity. There are different definitions
for high/low granularity for both the spatial and temporal aspects. But in the EMS
setting, the literature defines one hour as high temporal granularity.

The previous master theses of Hermansen [13] and Van De Weijer and Owren
[12] have focused on prediction using the same dataset provided here. Both build
upon the MEDIC method and the work by Setzler et al. [28] and Zhou [29]. The
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Figure 2.2: Comparison of survival functions for cardiac arrest (Image source
[27])

MEDIC method is used by the EMS department at Charlotte-Mecklenburg, North
Carolina. It forecasts by averaging over historical data.

2.2.1 Hermansen

Hermansen [13] [14] studies a complete and a split approach to the problem. The
complete approach directly forecasts each location, while the split approach has a
separate model for the total volume and the spatial distribution. Both Multi-layer
perceptron (MLP) and Long short-term memory (LSTM) models were investig-
ated. Online learning is utilized instead of batch learning for all of the models.

When comparing the evaluations of the split and complete approach on the spa-
tial distribution and volume separately, the split approach performs better. The
complete approach performs marginally better when comparing the evaluations
on the spatial distribution and the volume combined. Overall the split approach
produces more helpful information than the complete approach.

Weather also has an impact on call volume [30]. Nevertheless, results showed the
models without weather data performed better on volume evaluation—conversely,
the best model for the combined evaluation used weather data. It might be pos-
sible that the weather variability is captured in the time-dependent features of
models not using weather data.

2.2.2 Van De Weijer and Owren

Van De Weijer and Owren utilized different time series decomposition techniques
in combination with MLP to predict the total volume of incidents over time. The
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same split approach is used as Hermansen [13]. Finally, another model was used,
which used the GA to optimize the weights of a Poisson neural network.

For spatial prediction, GA is used to aggregate the spatial locations in the data-
set to optimize the performance of an MLP. In addition, an MNIST pre-trained
Wasserstein generative adversarial neural network (WGAN) was also utilized for
spatial prediction.

The volume forecast performed well. However, the spatial prediction models struggled.
The GA aggregated MLP outperformed the historical average by a thin margin.
While the WGAN struggle due to the sparsity of the spatial distribution. The spa-
tial predictions improved by the inclusion of covariates and by spatial aggregation;
this, however, comes at the cost of precision. The thesis also found that the number
of people most frequently in need of ambulances is roughly the same per location
throughout time.

2.2.3 Mannering

For the specific case of highway accidents Mannering [31] argue over the temporal
instability of model parameters due to instability of driver behavior. Since driver
behavior is largely temporally unstable, the model parameters forecasting incid-
ents are also temporally unstable. In other words, the model parameters cannot
be constantly optimal over time which can be solved by online learning.

Driver behavior is affected by a lot of individual and social factors. These factors
include driver age, risk-taking behavior, and macroeconomic conditions. Macroe-
conomic conditions have been shown to be a strong predictor of risk-taking beha-
vior, which again influences driver behavior.

Since driver behavior is temporally unstable, the changing dynamics of urban en-
vironments (such as traffic, population shifts, and road construction) highlight
online learning’s importance.

2.3 Reinforcement Learning

Reinforcement learning (RL) is a paradigm in machine learning which differs
from unsupervised and supervised learning. It models intelligent agents interact-
ing with an environment to maximize its reward [32].

In this environment, states, possible actions, and rewards are outlined. Given a
state of the environment s it transitions into a state s′ after performing action a
and receives reward r. The goal is to perform actions through time t to maximize
an episode’s discounted reward. An episode is a series of states and actions in an
environment instance. An episode can terminate when a terminal (goal) state is
achieved, or a maximum number of iterations limit is reached. When the envir-
onment is non-deterministic, the state transitions from s to s′ with action a with
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Figure 2.3: The setup of reinforcement learning (Image source [33])

a probability P(s→ s′|a) or often denoted P(s′|s, a).

Most of RL theory assumes environments satisfy the Markov property. The Markov
assumption holds in a stochastic system that possesses this property. The Markov
assumption assumes that future states depends only on the current state, and not
on several past states. In other words, it has no memory of past states. i.e the state
transition probabilities are only dependent on the given state.

The action a is modeled through a policy π learned through time. Policies utilize a
state-value function V (s), which models the desirability for an intelligent agent to
be in state s (following policy π). The state-value function is the expected future
rewards when actions are performed from that state. These future rewards are
discounted, meaning future rewards affect the current state value with a coeffi-
cient γ, which reduces over future time t with γt . With an infinite time horizon,
the state-value function is defined in equation 2.1.

Vπ(st=0) = E[
t=∞
∑

t=0

γt · rt] (2.1)

A policy can also be modeled through an action-value function (Often called Q-
values, utilized in Q-learning). Which essentially is the same as the state-value
function, given that action a is performed in state s. The action-value function is
defined in the Equation 2.2.

Qπ(s, a) = E[
t=∞
∑

t=0

γt · rt |as = a] (2.2)

With perfect estimations, the optimal action is the action which maximises the
state-value function or the action-value function. i.e a(s) =maxa Qπ(s, a)

The policy π, can be represented in different ways. In environments with small
state space, the representation can be a dictionary mapping the state and action to
a value. It can also be represented as a deep neural network for environments with
ample state space. This would then take a state as input and return an expected
future reward distribution among possible actions (Q-values).
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The estimation of the policy varies depending on the type of RL. Monte Carlo (MC)
methods and Temporal differencing (TD) are experience-based while Dynamic
programming (DP) is model-based. Experience-based methods update values and
probabilities from experience throughout actions in episodes. While model-based
methods assume transition probabilities P(s → s′|a) and rewards r for all states
are known.

Most of RL theory revolves around DP and the Bellman equation. The Bellman
equation is a constraint that should hold for each state in the environment and is
the basis for policy updates in DP. Equation 2.3 shows the Bellmann equation for
a state-value policy, which requires a given model for transition P(s → s′|a) and
Rs′ . Let π(s, a) be the probability of choosing action a in state s following policy
π.

Vπ(s) =
∑

a

π(s, a)
∑

s′
P(s→ s′|a)[Rs′ + γVπ(s

′)] (2.3)

The goal in RL is to find a policy π(s) such that all Bellman constraints for all
states hold. Under such optimal conditions, the optimal policy is defined under the
Bellman optimality equation V∗(s) =maxa

∑

s′ P(s→ s′|a)[Rs′ + γV∗(s′)]. In other
words, doing action a, which satisfies this optimality equation, is always the most
optimal. Given a perfect model as explained above, state values can be propagated
backward from ∀s′V (s′) to V (s), thus iteratively solving the optimal state-value
function and policy. This process is called value iteration, and the policy is the
action that satisfies the optimality equation.

If a perfect model is not given, generalized policy iteration (GPI) can be applied,
which defines a more general way of learning an optimal policy under unknown
circumstances. It switches between policy evaluation (PE) and policy improve-
ment (PI).

2.4 Reinforcement learning terminology

The distinction between offline and online RL methods needs to be made clear.
The main difference is that in online methods (such as PPO) the replay buffer
is completely disregarded after it has been trained on. This differs from offline
setups, where the replay buffer is continuously grown and trained on.

Furthermore, there is a distinction between on-policy and off-policy methods.
While off-policy methods (such as Q-learning) has one behavior policy and one
target policy, on-policy methods only have one policy. Off-policy methods use a
separate policy to explore the environment (behavior policy) from the trained
policy (target policy). On-policy methods explore the environment with the same
policy which is taught.
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A general problem in RL is stability. An epoch of training might impose undesirable
large updates to the policy. Which makes the policy get stuck in local optima.

2.4.1 Actor Critic model

The actor-critic model is a policy gradient method composed of two models, ex-
tending the TD and RL theory. The actor represents the policy π while the critic
the state value function V (s). The critic evaluates how well the actor performs in
the environment through TD-error δ (Also denoted A for advantage in literature).
These two models are trained concurrently, so the critic becomes better at evalu-
ating the actor while the actor’s policy improves over time. Figure 2.4 shows the
setup of the actor-critic model [32].

Figure 2.4: Shows the actor critic setup. Policy is the actor, while the value func-
tion is the critic. (Image source [34])

Assume that the actor (policy π) just performed action a in state s of the environ-
ment, received reward r, and transitioned into s′. The critic evaluated the states
with V (s) and V (s′). The actor is a Q-network meaning it produces an action-value
distribution π(s) for state s, denoted π(s, a) for a specific state action value.

The TD-error critiques V (s) and action a in s with Equation 2.4. This also takes
the current state value approximations of the critic and discount factor γ into
consideration. V (s) should be as close to r +γv(s′) as possible, hence the error of
V (s) becomes δ.
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δ = r + γV (s′)− V (s) (2.4)

The model performance data is stored in a replay buffer by using the initialized
actor-critic model to perform actions in the environment. The replay buffer con-
tains (s, r, s′, v(s), v(s′)) pairs and is used to train the neural networks. This replay
buffer is sampled in batches of size T

How the actor is trained depends on the type of actor-critic model. The advantage
actor-critic model (which relates to the PPO algorithm) is covered in this case.

Assuming the actor Q-network π has trainable parameters θ , updated based on
the policy gradient and TD-error δ. The critic is trained by using the loss δ2 while
the actor is a bit more complicated.

The loss function J(θ ) is approximated using a batch from the replay buffer with
size T according to Equation 2.5. With learning rate α the actor parameters θ is
updated by gradient decent; θ = θ +α ∂ J(θ )

∂ θ .

J(θ ) =
t=T
∑

t=0

logπθ (at , st)δt (2.5)

2.5 Proximal Policy Optimalisation (PPO)

The PPO algorithm is an on-policy, online policy gradient method. It is similar
to the advantage actor-critic model but ensures stability by restricting its value
updates to not deviate too much from the old policy. It does this by clipping the
probability ratio between the new and old policy [35].

While the PPO model trains the actor, a hyperparameter ε defines a trust region.
The trust region 1+ε and 1−ε defines how much the new policy πθ can deviate
from the previous policy πθk

. The ratio of change in probability is defined by
Equation 2.6, high b(θ ) means that action at is much more likley in πθ than in
πθk

. The clipping of this ratio is performed by c(θ ,ε) = cl ip(b(θ ), 1− ε, 1+ ε),
which ensures b(θ ) comprises of values between 1− ε and 1+ ε.

b(θ ) =
πθ (at , st)
πθk
(at , st)

(2.6)

The loss function of the PPO algorithm (Equation 2.7) is similar to the loss func-
tion of the advantage actor-critic model (Equation 2.5) but ensures stable policy
updates. The main logic is that when the performed action a was reasonable
(δt > 0), the policy update is limited to the trust region. The incentive to move
b(θ ) beyond the clipping range is removed.
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J cl ip(θ ) =
t=T
∑

t=0

min(b(θ )δt , c(θ ,ε)δt) (2.7)

It is worth noting that the minimum operator of Equation 2.7 cannot be simplified
to just c(θ ,ε)δt . Since when b(θ ) > 1+ ε =⇒ c(θ ,ε) = 1+ ε and δt < 0 leads
to b(θ )δt < c(θ ,ε)δt . This happens when a large update has been performed,
which increases the probability of taking worse actions (b(θ ) > 1 + e ∧ δ < 0),
and therefore b(θ )δt < 0 is not limited by the clipping. Hence the minimum of
these two terms is performed.

Equation 2.7 is to be maximized, and the critic is updated the same way as in the
advantage actor-critic model.

In context of the ambulance dispatching problem, this ensures small updates to
the policy π making it suitable for strongly stochastic environments.

2.6 Muti agent reinforcement learning

Multiple ambulances are involved in the context of the ambulance dispatching
problem. It is a cooperative multi-agent reinforcement learning problem, where
each agent in the environment aims to maximize its reward in cooperation. How-
ever, in other multi-agent reinforcement learning problems, the agents can be in
a competition setting.

In a competition setting, the reward for each agent opposes each other. In such a
setup, complex policies can arrise and has similarities to Game theory. However, in
a cooperation setting, the reward is shared by each agent, leading to coordination
to maximize the system-wide reward.

The collaborative setting for EMS has different perspectives of planning. It is pos-
sible to consider a policy for each ambulance. Meaning that each ambulance acts
independently based on its local observations. This is also called decentralized
planning.

Further centralized planning considers all the ambulances and all the current in-
cidents. In other words, a centralized (policy) considers the system-wide observa-
tion and chooses an available ambulance to dispatch. This thesis implements such
a centralized policy.

2.7 Dispatching

A literature overview of algorithmic and RL implementations to the problem of
ambulance dispatching is outlined below.
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2.7.1 Algorithmic Dispatching

Other optimization methods have been applied to this problem besides RL. These
are methods such as linear programming [36], mixed integer programming [37],
or tabu-search [38].

However the search space is very large, specifically there are m!2n possible dis-
patch orders for m ambulances and n zones [21].

Bandara et al.

Bandara et al. [21] sought a EMS dispatching methodology to increase patient
survivability by incorporating the priority of the incidents. The probability of sur-
vival is modeled by a survival function (S (tR)) of the response time (tR). See
Equation 2.8 and Larsen et al in Figure 2.2

S (tR) =max [(0.594− 0.055 ∗ tR) ; 0] (2.8)

The study looked at 2x2 zones and solved the optimal policy with complete enu-
meration and commercial optimizer software. Further, it is assumed that ambu-
lances are only dispatched from base stations, a constant poisson rate λ, and that
response time is independent of priority.

The results indicated that the optimal policy largely depends on the demand bal-
ance between the different zones. When the demand between the zones was bal-
anced, the optimal policy was always to send the closest ambulance, but not when
there was an imbalance. In this case, the closest ambulance is always dispatched
to acute incidents but not necessarily to urgent incidents. The optimal policy bal-
ances the lowest distance and ambulance busy probability for urgent incidents.
Any urgent incidents from any of the zones are served by the closest ambulance
in a lower-demand zone. This increases the overall average response time but
increases the patient survivability.

This optimal policy is more intuitive for a small toy example, but the complex-
ity increases for a realistic scenario. At the same time, the computation becomes
intractable with higher granularity. Because of this reason, a heuristic was de-
veloped to simulate the optimal policy for higher granularity scenarios. However,
this heuristic is deterministic. It yields the same urgent dispatch order for each
zone and does not consider a changing Poisson rate for each zone.

2.7.2 Reinforcement Learning Dispatching

Mainly previous methods use some form of a MDP model [39][7][16], but other
methods of RL have been applied. Such as Q-learning [40] and Approximate Dy-
namic programming (ADP) [1][6]. These implementations differ in considera-
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tions, methods, assumptions, and metrics. Most of these optimize with either cov-
erage, survivability, or response time more directly. A common trend is to optimize
for response time and coverage compared to survivability.

Many Reinforcement learning papers exist on vehicle fleet management and ride-
sharing/hailing. Most commonly, articles focus on taxi fleet management [41]
[42]. Papers focusing on Medical dispatching are covered here.

There are several benefits of Reinforcement learning over algorithmic techniques.

1. Reinforcement learning can better capture stochastic and dynamic environ-
ments.

2. Reinforcement learning also works well when spatial predictions are hard
[42].

3. Reinforcement learning can work online (depending on the algorithm). Mean-
ing it can adapt to changing circumstances.

4. Training a Reinforcement learning model can be slow. However once trained,
inference time is fast, and the model can be updated after deployment.

From a reinforcement learning perspective, this problem is still complex. The ac-
tion space and state spaces are ample, the environment is stochastic and dynamic,
and multiple agents (ambulances) are involved in the environment.

Keneally et al.

Keneally et al. [19] implemented a MDP to solve the dispatch problem of military
aeromedical assets. In other words, the dispatch of military medical evacuation
helicopters to locations in combat areas.

This problem differs slightly from an urban EMS problem in two distinct ways.
First, for a given call for evacuation, several incidents can occur with different
priorities at the same location. Secondly, the response time of helicopters is more
closely correlated with Euclidean distance.

The problem’s mathematical formulation is similar and provides valuable model-
ing insights, especially since incident priority is considered a part of the reward
function. Similarly to the Norwegian EMS system, incidents are labeled on a three-
part priority scale. However, the response time limits of each priority level are
more extended due to the problem it solves. Since the formulation of the reward
function is more complex than for this application, a general outline is formulated.

The priority for a single patient for evac is modeled as a number k ∈ {1,2, 3}
where the urgency decreases with the value of k. Each of these priorities has an
associated desired time limit RTk. Rewards are also given based on the value of
k, defined as rk, which follows the constraint r1 > r2 > r3 ≥ 0. By combining
these rewards with the count of patients per priority for a single call for evac c =
(c1, c2, c3), their respective probabilities q, a multi nominal probability distribution
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f , and α=
∑

c, a utility function u(c) is computed. See Equation 2.9. This utility
is only received if the response time is lower than RTk.

u(c) =
h=3
∑

h=1

rhch f (ch|α, q) (2.9)

The reward function uses a probability distribution f over the priorities due to
possible priority classification errors made by the dispatcher (Over-labelling). This
work builds on McLay and Mayorga [16], which considered optimal ambulance
dispatch in an urban EMS with consideration of classification errors of priorities.

An assumption is made that the state-transition function of the MDP model can be
solved in closed form and follow a memoryless distribution. This is a shortcoming
since it is assumed that the optimal policy is stationary. One policy is assumed to
be optimal irrelevant of the time dimension.

McLay and Mayorga

The impact of patient priority classification errors on the optimal dispatching
policy was studied by McLay and Mayorga [16]. A MDP was trained, which is
scaled to a discrete-time problem using uniformization.

It is assumed that response time is independent of the assessed priority and that
the patient’s absolute risk is known retrospectively (After an ambulance has ar-
rived). When the MDP makes its decisions, it does not see the patient’s absolute
risk, but it is known after a patient is treated, which is reflected in its reward
function.

A three-part-priority scale was utilized, and two different cases were investig-
ated. In these cases, the priorities are mapped into a high and a low-risk class,
corresponding to over and under-responding to incidents. In the first case, only
acute incidents were considered to be high risk (under-responding). While in the
second case, both acute and urgent were regarded as high risk (over-responding).
All other priorities, which are not high risk, were considered as low risk.

Based on these high and low-risk classes, there is uncertainty about the actual risk
level of the patient (known retrospectively). A variable α is used to adjust this
uncertainty about the prospectively assessed priority. α denotes the proportion of
acute incidents being genuinely high-risk to urgent incidents being truly acute.
The impact of patient classification errors on the dispatching policy was studied
by varying this variable. When α is low, there is a high rate of classification error.

The state and action is defined over ambulances, while rewards are over incid-
ent coverage. In the state, an ambulance takes on the value 0 if available and
the incident location it serves if it is busy. The reward function is defined as the
probability that an actual high-risk patient HT is covered at location l, given an
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ambulance j responds to the incident with assessed risk level h ∈ {H, L}. The
event R is where a patient is covered within a 9-minute time limit. This reward
function relies on the quality of the priority classifications, which is determined
by α. See Equation 2.10.

uh
i j = PR|HT∩h∩i∩ j PHT|h∩i∩ j (2.10)

The results indicated that it is better to over-respond when there is a high rate of
classification errors. Specifically, when α < 0.45, it is better to over-respond. i.e.,
treating urgent incidents as acute. This is because there is a high probability that
the urgent labeled incidents are actually acute. However, this also implies that
under-respond is better when there are better classifications (α > 0.45). In other
words, urgent incidents should only be considered as low risk when there is great
certainty.

With exponentially distributed response times, the MDP model is only slightly
better than always dispatching the closest ambulance. When there are high classi-
fication errors, the closest ambulance is almost always dispatched by the policies.
Across all values of α, there is only a slight improvement in coverage.

It is however argued that exponentially distributed response times is unrealistic.
With log-normal distributed response times which is more realistic there is a stat-
istical improvement in coverage by the model.

It is pointed out that consideration of multiple types of EMS vehicles, identification
of scalable heuristics, and work-load balance needs further research. Especially
since it was shown that the optimal policy most of the time resembled a priority
list of the incidents, which can be expressed with algorithms and heuristics.

Liu et al.

The work of Liu et al. [40] built a Multi-agent Q-network with Experience Re-
play (MAQR) (off-policy) to tackle the ambulance dispatch problem. Experience
replay is a technique in reinforcement learning which stores previous experiences
of the model in the environment, which is then later used to train the model in a
supervised manner.

Each ambulance is represented as an agent in the environment. In order to reduce
the computational burden, every ambulance with the same base station is set to
share the same policy. This means they designed one policy for each base station
instead of each ambulance. This reduces the computational burden heavily since
it greatly reduces the number of policies to train.

The state and actions in the environment are based on a grid representation with
a time horizon of 5 minutes. The action in the environment was defined as the
grid the given ambulance would travel to. The state representation is, however,
more complex. It consisted of three components: available ambulance distribu-
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tion, ambulance request distribution, and waiting time distribution. It does not
represent the acuteness of the ambulance requests.

The reward for each agent is shared in the environment. This is done to reduce the
computational burden of the problem. The reward itself is defined as a weighted
sum between the number of incidents at the grid zone, round trip time, and the
sum of waiting time at the grid.

To further reduce the computational cost, a single Q-network represents the policy
for each base station (and further for each ambulance). Each base station is then
distinguished using its ID.

To train the Q-network, they made a simulation model. This was done by com-
pressing the real-world data into a single day and then sampling using a binomial
distribution with p = 1/361. This method works to make a general real-world
simulation; however, it might not capture the seasonality of the volume and spa-
tial pattern of incidents. Since the volume and spatial pattern of incidents heavily
depend on the time of day and month.

Different heuristics for ambulance dispatching is compared towards the trained
model to evaluate the results. The most realistic algorithms are location-based
allocation (LBA), which assigns ambulances to their nearest request, and time-
based allocation (TBA), which assigns ambulances to the request with the longest
waiting time. The results of this paper showed that their method outperformed
the two mentioned heuristic algorithms.

Mukhopadhyay et al.

Mukhopadhyay et al. [7] implemented a Semi Markov decision process (SMDP)
and a parametric survival model for a complete pipeline for responder dispatch.
In other words, both forecasting of incidents and a dispatch model were imple-
mented. A grid-based environment is also assumed. A Long short-term memory
(LSTM) model is also used to predict traffic on the road network with data re-
trieved from Here maps API.

Compared to other papers, the main contribution is implementing a complete
system in a tractable online manner. Prior work on incident prediction has relied
on batch learning, which Mukhopadhyay et al. claims fails to capture the latest
trends in the data. The same applies to the dispatch model; prior work utilizing
a MDP is intractable since the state transition probabilities are computed using
canonical policy iteration. This method is prolonged and needs to be retrained if
the parameters of the environment are changed.

A critical distinction from prior work using canonical policy iteration is that one
policy is not trained to be optimal for the entire state space. The policy does not
need to be optimal in states where there is no possible action to perform. For ex-
ample, there are many states where there is no incident to dispatch an ambulance
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or ambulance to dispatch to an incident. Instead of learning an optimal policy for
all states, a sub-MDP is trained around the neighborhood of the state where an
action needs to be performed (decision-making state).

A grid-based representation represents the state and actions. The state consists of
a tuple with information about incidents, ambulances, and environmental factors.
The incidents waiting to be served are represented by their grid-id and sorted by
their time of occurrence. The ambulances contain information about their location
and their availability. The actions correspond to sending ambulances either to their
base station or incidents.

Similar to Liu et al. [40], a simulation model is built to train the dispatch model.
In this case, the simulation model combines the online incident prediction and
ambulance response time models. The incident prediction model uses Poisson re-
gression, and its parameters are updated after each simulation week. While the
simulational model uses actual incident data, the prediction model is used as a
generator to produce likely incident spatiotemporal distributions into the future.
The same goes for the ambulance response time model, which is used as a gener-
ator and by the simulator.

There are several ways to handle the spatial distribution using Poisson regression.
Such a model can either be trained for all the locations, one model for each loc-
ation, or by learning the spatial distribution using hierarchical clustering on the
data (which is explained in their prior work [17]).

The incident prediction model is set up such that it is online. After a week has
passed when going through the dataset of incidents, the latest week is used to
update the model using Stochastic gradient descent (SGD). These newly trained
coefficients are only used if the loss has decreased.

Figure 2.5: State action tree utilised in Mukhopadhyay et al.

To train the sub-MDP the paper utilizes a Monte Carlo tree search (MCTS) with a
stochastic and deterministic horizon (Figure 2.5). In addition, the incident predic-



28 Moen, Jon E: Ambulance dispatch decision support

tion model and ambulance response time model are used as generators to build
the Monte Carlo Tree into the future. The depth of the tree determines these ho-
rizons, which again define candidate actions. The stochastic horizon is at the top
of the tree, while the deterministic is at the bottom. Each action at least ε times
better than a heuristic-based action is considered in the stochastic horizon. This
heuristic action assigns ambulances to their nearest request. While in the determ-
inistic horizon, only this heuristic-based action is considered. The Monte Carlo
Tree is built to a certain depth.

To find the best overall action, multiple incident chains are generated and for
each chain, the MCTS is built. The estimated rewards for each action are then av-
eraged over each chain. The best action is then the action with the lowest average
response time.

Results showed that with the trained policy, few incidents had different actions
than the heuristic-based. Less than 1% of incidents benefited from their policy,
however, 38s were saved on average. Abbreviation studies showed that by redu-
cing the number of base stations, the number of incidents impacted by their policy
increased.

2.8 Discussion

A discussion among the literature is outlined below. This draws a line between the
methodology (chapter 5), data analysis (chapter 4) and this literature overview.

2.8.1 Reinforcement learning

Citation Year Method Focus Reward Environment Training method
Online policy
updates

Schmid [1] 2012 ADP Pure dispatching Response time
CAD data /
Syntetic

Value iteration No

McLay and Mayorga [16] 2013 MDP Patient classification errors Coverage CAD data Uniformasation No

Nasrollahzadeh et al. [6] 2018 ADP Dispatching / relocation
Priority adjusted
response time

CAD data /
Syntetic

Apprximate
policy iteration

No

Mukhopadhyay et al. [7] 2019 SMDP Complete pipeline Response time
CAD data /
Syntetic

MCTS Yes

Liu et al. [40] 2020 MAQR Pure dispatching
Wait time
Count incidents
Round trip time

CAD data /
Syntetic

Experience replay No

Elfahim et al. [43] 2022 DQN Pure dispatching Response time CAD data Experience replay No

Hua and Zaman [44] 2022 TD
Pure dispatching
Augmented transition probabilities

Response time N/A Policy iteration No

Table 2.1: Table of most recent research on the ambulance dispatching problem.
Using RL

Table 2.1 provides a table of the most recent research on the application of RL to
the problem of ambulance dispatching. Some of these papers are not described in
detail in this chapter.

Below is a discussion about the previous solutions provided and possible new
solutions.
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Model

In older literature, it is more common to use MDP models; a more common trend
is to use more sophisticated model-free models such as ADP, MAQR, Deep Q-
network (DQN) and MCTS.

All of these models face the issue of the ambulance dispatching problem being a
non-homogeneous Markov decision process. In other words, the state transition
probabilities have temporal instability.

The MDP of the ambulance dispatching problem can also be seen as partially ob-
servable (POMDP). Since the state, which includes the current incident locations,
might not unveil enough information about the future incident distribution.

An assumption for the usage of MDP in general is that the Markov property holds
for the environment, which might not be the case for the ambulance dispatching
problem. Since the future spatial distribution of incidents might depend on sev-
eral past states rather than only the current state (Markov property). This is why
papers like Mukhopadhyay et al. [7] use techniques like MCTS, which relaxes the
Markov property.

Furthermore, Mukhopadhyay et al. [7] uses SMDP, which fits better to the problem
of ambulance dispatching than MDP. Since in SMDP the time between decision-
making states (ambulance needs to be dispatched) can be random [45]. In MDP,
this time (sojourn time or time-step) is assumed to be static for each state.

Considering all of this, policy gradient methods [46] (such as PPO), other model-
free RL methods (such as MAQR and Deep Q-network (DQN)), and MCTS might
suit the problem more. These methods relax the Markov property and approximate
the state transition probabilities.

Reward

Few mentioned papers consider the incidents’ priority in their reward function.
However, some papers consider incidents’ priority for a different context, such as
military evac Keneally et al. [19], patient classification errors McLay and Mayorga
[16], and algorithmic dispatch [21].Nasrollahzadeh et al. [6] is the only found RL
paper which directly incorporates the priority of the incidents into the reward. This
thesis draws inspiration from Bandara et al. [21] to incorporate incident priority.

In a more realistic ambulance dispatching scenario, the work of Keneally et al. [19]
can be used to model multi-casualty incidents in combination with classification
errors. This is however, outside the scope of this thesis.

Interestingly Liu et al. [40] used waiting time in the reward; this is wise since it
directly correlates with response time. Furthermore, it is monotonically increasing
over every state an incident is waiting for an ambulance, which depends on how
long the response time is.
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State/action space

A huge part of implementing a RL dispatch system is defining its state and action
space. The state and action space is vast since there are many locations where
incidents can occur and ambulances can travel to.

Action space

It is possible to define the action space among ambulances instead of among loc-
ations since there exist fewer ambulances than locations. However, this must be
retrained if the number of ambulances increases. Liu et al. [40] used a grid-based
actions while Mukhopadhyay et al. [7] and McLay and Mayorga [16] used a se-
lection of ambulances.

State space

Interestingly Liu et al. utilized probability distributions on locations among avail-
able ambulances, incidents, and waiting time.

The state is then (Ng , Ng , Ng) large with Ng number of grids in the environment.
This can be interpreted as an image with 3-channels, which is helpful for neural
networks. This thesis draws inspiration from this concept.

A simple way of representing the state space as an allocation. In other words, with
Nb base stations, S = ( fak)k<Nb

, and fak is the number of ambulances at base
station k. However, the location of en-route ambulances must also be captured
since the best ambulance may be en route to its base station.

2.8.2 Forecasting

The previous work also uses one-hot encoded time features. Experimentation with
cyclical time features can be performed. Cyclical time features use trigonometric
functions to capture the cyclical nature of time in the features.

It is also possible to utilize auto-encoders for spatial prediction. Autoencoders are
part of a new paradigm in machine learning called Self-supervised learning. It can
be trained without human-labeled data and reduces high-dimensional data into a
small vector. This can then be used to reduce the large dimensionality.

Estimating the spatial distribution by the time since the last incident occurred at
a given location is also possible. This fact is utilized in subsection 5.1.1.

Since spatial distribution is the hard part of the prediction, aggregation is essen-
tial but comes at the cost of lost precision. Some way to cluster locations to base
stations with minimal travel time, such that the spatial predictions match the re-
sponsibility areas for each base station. This is looked at in subsection 3.3.3.
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2.8.3 Allocation

Since the population-proportionate allocation performed better than the optim-
ized solutions, an assumption can be made that population plays a crucial role in
incident spatial distribution.

The simulation model built by Schjølberg and Bekkevold [2] can be used in RL
context. However, this model is written in Java which has limited Machine Learn-
ing support. Because of this reason, a simulation model is implemented in Python
and is explained in the method (chapter 5).





Chapter 3

Tools and Datasets

This chapter outlines the tools and datasets used in this thesis. Which also includes
the data preprocessing of the datasets, and general methodology for chapter 4.

3.1 Datasets

There are two big datasets used in this thesis. The first is a dataset with ambulance
incidents retrieved from OUS, while the other dataset contains the road network
of Oslo and Akershus, retrieved from OSM. These datasets are discussed further
in the sections below.

3.1.1 Road network dataset

OSM is an open-source map tool. It is freely available for all interested parties, and
the maps it provides are also updated regularly. The maps can also be downloaded
as a Protocolbuffer Binary Format (PBF) file, which then can be analyzed for re-
search purposes. OSM provides one such map file for Oslo and one for Akershus.
These two files were merged to create a complete map of Oslo and Akershus.1

The road network is represented as a directed graph G(V, E). In this graph, the
nodes V represent a location on the map, while the edges E represent the road
between them. The nodes do not provide any helpful meta-information other than
latitude and longitude on a road segment in Oslo and Akershus. On the other
hand, the edges give a lot of detailed information such as speed limit, width,
number of lanes, type of road, oneway road, surface type, road name, smoothness,
and much more. These nodes and edges describe the road’s topography and meta-
information in the spatial dimension.

1Available: https://github.com/JonEliasMoen/Amb-public
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Only the subset of the dataset containing roads for driving will be considered, as
the entire dataset includes roads for walking, cycling, and driving.

The dataset does not contain any traffic information, which heavily influences
travel time.

3.1.2 Incident dataset

The Incident dataset is an anonymized dataset of ambulance incidents, meaning
the location of the incidents is aggregated into 1x1 Km grids of Oslo and Akershus.
The dataset contains 2597 such grids with about 752k incidents ranging over eight
years from 2001 to 2019 (2001, 2002, 2005, 2015-2019). The grids in the dataset
are combined with population data from SSB.

It contains extensive meta-information about the incidents and ambulances dis-
patched. For example, it includes which type of ambulance was sent, ambulance
id, grid location of the incident, and incident priority. It also contains timestamp
information about the different stages of the EMS process discussed in chapter 1.

The dataset does not contain any information about where the ambulance drives
from. A likely scenario is that the ambulance drives from the closest base station.
Still, it is also possible that the ambulance could have been assigned while travel-
ing to either a base station, hospital, or another incident.

3.2 Tools

The programming language Python with the Anaconda distribution is utilized for
this thesis. The most standard packages used are Pandas, GeoPandas [47], Numpy,
Networkx, and Matplotlib. The Open Street Map (OSM) dataset is handled by the
packages Osmium, Osmnx, and Pyrosm.

For map visualization purposes, several packages are utilized—mainly the pack-
age plotly together with API connection to Mapbox. For more extensive visualiz-
ations, Geopandas, folium, and OpenRouteService API are employed. The Open-
RouteService API again uses OSM.

For optimization of distributions, the package SciPy and Fitter is utilized. Stable
Baselines is used for the RL implementation. [48].

3.3 Dataset Preprocessing

This section outlines the data preprocessing of the datasets mentioned earlier in
the chapter.
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3.3.1 Incident dataset

The same data preprocessing as Schjølberg and Bekkevold [2] is applied. Which
means that the data ranging from 2015 to 2018 is included, and incidents which
happen with identical timestamps and location is treated as the same incident.

3.3.2 Open Street Map (OSM) dataset

To represent the environment of the incident dataset, the OSM dataset is utilised.
This represents the road network of Oslo and Akerhus, with a detailed directed
graph G.

A lot of preprocessing was performed to reduce the number of nodes and edges
in the graph. There were a lot of redundant nodes and edges only to describe
the exact shape of the roads, which made the graph intractable for travel time
estimation.

Make intersection graph

In order to make G(V, E) tractable, It was reduced to roughly only contain nodes
at road intersections. Edges then represented a continuous road from one inter-
section to another. makeIntersectionGraph (Algorithm 1) shows how this was per-
formed, an elaborate textual explanation is also given in section A.1. This process
takes a road network graph G and returns an intersection-only graph Gi .

Make grid-cell graph

The incident dataset uses a spatial granularity of 1x1km grid cells; therefore, Gi is
similarly divided. Each node in Gi has a latitude and longitude, which is used by
a spatial join from GeoPandas to label each node by their grid cell id l. Mathemat-
ically speaking Gi is divided into subgraphs ∀l Gi|l. Where Gi|l is the intersection-
only graph for the l incident dataset grid cell.

Due to the makeIntersectionGraph, grid cells that contain a road but no intersection
would contain no nodes since only intersection nodes are kept in Gi . For example,
this happens in grid cells with highways, which may have long stretches without
any intersection. Due to this, the makeIntersectionGraph was performed such that
these grid cells would contain at least one node.

A new graph H(Vh, Eh) is derived from ∀l Gi|l. The nodes Vh take on coordinate
values k, corresponding to which subgraph Gi|k = l it represents. Given nodes
A, B ⊂ Vh with coordinate values ka and kb, an edge Eh is added to H if there
exists any edge which connects Gi|ka and Gi|kb. This is shown in Equation 3.1, a
simple example in Figure 3.1, and a textual explanation in section A.2. Notice in
the figure how not all cells are connected.
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Algorithm 1 makeIntersectionGraph. The G|con statement denotes part of G
where the condition con is true. The ∪ operator is used to denote the set Union
operator (merge) of graphs

Require: OSM graph G(V, E). E has direction features i, j ⊂ V .
Ensure: Intersection graph Gi

1: Go = G ▷ Copy original graph
2: G = G|i ̸= j ▷ Remove self referring edges from G.
3: u,c = uniqueValuesAndCounts(E)
4: G2 = G|c ≤ 2 ▷ Remove intersection nodes by having degree bigger than 2.
5: G = G|c > 2 ▷ Keep only intersection nodes in G
6: S = connectedComponents(G2) ▷ Find all connected components in G2.
7: k = 0
8: for s ∈ S do
9: EG2(l) ⊂ s = k ▷ Label edges by index in S

10: k = k + 1
11: end for
12: G2=groupBy(EG2(l))▷ Group G2 by s. (1 component = 2 nodes and 1 edge)
13: G = G2∪ G ▷ Recombine graphs
14: S = connectedComponents(G) ▷ Find connected components in G.
15: Gi = S0 ▷ Init Gi by first subcomponent
16: for s ∈ S do ▷ Merge subcomponents by original graph Go
17: con = ∃EGo

⇒ connected(s, Gi) ▷ Exist edge in Go which connects s to Gi
18: if con then
19: Gi = Gi ∪ (Go|con)∪ s ▷ Add these edges to Gi
20: end if
21: end for
22: return Gi

Connected(Gi|ka, Gi|kb)⇒ Eh(A, B) (3.1)

Further, the value of Eh(A, B) is defined as the average time it takes to travel from
any node in Gi|ka to any node in Gi|kb. This time is based on the speed limit and
length of the roads (t = s

v ). Which then provides the minimum time it takes to
travel along any road. This average is based on a sample size of the number of
nodes in the representative subgraphs. Specifically, the sample size is u

2+1, where
u is the number of nodes (intersections) in one of the subgraphs.

These travel times (Eh(A, B)) were validated towards the travel times by Open-
RouteService and Google Maps. The centroids of two grid-cells is used as input
to OpenRouteService and Google Maps. When the travel times of Google Maps
was not affected by traffic, the estimates was within ≈ 5m to that of grid-cell
graph H(V, E). Generally it was most equal to the travel times provided by Open-
RouteService, which is also based on OSM.
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Figure 3.1: Shows a simple example of the construction of graph H. The example
only shows nine grid cells but is done for all grid cells. Each cell has a marked
centroid and edges to other cells if a road connects them (Background image
source [49]).

The result is a graph H, which represents the environment. Each node is a location
where incidents can happen, and the edges represent if it is possible to travel by
car between these locations and the amount of time it takes. Graph H is shown in
Figure 3.2, and is utilized throughout the rest of this work.

Figure 3.2: Shows the resulting road network graph of Oslo and Akershus.

If the appropriate Protocolbuffer Binary Format (PBF) file is given, this prepro-
cessing methodology can also be applied to any area.
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3.3.3 OpenRouteService

Isochrones can be derived by collecting the base stations from the incident dataset
and utilizing OpenRouteService API. Isochrones are polygons where the shape on
a map shows how far a particular form of travel can come traveling from a given
geographical location within a given time limit. Typically several such overlapping
polygons are evaluated for different discrete time limits. It is essentially a spatio-
temporal discretization of travel times.

These isochrones are utilized to estimate the coverage of the ambulances stationed
at their base station. Overall these isochrones give a visual explanation of the
concept of coverage in the context of the ambulance dispatching problem. Fur-
thermore these also potentially be used in future work to divide Oslo and Akershus
into distinct spatial responsibility areas for each base station.

Mathematical explanation

Given a starting location s, some other location L, a travel-time function T (s, L)
and n time limits Tl = (t1, t2, t..., tn) the isochrone which location L belongs to
can be described mathematically. The continuous travel-time function returns how
long it takes to travel from location s to L in the same unit as the time limits Tl .
Location L belongs to isochrone i if t i−1 ≤ T (s, L) ≤ t i . It can be considered a
discretization of the travel time to each location.

There are some particular case scenarios. For example, if T (s, L) > tn means
location L doesn’t belong to any isochrone. Further, with k starting locations
s = (s j , s j+1, s j+2, sk), the same procedure is applied but with minimum travel time
to location L. See Equation 3.2.

T ((s j , s j+1), L) =min
T
∀ j T (s j , L) (3.2)

Usage

These isochrones are evaluated for several starting locations (base stations) with
the same overlap technique mentioned before. This is done for average car driving
with time limits of 3, 5, 10, and 15 minutes. The result shows the estimated cover-
age of the base stations when driving from the base stations. This does, however,
not consider traffic, but it does consider the road network and intersections. An
example of one such isochrone is shown in Figure 3.3
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Figure 3.3: Shows an example of one isochrone from the base station in
Bjørkelangen.





Chapter 4

Data Analysis

Since Hermansen [13], Schjølberg and Bekkevold [2] and Van De Weijer and
Owren [12] all have written master theses using this dataset, data analysis provided
here is aimed as supplemental analysis to provide valuable insights, and support
the simulator’s implementation (chapter 5).

4.1 Incident data analysis

This section provides a data analysis of the incident dataset. It is divided into
sections exploring different aspects of the dataset.

4.1.1 Reponse time

The response time (tr = t5 − t1, recall Figure 1.1) for a given incident i varies
greatly depending on which priority ip ∈ {A, H} is assigned. As seen on Figure 4.1
(left), Acute incidents have a much lower response time on average than Urgent.
Formally (tr |ip = A) ≈ 12 and (tr |ip = H) ≈ 25 minutes, which implies Equa-
tion 4.1.

(tr |ip = A)< (tr |ip = H) (4.1)

The right plot on Figure 4.1 shows histograms of the response time for each pri-
ority tr |ip. This plot shows that the standard deviation of the response time for
Acute incidents is much lower than for Urgent. (Equation 4.2). It might also look
like there are fewer Acute incidents than Urgent incidents, but there are around
12% more Acute incidents than Urgent.

(σ(tr |ip = A))< (σ(tr |ip = H)) (4.2)

41
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Figure 4.1: (Plot left) Average Responstime per priority, with marked 95% con-
fidence interval. (Plot right) histogram plot of responstimes per incident.

Makeshift survival function

As discussed in section 2.1 there is a non-linear relationship between response
time and survivability, which is described by a survival function (Figure 2.2). Such
a survival function can be used to describe the relative importance of an incident
(survivability) given response time tr and incident priority ip. In other words,
these describe how much more important each incident priority is compared to
each other as a function of tr .

However OUH does not have such a survival function for Oslo and Akershus, there-
fore a survival function for each priority is improvised. The constructed survival
functions is the inverse CDF of the response time tr for each priority ip, estimated
from the dataset (Figure 4.2). See section A.3 for a mathematical explanation of
this estimation.

It is worth noting that these do not represent any actual scientific accurate survival
function. It is constructed based on low the reponse time is per priority, which is
assumed to be some measure of the actual urgency of the incident. It estimates
how well a given response time is for each priority compared to the data available.

Processing time

In Figure 1.1, some time is not spent on driving. Instead, this is time used by
the dispatcher and ambulance crew to perform tasks. These different times are
denoted t-d, i-d, and h-l on Figure 1.1, and are dependent on the priority of the
incident. Histograms of these times per priority are shown in Figure 4.3, together
with fitted probability distributions. The parameters for these distributions are
given in Table 4.1.
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Figure 4.2: Shows the inverse CDF of the response time for each priority. In other
words, the resulting makeshift survival function

After an incident is registered at the EMS, there takes some time before an ambu-
lance starts driving towards the incident (t-d= t4− t1, plot left in Figure 4.3). This
time is spent by the dispatcher to asses the incident and by the ambulance crew
to prepare for departure. On average, this time is considerably lower for Acute
incidents than for Urgent (2.5 vs 6m).

Once the ambulance arrives at the incident location, the ambulance crew spends
time treating the patient before driving to the hospital (i-d = t7 − t5, Plot middle
in Figure 4.3). On average, this takes slightly longer for Acute incidents than for
Urgent. This is most likely because the incident is more severe and takes longer
to treat.

Once an ambulance has delivered a patient to the hospital, it also takes time before
it is considered available again (h-l= t9− t8, Plot right in Figure 4.3). The ambu-
lance crew spends this time resetting equipment and preparing the ambulance for
departure. On average, this takes about the same time per priority. However, there
is a higher chance of this time being higher for Acute than for Urgent (20-40m
range). This is probably because more equipment was used in the ambulance,
which needs to be handled.

4.1.2 Incidents per location

Population

The higher the population that lives at a given location, the more likely it is that
more incidents will occur there. This is explained by the regression line on Fig-
ure 4.4. However, this correlation is weak, with an R2-score of 0.16 and mutual
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Priority Type Distribution Parameters Sum Squares
A t-d cauchy loc=3.1, scale=1 0.005122
H t-d cauchy loc=7.3 scale=3.5 0.004374
A i-d rayleigh loc=0.9, scale=15.9 0.000661
H i-d chi2 loc=5.7, scale=0.3, scale=3.1 0.001041
A h-l chi2 loc=11.8, scale=-1.4, size=1.54 0.00119
H h-l lognorm loc=0.3, scale=-4.6, size=18.2 0.000714

Table 4.1: Table of fitted distributions

Figure 4.3: Shows a histograms of the different transition times with acute and
urgent priority. (Plot Left) Time before starts driving to incident after a call is
registered. (Plot Middle) Time before starts driving to hospital after arriving at the
incident location. (Plot right) Time before ambulance is available after arriving
at the hospital

information of 0.28, between the dependent and independent variables.

The main outliers of the linear regression model can be explained by how people
travel. So locations that fit well to the regression line are where people live, while
the main outliers are where people travel. This can be occasions like work, shop-
ping or general commute, mainly in city centers. This fits well with the fact that
according to OUH most incidents occur in homes. To illustrate this point, Fig-
ure 4.5 shows a map where bigger circles and more yellow color mean higher
deviation from the regression line.

Another explanation can be that the outliers are locations where people outside
Oslo and Akershus commonly travel to.
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Figure 4.4: Showing a linear relationship between population and total amount
of incidents

Figure 4.5: Map of deviation from population linear regression.
Both a zoomed in and full perspective. Full map available online ht-
tps://joneliasmoen.github.io/popLinreg.html

4.1.3 Incidents over time

Incident increase per week

Over the years, there has been a general increase in EMS demand. This can be due
to an increase in population in Oslo and Akershus. Therefore, more accurate total
population data for Oslo and Akershus is retrieved from Eurostat and interpolated
for each week. This is compared to the total number of incidents.

Figure 4.6 shows number of incidents per week through the dataset. It also shows
interpolated increase in inhabitants for Oslo and Akershus. The correlation between

https://joneliasmoen.github.io/popLinreg.html
https://joneliasmoen.github.io/popLinreg.html
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these two are 0.76 Pearson and 0.79 mutual information.

The correlation depends on the aggregation of the number of incidents. For ex-
ample, the correlation drops to 0.6 Pearson and 0.4 mutual for daily aggregation.
While with monthly aggregation, it increases to 0.8 Pearson and drops to 0.5 mu-
tual.

Population increases generally influence the increase in EMS demand.

Figure 4.6: Increase in volume of incidents weekly. Compared to interpolated
increase in inhabitants

Incident interval distribution

On average, the data shows that an incident occurs every 5.16 minute, with most
incidents occurring within every minute. This is low due to the large area the
dataset covered. The incident interval is the time between two incidents occur;
in literature, the average of these values is called Mean time between failiure
(MTBF). The maximum incident interval is around 2 hours or 124 minutes.

Figure 4.7 shows a histogram of the incident intervals, where each bin is one
minute long. The X-axis is in minutes while the Y-axis is normalised counts. On
top of this is a fitted exponential distrobution f (x) = λe−λx where λ= 0.21.

The Exponential distribution is known to fit a Poisson process since it is the inverse
of the Poisson distribution. However, the λ parameter change over time, making
it a non-homogeneous Poisson process. Therefore the λ value found is the av-
erage across the dataset (λ(t) = 0.21). This is also further discussed below.The
Exponential distribution is known to fit a Poisson process since it is the inverse of
the Poisson distribution. However, the λ parameter change over time, making it
a non-homogeneous Poisson process. Therefore the λ value found is the average
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across the dataset (λ(t) = 0.21). This is also further discussed below.

Figure 4.7: Histogram of incident interval per minute

Incident frequency hourly

On Figure 4.8 the X-axis is the number of incidents occurring within an hour, and
the Y-axis is the number of hours with the given number of incidents. The Y-axis
values are normalized to sum to one. On top of 4.8 are fitted Binomial, Poisson,
Chi2, and Log-norm.

The Poisson distribution was first assumed since it is a discrete distribution that
models variables with fixed interval events. However, the EMS demand is known
to be a non-homogeneous Poisson process, which means that the interval change
over time (not fixed) [13]. Because of this, the fixed Poisson and binomial distri-
bution do not fit well; however, the chi2 and log-norm distributions fit better. The
chi2 and log-norm distributions were applied since this distribution is essentially
any multiplicative product combination of the values in Figure 4.7 such that the
number of incidents per hour matches the X-axis. This assumption also fits well
with the non-homogeneous Poisson process assumption.

The results show that on average 10.5 incidents occur every hour, as a consequence
of non-homogeneous Poisson process.

4.2 Open Street Map (OSM) dataset

Recall the grid-cell graph H made in section 3.3.2, which forms the basis of this
analysis.

Plotting a histogram of the degree of the nodes in the grid-cell graph gives an
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Figure 4.8: Number of incidents per hour, normalized by sum

idea of its connectivity. The degree of the nodes refers to how many other nodes
a given node has edges to. This is shown on Figure 4.9, and is restricted by 0 ≤
deg(V )≤ 8.

Most nodes have a degree of 1 or more, but two nodes have a degree of 7. 14% of
the nodes have a degree of 0; these are not included in the graph but are shown
here for illustration. A degree of 0 occurs with grid cells in the ocean or far into
the wilderness.

Interestingly none of the nodes had a degree of 8 (fully connected). One could
assume that this would be the case in the city center. However, this was not the
case, most likely due to the spatial granularity (1x1km)

The degree can also be shown on a map for better interpretation (See Figure 4.10).
The lighter the color of the cells means a higher degree and higher connectivity
in the grid-cell graph.

4.3 Open route service

Figure 4.11 shows all the base stations’ isochrones. This map is available online at
https://joneliasmoen.github.io/, another version with time in seconds for 15, 30,
45, and 60 minutes is available at https://joneliasmoen.github.io/coverage.html.

Base stations farther from the city center have bigger isochrones due to the road

https://joneliasmoen.github.io/
https://joneliasmoen.github.io/coverage.html
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Figure 4.9: Hisogram of road network graph H degree.

Figure 4.10: Road network graph degree. Degree referes to the number of grids
a certain cell can travel to by car

network (Figure 4.12). In the city center, there are many intersections that slow
down travel time. As a consequence, a high amount of base stations are located
in the city center, where also many incidents occur.

It is worth mentioning that these isochrones do not represent the actual coverage
of ambulances. It is instead an estimate of their coverage based on travel time
by car under usual driving conditions. Therefore, ambulance coverage can be as-
sumed to be a constant bigger and vary over time.
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Figure 4.11: All isochrones from base stations in Oslo and Akerhus

Figure 4.12: Isochrones in City center Oslo, Norway.



Chapter 5

Method

This chapter outlines the method for the simulation model, RL model, and its
evaluation. The next chapter outlines each experiment where most of the meth-
odology is explained here.

5.1 Simulator model

A simulator model was built based on knowledge gained from the incident data-
set and data preparation of the OSM dataset. This simulator model was made to
mimic a most general case of the EMS dispatch setup and counteracts the fact that
ambulance location is lacking from the incident dataset.

Further, wholly relying on the incident dataset for incident generation can induce
overfitting on the RL model. Therefore a combination of simulated incidents and
incidents from the incident dataset is used for training and evaluation.

The incident dataset D has records D = (r0, r..., rn). Where each record contains
(it , il , ip, t-d, i-d, h-l, tn) tuples. This record denotes that an incident i occurs with
priority ip at grid-cell il at time it . The dataset is sorted by increasing it . Further-
more, t-d, i-d, and h-l denote this incident’s different processing times. Lastly, tn
is the time until the next incident occurs, which the RL model does not know.

The records from the dataset D are split into a time series train-evaluation split
Dt ,De. This is performed such that |De|

3 ≈ |Dt |, and (∀rt∈Dt
it ∈ rt) < (∀re∈De

it ∈
re). Which essentially means that the size of the evaluation set is one third of the
training set, and comes after the training set in time it . Which type of data used
for training and evaluation is outlined in each experiment in the next chapter.

It is worth noting that the simulator does not update at fixed time intervals. This is
different from a Discrete event time simulation (DES), which updates every time
an event occurs. Instead the simulator updates every time an incident occurs, and
uses the amount of time since the last incident occurred δt to update.

51
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The simulator model considers incident priority, processing time, ambulance loc-
ation/routing, synthetic/CAD data, incident queue, and day/night shifts for the
allocation. It also keeps track of the state and action spaces for the RL model.
Furthermore, the simulation methodology applies Numpy DateTime functional-
ity, recursion, and the created grid-cell graph H(V, E).

5.1.1 Synthetic Incident generation

The synthetic generator assumes incidents arrive with a global constant λ= 0.21
in the Exponential probability distribution (Equation 5.1). This is then used as a
discrete PMF to draw δt = X , which is used to derive the location of the incident1

il , and ambulance locations.

P(X = x) = λe−λx (5.1)

To get the location of the incident, a homogeneous Poisson process is assumed
for all the locations. Each of these processes follows the Exponential distribution
with parameters λL = (λl=0,λl=...,λl=n). Note that these parameters are used to
derive the location of the incident once an incident has occurred (determined by
the global λ= 0.21).

λL is derived from the dataset D. This is done by calculating the average incid-
ent interval (Mean time between failiure (MTBF)) tn, for each location l (Equa-
tion 5.22). Then Equation 5.3 is used to derive the λl parameter.

tn|l =

∑

r∈D|il=l tn
∑

r∈D|il=l 1
(5.2)

λl =
1

tn|l
(5.3)

Based on these parameters, genIncident (Algorithm 2) is used to derive the loc-
ation and priority ip of the incident after δt has been drawn. Based on the ho-
mogeneous Poisson process assumption, the probability that an incident occurs at
a given location P follows the CDF of the Exponential distribution (line 2). The
probabilities P smooths out as more incidents occur.

This method gives a simple case of incident generation since the rate parameters
are static throughout the simulation. Which again is based on an average scenario.
In a real-world scenario, the rate parameters change over time, and the λl ’s cov-
aries with each other. Because of this reason, the simulation model is also made
to simulate the incidents from the incident dataset itself. But changing the rate
parameters during simulation to mimic a more realistic scenario is also possible.

1Uses same notation as from the incident dataset. But is here generated
2il from the dataset records
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Algorithm 2 genIncident, generate synthetic incident

Require: δt time since last incident occured, λL = (λl=0,λl=...,λl=n) derived
lambda for each grid-cell location, T = (t l=0, t l=1, t l=..., t l=n) time since in-
cident has happened at each grid-cell location (initialized to zero).

Ensure: Generated location and priority of incident.
1: T = T +δt ▷ Update times since last incident occurred
2: P = 1− eλL T ▷ Update probabilities
3: P = P
∑

P ▷ Normalize
4: il =Random(P, 1) ▷ Draw one random location, from discrete PMF
5: Tl=il = 0 ▷ Set time since last incident occurred at this location to zero
6: ip = Random((A= 0.57, H = 0.43), 1) ▷ Draw incident priority
7: return T, il , ip

5.1.2 Ambulance simulation

This section outlines how the ambulances are simulated by the simulation model.
Keep in mind that the main flow of the simulation model is:

1. A state is provided to the RL model
2. The RL model performs an action
3. The simulation model updates based on the action performed.

Ambulance location

The simulation model keeps track of all ambulance locations, even ambulances en
route to incidents, hospitals, or base stations. The state representation, however,
only captures ambulances available to be dispatched, but the position of all ambu-
lances is updated at each iteration. The ambulances move around in the grid-cell
graph H.

Once an ambulance is dispatched (action performed), it automatically drives the
shortest route to the incident, hospital, and base station, independent of the pos-
sible dispatch actions. It is assumed that ambulances are not patrolling around the
city in anticipation of incidents. The shortest route is retrieved by a combination
of caching and A* search on the grid-cell graph H.

Which ambulances are considered available to be dispatched is modifiable. A list
of possible scenarios is outlined below. Due to a lack of information on the capacity
of the ambulances, Scenario 1 and 2 is assumed.

Scenario 1. Ambulances at base stations are considered available.
Scenario 2. Ambulances driving to base stations are considered available.
Scenario 3. Ambulances driving to incidents are considered available.
Scenario 4. Ambulances driving from incidents to hospitals are considered available.
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Assuming an ambulance has a capacity of more than one patient.
Scenario 5. All ambulances are considered available.

An ambulance’s route starts at a grid location A and ends at a grid location B but
goes through several other grid locations on the way. From the route L = (A, l..., B),
the travel time between these cells are retrieved from the grid-cell graph H(V, E).
This denoted by T = (E(Li , Li+1))i<|R|−1, and is used by Equation 5.4 to calculate
the cumulative sum travel time. The last value of Tc is the total time needed to
complete the route.

Tc = (
i=k
∑

i=0

Ti)k≤|T | (5.4)

Once an incident occurs, every ambulance is given the time since it was last up-
dated (δt). From this, the accumulated time used on a route is kept track of ( t̂),
which is updated by t̂new = t̂old + δt. The location of the ambulance Lc is then
updated by Equation 5.5, which is also illustrated in Figure 5.1.

Lc =min
L
⌊Tc − t̂⌋ (5.5)

In other words, the ambulance is at the grid cell with cumulative travel time most
equal to but not greater than t̂. This is the floor operation in Equation 5.5. This is
because t̂ needs to exceed Tc to be considered at that location since the cumulative
sum travel time between locations is not necessarily linear.

Each ambulance takes on a state value. This represents whether the ambulance is
at its base station, traveling to a incident, at the incident location, traveling to the
hospital, at the hospital, or traveling to its base station.

If t̂ > tn, then t̂ − tn is added to the next route. This is recursively performed on
the routes (status change) for the ambulance until a route is not yet completed or
at the base station. In this way, the simulator model does not need to be updated
at regular intervals but only when incidents occur. section A.4 provides a detailed
explanation of how the ambulances are updated.

Allocation / Reallocation

The base station of each ambulance is also changeable; this makes it possible
to reallocate ambulances to a new base station during simulation. This thesis
does not consider continuously changing the allocation during simulation (am-
bulance reallocation problem). However, the allocation is modified for day and
night shifts during the simulation. The population-proportionate allocations de-
rived from Schjølberg and Bekkevold [2] is assumed since it was shown to work
best in a long-term perspective.
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Figure 5.1: This shows how the location of an ambulance (located at the top) is
derived, with the derived location marked in orange. The bottom graph (Discrete
space) shows locations L on the X-axis and the cumulative sum travel time Tc on
the Y-axis. The Y.-axis has marked t̂. The top graph (continuous) shows the same
but also with the cumulative sum travel time on the X-axis.

This shift reallocation is performed when training and evaluating the incident
dataset. The day and night shifts have a different number of available ambulances
since there are fewer incidents at night. The allocation is changed by keeping track
of the current time of day in the dataset and switching the allocation at 08:00 and
20:00. This switch is done dynamically during simulation.

The switch from day to night allocation is the most complicated. Going through
all the base stations, the number of ambulances to make unavailable is kept track
of na. Let nb be the number of ambulances at the base station. Then all the nb
ambulances are set to be unavailable. However, |na−nb| random ambulances are
set to be unavailable once they return to their base station. Since it might not be
the case that na ≥ nb, due to many ambulances being en route.

When switching to day time allocation all ambulances are re-set to be available.

Ambulance processing time

Between these status changes of the ambulances, there are assumed to be pro-
cessing time. Recall the distribution found for these processing times in Figure 4.3.

When using the synthetic generator, the processing times for a given incident is
drawn from these distribution. Which distribution to use depends on the priority
of the incident ip. When the incident dataset is used, these transition times are
read from the dataset.
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5.1.3 Incident Queue

When considering ambulance processing time, incidents can likely happen when
ambulances are unavailable. Due to this, a queue version of the model is also built.
In this version, incidents enter a queue if it occurs when there are no available
ambulances. Then the model simulates forward in time until an ambulance is
available.

Instead of simulating forward with a constant time step, the simulation uses a
time step equal to the amount of time until a change in any of the statuses of the
ambulances (ta). In other words, it checks every ambulance and retrieves the time
left until the current task is completed. From all these times, the minimum is used
to simulate forward. A status change (task completion) means an ambulance has
arrived at some location, which can be a base station, incident, or hospital.

During this waiting-for-ambulance simulation, an incident may occur. This is handled
by looking forward and finding the time until the next incident occurs (tp). While
simulating forward, this value is subtracted by the time step ta until it becomes
tp ≤ 0. Once this happens, an incident with a timestamp t − |tp| is created and
added to the incident queue Q. This process is repeated until an ambulance is
available. simNoAvail (Algorithm 3) shows how this process works. section A.5
provides a more elaborate textual explanation.

The timeUntilNextIncident function returns tn for the current record in the incident
dataset. When using the synthetic generator, this is drawn from Equation 5.1.
newIncident creates an incident based on the current record in the incident dataset
and moves to the next record (Algorithm 2 for synthetic).

Algorithm 3 simNoAvail, simulation function with no available ambulances

Require: Incident Queue Q, Simulation time t, Time until next incident tp, Am-
bulances a ∈ A, where a has features; at time until route finished, ab is busy
(boolean)

Ensure: State with available ambulance. While considering incidents
1: while ∀a∈Aab do ▷ All ambulances busy
2: ta =min((at)a∈A)
3: t = t + ta ▷ Move simulation time forward
4: tp = tp − ta
5: while tp ≤ 0 do ▷ An incident has happened
6: i = newIncident(t + tp) ▷ New incident with timestamp t + tp
7: Q.insert(i) ▷ Add new incident to Q
8: tp = tp+timeUntilNextIncident()
9: end while

10: A= updateAmbulances(δt = ta) ▷ This is section 5.1.2
11: end while

Once an ambulance is available, multiple incidents may be in the incident queue.
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Start

Dispatch ambulance

Generate incident

t = t +δt

Update ambulances

Generate state & reward
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Action

δt

δt

Figure 5.2: Shows the main flow of the nonQueue version of the simulator

Instead of considering a FIFO list of the incidents, all the incidents in the queue
are a part of the action and state space provided. The RL model can decide which
incident from Q and ambulance to dispatch rather than having to dispatch an
ambulance to the first incident in Q (FIFO).

When there are multiple available ambulances and multiple incidents in the queue,
the available ambulances reduce the queue down in size. With n available ambu-
lances, |Q| becomes |Q| − n.

How this process fits together with the simulation is shown in Figure 5.3. This
differs from the regular flow of the simulator, which is shown in Figure 5.2

5.1.4 Small world setup

The model was set up to reduce to a small set of locations. In this way, a small
subset of Oslo and Akershus can be simulated instead of its entirety. The subset of
locations is defined by a circle on a map. A center and radius distance is defined,
and locations within the circle are kept in the model. By default, a 5km radius
from Oslo Central Station is assumed.

5.1.5 RL setup

Below state, actions, and rewards for the reinforcement learning algorithm are
outlined. Figure 5.4 shows how the RL model interacts with the simulator, together
with input and output.
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Start

Dispatch ambulance

Generate incident

t = t +δt

Update ambulances

Generate state & reward

Stop

simNoAvail

Action

|Q|= 0

δt
δt

|Q|> 0

Ambulance available

Ambulance unavailable

Figure 5.3: Shows how the queue version of the simulation model handles un-
available ambulances.

State

The state provided by the simulator is based on the location of the ambulances
and incidents. Since the reinforcement learning model used supports multiple
state inputs, the model provides one list of the ambulance locations A and one list
for the incident locations I .

These lists are equal in length to the number of locations N simulated in the model
(|A| = |I | = N). The ambulance list A is defined by A= ( fak)k≤N , where the value
of fak is the number of available ambulances located at location k. Similarly, The
incident list I is defined by I = ( fik)k≤N , where the value of fik is the number of
incidents located at location k. This makes

∑

I the current number of incidents
and
∑

A the number of available ambulances. When multiple ambulances are
located at a base station location k, then fak > 1. Further, there can be more than
one incident in the incident list if the queue model is used (

∑

I > 1).

Action

In the non-queue model, an action is a choice between available ambulances. In
other words, the action space equals the number of simulated ambulances, but
only available ambulances can be chosen in any given state.
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Figure 5.4: This shows how the RL model interacts with the simulator, together
with its input/output. Lastly elements in green shows the components the RL and
simulator comprises of.

In the queue model the action space equals the Cartesian product A× I . In other
words, both an available ambulance and an incident are chosen.

Reward

Inspired by Liu et al. [40], the reward is defined as the negative sum of the waiting
time of the incidents (including those in Q). In other words, when an incident
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occurs, the waiting time increases until it is attended by an ambulance. In a given
state s, the reward R(s) is defined as the negative sum of these waiting times Wt(i)
(Equation 5.6).

R(s) = −
∑

i

wt(i) (5.6)

Compared to using response time as a reward, this reward function is more intu-
itive for the model. When using response time as a reward, the effect an action
has on the reward might come several states later in the simulation. When using
waiting time, the reward monotonically decreases over the states after an action
is performed.

The simulation model may simulate past the state where the wait times can be
gathered. In other words, it is possible that an ambulance is dispatched to an
incident, and the ambulance arrives at the hospital in the next state. Hence there
is no wait time in that state for that incident. In this case, the response time for
that incident is used instead of its wait time.

This reward function does not consider incident priority (inspired by Bandara et
al. [21]). To achieve this, the makeshift survival function (Figure 4.2) and Equa-
tion 5.6 is combined into Equation 5.7. ip is the priority of incident i, and f is the
makeshift survival function.

R(s) =
∏

i

f (wt(i), ip) (5.7)

5.2 Reinforcement learning model

Since there are various available ambulances to dispatch in each state of the en-
vironment, a maskable PPO RL model is used. This means the model can only
choose a feasible action in each state.

The PPO model maintains two MLP networks (As seen in Figure 2.4). This is both
the value network (Critic) and the policy network (Actor). See section 2.5 for a
description of how the PPO model work.

5.2.1 Hyperparameter search

There are many different hyperparameters to tune in the PPO model. These are hy-
perparameters such as the learning rate, discount factor, replay buffer size, batch
size, epochs, clip range, and network architecture. Once specified in the experi-
ments in the next chapter, these are tuned by Optuna3.

3https://optuna.org/

https://optuna.org/
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5.2.2 Environment

The PPO model interacts with ten different instances of the simulator model in
parallel. Each of these environments has different random number generator seeds,
which affects the synthetic incident generator (Algorithm 2), and which ambu-
lances are set unavailable (section 5.1.2). This does not affect anything else in
the simulator. Using more than one simulator instance promotes more extensive
exploration by the PPO model.

5.2.3 Evaluation

The trained reinforcement learning model (RL) is compared to three other dis-
patching agents. The first agent dispatches the ambulance with the lowest Hav-
ersine distance (Haversine), while the second agent according to the lowest Euc-
lidean distance (Euclidean). Finally, the last agent dispatches a random available
ambulance (Random). These policies are shown in the results in the next chapter,
differentiated by the name in parentheses.

The Haversine distance might fit better for this application than the Euclidean
distance. While the Euclidean distance calculates the straight line distance, the
Haversine calculates the distance on a spherical object (such as the earth). Using
the Euclidean distance to measure distance on the earth would be like using a
ruler on a globe to measure the distance. While the Haversine, would be like
using a soft tape measure. The difference is that the ruler (Euclidean) assumes
the route is straight, while the soft tape (Haversine) assumes it can be curved.
This distance difference is small for short distances (Such as a diameter of 10km
in this case) but deviates more as the distance becomes larger (up to 100km).
The Haversine distance is more accurate than the Euclidean since it considers the
earth’s curvature. Which might be clear in the experiments.

It is a possibility that the RL model dispatches the same ambulance as the Haver-
sine policy. Hence the fraction of such actions performed is kept track of (Haver-
sine fraction). This shows how different the trained policy is from the Haversine
policy.





Chapter 6

Experiments and results

Figure 6.1: Shows considered small world (5km radius from Oslo Central sta-
tion). The big black circle show the area considered, while the small black squares
the grid-cells. Base stations are marked with blue circles, while hospitals in red.

This chapter outlines the experiments, their setup, results, and discussion. It is
worth noting that the travel time is perfectly accurate according to real-world
ambulances. However, it provides an estimate according to following the speed
limit of the roads.

When referencing RL model, this is the same as referencing the PPO model in the
previous chapter.
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6.1 Experiment 1

In the first experiment, the model is trained and evaluated on synthetic data (sub-
section 5.1.1) in the area of Oslo city center (subsection 5.1.4, Figure 6.1). Am-
bulance processing times (section 5.1.2) are not considered for this experiment,
and incidents are considered without priority.

The policy and value MLP network of the PPO model was setup with a architec-
ture of 3 layers of 100 nodes with the Relu activation function (section 5.2). The
learning rate was set to 0.001. Both the value and policy network shares a feature
extractor, which in this case is just the concatenated states.

The wait time reward (Equation 5.6) is used, while the action space is a choice
between available ambulance. The action space is masked, this makes it so that
the RL model can’t dispatch ambulances which are unavailable, and speeds up the
training process.

Since the problem has an infinite time horizon (no explicit end state), the model
collects a batch and trains on it after 1028 steps in the dispatching environment.
The model is trained on 6 million incidents and achieves reasonable metrics during
training.

6.1.1 Results and discussion

The result is compared to different agents described in subsection 5.2.3. The dif-
ferent agents are under the Model column in Table 6.1. As seen from Table 6.1,
both the mean response time and mean reward (wait time) are better for the RL
model than for any other agents. Remember that a larger mean reward is better
since it is the negative of the wait time (Equation 5.6).

For better visualization, the zero response time and wait time values are ignored
in the histograms and CDF plots (Figure 6.2), which may make the result deviate
from the table result (Table 6.1). Zero response time means an incident happens
at the same location as an available ambulance since this experiment does not
consider ambulance processing time.

Both the Haversine and the Euclidean distance are partially random since there
can be multiple ambulances having the lowest distance to the incident. For ex-
ample, this can happen when a base station with multiple ambulances is the
closest to an incident. A random ambulance among these is chosen.

The RL model has probably learned to dispatch the ambulance with the lowest
road network travel time. Judging from the results from the Haversine Fraction
(Table 6.1), the lowest road network travel time corresponds to the Haversine
about 31% of the time.

The performance of the Euclidean agent changed wildly during the runs of the
experiment. Sometimes it performs better than the random policy, while other
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Model Mean Response Time Mean Reward Haversine Fraction Iterations
RL 12.99 -10.93 0.31 50001
Haversine 14.25 -16.63 1.00 50001
Euclidean 14.42 -16.56 0.80 50001
Random 15.11 -19.20 0.22 50001

Table 6.1: Shows results from experiment 1. Keep in mind that Mean reward
(Wait time) should be as high as possible. Notice how the Haversine agent has
slightly lower response time than euclidean.

times not. This is because the random policy can choose the ambulance with the
shortest road network travel time, while the Euclidean agent sometimes will pick
an ambulance with a high road network travel time. Because of this, the results
depend on the number of incidents where the lowest Euclidean distance ambu-
lance corresponds to the lowest road network travel time ambulance. The Haver-
sine agent consistently performs better than the Euclidean agent, but has slightly
worse Mean reward (-16.63 vs -16.56).

Figure 6.2 shows histograms and CDF for the different policies (See figure cap-
tion). The results indicate that the RL policy performs better than the other policies.

All the policies have roughly the same histogram distribution for low wait and
response time (0-15m); however, the RL model has a lower tail for higher response
time (15-40m). This means that a lower fraction of incidents has a higher wait
and response time for RL than the other policies, which is also reflected in the
CDF.

The Wait time histogram has a broader shape than the Response time histo-
gram. This is because the wait time for the same incident can be counted into the
wait time reward multiple times. For example, this happens when an ambulance
spends several states before arriving at the incident location. Hence the wait time
for the incident is counted in all those states. This means that how broad the wait
time histogram is depends on how often incidents occur (a state is generated).

In consideration, the action space of the RL model is not optimal since it is rigid for
the number of ambulances. There is little to no mapping between the ambulance
location space provided and the action space. Choosing an ambulance corresponds
to choosing a base station to dispatch an ambulance. Whether the PPO model
can consider and dispatch ambulances en route to its base station is debatable
(Scenario 2) since the action space does not indicate the ambulance location (or
status).

6.2 Experiment 1.2

In the next experiment, the same assumptions are kept (as in Ex1, section 6.1),
but the same model is evaluated on the test set of the incident dataset De. This
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Figure 6.2: Shows results for the different policies evaluated (ex 1): RL (Blue),
Haversine (Green), Euclidean (Orange) and Random (Red). Shows both histo-
gram and CDF for response time and waittime

will unveil whether the RL model works in a realistic scenario and performs better
than the heuristics under fixed incident locations.

The main difference between the synthetic dataset and the test set is that the
global λ and λl change over time. The ambulance allocation also changes de-
pending on day and night shifts (section 5.1.2).

6.2.1 Results and discussion

The results are shown the same way as in the previous experiment (as in Ex1,
section 6.1). Table 6.2 shows the same columns as previously, the same with Fig-
ure 6.3.
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The Mean reward (wait time) for all policies is much lower for this experiment
than in the previous one. This is most likely because incidents happening at night
are also considered, where the time between incidents is much longer. This means
there are few states where an ambulance is en route to an incident (wait time for
that incident is reflected in the reward).

Comparing the Mean response time for the RL model and the Haversine policy,
the difference is not that large (16.78 vs. 17.29m in Table 6.2). This differs from
the previous experiment, where the difference was more significant (12.99 vs.
14.25m in Table 6.1). This somewhat contradicts the fact that the Haversine frac-
tion of the RL model is higher in Table 6.1 than in Table 6.2 (0.31 vs. 0.23). This
can either be an artifact that the De has a much smaller sample size than in the
previous experiment (29k vs. 50k iterations), or that the adaptability from the
synthetic data to De is sub-optimal.

If the last case is valid, then the actions performed by the RL, which was not
equal to a Haversine action in the previous experiment, have a higher impact on
the response time than in this experiment.

Overall the RL agent outperforms the other agents in both experiments. The dif-
ference between Euclidean and Haversine is slim, but generally, the Haversine
performs best. Based on the CDF’s from Figure 6.3 and Figure 6.2, these policies
appear highly overlapping.

Model Mean Response Time Mean Reward Haversine Fraction Iterations
RL 16.78 -0.67 0.23 29052
Haversine 17.29 -1.69 1.00 29052
Euclidean 17.36 -1.69 0.84 29052
Random 18.18 -2.05 0.22 29052

Table 6.2: Shows results from experiment 1.2. Keep in mind that Mean reward
(Wait time) should be as high as possible.

6.3 Experiment 2

Based on knowledge from the previous experiments, the following experiment
takes the complexity a bit further.

The RL model is trained on Dt and evaluated on De. The training on Dt is per-
formed until reasonable metrics have been achieved. Meaning that the records in
the dataset are looped through until the model is stopped manually. Once the end
of the dataset is reached, the simulation and RL model reset and start from the
beginning of the dataset.

The ambulance processing time (section 5.1.2) read from De is considered. This
will make the response time higher than in the previous experiments.

The model uses the survivability reward (Equation 5.7). This also means that
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Figure 6.3: Shows results for the different policies evaluated (ex 1.2): RL (Blue),
Haversine (Green), Euclidean (Orange) and Random (Red). Shows both histo-
gram and CDF for response time and waittime

incident priority ip is considered for this experiment.

The queue version of the simulation model is used. This also means that the action
space is the Cartesian product of the state lists A and I (section 5.1.5). The state
representation is similar to the previous experiments (section 5.1.5); however, an
incident survivability list Is = ( fsk)k≤N is also considered. This list is similar to I ,
but the value fsk is equal to Equation 5.7 for incidents at location k.

The same small world setup as in the first experiment is assumed (section 6.1).

Lastly Optuna is used for hyperparameter search (subsection 5.2.1). In the para-
meters found, the learning rate was set extremely low 1.9x10−5 and the replay
buffer is large with 11k steps in the environment. The MLP networks has 2 layers
with a size of 300 and 400 nodes respectively.
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6.3.1 Results and discussion

Even though the model is not directly trained on response time, Figure 6.5 shows
how the mean response time (Y-axis) reduces during training of the model. Mean
response time is calculated by the latest 1000 response time per training step (11k
steps in the simulator). Not every step in the simulator produces response time.
The model was trained on ≈ 70 million incidents, and ran over the course of four
days. As seen from the figure the response time is reduced by ≈ 5m.

Figure 6.4 has a similar setup than in the previous experiments. However the
inverse CDF is shown for survivability, since it should be as high as possible.

The Haversine and Euclidean agents have no consideration of the priority of the
incidents. It simply dispatches the ambulance to the incident with lowest distance.

Unexpectedly in Table 6.3, the Random agent performs better than the Haver-
sine and the Euclidean agent. Even though the Mean response time is lower, the
response time CDF and histogram on Figure 6.4 the Haversine agent performs
better. Judging from the histogram, the Haversine agent has slightly more lower
reponse times (<25m) than the Random and Euclidean agent. The high Mean
response time and low Reward for these agents is probably because they have
no consideration for the priority or for the incident queue.

The RL model seems to have not overfitted on Dt . There is, however, signific-
ant doubt that this RL model considers the future incident distribution. Since the
state space provided provides little information about the history of the incident
distribution. If this was the case, the synthetic data generator should be used in
combination with Dt to reduce overfitting RL model assumed future incident dis-
tribution.

Model Mean Response Time Mean Reward Haversine Fraction Iterations
RL 23.31 0.57 0.19 29052
Haversine 28.88 0.42 1.00 29052
Euclidean 29.13 0.41 0.74 29052
Random 26.42 0.46 0.23 29052

Table 6.3: Shows results from experiment 2. Keep in mind that Mean reward
(Survivability) should be as high as possible.
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Figure 6.4: Shows results for the different policies evaluated (ex 2): RL (Blue),
Haversine (Green), Euclidean (Orange) and Random (Red). Shows both histo-
gram and CDF for response time. Inverse CDF is shown for survivability

Figure 6.5: Shows the reduction in mean response time (Y-axis) during training
of the RL model in experiment 2. X-axis shows the total number of incidents
trained on. (Screenshot from TensorBoard).
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Conclusion and Future work

This chapter concludes this thesis and provides a description of possible future
work.

7.1 Conclusion

This thesis has explored the usage of RL and PPO to the ambulance dispatching
problem as a potential decision support tool for the EMS. The main contribution
is that this implementation considers incident priority, incident queue, day/night
shifts, usage of PPO, an extensive data analysis, and reproducible OSM travel time
estimation. Furthermore, a simulation model written in Python is implemented,
which has vast Machine Learning support. Finally, a simple method for synthetic
incident data generation is also provided.

A literature overview is outlined with a table of the most recent literature on the
usage of RL to the ambulance dispatching problem. Finally, a discussion of these
implementations and recent trends are outlined.

This thesis has also shown how OSM can be preprocessed to be used for scientific
purposes. Extensive work went into the preprocessing to make the data tractable.

Furthermore, extensive work went into building a simulator for the ambulance
dispatching problem. This simulator considers many aspects of the ambulance
dispatching problem, such as incident priority, incident queue, ambulance shifts,
small world setup, Synthetic/Real incident data, and ambulance processing time.
This simulator uses a time step equal to the incident interval time, which can speed
up the simulation. Furthermore, it is implemented in Python, making it more suit-
able for Machine Learning. Extensive data analysis is performed with external
links for created maps (section A.6). This gives many valuable insights into the
problem of ambulance dispatching and the concept of coverage. Overall, the PPO
model consistently outperforms the other heuristic agents evaluated throughout
the experiments. Generally, the Haversine distance mostly outperformed the Euc-
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lidean distance when considering Mean response time; however, this difference
is extremely slim (9.8s saved on avg). This shows that RL and road network travel
time have great potential in reducing response time and increasing survivability.
However, more work is needed for RL to be implemented as a decision support
tool for the EMS (Future work).

The RL model did not overfit on the training dataset, however, a more complex
model might do so. Therefore, a combination of synthetic and real data is recom-
mended during training.

7.2 Future work

Potential future solutions and extensions to this implementation are outlined here.
This thesis has provided a good foundation for future theses on the ambulance
dispatching problem.

7.2.1 Reinforcement learning (RL)

This section outlines how the different aspects of the RL model can be improved.

Curse of dimensionality

The state and action space is vast in the ambulance dispatching problem. There
are several possibilities to reduce the dimensionality. Currently, the size of the
MLP networks scale poorly to the number of locations. The networks need two or
more layers of > 100 nodes for 69 locations.

The feasible action space is dynamic. Since each state has varying available am-
bulances to dispatch (action space), this is a challenge for RL since the model has
to choose a feasible action in every state, which can be very sparse compared to
the action space as a whole. This was solved by action masking in this implement-
ation, but it might not be the best approach.

This problem can be solved by making the RL model choose a specific action
among a list of possible actions. These actions can then include estimated lost
coverage, travel time, and work imbalance. Such a model might also work bet-
ter with changing dynamics such as traffic congestion. Liu et al. [41] used such a
setup for the ride-hailing problem.

Generally, the inclusion of heuristics in the state space of the RL model can help
with the large dimensionality and intractability. This can also be combined with
MCTS as utilized in Mukhopadhyay et al. [7].

Using sophisticated deep learning techniques to reduce the state space dimension-
ality is also possible—for example, convolutional neural networks, autoencoders,
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and embeddings.

Allocation / Reallocation

In this implementation, the allocation follows the population-proportionate alloc-
ation from Schjølberg and Bekkevold [2].

By making the RL model select both an ambulance, incident, and base station
(Cartesian product), the ambulance reallocation problem can also be incorpor-
ated. In this case, the ambulance selected is reassigned to the base station selected
by the RL model. However, this needs to also consider which ambulances to set
as unavailable for the switch to the night shift.

The allocation implementation by Schjølberg and Bekkevold [2] could also some-
how be used to optimize the allocation in real-time such that the allocation is
dynamically changing during simulation. There also exist many other ambulance
reallocation models which can be explored. For example, Nasrollahzadeh et al. [6]
provides an excellent way to incorporate ambulance reallocation and dispatching.

Coverage

As of now, the coverage of the ambulances is not considered. By using the ego-
Graph method in the NetworkX package on the grid-cell graph H, the coverage of
the ambulances can be estimated (or OpenRouteService). This can then be incor-
porated into the state and reward for the RL model.

POMDP consideration

As discussed in section 2.8.1, the ambulance dispatching problem might be a par-
tially observable Markov decision process.

To counter this fact, it is possible to include information about the historic incid-
ent distribution into the state space. For example, maintaining a list containing the
Poisson rate’s Exponential moving average (EMA) per location. This can also be
used in combination with the synthetic incident data generation technique (sub-
section 5.1.1) to make an expected incident probability distribution. Combining
this with the coverage estimation can provide a reasonable estimate of the pre-
paredness of the ambulances.

Another option can be to use the previous work on forecasting by Hermansen [13]
and Van De Weijer and Owren [12] in combination with the RL model.

Another option is to use Recurrent PPO, which is shown to be a good baseline for
POMDP[50]. However, this also needs to consider the sparse feasible action space
of the ambulance dispatching problem.
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RL model

A disadvantage of using PPO is that it is hugely sample inefficient. This is common
among online RL techniques where the replay buffer is disregarded after it is used.
Some of the models trained in this thesis were trained over several days and on
several million incidents.

Offline techniques might be more suitable for this problem. Using Experience Re-
play as in Liu et al. [40] can be enough to assure stable learning.

7.2.2 Simulation

The simulation model implemented works for a most basic ambulance dispatching
scenario. However, extensions can be made to the simulation model to simulate
more complex ambulance dispatching scenarios.

For example, not all incidents need to be transported to the hospital. Incidents can
be simulated to take on a value that defines the underlying urgency. This can then
be used as a probability that the incident needs to travel to the hospital once an
ambulance arrives. The processing time distributions found in section 4.1.1 can
inform a possible probability distribution of this probability.

Using these underlying urgency values can also inform the possibility of an am-
bulance attending other incidents while traveling toward the hospital.

As discussed in chapter 1, making it possible for the RL model to reassign ambu-
lances that are en route to an incident can be considered. This can possibly reduce
response time and increase survivability.

Since the EMS is bound to dispatch some ambulance once an incident occurs, it
might be unrealistic not to dispatch an ambulance. As discussed by Nasrollahza-
deh et al. [6], the best ambulance to dispatch might be unavailable but very soon
be available. The simulator can be adapted to work continuously so that this am-
bulance can also be dispatched. In other words, dispatching two ambulances to
one incident (one immediately and one later).

Furthermore, the consideration of more realistic travel time estimation can be
explored. In this implementation, the travel time is based on the speed limits;
but it is possible to train a LSTM model based on data from Mapbox. This can
then form a basis to estimate travel times of different EMS vehicles and incident
priority.

Synthetic incident generator

The λl used for the synthetic incident data generation is static. However, in a
realistic scenario, these covary with each other over time.

It is possible to build a more sophisticated generator. This can be done by sim-
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ulating the covariance matrix of the λl . Other techniques like Gaussian mixture
models, Variational autoencoder (VAE), Generalized Linear Model (GLM)[7] and
Wasserstein generative adversarial neural network (WGAN) can also be used. On
the other side simple technique is to sample incidents randomly from the incident
dataset.

7.2.3 Data analysis

Since the incident dataset has the ID of the ambulance dispatched, it is possible
to quantify work imbalance. This can be done by looking at the amount of time
since the dispatched ambulance was last utilized in the dataset.

Furthermore, this might unveil unconsidered aspects such as lunch breaks and
assumed ambulance starting position. It can also be used to see if work imbalance
directly impacts the performance metrics of the EMS system.

All of this can be used to find good ways to quantify the work imbalance, which
can be incorporated into the reward of the RL model.

7.2.4 Other optimization techniques

Ant Colony Optimization (ACO) which has been shown to work for Dynamic
Vehicle Routing Problem (DVRP)[51] and Mutli Depot Vehicle Routing Problem
(MDVRP)[52] problems. As discussed in subsection 1.3.1, these problems have a
close relationship to the ambulance dispatching problem. Such an implementation
can also be combined with the heuristics found by Bandara et al. [21].

ACO might be more suitable for the ambulance dispatching problem since it can
be more adaptable than RL for changing traffic conditions.

Such an implementation can also consider routing the ambulances through the
roads to maximize coverage along its route. While at the same time balancing
response time and incident priority.

7.2.5 Limitations

There is, however, a significant limitation on the availability of data. This puts a
limit on how realistic the simulation can be. For example, there is little indication
of how often an ambulance is reassigned to another incident, carries multiple
patients to the hospital, or the starting location of the ambulances.
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Appendix A

Additional Material

A.1 Make intersection graph (textual)

Given below is a stepwise textual explanation of the makeIntersectionGraph al-
gorithm.

1. Remove self referring edges.
2. Detect intersection nodes by having a degree bigger than 2.
3. Make a temporary copy of the graph, and remove these nodes from the

graph.
4. Find all connected components in the graph.
5. Label edges by their connected component sub graph.
6. Collapse the nodes and edges to contain 2 nodes and 1 edge in each sub-

graph. Sum up their features.
7. Add back and re-connect the intersection nodes removed in step 2.
8. Find connected components.
9. If there exist more than one component, search original graph for edges

which connects these components. Add these edges to the graph.
10. Remove sub-components which has no edge in original graph which con-

nects them to the graph.
11. The result is a graph without sub-components which represents the entire

road network in Oslo and Akershus.

A.2 Make grid-cell graph (textual)

Using this grid cell division, edges in the subgraphs which connects two subgraphs
together are sought for. If two subgraphs have a such an edge which connect
them together, an edge is made between these grid cells in the resulting grid-road-
network-graph H. The edge represents that it is possible to travel by car between
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those two grid cells.

A.3 Makeshift survival function estimation

Given the event S that a patient survives, the survival function s(x , p) is estimated
(Equation A.1). Where x is the response time, p is the priority of the incident, and
P(S) is the probability of survival. The probability of survival P(S) is unknown and
assumed to equal one.

P(x ∧ p) is estimated by CDF of the dataset available (Equation A.2). Where D

is the dataset with records D = (r0, r..., rn). Where each record contains (tr , ip)
tuples. Equation A.3 and Equation A.4 is used to signal that a condition is true
given a record from the dataset, tr and ip are the response time and incident
priority of record r.

Note that we do not include the probability of the incident being ip = p since
an incident with priority p already happened. Furthermore, we are calculating
the probability of the response time being higher than x since the response time
should be as low as possible (mimicking a survival function). This probability then
decreases as x gets higher.

s(x , p) = P(S|x , p) = P(S)P(x ∧ p)≈ P(x |p) (A.1)

P(x |p)≈ P(tr > x |ip = p) =

∑

r∈D c(r, p, x)
∑

r∈D c2(r, p, x)
(A.2)

c(r, p, x) =

¨

1 If tr > x ∧ ip = p,

0 Otherwise.
(A.3)

c2(r, p, x) =

¨

1 If ip = p,

0 Otherwise.
(A.4)

In an optimal scenario, this estimation should be conditioned on the position of
the dispatched ambulance and incident. Since two incidents with the same actual
urgency will have different response times depending on the position of the closest
ambulance to each incident. It is assumed that the dataset is large enough to
validate this estimation.

A.4 Breakdown of updating ambulances

This section breaks down how the ambulances are updated and dispatched, re-
ferred to as "Update ambulances" and "Dispatch ambulance" in Figure 5.2 and
Figure 5.3.
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Furthermore, the ambulance location (section 5.1.2) is implemented as a path
class used in the algorithms. This also handles the ambulance processing time
(section 5.1.2), which is added to the time needed to complete the route. This
class has a getPos function which returns the current position of the ambulance
and if the route is finished. Furthermore, it stores te, which is t̂ − tn as explained
in section 5.1.2.

Each ambulance takes on a status value s. This represents whether the ambulance
is at its base station s = 0, traveling to an incident s = 1, at the incident location
s = 2, traveling to the hospital s = 3, at the hospital s = 4, or traveling to its base
station s = 5.

All the ambulances in the simulator are stored in a list a ∈ A. The function sim-
ulator:UpdateAmbulances (Algorithm 4), goes through each ambulance a and calls
its ambulance:updateLocation (Algorithm 6). simulator:UpdateAmbulances then cal-
culates the reward (Equation 5.6) based on information gathered from ambu-
lance:updateLocation.

"Dispatch ambulance" in Figure 5.2 and Figure 5.3 calls ambulance:assignIncident(Algorithm
5). Which assigns the ambulance to the given incident, calculates the shortest
route, and updates the status of the ambulance. ambulance:updateLocation deals
with the status change of the ambulance, its path (route), and response time. The
variable os is false when the switch to night allocation has determined that this
ambulance should be off duty once it has arrived at its base station (section 5.1.2).
This then sets the status s = −1, so the ambulance is not updated anymore (See
line 2 in simulator:UpdateAmbulances). All the s = −1 ambulances are set to s = 1
once the switch to the day shift happens. Recursion is also applied until a route is
not finished or has arrived at its base station.

Both ambulance:assignIncident and ambulance:updateLocation use the shortestPath
function. This function checks the cache for the given target locations; if it is there,
it is returned. If it is not there, then A* search is applied. multiSourceDjikstra
works the same way but has a separate cache (with l as key). multiSourceDjikstra
returns the shortest path from multiple locations (hospitals) to the given location
(incident location).

A.5 Incident queue (textual)

Elaboration of the simNoAvail algorithm. Also see Figure A.1

1. Check how much time until each ambulance changes its current status. As-
sign its minimum value to ta.

2. Simulate ta time forward (t = t + ta)
3. Subtract tp = tp − ta
4. while tp ≤ 0
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Algorithm 4 simulator:UpdateAmbulances

Require: Class variables: Ambulances a ∈ A with feature as ambulance status
and function updateLocation, grid-cell graph H, responeTime list T . Function
arguments: δt time since last update, t current simulation time.

Ensure: Updated ambulances and calculated reward
1: r = 0 ▷ Reward
2: for a ∈ A|as ≥ 0 do ▷ Update only onShift ambulances
3: status, avail, rTime = a.updateLocation(H, δt, t)
4: wt = −1 ▷ Wait time, reward contribution for this ambulance
5: if rTime ̸= -1 then ▷ Ambulance have collected response time
6: T .insert(rTime)
7: a.rt = −1 ▷ Reset response time of ambulance
8: wt =rTime ▷ Set response time as a part of reward
9: else if status = 1 then ▷ Ambulance is currently travelling to incident

10: wt = a.ia.getWaitTime(t)
11: end if
12: if wt ̸= −1 then
13: r = r −wt ▷ Add contribution to reward
14: end if
15: end for
16: return r

Algorithm 5 ambulance:assignIncident

Require: Class variables: l ambulance location, b ambulance is busy (boolean), s
ambulance status, os ambulance is onshift (boolean), ia incident assigned, p
current path instance. Function arguments: H grid-cell graph, t current sim-
ulation time, i incident

Ensure: Assigns incident i to this ambulance
1: if (¬b ∨ s ∈ {0, 5})∧ os then
2: b = 0 ▷ Set to is busy
3: s = 1 ▷ Set status to 1 (travelling to incident)
4: ia = i ▷ Assign this incident to this ambulance
5: spath = shortestPath(H, l, il) ▷ find shortest path from this ambulance to

the incident. A*/Cache
6: p = new path(spath, t)
7: end if
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Algorithm 6 ambulance:updateLocation

Require: Class variables: l ambulance location, ba ambulance base station, s am-
bulance status, b ambulance busy (boolean) p current path instance (imple-
ments), ia current incident assigned, hl hospital gridlocations, te extra time,
tr response time, os ambulance is onShift (boolean). Function arguments: H
grid-cell graph, δt time since last update, t current simulation time.

Ensure: Updated location and status of this ambulance.
1: if s > 0 then
2: l,done = p.getPos(δt, te)
3: te = 0
4: if done then ▷ Is finished with route
5: te = p.te ▷ p.te is left over time after completing route(path)
6: b = 1 ▷ Assume is available
7: s = s+ 1 ▷ Increase status variable
8: if s > 5 then ▷ Arrived at base station
9: if os then

10: s = 0 ▷ Set at base station if onShift
11: else ▷ Is False when this ambulance should be offduty as

determined by day/night shift allocation switch
12: s = −1 ▷ Mark as offduty
13: end if
14: else if s = 2 then ▷ Arrived at incident location
15: ia.update(δt) ▷ Updates reponse/wait time
16: tr = ia.responseTime ▷ Fetches response time
17: ia = None
18: spath = multiSourceDjikstra(H, hl , l) ▷ Finds closest hospital.

A*/Cache
19: spath.reverse() ▷ Make path from ambulance to hospital
20: p = new path(spath, t)
21: b = 0 ▷ Is now busy
22: s = 3 ▷ Travelling to hospital
23: else if s = 4 then ▷ Finished at hospital
24: s = 5
25: spath = shortestPath(H, l, ba) ▷ find shortest path from this

ambulance to its base station. A*/Cache
26: p = new path(spath, t)
27: b = 1 ▷ Is available
28: end if
29: return updateLocation(H, δt, t) ▷ Apply recursion until a path

(route) is not finished
30: else
31: b = 0 ▷ Is unavailable. Currently on route
32: end if
33: end if
34: return s,b,tr
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4.1 create incident with timestamp t−|tp|= t+ tp, and add it to the queue
Q.

4.2 check how much time until next incident happens. Assign it to value
t i

4.3 tp = tp + t i

5. Update ambulances.
6. Repeat until an ambulance is available.

0.t

1. ta

0. tp

incident 1

3. tp = tp − ta incident 2

4.2 t i

4.3 tp = tp + t i

incident 3

4.3 tp = tp + t i 4.2 t i

+

2. t = t + ta

Figure A.1: Shows visually how incidents during simulation while waiting for
ambulance. Upwards arrows are negative, while downwards positive. Numbered
according to step-wise list.

A.6 All externally created links

1. https://github.com/JonEliasMoen/Amb-public
2. https://joneliasmoen.github.io/
3. https://joneliasmoen.github.io/coverage.html
4. https://joneliasmoen.github.io/popLinreg.html

https://github.com/JonEliasMoen/Amb-public
https://joneliasmoen.github.io/
https://joneliasmoen.github.io/coverage.html
https://joneliasmoen.github.io/popLinreg.html



