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Abstract

This master’s thesis investigates whether strong topological superconductivity can
manifest in a bilayer system comprising a normal metal and a coplanar spin-phase
magnet. We build upon the work by Mæland and Sudbø [1], who successfully derived
strong topological superconductivity in a bilayer comprising a normal metal and a
skyrmion spin crystal ferromagnetic insulator. Thus, our research aims to extend
these findings and investigate the emergence of strong topological superconductivity
in a normal metal/spiral-phase ferromagnetic insulator bilayer.

This investigation employs a combination of theoretical frameworks, including
the Holstein-Primakoff transformation, Schrieffer-Wolff transformation, Bogoliubov
transformation, and the Bardeen-Cooper-Schrieffer theory. To simplify the ana-
lysis, certain assumptions are made, such as disregarding easy-axis anisotropy and
considering a single-component Dzyaloshinskii-Moriya interaction. The analysis is
performed on a triangular lattice with lattice matching between the normal metal
and spiral-phase ferromagnetic insulator monolayers.

The key findings of this study reveal the absence of strong topological supercon-
ductivity in the studied system. We attempted to understand the underlying factors
giving rise to this nonexistence of strong topological superconductivity by retracing
our calculations. It is concluded that we may gain deeper insights into the absence
of strong topological superconductivity from an analytical expression for the Bogoli-
ubov transformation matrix. Nevertheless, deriving an analytical expression for this
20×20 sized matrix is a daunting problem. Even if these expressions were to be ob-
tained, their interpretation would yet be highly challenging due to their considerable
length and complexity. The implications of these findings encourage future research
of studying a corresponding system, though of fewer sub-lattices. This will reduce
the matrix size, making an analytical derivation of the Bogoliubov transformation
matrix more feasible. By implementing these adjustments, future researchers may
proceed to investigate whether any coplanar spin-structured magnet in bilayer with
a normal metal may give rise to strong topological superconductivity.

This research is motivated by that coplanar spin states possess lower energy
compared to skyrmion spin states [2], thereby favouring the practical creation and
stability of spiral-phase spin structures. Although the current investigation did
not yield strong topological superconductivity, it provides a comprehensive analysis
of a spiral-phase ferromagnetic insulator in bilayer with a normal metal, thereby
opening for specific future studies on the interplay between topological properties
and coplanar spin structures.

In conclusion, this research contributes to the understanding of magnon-mediated
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topological superconductivity in coplanar, non-collinear magnets. The findings un-
derscore the importance of obtaining an analytical expression for the Bogoliubov
transformation matrix and lay the foundation for future investigations in this field.
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Sammendrag

Denne masteroppgaven undersøker hvorvidt topologisk superledning kan oppstå i et
bilagssystem bestående av et normalmetall og en magnet med koplanær spinnfase.
Vi bygger videre på arbeidet til Mæland og Sudbø [1], som fant topologisk superled-
ning i en heterostruktur bestående av et normalmetall og en ferromagnetisk isolator
med skyrmion-spinnfase. Med dette sikter vårt studie på å undersøke fremveksten
av sterk topologisk superledning i et normalmetall/koplanær spiral-spinnfase ferro-
magnetisk insulator bilagssystem.

Denne studien benytter seg av en kombinasjon av teoretiske rammeverk, inkludert
Holstein-Primakoff transformasjonen, Schrieffer-Wolff transformasjonen, Bogoliubov-
transformasjonen og Bardeen-Cooper-Schrieffer teorien. For å forenkle analysen
gjøres flere antakelser, for eksempel ved å se bort fra enkel-akse-anisotropi og be-
grense til kun én komponent av den antisymmetriske vekselvirkningen. Analysen
utføres på en triklinisk gitterstruktur med samsvar mellom monolagene av normal-
metall og spinnfase-ferromagnetisk insulator.

Funnene i denne studien viser fraværet av sterk topologisk superledning i det
undersøkte systemet. Vi forsøkte å forstå de underliggende faktorene som fører til
dette fraværet av sterk topologisk superledning ved å gjennomgå beregningene. Vi
konkluderer med at vi kan få dypere innsikt i bakgrunnen for fraværet av sterk topo-
logisk superledning fra et analytisk uttrykk for Bogoliubov-transformasjonsmatrisen.
På den annen side er utledningen av et analytisk utrykk for denne 20 × 20 store
matrisen en omfattende oppgave. Selv hvis man utleder disse utrykkene, vil deres
tolkning være svært utfordrene som konsekvens av deres lengde og kompleksitet.
Med dette oppfordres videre forskning på et tilsvarende system dog med færre un-
dergittre, slik at matrisestørrelsen reduseres. Dermed åpnes muligheten for å utlede
analytiske utrykk for elementene av Bogoliubov matrisen. Slik kan fremtidige for-
skere fortsette undersøkelsen på hvorvidt koplanare spinnstrukturer i magneter i
heterostruktur med normalmetaller kan gi grunnlag for sterk topologisk superled-
ning.

Denne forskningen er motivert av at koplanære spinntilstander har lavere en-
ergi sammenlignet med skyrmion tilstander, og dermed favoriserer praktisk op-
prettelse og stabilitet av spiralfase spinnstrukturer [2]. Selv om denne studien
konkluderte med fraværet av sterk topologisk superledning, gis en grundig ana-
lyse av en spinnfase-ferromagnet i et bilagssystem med et normalmetall, og dermed
åpner for spesifikke videre studier på det komplekse samspillet mellom topologiske
egenskaper og koplanære spinn-strukturer.

Avslutningsvis bidrar denne forskningen til forståelsen av magnon-mediert to-
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pologisk superledning i koplanære, ikke-kolineære magneter. Funnene understreker
viktigheten av å utlede et analytisk uttrykk for Bogoliubov-transformasjonsmatrisen,
og legger et grunnlag for fremtidig forskning på dette feltet.
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1 | Introduction

1.1 *Background and motivation

Superconductivity, the remarkable phenomenon discovered by Heike Kamerlingh
Onnes in 1911 [5], continues to fascinate condensed matter physicists with its novel
properties. In his work, Onnes discovered that “at very low temperatures [. . .] the
resistance [of mercury] would, within the limits of experimental accuracy, become
zero” [5, No. 120b, p. 18]. Additionally, he noted that the superconducting trans-
ition temperature (also referred to as critical temperature) of mercury was about
4K. These observations fascinated the physicists to date, leading several succeeding
experiments. Not before 1933 did Walther Meissner and Robert Ochsenfeld discover
that superconductors also expel any external magnetic field [6]; the effect now known
as the Meissner effect. With the experimental observations of superconductivity at
hand, the quest for a solid theoretical explanation was highly sought.

The theories of superconductivity were not established before almost half a cen-
tury after its discovery by Onnes. In 1950, the macroscopic properties of supercon-
ductors were successfully explained by the Ginzburg-Landau theory proposed by V.
Ginzburg and L. Landau [7]. However, a complete microscopic theory of supercon-
ductivity was first formulated in 1957, known as the BCS theory after the physicists
J. Bardeen, L.N. Cooper, and R. Schrieffer [3]. Succeeding these theories, newer
theories and experiments indicate the occurrence of superconductivity at higher
transition temperatures [8, 9, 10]. Despite the significant progress in this field,
several fundamental questions remain unanswered, necessitating further research.

The study of superconductors is motivated by its many technological advance-
ments. These advancements include energy-efficient power transmission, medical
imaging, particle accelerators, and quantum technologies [11].

In recent years, the exploration of topological superconductors has emerged as
a frontier area of research, with major applications in quantum computing [12,
13, 14]. Quantum computing has the potential to revolutionise computing both in
terms of computational power and energy efficiency, thus surpassing classical com-
puters [15]. Classical computers rely on manipulating classical bits through heat-
generating mechanics [16, 17]. In contrast, quantum computers store information
in the quantum bits, also known as qubits, which utilise the quantum mechanical
properties of superposition and entanglement [18]. These features of qubits allow for
parallel computations, reducing the number of operations required for certain tasks
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Chapter 1. Introduction

and hence increasing time and energy efficiency. However, a significant challenge
in quantum computing is quantum decoherence, where even small perturbations
can corrupt the information stored in qubits [19, 20]. To address this challenge,
researchers have been exploring the integration of topological superconductors into
quantum computing systems, which may protect the fragile qubits from decoher-
ence hence enhance quantum coherence [21]. This motivates the ongoing research
on topological superconductors.

Topological superconductivity is a rapidly advancing field in condensed matter
physics investigating the unconventional properties of certain superconducting ma-
terials [12, 13]. Unlike conventional superconductors (also referred to as topologically
trivial superconductors), topological superconductors exhibit non-trivial topological
characteristics leading the emergence of protected boundary states. Topological su-
perconductors may be classified from the symmetries of the superconducting gap.

The paper on Topological Superconductivity Mediated by Skyrmionic Magnons by
Mæland and Sudbø [1] provides insights into the manifestation of strong topological
superconductivity at the interface between a skyrmion crystal magnet and a normal
metal. The choice of investigating interfaces is motivated by the novel electronic
properties that arise at the interface between different materials [22]. Note that in
strong topological superconductors, the superconducting state is characterised by
nontrivial topology, giving rise to robust surface states that are protected against
local perturbations [12]. In contrast, weak topological superconductors lack such
robustness, thus being more susceptible to perturbations. This motivates the sought
of strong topological characteristics. Furthermore, the authors discuss whether the
use of a coplanar and non-collinear spin-state magnet could produce similar results,
leaving this at an open question.

Other literature have studied the topology at the interface of a conventional
superconductor and a spiral or skyrmion spin structure magnet [23, 24]. The authors
of these papers found that a non-coplanar skyrmion spin structure was required to
obtain strong topological superconductivity. Note however that their system is
significantly different from that in [1]. In this light, our curiosity returns to whether
a coplanar spin phase magnet is sufficient for strong topological superconductivity
in a normal metal/magnet bilayer.

With the aforementioned findings at hand, this thesis aims to investigate the
potential manifestation of strong topological superconductivity at the interface of a
bilayer composed of a normal metal and a coplanar, non-collinear spin-phase mag-
net. The investigation of coplanar, non-collinear spin structures as potential hosts
of strong topological superconductivity is driven by their lower energy states com-
pared to skyrmion crystals [2]. This relative stability and ease of manipulation make
coplanar spin configurations appealing for experimental exploration and practical
applications. If coplanar spin structures are found to exhibit strong topological su-
perconductivity, it could thus yield major advancements in the field of condensed
matter physics. Thereby, our understanding of fundamental physics may be ad-
vanced, and technological advancements may be achieved, by investigating strong
topological superconductivity at the interface of a normal metal and a coplanar,
non-collinear spin-phase magnet.

2



1.2 *Scope and delimitations

In summary, this thesis investigates the potential manifestation of strong topo-
logical superconductivity at the interface of a bilayer comprising a normal metal
and a coplanar, non-collinear spin-phase magnet. This is done by studying the
symmetries of the gap parameters of our system. Eventually, we aim to contribute
the understanding of strong topological superconductors.

1.2 *Scope and delimitations

This report aims to study the bilayer of a normal metal (NM) and a coplanar,
non-collinear magnet, and the potential emergence of strong topological supercon-
ductivity at the interface. In more detail, we seek to determine the symmetries of
the superconducting state of this bilayer model. In achieving this, some simplifica-
tions and approximations were made. With this section, we propose to clarify the
scope and delimitations of this thesis.

The first delimitation to note, is the consideration of the magnetic layer to be a
ferromagnetic insulator (FMI) providing the interesting properties such as insulating
behaviour and magnetic order [25]. Despite these properties, the magnetic order
of the FMI is perturbed by quantised spin-fluctuations, known as magnons. By
incorporating a ferromagnetic insulator in the bilayer system, it is possible to explore
the interplay between layers without allowing the electrons of the NM to disorder
the spin-structure of the FMI.

Moreover, as our magnetic layer is insulating, this thesis will for brevity refer
to electrons in the NM when considering electrons, and magnons in the FMI when
considering magnons.

Furthermore, we let the FMI have a coplanar and non-collinear spiral-phase spin
structure, and is hereby referred to as SPFMI. In this context, three crucial couplings
come into play: the influence of easy-axis anisotropy, the Dzyaloshinskii-Moriya
interaction (DMI), and the symmetric exchange coupling within the magnet [1].
For simplicity, we eventually disregard the easy-axis anisotropy; consider DMI only
along the global ŷ-axis; and let the spin-coupling within the magnet be diagonal.
The interplay between these couplings is seen to give rise to a coplanar, non-collinear
SPFMI.

Another delimitation of this thesis regards the motion of the electrons in the NM.
We let the NM be described by the tight-binding model, only allowing nearest-
neighbour hopping of the electrons. This hopping is additionally limited to be
spin-conserving.

Moreover, this thesis delimits to lattice matching of the SPFMI and NM, thus
disregarding any lattice strain at the bilayer interface. This delimitation greatly
simplifies the calculations required to characterise the topology of our supercon-
ductor.

Furthermore, this thesis delimits to weak interactions between corresponding lat-
tice sites across the bilayer interface (electron-magnon interactions). This is a direct
consequence of the spatially exponentially decaying nature of atomic wave functions,
leading little overlap between the wave-functions of the NM and the SPFMI. There-
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Chapter 1. Introduction

fore, the electron-magnon coupling strength may be considered a perturbation; any
term beyond the second order in this coupling strength is neglected.

Motivated by the low-temperature regime of superconductors, this thesis con-
siders low temperatures of the system. This is analogous to assuming that the
SPFMI is nearly ordered with localised spins fluctuating by first-order magnon in-
teractions [26, p. 49]. In other words, interactions beyond lowest order in magnon
creation or annihilation operators are negligible. As a consequence, the exchange
coupling is assumed weak and only finite between nearest-neighbouring sites.

The low temperature also leads to few available electron-magnon scattering
states [27]. Resultingly, the electron-magnon scattering is only present for elec-
tron momenta within a thin shell enclosing the Fermi-surface. This restriction on
the electron momenta suggests that the system may be quantised.

Furthermore, the system Hamiltonian is reduced in the formalism of the BCS
theory of superconductivity, presented in [3]. In our system, the quantised spin-
fluctuations are anticipated to play a role analogous to phonons in the BCS theory
of superconductivity. Thereby, we expect magnons to mediate electron-electron in-
teractions and facilitate Cooper pair formation. In this light, we investigate whether
the magnons of the SPFMI may facilitate the emergence of strong topological su-
perconductivity.

1.3 Structure of thesis

We aim to prepare the reader for the content and structure of this thesis by present-
ing its framework.

The preliminaries in chapter 2 sets the groundwork of this thesis, introducing
the crucial background knowledge in order to follow the relevant arguments and cal-
culations. In section 2.1, we clarify the notation employed in this thesis. Then, we
continue to briefly discuss the theory of superconductivity in section 2.2. From this,
we review relevant operator properties in section 2.3, before the Bogoliubov trans-
formation is presented in section 2.4. At last, the Schrieffer-Wolff transformation is
presented in section 2.5.

Succeedingly, the models of our bilayer system are presented in chapter 3. Here,
we first present the model for the normal metal (NM) in section 3.1, before continu-
ing to the model of the spiral-phase ferromagnetic insulator (SPFMI) in section 3.2.
In section 3.3 we present the exchange interaction at the bilayer interface.

We continue to formulate the system as an effective electron-electron interaction
in chapter 4. Accordingly, the total system Hamiltonian is transformed in the
framework of the Schrieffer-Wolff transformation. From this we obtain the effective
interaction potential.

In chapter 5 we apply simplifications to our model, letting us solve the system in
more detail. Introductory to this chapter, these simplifications are stated and valid-
ated. Then we proceed to study the NM, the SPFMI, and the effective interaction
potential in sections 5.1 to 5.3, respectively.

With this at hand, we continue to investigate the superconducting system in
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1.3 Structure of thesis

terms of these simplifications in chapter 6. In section 6.1, we formulate the effective
interaction Hamiltonian as a self-consistent one-particle problem in the mean-field
approximation. Thus, we apply the Bogoliubov transformation to diagonalise this
Hamiltonian in terms of new fermionic quasi-particles called Bogoliubons. The en-
ergy spectrum of these Bogoliubons is seemingly gapped, and we obtain the corres-
ponding gap equation in section 6.2. Here, the Helmholtz free energy is minimised
to ensure that our system is at its energetically favourable state. The gap equation
on matrix notation is derived in section 6.2.1, in terms of the coupling functions
matrix. In section 6.2.2, we linearise the gap equation to eventually solve it numer-
ically in section 6.2.3. We finalise this chapter with a discussion of possible origins
of the results in section 6.2.4.

Chapter 7 concludes the results of this thesis while presenting an encouraged
outlook for future research.

At last, the Appendices are provided with the intention to present additional
information whenever seen helpful, without removing focus. This information is
either in form of more detailed calculations, or in form of plots.
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2 | Preliminaries

2.1 Notation

In the field of physics, mathematics serves as a profound tool for understanding
the world around us. Achieving this understanding necessitates a solid grasp of the
notation used to describe mathematical concepts.

This report employs the established groundwork of notation in physics, with few
additions. In the sought of coherent communication, the employed notation is in
this section presented and clarified. This includes notation for various quantities,
such as vectors, matrices, as well as that for various operations.

Vector and matrix quantities are primarily denoted in bold, with a few excep-
tions. The first exception applies to unit vectors that are denoted with hat, such that
x̂ = x/x for x = |x|. Moreover, for any set of particle operators, we adapt the no-
menclature introduced by Tsallis in [28]: we write ⟨aq| = (aq,1 aq,2 · · · aq,m) = |aq⟩†

for the set of m particle operators aq,i of momentum q. We extend this bra-ket
notation to also apply for column vectors |αi⟩ of a matrix A. Note therefore that
the bra-ket notation in this thesis is not used in the context of quantum mechanical
states, as in traditions. To avoid confusion, the reader must keep these conventions
in mind.

Furthermore, we may classify the order of terms: a term is of order n in A,
denoted as O (An), if it represents a product comprising n elements of the matrix
A. Note thus that this definition disregards which elements constitute the product;
the products AijAml and (Aij)2 are both O (A2). This convention is analogous for
products of vector elements. Note also that diagonal matrix elements Aii ≡ Ai for
brevity of notation. Thereby, the diagonal matrix elements must not be confused
with vector elements, as should be clear from the context.

Occasionally, vector and matrix elements may be denoted by several sub- and
superscripts. In general, the Latin letters i, j in subscript represent atomic lattice
sites, while q,k denote the momentum state. Additionally, the Greek and Latin
letters α, β ∈ {x, y, z} indicate the axis of projection. For quantities whose axis
of projection must be clarified in addition to the lattice site or momentum state,
the parameters denoting the axis of projection are written as superscripts. For
instance, sz

i symbolises the spin along the global spin ẑ-axis of an electron on lattice
site i; while kx is the electron momentum along the k̂x-axis. Moreover, the sub- and
superscript σ ∈ {↑, ↓} denotes a spin-state, while any variable σ ∈ {+,−} denotes

7
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the corresponding spin eigenvalue. Altogether, one must be careful to understand
the notation of sub- and superscripts from the context.

Furthermore, the matrix operators used in this report are: the inverse operator,
denoted (·)−1; the complex conjugate, (·)∗; and the transpose (·)T . Note that these
operators commute with each other [29]. In this report, these operators may be
combined to give the conjugate transpose, also referred to as the adjoint operator,
or the Hermitian conjugate (·)∗T ≡ (·)†; the inverse adjoint ((·)−1)† ≡ (·)−†; and the
inverse transpose ((·)−1)T ≡ (·)−T .

Additionally, some mathematical operators are employed for the purpose of clar-
ity and brevity of notation. For instance, the mathematical equating operator != is
used to indicate the requirement of equating the right-hand side with the left-hand
side. Moreover, the sum over all sites i and its nearest neighbours j is denoted∑

⟨i,j⟩. Occasionally this summation is limited to a given site i, at which the sum
over its nearest neighbours j is represented by ∑⟨j⟩i

.
Moreover, the notation h.c is introduced for brevity of notation in mathematical

expressions, representing the hermitian conjugate of the preceding terms, within
the same parentheses if applicable. For example, the expression A + (B + h.c) =
A+B +B†, while A+B + h.c = A+B + A† +B†.

At a last note, ℏ = 1 throughout this thesis, i.e., Planck units are employed.

2.2 Theory of superconductivity
The interplay between research and practical applications of superconductivity has
motivated scientists to explore its enigmas, revealing a realm of possibilities that
may have, and possibly will, revolutionise the utilisation of electric currents [11].
This section presents the underlying theory behind the phenomenon of supercon-
ductivity. We explain the theory behind conventional superconductors, followed by
an outline of the theory behind topologically non-trivial superconductivity.

2.2.1 Conventional superconductors
The BCS theory is a comprehensive microscopic theory of conventional supercon-
ductivity, postulating its emergence from the condensation of electron pairs [3].
These electron pairs were soon referred to as Cooper pairs; the weakly bound elec-
tron pairs of opposite spin and momenta.

In the conventional superconductor, the electron pairing exhibits s-wave sym-
metry; the Cooper pairs consist of electrons with opposite spin, forming a singlet
Cooper pair [13]. Moreover, a spin-singlet pair potential has a total angular mo-
mentum ℓ even, while that of a spin-triplet has ℓ odd [12]. We draw an analogy
with atomic orbitals to conclude that Cooper pairs with ℓ = 0, 1 manifest s- and
p-wave symmetry, respectively. The corresponding basis functions may be defined
in a simplified representation. In terms of the angle θ = arctan (ky/kx) for k the
electron energy on the Fermi surface: the s-state is constant, while the px and py

go as cos θ and sin θ, respectively [30]. The pairing symmetries apart from s-wave

8



2.2 Theory of superconductivity

are common in unconventional superconductors. In these, the Cooper pairs may
be spin-triplets; either comprising spinfull electrons of opposite spin, or spinless
(spin-polarised) electrons.

Furthermore, the BCS theory considers the formation of these Cooper pairs
resulting from the effective interaction between electrons as mediated by phonons [3].
In addition, the founders of the BCS paper found that the superconducting state is
characterised by an energy gap separating the ground state condensate from excited
states, hence the superconductivity. Thereby, the breakdown of superconductivity is
associated with the breakdown of Cooper pairs. This breakdown occurs at transition
temperatures corresponding to the low binding energy of Cooper pairs, resulting the
low-temperature regime of superconductors.

At the transition temperature Tc, the material undergoes a phase transition
from normal to superconducting state, thereby exhibiting zero electrical resistance
[5]. It goes without saying that the low Tc of conventional superconductors may
significantly limit their practical applications. Nevertheless, the recent emergence of
high-Tc superconductors has sparked tremendous interest and potential for practical
applications in various fields [13, ch. 8–10]. Note however that high-Tc values are
still far below room temperature. To this day, it remains a challenge to develop
room-temperature superconductors.

Another challenge of superconductors lies in their applications in quantum com-
puting. Superconducting qubits are typically formed using superconducting circuits
consisting of Josephson junctions; i.e., devices that exhibit superconducting proper-
ties [19, 13]. The Josephson junctions can be designed to behave as qubits, with two
distinguishable quantum states representing the logical 0 and 1 states of the qubit.
Conventional superconductors may be susceptible to perturbations, such that the
decoherence time of the superconducting qubits is insufficient. A solution to this
limitation is the application of topological superconductors; their unique properties
lead robustness against local perturbations [31].

2.2.2 Topological superconductivity
Topological superconductors are materials that display properties of superconduct-
ivity under the principles of topology. The concept of topology originates from
mathematics, explaining the invariant properties of a material under continuous
deformations [32].

Moreover, topological superconductors are associated with Majorana fermions;
excotic quasi-particles which are their own antiparticles [33]. These Majorana fer-
mions are described by non-Abelian statistics, meaning that particle exchanges are
non-trivial operations which in general do not commute [13]. This property of the
Majorana fermions gives rise to various characteristics of topological superconduct-
ors, making these materials ideal for applications in topological quantum computers
[34, 35, 36].

The characterisation of topological superconductors is often in terms of a fully
gapped bulk energy spectrum while hosting protected gapless surface or edge states
[12]. In the absence of the gapless surface or edge states, the material is clas-
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sified as a bulk topological superconductor. Furthermore, the fully gapped bulk
energy spectrum is a general recognition for the formation of strong topological
superconductivity. Thereby, we distinguish between conventional superconduct-
ors, which are topologically trivial; weak topological superconductors, which have
topologically protected gap nodes; and strong topological superconductors, which
host fully gapped bulk exitations. Resultingly, the symmetry properties of the su-
perconducting gap may provide sufficient information to classify the topology of
superconductors [12].

The classification of superconductors in terms of topology is usually conducted
by computing a bulk topological invariant [12]. A bulk topological invariant is an
integer used to distinguish the topological superconducting state (nonzero integer)
from the topologically trivial superconducting state (null integer). In quantum con-
densed matter, we may consider two main categories for such topological invariants:
the Chern number for systems with broken time-reversal symmetry, and the Z2 in-
variant for systems which conserve this symmetry.

In this thesis, the system considered is time-reversal symmetric, as we will note
later. Thus, we may easily define the Z2 for a system in which the mean-field
Hamiltonian is spin-decoupled. As will be clear later (see section 6.1), this spin-
decoupled Hamiltonian would in our system require ∆k↑↓ = ∆k↓↑ = 0 for the unpo-
larised superconducting gaps. Equivalently, we may attempt to continuously close
these gaps; the classification of strong topological superconductivity remains under
this transformation [31].

For this reason, define the Bogoliubov-de-Gennes (BdG) Hamiltonian as in the
following

HBdG(x) = 1
2
∑

k

⟨Ψk| Hk(x) |Ψk⟩ , (2.2.1)

with ⟨Ψk| =
(
c†

k↑, c
†
k↓, c−k↓, c−k↑

)
= |Ψk⟩†, and the matrix

Hk =


ϵk 0 ∆k↑↓(1 − x) ∆k↑↑
0 ϵk ∆k↓↓ ∆k↓↑(1 − x)

∆†
k↑↓(1 − x) ∆†

k↓↓ −ϵ−k 0
∆†

k↑↑ ∆†
k↓↑(1 − x) 0 −ϵ−k

 . (2.2.2)

If the fully gapped bulk remains for all x ∈ [0, 1], we may proceed to calculate
the topological invariant to classify whether our system displays strong topological
superconductivity. For such a system, the bulk topological Z2 invariant is defined
as

νZ2 = 1
2 (N↑ −N↓) mod 2, (2.2.3)

in which the winding number

Nσ = 1
8π

∫
eBZ

dkϵij d̂kσ ·
(
∂ki
d̂kσ × ∂kj

d̂kσ

)
, (2.2.4)
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is an integral over the electron Brillouin zone [1, 31]. Due to time-reversal symmetry,
we note that N↑ = −N↓. Moreover, ϵij is the Levi-Civita tensor for i, j ∈ {x, y},
and d̂kσ is the unit vector along dkσ . Following [1], the dkσ-vector is defined as
follows

dkσ =
(
Re(∆kσσ), −Im(∆kσσ), ϵk

)
, (2.2.5)

in which all components must be finite to avoid a trivial null-solution of the winding
number.

Thereby, to classify the topology of our superconductor, we first obtain the
symmetries of the superconducting gap parameters ∆kσ1σ2 . From this we determine
whether the superconducting gap is nodeless. If this is the case, we proceed to
investigate whether this gap remains fully gapped by continuosly closing the unpo-
larised gaps. If so, we continue to assure that ∆kσσ are complex with finite real and
imaginary parts before calculating the winding number in eq. (2.2.4). At last, we
must insert Nσ into the topological invariant eq. (2.2.3) to classify the topology of
our system.

2.3 **Operator properties
It is essential to present some operator properties to use in obtaining the model
Hamiltonian. This includes operators such as the spin operator of lattice site i in
the NM, si referred to as the fermion spin operator; the spin operator of site i in
the SPFMI, Si referred to as the boson spin operator; and the fermion and boson
creation and annihilation operators. The properties of interest are the commutation
relations; the fermion/boson spin-flip operators; and the dot products between two
spin operators.

Consider first the commutation relations between operators. For the components
of some general spin operator A, this is given by [30, p. 177-178]

[Ai, Aj] = iϵijkAk, (2.3.1)

where i =
√

−1 is the imaginary unit, and ϵijk is the rank 3 Levi-Civita tensor [37,
p. 144].

The commutation relation between the boson creation and annihilation operat-
ors a(†)

i is [4, p. 15]. [
ai, a

†
j

]
= δi,j, (2.3.2a)[

a†
i , aj

]
= −δi,j, (2.3.2b)

[ai, aj] = 0. (2.3.2c)

However, the fermion creation and annihilation operators c(†)
iσ must satisfy

{c†
iσ, cjσ′} = δi,jδσ,σ′ , (2.3.3a)

{ciσ, cjσ′} = 0, (2.3.3b)

11
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the fermionic anti-commutation relation [4, p. 76].
Let us now obtain the corresponding spin-flip operators of si and Si. Generally,

the spin-flip operator
A+ = A†

− = Ax ± iAy, (2.3.4)
of some spin operator A with real components [30, p. 172-173].

The relation in eq. (2.3.4) may be inverted to

Ax = 1
2 (A+ + A−) , (2.3.5a)

Ay = 1
2i (A+ − A−) . (2.3.5b)

Thus, the general spin operator may be written component-wise as

A = 1
2 (A+ + A−) x̂+ 1

2 (A+ − A−) ŷ + Az ẑ. (2.3.6)

Apply this to the atomic orbital spin operator. This is given by

si = 1
2 ⟨ci| σ |ci⟩ , (2.3.7)

where σ is the row vector of Pauli-matrices, and the spinor ⟨ci| =
(
c†

i↑ c
†
i↓

)
= |ci⟩†

consists of fermion operators [26, p. 134]. The spin z-component sz
i is then

sz
i = 1

2 ⟨ci| σz |ci⟩ (2.3.8a)

= 1
2
(
c†

i↑ c†
i↓

)1 0

0 −1


ci↑

ci↓

 (2.3.8b)

= 1
2
∑

σ

c†
iσσciσ, (2.3.8c)

where the Pauli matrix σz was inserted for.
The corresponding spin-flip operators are given by

si+ = c†
i↑ci↓ (2.3.9a)

si− = c†
i↓ci↑ (2.3.9b)

Thus, inserting eqs. (2.3.8c) and (2.3.9) into eq. (2.3.6) for A = si, the fermion
spin operator may be written component-wise as

si = 1
2
(
c†

i↑ci↓ + c†
i↓ci↑

)
x̂+ 1

2i
(
c†

i↑ci↓ − c†
i↓ci↑

)
ŷ + 1

2
∑

σ

c†
iσσciσẑ (2.3.10)

On the other hand, the explicit expression for the boson spin operator is ap-
proximated due to the spin fluctuations in the SPFMI; the local Sz

i -component is
obtained using the Holstein-Primakoff (HP) transformation [4, p. 50]

Sz
i = S − a†

iai (2.3.11)
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where S = 1/2 is the ordered spin at site i of the SPFMI.
The boson spin-flip operators may be obtained first by using eq. (2.3.4) to rewrite

the following product

Si+Si− = (Sx
i + iSy

i ) (Sx
i − iSy

i ) (2.3.12a)

writing out the product gives

Si+Si− = (Sx
i )2 + (Sy

i )2 − iSx
i S

y
i + iSy

i S
x
i (2.3.12b)

inserting S2
i = (Sx

i )2 + (Sy
i )2 + (Sz

i )2 and rewriting the last two terms into a com-
mutator, we obtain

Si+Si− = S2
i − (Sz

i )2 − i [Sx
i , S

y
i ] (2.3.12c)

in which each term may be inserted for: for the first term, we use the identity
S2

i = S (S + 1) [4, p. 50]; for the second term we insert the HP transformation from
eq. (2.3.11); and in the last term we insert the spin commutation relation eq. (2.3.1)
for (ijk) = (xyz). We then get

Si+Si− = S2 + S −
(
S − a†

iai

)2
− i (iSz

i ) (2.3.12d)

writing out the third term and again inserting for the HP transformation in the last
term, gives

Si+Si− = S + 2Sa†
iai −

(
a†

iai

)2
+ S − a†

iai (2.3.12e)

=
(
2S − a†

iai

)
a†

iai +
(
2S − a†

iai

)
(2.3.12f)

thus, using the the boson commutation relations in eq. (2.3.2), we obtain

Si+Si− =
(
2S − a†

iai

)
aia

†
i (2.3.12g)

≈ 2Saia
†
i (2.3.12h)

to lowest order in the boson creation and/or annihilation operators.
With eq. (2.3.12h), we approximate

Si+ =
√

2Sai (2.3.13)

with corrections involving quadratic terms in ai.
This results

Si = 1
2
(√

2Sai +
√

2Sa†
i

)
x̂+ 1

2i
(√

2Sai −
√

2Sa†
i

)
ŷ +

(
S − a†

iai

)
ẑ

=
√

2S
2

(
ai + a†

i

)
x̂+

√
2S
2i

(
ai − a†

i

)
ŷ +

(
S − a†

iai

)
ẑ (2.3.14)

the boson spin operator element wise.
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Finally, consider the dot-product between any two spins A, B

A · B = AxBx + AyBy + AzBz (2.3.15a)

in terms of the spin-flip operators eq. (2.3.5), this becomes

A · B =
(1

2 (A+ + A−)
)(1

2 (B+ +B−)
)

+
( 1

2i (A+ − A−)
)( 1

2i (B+ −B−)
)

+ AzBz
(2.3.15b)

= 1
4 (A+B− + A−B+) − 1

4 (−A+B− − A−B+) + AzBz (2.3.15c)

= 1
2 (A+B− + A−B+) + AzBz (2.3.15d)

in which the spin-flip operators and z-component of spins may be inserted in the
specific case for further calculation.

2.4 Bogoliubov transformation
The Bogoliubov transformation is a powerful mathematical technique used to diag-
onalise the quantum mechanical Hamiltonian of a system [38]. In general, we seek
to obtain the diagonalised Hamiltonian to describe the eigenstates of the uncoupled
system. Moreover, this diagonal representation significantly simplifies the analysis
and interpretation of the system’s properties and behaviours.

We extend the Bogoliubov transformation in [38] to a framework that diagonal-
ises a system of m bosons. The Bogoliubov Hamiltonian in momentum representa-
tion is given by

H =
∑
i,j,q

[
λ1

ija
†
q,iaq,j + λ2

ija
†
q,ia

†
−q,j + λ3

ija−q,iaq,j + λ4
ija−q,ia

†
−q,j

]
, (2.4.1)

where i, j ∈ [1,m]. In matrix notation, the Hamiltonian for any given q may be
written as

Hq = ⟨α| Λ |α⟩ , (2.4.2)
where the momentum dependence is implicit in the 2m-dimensional basis vector,
defined as follows

|α⟩ =

 |aq⟩∣∣∣a†
−q

〉
 =



aq,1
...

aq,m

a†
−q,1
...

a†
−q,m


; (2.4.3a)

⟨α| = |α⟩† =
(〈
a†

q

∣∣∣ ⟨a−q|
)

=
(
a†

q,1 · · · a†
q,m a−q,1 · · · a−q,m

)
. (2.4.3b)
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The 2m× 2m block matrix

Λ =
(

λ1 λ2

λ3 λ4

)
, (2.4.4)

with elements λn
ij will hereby be referred to as the grand-dynamical matrix [39]. We

require this grand-dynamical matrix to be Hermitian with positive, real eigenvalues
[39, p. 333].

We diagonalise this Hamiltonian in eq. (2.4.2) by a unitary basis transformation
T of the boson operators. This is the Bogoliubov transformation. Write

Hq = ⟨α| Λ |α⟩
=
〈
α
∣∣∣T †T −†ΛT −1T

∣∣∣α〉
≡ ⟨β| Ω |β⟩ ,

(2.4.5)

with the diagonalised matrix

Ω = T −†ΛT −1

= 1
2 diag (ω1, · · · , ω2m) ,

(2.4.6)

of the magnon modes ωγ positive, sorted such that ωγ = ωγ+m. The new basis |β⟩
is defined by

|β⟩ = T |α⟩ =

 |bq⟩∣∣∣b†
−q

〉
 , (2.4.7)

using the same notation as in eq. (2.4.3). The positive-definiteness of Λ implies
that the new basis |β⟩ is of the same form as the original basis |α⟩, i.e., the system
consists of m bosonic modes.

Physically, the new boson operators bq,γ represent long-lived magnons in the
SPFMI. Therefore, these operators must satisfy the bosonic commutation relations
in eq. (2.3.2). Generalising the bosonic commutation relation to m bosons, gives
[28]

|β⟩ ⟨β| −
(

|β∗⟩ ⟨β∗|
)T

= σz
m ≡

(
1m 0m

0m −1m

)
. (2.4.8)

Note that |β∗⟩T ̸= |β⟩† = ⟨β|. Moreover, σz
m = σz ⊗1m is the para-unit matrix [39,

p. 423] and resembles the Pauli z-matrix σz generalised to 2m dimensions, hence
the chosen notation. Here, the notation 1m and 0m represents the m×m unit- and
null- matrices, respectively.

From the requirement in eq. (2.4.8), we may insert for |β⟩ and its adjoint from
eq. (2.4.7) to obtain

T †σz
m = σz

mT −1. (2.4.9)

Consequently, we say that T is a para-unitary matrix.
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The diagonalised matrix in eq. (2.4.6) must conform to this requirement on the
Bogoliubov transformation matrix T ; isolating T † in eq. (2.4.9) and inserting into
eq. (2.4.6), eventually gives

σz
mΛT −1 = T −1M, (2.4.10)

for M = σz
mΩ = Ωσz

m diagonal. Consider then eq. (2.4.10) for any column of
index γ of T −1, |τγ⟩. As the matrix M is diagonal, we may write eq. (2.4.10) to
the following

(
σz

mΛ − Mγ12m

)
|τγ⟩ = 0; γ = 1, 2, · · · , 2m. (2.4.11)

Note that solving eq. (2.4.11) is equivalent to solving 2m eigenproblems. However,
numerical issues arose by solving this eigensystem for the magnon spectrum and
Bogoliubov transformation matrix. Alternatively, we follow Colpa’s diagonalisa-
tion scheme [39]. As the grand-dynamical matrix is positive-definite, we write its
Cholesky decomposition

Λ = K†K, (2.4.12)

for K non-singular 2m-dimensional upper triangular matrix. We may write the
matrix M in terms of K as follows

M = U−1Kσz
mK†

(
U †
)−1

, (2.4.13)

with U such that
T −1 ≡ K−1UΩ1/2. (2.4.14)

In other words, we diagonalise the matrix Kσz
mK† to obtain the eigenvalues

Mγ in M and eigenvectors |uγ⟩ in U . Thereby, we calculate the magnon spectrum
from Ω = σz

mM; and the inverse Bogoliubov transformation T −1 from eq. (2.4.14).
From the latter, we may proceed to derive the long-lived magnon operators.

As a consequence of the para-unitarity of T , we write the inverse of the Bogoli-
ubov transformation matrix

T −1 =
(
|τ1⟩ |τ2⟩ · · · |τ2m⟩

)
(2.4.15a)

=
(

U q V q

V ∗
−q U ∗

−q

)
, (2.4.15b)

as a block matrix, motivated by the "textbook" u/v-notation as often used for
calculations of the traditional single-bosonic mode. Note that the columns T −1, i.e.
the eigenvectors |τγ⟩ of eq. (2.4.11), are not unique and may be accompanied by any
phase factor eiθγ .

Eventually, the old boson operators may be written as linear combinations of the
long-lived boson operators. With the form of T −1 in eq. (2.4.15b), these operators

16



2.5 *Schrieffer-Wolff transformation

transform as

aqi =
m∑

γ=1

(
uqiγbqγ + vqiγb

†
−qγ

)
, (2.4.16a)

a†
−qi =

m∑
γ=1

(
v∗

−qiγbqγ + u∗
−qiγb

†
−qγ

)
, (2.4.16b)

where |aq⟩ include all types of bosons, and |bq⟩ include all boson modes.
Lastly, one must note that a numerical solve of eigenvalues and corresponding

eigenvectors will in general fail to provide orthogonal eigenvectors for degenerate
eigenvalues. For this purpose, we implement the Gram-Schmidt method of or-
thonormalising a set of vectors. The procedure is as follows: For a set of degenerate
eigenvalues {ωγ}, let the set of corresponding eigenvectors be {|uγ⟩}. Then, the new
set of orthogonal eigenvectors {|eγ⟩} is obtained by

|e1⟩ = |u1⟩ (2.4.17a)∣∣∣e(1)
γ

〉
= |uγ⟩ − proj|e1⟩ (|uγ⟩) ; γ > 1 (2.4.17b)∣∣∣e(i)

γ

〉
=
∣∣∣e(i−1)

γ

〉
− proj|ei⟩

(∣∣∣e(i−1)
γ

〉)
; i = 2, 3, · · · , γ − 1 (2.4.17c)

where proj|u⟩(|v⟩) is the projection of |v⟩ onto |u⟩, defined by

proj|u⟩(|v⟩) = |u⟩ ⟨u| σz
m |v⟩

⟨u| σz
m |u⟩

. (2.4.18)

2.5 *Schrieffer-Wolff transformation
We seek to express the Hamiltonian purely in terms of free particles and effective
interactions between electrons, to obtain the system in terms of Cooper pairs. In
this section, we thereby consider a relevant Hamiltonian to our system, as will be
confirmed in section 3.3. To obtain the Hamiltonian in the desired form purely in
terms of electrons, we apply the Schrieffer-Wolff transformation.

The Schrieffer-Wolff transformation is a unitary basis transformation by the
time-independent operator ξ. Essentially, the axes of the Hilbert space are rotated,
leaving the eigenvectors rotated and the eigenvalues unchanged.

Thereby, let H be the Hamiltonian of a system with free and interacting fermions
and bosons. We must write this Hamiltonian only in terms of fermions to obtain an
effective fermion interaction model. For this purpose, consider the interaction term
as a perturbation to the free-particle terms, such that

H = H0 + λH1, (2.5.1)

in which H0 is the free particle term, and λH1 is the interaction term for the
smallness parameter λ. Note that this interaction term is linear in boson operators
for our relevance.
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Chapter 2. Preliminaries

Proceed to introduce the Schrieffer-Wolff transformation; a unitary basis trans-
formation by the time-independent generator ξ, giving the effective interaction
Hamiltonian

Heff = e−ξHeξ, (2.5.2)

for which we require the special case of λH1 = 0 to give Heff
!= H0, i.e., ξ must also

be zero. Therefore, we conclude that termwise

ξ ∼ λH1, (2.5.3)

and redefine ξ → λξ to indicate its smallness. Thereby, we use the Baker-Campbell-
Hausdorff formula [40] to expand this effective Hamiltonian. Truncating terms
beyond O (λ2), this gives

Heff ≈ H0 + λH1 − λ [ξ, H0] − λ2 [ξ, H1] + λ2

2 [ξ, [ξ, H0]] . (2.5.4)

Note then that the terms linear in the boson operator, i.e., ξ and H1, are also linear
in λ the smallness parameter. To obtain the effective Hamiltonian purely in terms
of fermion operators, the terms linear in boson operators must be eliminated. We
achieve this by choosing ξ such that the terms linear in λ cancel. Thus, we must
require

λH1 − λ [ξ, H0] != 0, (2.5.5)

which concurs with the requirement in eq. (2.5.3). With this, the effective Hamilto-
nian may be written

Heff = H0 − λ2

2 [ξ, H1] , (2.5.6)

in which the last term represents Hpair the effective fermion-fermion pair interaction.
This concludes the Schrieffer-Wolff transformation in its general form.

For later convenience, a summary of the Schrieffer-Wolff transformation is presen-
ted. We begin with writing H = H0+H1 for our system of free (H0) and interacting
(H1) fermions and bosons. Thus, the effective pair interaction of fermions is ob-
tained by the commutator consisting of the perturbation H1 and the generator ξ.
The perturbation H1 is known, while the generator ξ may be obtained from the
requirement in eq. (2.5.5). Following this procedure will give the effective fermion-
fermion pair interaction Hamiltonian in terms of the corresponding pair potential.
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3 | Bilayer model

In this chapter, we present the relevant models for our bilayer system. This bilayer
consists of two monoatomic layers: the tight binding normal metal (NM) and the
coplanar non-collinear spiral-phase ferromagnetic insulator (SPFMI). We let both
have a triangular lattice structure, and assume a lattice matched bilayer for sim-
plicity. The cross-section of this bilayer is illustrated in fig. 3.1, while the SPFMI
monolayer is illustrated in fig. 3.2.

x

z

NM

SPFMI

Figure 3.1: A simplified side-view of the bilayer of interest with NM as the top layer, and
SPFMI as the bottom layer. Illustrated are the matched lattice sites illustrated as circles,
with an exchange interaction across the interface illustrated as crooked lines. Every second
site in each monolayer is drawn smaller to illustrate depth, necessary due to the triangular
lattice structure. The x̂-axis is indicated to the horisontal along the monolayers, while
the ẑ-axis to the vertical transverse on the bilayer. The lattice site arrows in the SPFMI
indicate the spiral-phase spin structure, and is obtained in section 5.2.

First, we introduce the NM layer in section 3.1 and present its Hamiltonian. We
then derive the ground state energy, and the density of states. Second, we consider
the SPFMI in section 3.2, eventually obtaining the Hamiltonian in terms of magnon
operators. At last, we investigate the exchange interaction at the bilayer interface
in section 3.3.
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x

y

Dli

Dil

Dij

Dji
l i j

Figure 3.2: A simplified top-view of the SPFMI monolayer. Illustrated is the triangular
lattice, with its sites drawn as filled circles. At each site is a spin, excluded from the
illustration to minimise visual clutter. Three reference sites l, i, and j are denoted along
the same chain parallel with the x̂-axis. The DMI is between nearest neighbours along
the same chain, pointing in the ±ŷ-direction. The blue arrows illustrate the DMI-vector
between the reference sites, given by Dij = D cos φij ŷ for φij the angle that the line
parallel with x̂ going through site i makes with the line connecting the neighbouring
sites i and j. The dashed lines connecting the lattice sites indicate the presence of spin
coupling, while the solid lines represent the additional presence of DMI. The lattice is
periodic, and therefore the interaction lines continue beyond the delimited lattice view.
The x̂-axis is indicated to the horisontal, while the ŷ-axis is indicated to the vertical. The
correspondence between the illustrated interactions and our system will become clear in
chapter 5.
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3.1 Normal metal model

3.1 Normal metal model

Consider first the normal metal (NM) of the bilayer, described by the tight-binding
model. In this model, the electrons at any lattice site i may only jump to the nearest
neighbouring lattice site j. A simple model Hamiltonian for this NM is thus

HNM = −
∑

⟨i,j⟩,σ
tijc

†
iσcjσ − µ

∑
i,σ

c†
iσciσ, (3.1.1)

where tij is the hopping probability to lattice site i from j, and µ is the chemical
potential. Here, the site energy ϵi = 0 was set to be the reference energy.

The Hamiltonian in eq. (3.1.1) is diagonalised by a Fourier transformation to
momentum space. With N lattice sites on each monolayer, let the fermion operators
transform as follows

ciσ = 1√
N

∑
k

ckσe
−ik·ri , (3.1.2)

and correspondingly for the adjoint c†
iσ. After some algebra, the Hamiltonian in

eq. (3.1.1) becomes

HNM =
∑
k,σ

ϵ̃kc
†
kσckσ, (3.1.3)

which is now diagonalised in terms of the fermion operators in momentum repres-
entation. The electron dispersion relation is given by

ϵ̃k = ϵk − µ, (3.1.4)

in which

ϵk = − 1
N

∑
⟨i,j⟩

tijRe(e−ik·δij ), (3.1.5)

for δij the nearest-neighbour vector from site i to any nearest neighbouring site j.
For our triangular lattice, corresponding to that sketched in fig. 3.2 with lattice
parameter a, the nearest-neighbour vector becomes

δij = a (cosϕijx̂+ sinϕij ŷ) , (3.1.6)

for ϕij the angle between the nearest-neighbour vector δij and the positive x̂-axis.

21



Chapter 3. Bilayer model

Summing over nearest neighbours j for some i, eq. (3.1.5) becomes

ϵk = − 1
N

∑
i

 cos (kxa) (ti,i−1 + ti,i+1)

+ cos
(1

2kxa
)

cos
(√

3
2 kya

)
(ti,i−Nx + ti,i+Nx+1 + ti,i−Nx+1 + ti,i+Nx)

+ sin
(1

2kxa
)

sin
(√

3
2 kya

)
(ti,i−Nx + ti,i+Nx+1 − ti,i−Nx+1 − ti,i+Nx)

,
(3.1.7)

for Nx number of lattice sites along x̂. Note that the electron dispersion ϵk =
ϵ−k is inversion symmetric in momentum due to its sinusoidal dependence on the
momentum components.

We continue to derive the density of states (DoS) for electrons, starting with [1]

D(ϵ) = 2
∑

k

δ(ϵ− ϵk), (3.1.8)

where the factor 2 originates from the spin-independent electron dispersion. This
expression may be rewritten to integral form, giving [1]

D(ϵ) = 2N
AeBZ

∫ π

−π
dθ
∫ c(θ)

0
dkkδ(ϵ− ϵk,θ), (3.1.9)

with our ϵk,θ given in eq. (3.1.7), in which kx = k cos θ and ky = k sin θ. Moreover,
c(θ) is the cutoff-function ensuring that k is confined to the electron Brillouin zone
(eBZ). Due to the triangular lattice structure, the eBZ is hexagonal. Thus, the
cutoff-function is given by

c(θ) = s

1 + 2/
√

3−1√
2−1

(∣∣∣sin 3θ
2

∣∣∣+ ∣∣∣cos 3θ
2

∣∣∣− 1
) , (3.1.10)

where s = 4π
3 is the length of the eBZ edges, giving AeBZ = 3

√
3

2 s2 the area of the
eBZ.

Analytically, we may solve the DoS as a function of momentum k by using
D(ϵ) dϵ = D(k) dk. Solving the integral in eq. (3.1.9) under this transformation
gives

D(k) =
√

3
2π Nk, (3.1.11)

after inserting for AeBZ.
On the other hand, the DoS as a function of the energies ϵ must be solved

numerically. We start with writing out the δ function. In general, any function
f(k) with roots {ki} such that f ′(ki) ̸= 0 will satisfy

δ[f(k)] =
∑

i

δ(k − ki)
|f ′(ki)|

. (3.1.12)
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3.2 Spiral-phase ferromagnetic insulator model

By inspection of eq. (3.1.9), we note that f(k) = ϵ−ϵk,θ. Thereby, insert the identity
eq. (3.1.12) into the DoS eq. (3.1.9) to obtain

D(ϵ) = 2N
AeBZ

∫ 2π

0
dθ
∑

i

ki(θ)
|f ′[ki(θ)]|

. (3.1.13)

This quantity is solved and plotted for in section 5.1 after applying some simplific-
ations.

3.2 Spiral-phase ferromagnetic insulator model
The magnet of the bilayer in consideration is a spiral-phase ferromagnetic insulator
(SPFMI). In this system, the magnetic ground state spin-structure makes a spiral
structure, determined by the interplay of various terms [1]: the Dzyaloshinskii-
Moriya interaction (DMI), the exchange interaction, and the easy axis anisotropy.
The DMI is a relativistic effect arising from spin-orbit coupling (SOC), i.e., the
the crystal symmetry determines the nature of the DMI-vectors Dij [41, 42]. In
the presence of DMI, an anti-symmetric exchange interaction is introduced between
neighbouring spins in the magnet, thus favouring a spin canting phase.

Moreover, the exchange interaction Jαβ
ij couples spin at nearest-neighbouring

lattice sites i, j, and is thus written as a Heisenberg exchange interaction [43, p. 226].
This coupling affects the orientation of the spins in various ways depending on its
presence in the system.

The easy-axis anisotropy is a magnetic anisotropy promoting an alignment of
magnetic moments along the easy-axis [44]. If the governing anisotropy constant K
is sufficiently large, the easy-axis is the energetically favourable direction of spon-
taneous magnetisation.

Generally, the model Hamiltonian for this SPFMI may be written

HMF = Hex + HDMI + Hani, (3.2.1)

in which

Hex = −
∑
⟨i,j⟩,

α,β∈{x,y,z}

Jαβ
ij S

α
i S

β
j , (3.2.2a)

HDMI = −
∑
⟨i,j⟩

Dij · (Si × Sj) , (3.2.2b)

Hani = −K
∑

i

(Sz
i )2 . (3.2.2c)

It is clear from eq. (3.2.2) that the canting of spins in our SPFMI arise from an in-
terplay of the DMI vectors Dij favouring perpendicular neighbouring spins; and the
easy-axis anisotropy favouring collinear spins. The effect of the exchange interaction
depends on the coupling strength Jαβ

ij for various indices.
The SPFMI Hamiltonian in eq. (3.2.1) may be written more compactly as follows
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Chapter 3. Bilayer model

HFM = −
∑
⟨i,j⟩

ST
i HijSj −K

∑
i

(Sz
i )2 , (3.2.3)

with the interaction matrix

Hij =

 Jx
ij Dz

ij + Jxy
ij −Dy

ij + Jxz
ij

−Dz
ij + Jyx

ij Jy
ij Dx

ij + Jyz
ij

Dy
ij + Jzx

ij −Dx
ij + Jzy

ij Jz
ij

 . (3.2.4)

From inspection of this matrix, we note that the DMI is the anti-symmetric con-
tribution to the exchange interaction Jαβ

ij .
Moreover, the SPFMI Hamiltonian is second quantized by the HP transforma-

tion in eqs. (2.3.11) and (2.3.13). However, due to the non-collinearity of spins, the
HP transformation may only be applied after a rotation of each lattice-spin operator
Sα

i from the global spin coordinate system, to the local spin coordinate system of
the corresponding lattice site. The rotated spin operator for each lattice site i is
written

S̃i = U iSi, (3.2.5)
for the components S̃α

i satisfying the HP transformations, such that

S̃z
i = S − a†

iai,

S̃i+ = S̃†
i− ≈

√
2Sai,

(3.2.6)

as was derived in section 2.3. Furthermore, the matrix U i is the unitary rotation
matrix

U i =

cosϑi cosψi cosϑi sinψi − sinϑi

− sinψi cosψi 0
sinϑi cosψi sinϑi sinψi cosϑi

 , (3.2.7)

with ϑi the polar angle and ψi the azimuthal angle of the spin at site i relative
the global coordinate system. These angles are determined by the classical ground
state.

Thereby, the SPFMI Hamiltonian in eq. (3.2.3) is written in terms of the rotated
spins to give

HFM = −
∑
⟨i,j⟩

S̃
T

i W ijS̃j −K
∑

i

(
UT

i S̃i

)2

z
, (3.2.8)

with the rotated interaction matrix

W ij =
{
Wαβ

ij

}
= U iHijU

T
j . (3.2.9)

For later convenience, the lengthy elements W ξξ′

ij are presented in appendix A.1.
We may proceed to write the HFM in terms of the boson ladder operators a(†)

i . To
achieve this, we begin to write out the matrix multiplication in eq. (3.2.8). Then,
we insert for Sx/y

i in terms of Si+/− as given in eq. (2.3.5). At last we use the
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3.2 Spiral-phase ferromagnetic insulator model

HP transformation in eq. (3.2.6). This procedure is easily done in mathematical
computation softwares such as Maple [45] and Mathematica [46]. We write

HFM ≈ H(0)
FM + H(1)

FM + H(2)
FM, (3.2.10)

where H(n)
FM is of order n in the boson operators. We truncate at second order in

boson operators as the scope of this report only includes linear spin-wave theory,
and henceforth write the above approximation as an equality.

Constant term Hamiltonian
The classical ground state of the system is obtained by minimising the constant
term Hamiltonian. This Hamiltonian is given by

H(0)
FM = −S2 ∑

⟨i,j⟩
W zz

ij −KS2∑
i

cos2 ϑi. (3.2.11)

However, simplifications must be introduced to analytically derive the ground state.
This is done in section 5.2, where we set the system to have null easy-axis anisotropy.

First order Hamiltonian

The first order Hamiltonian is linear in the boson operators a(†)
i , given by

H(1)
FM = − S

√
S

2
∑
⟨i,j⟩

{
W xz

ij

(
a†

i + ai

)
+W zx

ij

(
a†

j + aj

)
+ i

[
W yz

ij

(
a†

i − ai

)
+W zy

ij

(
a†

j − aj

)] }

+KS

√
S

2
∑

i

sin 2ϑi

(
a†

i + ai

)
.

(3.2.12)

Note that the ground state requirement implies that the derivative of H(1)
FM with

respect to a
(†)
i must be null. Observe therefore that the derivative of eq. (3.2.12)

with respect to either of the boson operators yield the same result. For this reason,
consider only derivatives of H(1)

FM with respect to a†
i for any one lattice site i. The

real and imaginary parts of this derivative, respectively, gives

Im(·) :
∑
⟨j⟩

(
W yz

ij +W zy
ji

)
= 0, (3.2.13a)

Re(·) :
∑
⟨j⟩

(
W xz

ij +W zx
ji

)
= K sin 2ϑi, (3.2.13b)

which should be equivalent to ensuring that the spin angles ϑi, ψi correspond to
the classical ground state. This is commented in chapter 5.
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Second order Hamiltonian
The terms quadratic in the boson operators constitute the following expression

H(2)
FM =S

∑
⟨i,j⟩

[
C1

ijaiaj +
(
C1

ij

)∗
a†

ia
†
j + C2

ijaia
†
j +

(
C2

ij

)∗
a†

iaj

+W zz
ij

(
a†

iai + a†
jaj

) ]
− 1

2KS
∑

i

[(
aiai + a†

ia
†
i + aia

†
i

)
sin2 ϑi + a†

iai

(
1 − 5 cos2 ϑi

)]
,

(3.2.14)

in which the coefficients Cn
ij were defined accordingly

C1
ij ≡ −1

2
[
W xx

ij −W yy
ij − i

(
W xy

ij +W yx
ij

)]
, (3.2.15)

C2
ij ≡ −1

2
[
W xx

ij +W yy
ij + i

(
W xy

ij −W yx
ij

)]
. (3.2.16)

The Hamiltonian in eq. (3.2.14) represents both spin-waves and localised spin
fluctuations by the terms bilinear in a†

i , aj or vice versa, and by the number operator
ηi = a†

iai, respectively. Therefore, this formulation of the system will provide insight
into the magnons of the SPFMI.

To obtain the magnon energy spectrum, the Hamiltonian HFM must be diag-
onalised. This is done in terms of the Bogoliubov transformationas presented in
section 2.4. Therefore, we must first Fourier transform our Hamiltonian to a formu-
lation in momentum space. Preceedingly, we exploit the symmetry of the triangular
lattice structure to effectively analyse sub-lattices comprising solely of equally ori-
ented spins.

Rewrite the lattice characterisation from site i to its position i′ on the corres-
ponding sub-lattice L. Similarly, the nearest neighbouring site j is characterised by
its position j′ on the corresponding sub-lattice T . Accordingly, the sum over ⟨i, j⟩
is replaced by summations over the nearest neighbouring positions ⟨i′, j′⟩ and their
corresponding sub-lattices ⟨L, T ⟩, which must also be nearest-neighbours. Applying
this transformation, gives

H(2)
FM =S

∑
⟨i′,j′⟩

∑
⟨L,T ⟩

[
C1

i′j′LTai′Laj′T +
(
C1

i′j′LT

)∗
a†

i′La
†
j′T

+ C2
i′j′LTai′La

†
j′T +

(
C2

i′j′LT

)∗
a†

i′Laj′T

+W zz
ij

(
a†

i′Lai′L + a†
j′Taj′T

) ]
− 1

2KS
∑
i′,L

[ (
ai′Lai′L + a†

i′La
†
i′L + ai′La

†
i′L

)
sin2 ϑL

+ a†
i′Lai′L

(
1 − 5 cos2 ϑL

) ]
,

(3.2.17)

in which the angle ϑi → ϑL by the aforementioned definition of the sub-lattices:
each site i ∈ L exhibit equally oriented spin in the global spin coordinate system.
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3.2 Spiral-phase ferromagnetic insulator model

Moreover, we define the nearest-neighbour vector δLT j′ as the vector from any site on
sub-lattice L to its nearest-neighbouring site positioned at j′ on sub-lattice T . Note
then that the coefficients Cn

i′j′LT → Cn
LT (δLT j′) as neither the exchange coupling

strength nor the DMI vector depends on the site within a sub-lattice, while the DMI
vector does depend on the orientation of δLT j′ .

Thus, we may continue to formulate the Hamiltonian in momentum space. The
Fourier transformation of the boson operators is given by

ai′L = 1√
NL

∑
q

aqLe
−iq·ri′ , (3.2.18)

for q the momentum state of bosons, andNL the number of lattice sites in sub-lattice
L. Under this transformation, the Hamiltonian in eq. (3.2.17) becomes

H(2)
FM =S

∑
⟨L,T ⟩,q

[
Γ1

LT (q) aqLa−qT +
(
Γ1

LT (q)
)∗
a†

qLa
†
−qT

+ Γ2
LT (q) aqLa

†
qT +

(
Γ2

LT (q)
)∗
a†

qLaqT + 2ζLTa
†
qLaqL

]
− 1

2KS
∑
q,L

[ (
aqLa−qL + a†

qLa
†
−qL + aqLa

†
qL

)
sin2 ϑL

+ a†
qLaqL

(
1 − 5 cos2 ϑL

) ]
,

(3.2.19)

after some algebra. The coefficients in eq. (3.2.19) are defined as

Γn
LT (q) ≡

∑
j′
Cn

LT (δLT j′) eiq·δLT j′ , (3.2.20a)

ζLT ≡
∑
j′
W zz

LT (δLT j′) , (3.2.20b)

where we used that W zz
ij = W zz

ji for Dij = −Dji.
We continue to write the Hamiltonian in eq. (3.2.19) more compactly on the form

of a Bogoliubov Hamiltonian as presented in eq. (2.4.1). This is done using boson
commutation relations, and expanding the sums to all lattice sites L, T . Thus, we
get

H(2)
FM = S

∑
L,T,q

[
νLT (q) aqLa−qT +

(
νLT (q)

)∗
a†

qLa
†
−qT

+ ηLT (q) aqLa
†
qT +

(
ηLT (q)

)∗
a†

qLaqT

]
,

(3.2.21)

where the new coefficients were defined as

νLT (q) = Γ1
LT (q) δT,⟨T ⟩L

− 1
2K sin2 ϑLδT,L, (3.2.22a)

ηLT (q) = Γ2
LT (q) δT,⟨T ⟩L

+ δT,L

∑
⟨t⟩L

ζLt − 1
2K sin2 ϑL

 . (3.2.22b)
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Moreover, the spin-wave Hamiltonian may be written on matrix form by q → −q
in the first and third terms of eq. (3.2.21). Doing this gives

H(2)
FM =

∑
L,T,q

(
a†

qL a−qL

)
(
ηLT (q)

)∗ (
νLT (q)

)∗

νLT (−q) ηLT (−q)


 aqT

a†
−qT

 . (3.2.23)

We denote the vectors and matrix in this equation more compactly for any given q
in the following

H(2)
FM (q) = ⟨α| Λq |α⟩ , (3.2.24)

in correspondence with eq. (2.4.2). Thus, Λq is here the grand-dynamical matrix as
introduced in section 2.4, defined as the block matrix in eq. (3.2.23) with elements
η, ν and their conjugates. These elements were defined in eq. (3.2.22).

It remains to obtain the Bogoliubov transformation matrix that diagonalises
the H(2)

FM. Thus, this Hamiltonian is diagonalised in terms of new boson operators
representing long-lived magnons. As in eq. (2.4.5), we write

H(2)
FM (q) = ⟨β| Ω |β⟩ , (3.2.25a)

|β⟩ = T |α⟩ , (3.2.25b)
Ω = T −†ΛT −1, (3.2.25c)

where Ω = 1
2 diag (ωq,1, · · · , ωq,2m) contains the magnon dispersion relations for each

band. We may insert for the elements of |β⟩, as provided in eq. (2.4.7), to we write
eq. (3.2.25a) in sum notation. Thus, we obtain

H(2)
FM = 1

2
∑

q

m∑
L=1

[
ωqLb

†
qLbqL + ωq,L+mb−qLb

†
−qL

]
, (3.2.26)

for m number of sub-lattices of our SPFMI. This eq. (3.2.26) may be written more
compactly. Apply bosonic commutation relations to eq. (3.2.26) to note that the
band ωq,L+m = ω−qL is a positive magnon band L+m equal to the negative magnon
band L. Recall then that ωqL = ωq,L+m as concluded below eq. (2.4.6). We thereby
conclude that the magnon dispersion relation displays inversion symmetry about
the magnon momenta q. Continue thus to rewrite the Hamiltonian in eq. (3.2.26)
using this inversion symmetry and bosonic commutation relations. We obtain

H(2)
FM =

∑
q,L

ωqL

[
b†

qLbqL + 1
2

]
, (3.2.27)

with ωqL the magnon dispersion. We understand that the second term in this
Hamiltonian gives the ground state energy of magnons, while the first term gives
the first order excitation energy.
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3.3 Exchange interaction at the bilayer interface

3.3 Exchange interaction at the bilayer interface
We consider the magnon-mediated effective interactions between electrons to arise
from one-to-one exchange interactions at the NM/SPFMI interface. Simplifications
to this interaction model are introduced in section 5.3. In general, the exchange
coupling strength J̄i is site-dependent. We write this exchange interaction between
spins Si in the SPFMI and tightly bound electrons in the NM as the following

He-m = −2
∑

i

J̄i

(
⟨ci| σ |ci⟩

)
· Si, (3.3.1)

where the NM spin in eq. (2.3.7) was inserted for, resulting c(†)
iσ the creation (anni-

hilation) operator of a spin-σ electron. Moreover, the SPFMI spin operators must
again be rotated to align with the local spin axes at each site. With this, the
exchange Hamiltonian in eq. (3.3.1) at each sub-lattice L of the SPFMI may be
expressed as

H(L)
e-m = −2J̄L

∑
i∈L

⟨ci| σ |ci⟩ ·
(
U (ϑL, ψL)T S̃iL

)
, (3.3.2)

where J̄i → J̄L as the magnon-electron interaction is solely determined by the orient-
ation of the spins at each lattice site of the SPFMI. Note that this characterisation of
sites and sub-lattices (i, L) is slightly different from (i′, L) introduced in section 3.2:
i now represents the lattice site indices which coincide with the sub-lattice L. This
is important for the indexation of the NM spinors.

We seek to second quantise the interface interaction Hamiltonian. Thus, we
expand the matrix and vector products of eq. (3.3.2) to have the electron operators
explicit in our expression. Then we must apply the HP transformation to also
have the boson operators explicit. This calculation is presented in appendix B.1,
eventually giving

H(L)
e-m = −

√
2SJ̄L cosψL

∑
i∈L,σ

(
aiL (cosϑL − σ) c†

iσci(−σ) + h.c
)

+
√

2SJ̄L sinϑL

∑
i∈L,σ

(
σaiLc

†
iσciσ + h.c

)
− 2J̄L

∑
i∈L,σ

(
S − a†

iLaiL

) [
σ cosϑLc

†
iσciσ + sinϑL cosψLc

†
iσci(−σ)

]
,

(3.3.3)

using the convention of σ as introduced in section 2.1. Furthermore, as we consider
linear spin-wave theory, the second order terms in boson operators in eq. (3.3.3) are
neglected.

We work towards analysing our system in the framework of the BCS theory.
This is done in chapter 5. Preceedingly, we must Fourier transform the H(L)

e-m to
momentum space. From inspection of eq. (3.3.3), we may equivalently consider the
transformation of the boson and fermion operators. These operators transform as

aiL = 1√
NL

∑
q∈mBZ

aqLe
−iq·ri ; ciσ = 1√

N

∑
k∈mBZ

ck+Qν ,σe
−i(k+Qν)·ri , (3.3.4)
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Chapter 3. Bilayer model

for which k ∈ mBZ, and {Qν} is the set of magnon reciprocal lattice vectors. With
this, Umklapp processes are explicitly included. Additionally, N is the number of
lattice sites in our NM monolayer, while NL is the number of sub-lattices in our
SPFMI. Note therefore that NL = N

m
for our system with m number of sub-lattices.

We may thus proceed to insert these Fourier transformed operators into the
Hamiltonian in eq. (3.3.3) and simplify the expression. This calculation may be fol-
lowed in appendix B.2. Following this calculation, we fint that the transformations
in eq. (3.3.4) give rise to the following exchange Hamiltonian in momentum space

H(L)
e-m = −

√
2S√
Nm

J̄L cosψL

∑
q,k,ν,σ

(
eiQν ·rLaqL (cosϑL − σ) c†

k+q+Qν ,σck(−σ) + h.c
)

+
√

2S√
Nm

J̄L sinϑL

∑
q,k,ν,σ

(
(σeiQν ·rLaqLc

†
k+q+Qν ,σckσ + h.c

)

− 2S
m
J̄L

∑
k,ν,σ

eiQν ·rL

(
sinϑL cosψLc

†
k+Qν ,σck(−σ) + σ cosϑLc

†
k+Qν ,σckσ

)
.

(3.3.5)
for q ∈ mBZ and k ∈ eBZ. From inspection of this Hamiltonian, it is clear that the
electron-magnon scattering processes may not only flip the electron spin, but also
leave the electron spin unchanged. This spin-invariant scattering process is due
to the breakdown of the magnon quantisation axis, as a consequence of the non-
collinearity of the magnetic layer. For this reason, such a spin-invariant scattering
process is not present in NM/SPFMI bilayer [47].

Note also that the last sum of eq. (3.3.5) is a free-electron contribution and
may therefore influence the electron eigenstates of the NM. For this reason, this
term should be excluded from He-m to instead be included in HNM. This is done in
section 5.1.

With this, the interaction Hamiltonian for each sub-lattice L may be written

H(L)
e-m =

mBZ∑
q

eBZ∑
k

∑
ν,σ

(
g1

LνσaqLc
†
k+q+Qν ,σck(−σ) + g2

LνσaqLc
†
k+q+Qν ,σckσ + h.c

)
, (3.3.6)

in which we defined

g1
Lνσ = −

√
2S√
Nm

J̄L cosψL (cosϑL − σ) eiQν ·rL , (3.3.7a)

g2
Lνσ =

√
2S√
Nm

J̄Lσ sinϑLe
iQν ·rL , (3.3.7b)

the electron-magnon coupling strengths for spin-flip and spin-invariant scattering
processes, respectively.

We continue to diagonalise the exchange Hamiltonian in eq. (3.3.6) to study
the model in terms of long-lived magnons. In the framework of the Bogoliubov
transformation as presented in section 2.4, we transform the basis of eq. (3.3.6) into
long-lived magnons using eq. (2.4.16). Note that only the boson operator aqL is
explicitly present in eq. (3.3.6). Thus, we may write
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3.3 Exchange interaction at the bilayer interface

He-m =
mBZ∑

q

eBZ∑
k

∑
ν,σ,σ̃

m∑
L,γ=1

[
gLνσσ̃

(
uqLγbqγ + vqLγb

†
−qγ

)
c†

k+q+Qν ,σckσ̃ + h.c
]
, (3.3.8)

where the new coefficient is defined in the following

gLνσσ̃ = g1
Lνσδσ̃,−σ + g2

Lνσδσ̃,σ, (3.3.9)

for g1
Lνσ and g2

Lνσ defined in eq. (3.3.7). We study this Hamiltonian to understand
that the interface interactions present in our system include two types of scattering
between electrons and magnons, represented by the two operator product terms.
This is concluded as the hermitian conjugate term embeds operator products that
may be written on the form of those explicit in eq. (3.3.8) by appropriately rescaling
dummy indices by ±1. Regarding the two types of scattering processes, both
involve the annihilation of an electron to create a new electron. Additionally for
each process, one type also involves the annihilation of a magnon, whereas the other
type results in the creation of a magnon. Note thus that by writing out the hermitian
conjugate term and collecting operator products in eq. (3.3.8), the coefficients of
each scattering term will represent the coupling strength of interaction.
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4 | Effective electron-electron in-
teraction

With the theory of our bilayer model at hand, we may proceed to study the effective
electron-electron interactions within our system. We use the system Hamiltonian
under the Schrieffer-Wolff transformation presented in section 2.5 to obtain a for-
mulation purely in terms of electrons. Thus, the effective interaction potential is
obtained.

We begin with collecting the models in chapter 3 to state the total system
Hamiltonian; H = HNM + HFM + He-m, giving

H =
∑
k,σ

ϵkc
†
kσckσ +

∑
q,γ

ωqγb
†
qγbqγ

+
mBZ∑

q

eBZ∑
k

∑
ν,σ,σ̃

m∑
L,γ=1

[
gLνσσ̃

(
uqLγbqγ + vqLγb

†
−qγ

)
c†

k+q+Qν ,σckσ̃ + h.c
]
.

(4.0.1)

with each term derived in sections 3.1 to 3.3, respectively. The pair interaction (last
term) describes interactions between electrons and magnons, represented by the field
operators ck and bq, respectively. As previously noted in section 3.3, these interac-
tions may result both spin-conserving and -flipped scattering of electrons. Moreover,
these interactions may include Umklapp scattering, explicitly denoted by the boson
reciprocal lattice vector Qν , reaching all magnon Brillouin zones (mBZs) filling the
first electron Brillouin zone (eBZ1). If Umklapp scattering is not necessitated, one
may simply set Qν = 0 and disregard any indices ν, both primed and unprimed.

The tedious Schrieffer-Wolff transformation of this system Hamiltonian is presen-
ted in appendix B.3 for completeness. This calculation results the pair interaction
Hamiltonian eq. (B.3.21), restated here for completeness

Hpair =
∑

q,k,ν

∑
k′,ν′

∑
{σi}

V σ1σ2σ3σ4
kqνν′ c†

k+q+Qν ,σ1ckσ2c
†
k′−q+Qν′ ,σ3

ck′σ4
, (4.0.2)

with q ∈ mBZ and k,k′ ∈ eBZ as previously. The effective interaction potential
from eq. (B.3.22) is

V σ1σ2σ3σ4
kqνν′ = −1

2
∑

γ

[
Aσ1σ2σ3σ4

qγνν′

ϵk − ϵk+q+Qν
+ ωqγ

−
Aσ3σ4σ1σ2

−qγν′ν

ϵk − ϵk+q+Qν
− ωqγ

]
. (4.0.3)
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Chapter 4. Effective electron-electron interaction

with the coefficients Aσ1σ2σ3σ4
qγνν′ from eq. (B.3.23), given by

Aσ1σ2σ3σ4
qγνν′ =

∑
L,L′

(
gLνσ1σ2gL′ν′σ3σ4uqLγv−qL′γ + gLνσ1σ2g

∗
L′ν̄′σ4σ3uqLγu

∗
qL′γ

+ g∗
Lν̄σ2σ1gL′ν′σ3σ4v

∗
−qLγv−qL′γ + g∗

Lν̄σ2σ1g
∗
L′ν̄′σ4σ3v

∗
−qLγu

∗
qL′γ

)
,

(4.0.4)
as a function of gLνσ1σ2 , given by eq. (3.3.9).

It remains to verify that the effective electron-electron potential is independent
of any arbitrary phase factor originating from the inverse Bogoliubov transform-
ation, as discussed previously when presenting eq. (2.4.15). Note that each term
of eq. (4.0.4) is accompanied by the product of some element of the γth column of
the inverse Bogoliubov transformation matrix and the complex conjugate of some
other element of the same eigenvector |τγ⟩. Thus, any arbitrary phase factor of |τγ⟩
indeed cancels out in the effective electron-electron interaction potential.

Continue to express the electron operator products of eq. (4.0.2) in terms of
Cooper pairs. In doing so, utilise fermion commutation relations and disregard
second-order operator terms. The latter is valid as these operators do not contribute
to the effective pair interaction. This procedure leads the following

c†
k+q+Qν ,σ1ckσ2c

†
k′−q+Qν′ ,σ3

ck′σ4
⇒ c†

k+q+Qν ,σ1c
†
k′−q+Qν′ ,σ3

ck′σ4ckσ2 . (4.0.5)

Inserting the Cooper pair formulation into the pair interaction Hamiltonian, we may
write

Hpair ≡
∑

q,k,ν

∑
k′,ν′

∑
{σi}

V σ1σ2σ3σ4
kqνν′ c†

k+q+Qν ,σ1c
†
k′−q+Qν′ ,σ2

ck′σ3
ckσ4 , (4.0.6)

where the effective pair interaction potential was redefined to V σ1σ2σ3σ4
kqνν′ ≡ V σ1σ4σ2σ3

kqνν′

to match the order of spin-indices appearing in the operator product.
At last, simplifying the redefined potential from eq. (4.0.3), we get

V σ1σ2σ3σ4
kqνν′ = −1

2
∑

γ

1(
ϵk − ϵk+q+Qν

)
− ω2

qγ

[
ωqγAσ1σ2σ3σ4

qγνν′ +
(
ϵk − ϵk+q+Qν

)
Bσ1σ2σ3σ4

qγνν′

]
,

(4.0.7)
with the enhancement factors defined as

Aσ1σ2σ3σ4
qγνν′ = −Aσ1σ4σ2σ3

qγνν′ − Aσ2σ3σ1σ4
−qγν′ν , (4.0.8a)

Bσ1σ2σ3σ4
qγνν′ = Aσ1σ4σ2σ3

qγνν′ − Aσ2σ3σ1σ4
−qγν′ν , (4.0.8b)

and Aσ1σ4σ2σ3
qγνν′ as provided in eq. (4.0.4). This concludes the general derivation of

the pair interaction Hamiltonian for our relevance.
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5 | Implementing the model sim-
plifications

The model Hamiltonian presented in the previous sections may be studied in more
detail by implementing simplifications. For this purpose, let all interaction strengths
be uniform, such that the hopping amplitude in the NM tij = t for j nearest
neighbour of i; the DMI vector components of the SPFMI

∣∣∣Dα
ij

∣∣∣ = D; the exchange
coupling strength of the SPFMI Jαβ

ij = J ; and the interface exchange coupling
J̄i = J̄ . With the latter simplification, we have fully compensated coupling. This
is a widely used and accepted simplification among the literature. Moreover, we
introduce some simplifications for the SPFMI only. First, the off-diagonal symmetric
exchange coupling is assumed negligible compared to the diagonal when considering
impact on the spin structure. Second, let the spin structure be coplanar, meaning
the spins Si only span a plane. We let this be the global xz-plane, such that the
polar rotation angle ϑi ∈ [0, π] while the azimuthal rotation angle ψi ∈ {0, π}, or
equivalently, ϑi ∈ [0, 2π] and ψi = 0. Consequently, the DMI-vector is only finite
along the global ŷ-axis, and only present between nearest neighbours along the
global x̂-axis. For this reason, we may write Dij = D cosφij ŷ for φij the angle that
a line through the sites i and j makes to the line ∥ x̂ through site i. Effectively,
we are then dealing with one-dimensional spin-rotating chains connected by the
exchange coupling. These interactions are indicated in fig. 3.2. Third, consider the
case of no easy axis anisotropy, i.e., let K = 0. This simplifies the system greatly as
the spins may then evolve with a constant angle along the chains. At last, we study
the effective electron-electron interaction Hamiltonian in the framework of the BCS
theory.

The plots and other results in this chapter and the following are obtained from
a Python code written as a part of this thesis. This code is available online at
github.com/saratomris/master-thesis to cover any curiosity.
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Chapter 5. Implementing the model simplifications

5.1 Simplifying the normal metal Hamiltonian
The normal metal (NM) model Hamiltonian as presented in eq. (3.1.3) is unaffected
by the aforementioned simplifications. However, the additional term from eq. (3.3.5)
needs closer inspection. For completeness and enhanced readability, we restate this
term here

−2S
m
J̄L

eBZ∑
k

∑
ν,σ

eiQν ·rL

(
sinϑL cosψLc

†
k+Qν ,σck(−σ) + σ cosϑLc

†
k+Qν ,σckσ

)
. (5.1.1)

Generally, the operator products here describe scattering of electrons within the first
electron Brillouin zone (eBZ1). In the K = 0 approximation, the spiral spin-phase
of the magnetic layer leads no net magnetization (of the SPFMI). Consequently, the
sinusoidal dependence on the global spin-angle of each site gives null when summing
over all sub-lattices L. Note however that the exponential prefactor of this term is
sub-lattice dependent, so this reasoning is only valid for Qν = 0, i.e., for electron
momenta within the first magnon Brillouin zone (mBZ1). Therefore, the terms in
eq. (5.1.1) become significant for scattering at any Fermi surface extending beyond
the mBZ1. However, the inclusion of these terms requires a new diagonalisation
of the NM Hamiltonian, leading new terms in the electron dispersion up to order
J̄ . This would lead higher order perturbative terms in the effective potential, and
are therefore discarded. For this reason, we limit any Fermi surface of interest to
stay within mBZ1 when concentric, so that the term in eq. (5.1.1) may safely be
disregarded up to second order in J̄ .

Resultingly, we may continue to simplify the NM system presented in section 3.1.
The electron dispersion relation in HNM is affected by the simplification to uniform
interaction strengths: letting all tij = t in eq. (3.1.7), gives the following electron
dispersion

ϵ̃k = −2t
[
cos (kxa) + 2 cos

(1
2kxa

)
cos

(√
3

2 kya

)]
− µ. (5.1.2)

The smallest possible relative chemical potential is at the Fermi surface ϵ̃k = 0,
giving µ/t = −6. We investigate the system for µ/t ∈ {−5.9, −5.43}, chosen to
compare a Fermi surface within the mBZ1 with good margin, and a Fermi surface
near the mBZ1 edges. The shifted dispersion relation in eq. (5.1.2) is shown in
fig. 5.1 as a gradient colour plot of kx and ky for these chosen values of µ/t. The
corresponding colour bar maps these colours to the relative energy dispersion for
each µ/t. This plot also shows the eBZ (black) and mBZ (red) concentric with the
two Fermi surfaces for µ/t ∈ {−5.9, −5.43} in solid and dashed white, respectively.
Moreover, note the periodicity of ϵ̃k with the eBZ, arising from the periodicity of
the Brillouin zone itself.

Moreover, the simplified electron dispersion in eq. (5.1.2) may be used to calcu-
late the density of states (DoS) using eq. (3.1.13). Our function f(k) = ϵ− ϵk,θ thus
becomes
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5.2 Simplifying the spiral-phase ferromagnetic insulator Hamiltonian

Figure 5.1: Primary plot (leftmost) and corresponding colour bar (rightmost). Illustrates
a gradient colour plot representing the shifted electron dispersion ϵ̃k. The eBZ1 and mBZ1
are drawn in black and red, respectively, along with the representation of two Fermi
surfaces in white. The dashed Fermi surface corresponds to that for µ/t = −5.43, while
that in solid corresponds to µ/t = −5.9. The colour bar indicates values of the electron
energies for each case, relative the hopping amplitude. Plotted for lattice parameter a = 1.

f(k) = ϵ+ 2t
[

cos (kxa) + 2 cos
(1

2kxa
)

cos
(√

3
2 kya

)]
. (5.1.3)

We may thereby numerically solve the DoS by inserting this function into eq. (3.1.13).
The result is plotted in fig. 5.2. Note that the DoS diverges at ϵk = 2t. This is due
to the van Hove instability [48, 49] at the high-symmetry M -point, indicated by
the dashed line. Moreover, we may compare the dispersion relation in the rightmost
fig. 5.2 with the colour plot in fig. 5.1 to note the correspondences in maxima and
minima.

5.2 Simplifying the spiral-phase ferromagnetic in-
sulator Hamiltonian

Under the simplifications mentioned introductory to this chapter, the SPFMI Hamilto-
nian will transform such that various quantites may be studied in more detail. Here,
we continue the study from section 3.2 to investigate the simplified zeroth, first, and
second order Hamiltonians.
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Chapter 5. Implementing the model simplifications

Figure 5.2: Two subplots. The leftmost graphs the electron dispersion on the eBZ
surface. Embedded within this plot is also the eBZ indicating the high-symmetry points.
The rightmost shows the electron dispersion as a function of DoS; or rather, the DoS on
the horisontal axis as a function of the electron dispersion on the vertical axis. This choice
is made to obtain correspondence between the vertical axes.

Constant term SPFMI Hamiltonian

Implementing the aforementioned simplifications in H(0)
FM lets us derive the ground

state energy analytically. The constant term Hamiltonian may thus written as

H(0)
FM = −S2 ∑

⟨i,j⟩
W zz

ij . (5.2.1)

In this case, a uniform change in spin angle by ∆ϑ along a given chain is reliably
assumed. The corresponding energy of site i thus becomes

Ei = − 2S2J
[
2 cos ∆ϑ+ cosϕij + cosϕ′

ij + cos (ϕij − ∆ϑ) + cos
(
ϕ′

ij − ∆ϑ
)]

− 4S2D sin ∆ϑ
(5.2.2)

in which we have defined the angles ϕ(′)
ij = ϑi −ϑj(′) for j, j′ on different neighbouring

chains. The three angles present in the single-site energy in eq. (5.2.2) are determ-
ined by the ground state of this energy, as obtained by minimising this equation
with respect to each angle. Minimising with respect to ϕij and ϕ′

ij are easily solved,
giving ϕij = ϕ′

ij = ∆ϑ
2 . A direct consequence is thus that our system has m = 2n

sub-lattices for a spiral-periodicity of n. Inserting for ϕ(′)
ij into eq. (5.2.2) before

minimising the energy with respect to ∆ϑ gives

D

J
=

sin ∆ϑ+ sin ∆ϑ
2

cos ∆ϑ . (5.2.3)
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5.2 Simplifying the spiral-phase ferromagnetic insulator Hamiltonian

Solving this equation for finite coupling strengths gives the smallest spiral period-
icity of 5 atoms.

First order SPFMI Hamiltonian
Recall that the first order Hamiltonian in section 3.2 simply gave requirements for
the angles ψi and ϑi which were to be satisfied by the ground state of the system.
This can now be confirmed. Implementing the four simplifications to H(1)

FM, gives

H(1)
FM = −S

√
S

2
∑
⟨i,j⟩

[
W xz

ij

(
a†

i + ai

)
+W zx

ij

(
a†

j + aj

)
+ iW yz

ij

(
a†

i − ai

)
+ iW zy

ij

(
a†

j − aj

) ]
,

(5.2.4)

with the requirements

Im(·) :
∑
⟨j⟩

(
W yz

ij +W zy
ji

)
= 0, (5.2.5a)

Re(·) :
∑
⟨j⟩

(
W xz

ij +W zx
ji

)
= 0. (5.2.5b)

Inserting for the coefficients Wαβ
ij as provided in appendix A.1, we may see that the

requirements eq. (5.2.5) correspond to those of the ground state .

Second order SPFMI Hamiltonian

The four simplifications will not impact the derived expression for H(2)
FM as presented

in eq. (3.2.27). However, implementing these simplifications will let us calculate the
magnon spectrum of our SPFMI. This was done numerically in Python. For a
periodicity of n = 5, giving m = 10 magnon modes, the plot is shown in fig. 5.3
Note that all bands cross or overlap some other band at least once. This is clear
for instance between the X and S-points, where the 10 bands appear as 5 distinct
bands. Note also that the lowest energy at the Γ-point is finite, compared to the
null minimum Γ-point energy of an ordered FMI. This is due to the DMI creating
the spiral-phase spin structure of higher energy state than an ordered FMI.
The main challenge encountered in plotting the magnon spectrum shown in fig. 5.3
involved band sorting, which can be regarded as an assignment problem.

Several importable Python packages provide various functions to handle as-
signment problems; for instance, the linear_sum_assignment() function in the
scipy.optimize package [50, 51]. However, the sorting algorithm occasionally
failed to accurately sort the bands, leading unphysical peaks in energy for random
momenta, or path-dependent values. The latter was apparent as some bands would
have different energies at the same high-symmetry point, depending on the path
taken. This sorting issue likely arose from the overlapping of bands in specific
momentum regions, although the choice of momentum range and sampling points
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Chapter 5. Implementing the model simplifications

Figure 5.3: Two plots: the main plot (leftmost) is the magnon spectrum plotted for
q-values through high-symmetry points of mBZ1; while the right plot indicates these
high-symmetry points of the mBZ1, along with the blue arrows illustrating the reciprocal
lattice vectors. The magnon spectrum is plotted for n = 5, leading m = 10 magnon modes.
Each colour represents a different band. In some regions of momenta, the distinction of
bands are limited by their overlap. Plotted for parameter J = 50meV.

presumably also contributed to this problem. It was also observed that the initial
ordering of magnon modes affected the unphysicality of the plot.

The sorting of bands was verified by plotting two points of the same high-
symmetry point in the same plot, and requiring continuity across this point. This
is done with the Γ-point in fig. 5.3.

Initially, only the path-dependency of magnon modes was present. Then, the
array of magnon momenta q_array spanned the path through high-symmetry points
as indicated in the plot: from the Γ-point, through X, S, and Y , and back to
the Γ-point. For this q_array, the sorting of bands was highly dependent on the
momentum sampling points. This dependency was clear by the path-dependent
values of the modes changing path as the sampling points was varied. The solution
to this issue involved extending the data of q_array to span the entire mBZ1.

By extending the array of magnon momenta q_array to span the entire mBZ1,
the unphysical peaks in magnon modes appeared. The cause of unphysical peaks
in magnon modes was initially nontrivial to determine. Eventually, experimenting
with the plot revealed that manipulating the array of magnon momenta (q_array)
could eliminate the undesired peaks. The first manipulation of q_array was to ex-
clude the bottom and leftmost edges of the mBZ1. This change is intuitive in that
these edges correspond to the top and rightmost edges by symmetry of the Bril-
louin zone. However, understanding why including these edges would lead several
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5.3 Simplifying the effective electron-electron interaction potential

peaks in the magnon modes is vague. It was concluded that numerical limitations
might have caused the issue. Nevertheless, only a few unphysical peaks remained
after implementing this change in the range of q_array. Thus, the second and last
manipulation included the momentum sampling points: too few points might po-
tentially have lead numerical issues related to the sorting. The sorting was complete
after increasing this number of sampling points. This was confirmed by implement-
ing a hovering ability, allowing to check whether each band γ indeed approach the
same ωq-value at both Γ-points.

5.3 Simplifying the effective electron-electron in-
teraction potential

First, we investigate the importance of Umklapp scattering to determine whether
this must be included in our calculations. We must therefore conclude whether the
Fermi surfaces extend beyond the mBZ1 centered around some k-point of interest
on the said Fermi surface. Figure 5.4 illustrates this at the two Fermi surfaces with
µ/t ∈ {−5.9, −5.43}. It is clear that Umklapp processes are needed to reach the
entire µ/t = −5.43 Fermi surface for q ∈ mBZ, while regular processes are sufficient
at the µ/t = −5.9 Fermi surface. Indeed, numerical calculations indicate that values
µ/t ≳ −5.853 require Umklapp processes to stay within the mBZ1.

Figure 5.4: Two subplots with energy dispersion for Fermi surface µ/t = −5.9 (leftmost)
and Fermi surface µ/t = −5.43 (rightmost). In each plot, the mBZ (red) is now centred at
a chosen k-value at the Fermi surface. Scattering processes are only drawn for the µ/t =
−5.43 Fermi surface, where the requirement for scattering is extended to k+q +Qν ∈ FS.
It is clear that regular processes are sufficient for the µ/t = −5.9 Fermi surface.

Consequently, the effective electron-electron interactions must account for Umk-
lapp processes for a sufficiently large Fermi surface. The reciprocal lattice vectors
Qν are obtained in the following: fill the eBZ1 with mBZs, and define {Qν} as
the set of vectors from point k = 0 to the centre of each mBZ. Figure 5.5 is an
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Chapter 5. Implementing the model simplifications

illustration of this situation, such that {Qν} is the set of vectors from the centre of
the eBZ to the centre of each mBZ marked with a green point.

Figure 5.5: Several mBZs for spin-spiral periodicity n = 5 filling the eBZ1. The eBZ is
illustrated in solid black line, while the mBZs are either red or green. Due to periodicity
of the BZ, the green mBZs fill the eBZ1 entirely. The green and red points indicate the
centre of each mBZ.

As seen in fig. 5.5, {Qν} is of order 10. This is confirmed by the ratio of areas
AeBZ/AmBZ = 10. Altogether, we get the following set of reciprocal lattice vectors

{Qν} = 2π
{

(0, 0) ,
(

±1
5 , 0

)
,
(

±2
5 , 0

)
,
(

±3
5 , 0

)
,

(
0, 1√

3

)
,

(
±1

5 ,
1√
3

)}
. (5.3.1)

Furthermore, we simplify the pair interaction Hamiltonian Hpair from eq. (4.0.6)
in the BCS formalism. First, require opposite momenta of the Cooper pairs. Thus,
let k′ = −k to satisfy this requirement for the annihilated Cooper pair. For the
remaining Cooper pair, let ν ′ → ν̄ : Qν′ → Qν̄ = −Qν , and define the new variable
k′ ≡ k + q + Qν . The electron operator product of Hpair becomes

⇒ c†
k′σ1

c†
−k′σ3

c−kσ4ckσ2 , (5.3.2)

while the effective interaction potential in eq. (4.0.7) transforms as

V σ1σ2σ3σ4
kqνν′ ⇒ − 1

2
∑

γ

1
(ϵk − ϵk′) − ω2

qγ

[
ωqγAσ1σ2σ3σ4

qγν + (ϵk − ϵk′) Bσ1σ2σ3σ4
qγν

]
≡ V σ1σ2σ3σ4

kk′ ,

(5.3.3)
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5.3 Simplifying the effective electron-electron interaction potential

where ν is determined from which Qν is closest to k′ − k to ensure q ∈ mBZ; and
q is determined from the presented definition of k′. The enhancement factors are
given by eq. (4.0.8) for ν ′ as defined above. At the Fermi surface, the effective
potential in eq. (5.3.3) reduces to eq. (5.3.4) by ϵk = ϵk′ . For completeness, this
expression is written in terms of the enhancement factors; the coefficients Aσ1σ2σ3σ4

qγν

of the enhancement factors given by eq. (4.0.8); and the functions gLνσ1σ2 of the
coefficients Aσ1σ2σ3σ4

qγν . We write

V σ1σ2σ3σ4
kk′

∣∣∣
FS

= −
∑

γ

1
2ωqγ

Aσ1σ2σ3σ4
qγν (5.3.4a)

=
∑

γ

1
2ωqγ

(
Aσ1σ4σ2σ3

qγν + Aσ2σ3σ1σ4
−qγν̄

)
(5.3.4b)

=
∑

γ,L,L′

1
2ωqγ

(
gLνσ1σ4gL′ν̄σ2σ3uqLγv−qL′γ + gLνσ1σ4g

∗
L′νσ3σ2uqLγu

∗
qL′γ

+ g∗
Lν̄σ4σ1gL′ν̄σ2σ3v

∗
−qLγv−qL′γ + g∗

Lν̄σ4σ1g
∗
L′νσ3σ2v

∗
−qLγu

∗
qL′γ

+ gLν̄σ2σ3gL′νσ1σ4u−qLγvqL′γ + gLν̄σ2σ3g
∗
L′ν̄σ4σ1u−qLγu

∗
−qL′γ

+ g∗
Lνσ3σ2gL′νσ1σ4v

∗
qLγvqL′γ + g∗

Lνσ3σ2g
∗
L′ν̄σ4σ1v

∗
qLγu

∗
−qL′γ

)
(5.3.4c)

This effective interaction potential is plotted at the Fermi surfaces for µ/t ∈
{−5.9,−5.43} in figs. 5.6 and 5.7, respectively. In these figures, overlapping lines
are not distinguished. This choice aims to enhance figure clarity by reducing visual
clutter. For completeness, the plots in which all lines are distinguished may be seen
in appendix C.1.

Note that in general, the potentials with null real part have finite imaginary
parts and vice versa: the effective potentials are not complex.

Moreover, by comparison of the two plots for Fermi surfaces µ/t = −5.9 and
µ/t = −5.43, we note that the maximum or minimum of amplitudes are increased.
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Chapter 5. Implementing the model simplifications

(a)

(b)

Figure 5.6: Two subplots: real (a) and imaginary (b) part of the effective interaction
potential at the µ/t = −5.9 Fermi surface, plotted as a function of the angle θ spanning
the Fermi surface. The k′ point is chosen for angle θ′ = π, and k is located at the
various θs. The plot in (a) shows five distinct lines; from largest to smallest values at
θ = 0, these are red, yellow, green, blue, and purple. The red line represents spin-
conserving scattering of spin-unpolarised electrons giving σ1σ2σ3σ4 =↑↓↑↓ and opposite.
This scattering potential is largest, followed by the yellow line representing spin-invariant
scattering between spin-polarised electron pairs. The green line represents scattering
between spin-unpolarised Cooper pairs and spin-polarised Cooper pairs. The blue line
represents spin-flip scattering of spin-polarised electrons, i.e., with spin-combination ↑↑↓↓
and opposite. At last, the purple line represents the remaining spin-conserving scattering
of spin-unpolarised electrons (↑↓↓↑ and opposite). The plot in (b) show three distinct
lines: the dark green, faded pink, and teal. The dark green and teal lines represent
scattering between spin-unpolarised Cooper pairs and spin-polarised Cooper pairs, while
the pink line represents the remaining.

44



5.3 Simplifying the effective electron-electron interaction potential

(a)

(b)

Figure 5.7: Corresponds to the plot in fig. 5.6 for a larger Fermi surface: two subplots
for the real (a) and imaginary (b) parts of the effective interaction potential at the µ/t =
−5.43 Fermi surface including Umklapp scattering, plotted as a function of the angle θ
spanning the Fermi surface. The k′ point is chosen for angle θ′ = π, and k is located at
the various θs. The potentials at this Fermi surface are similar to those on the µ/t = −5.9
Fermi surface shown in fig. 5.6, only with an increased amplitude.
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Note that for both Fermi surfaces, the real part of the scattering potential for
the ↑↓↑↓ spin-combination (and opposite) are largest. This magnitude dominates
all potentials, both real and imaginary values. On the other hand, the imaginary
value of these potentials is null. Altogether, this suggests that these spin-conserving
scattering between spin-unpolarised Cooper pairs are the largest contributor to
the scattering in our system. Despite this observation, it is too soon to conclude
whether the system is a conventional s-wave superconductor. The remaining spin-
conserving scattering between spin-unpolarised Cooper pairs are shown in purple
in figs. 5.6a and 5.7a. The reason for the two different magnitudes of the spin-
conserving scattering of spin-unpolarised Cooper pairs lies in the definitions of the
coefficients g(n)

Lνσ1σ2 as defined in eq. (3.3.7). Moreover, we may compare the real and
imaginary parts to note that the scattering from spin-unpolarised to spin-polarised
Cooper pairs and vice versa is finite for k′ ̸= k. We interpret that this scattering
necessitates a change in momentum of the involved Cooper pairs. Note also the
symmetry of each pair potential across θ = π. This is interpreted to originate from
the momentum inversion symmetry of the magnon dispersion.

Moreover, we observe that several lines may cross for various angles. Such a
crossing is not unlikely to occur due to the many terms constructing the effective
potential, and no specific physical interpretation is associated with this behaviour.

We proceed to rewrite the pair interaction Hamiltonian in eq. (4.0.6). With the
electron operator product in eq. (5.3.2) and reduced effective interaction potential
as defined in eq. (5.3.3), the Hpair may be written as follows

Hpair =
∑
k,k′

∑
{σi}

V σ1σ2σ3σ4
kk′ c†

k′σ1
c†

−k′σ2
c−kσ3ckσ4 . (5.3.5)

We continue to rewrite the effective interaction potential such that the pair
interaction Hamiltonian may instead be written

Hpair = 1
2
∑
k,k′

∑
{σi}

V̄ σ1σ2σ3σ4
kk′ c†

k′σ1
c†

−k′σ2
c−kσ3ckσ4 , (5.3.6)

with the new effective interaction potential obeying the following symmetries

V̄ σ1σ2σ3σ4
kk′ = V̄ σ2σ1σ4σ3

(−k)(−k′) = −V̄ σ1σ2σ4σ3
(−k)k′ = −V̄ σ2σ1σ3σ4

k(−k′) , (5.3.7)

in addition to V̄ σ1σ2σ3σ4
kk′ =

(
V̄ σ4σ3σ2σ1

k′k

)∗
as a result of Hermicity of the Hamiltonian.

In accordance, we conclude that (V̄ σ1σ2σ3σ4
kk′ )T = V̄ σ4σ3σ2σ1

k′k . To obtain an expression
for V̄ σ1σ2σ3σ4

kk′ , consider the sum in eq. (5.3.6). Collect then the coefficients of the
operator structure as present in eq. (5.3.2), up to some commutation. Rewriting
these operator products to be on the stated form, gives the following expression for
the new reduced effective interaction potential

V̄ σ1σ2σ3σ4
kk′ = 1

2
(
V σ1σ2σ3σ4

kk′ + V σ2σ1σ4σ3
(−k)(−k′) − V σ1σ2σ4σ3

(−k)k′ − V σ2σ1σ3σ4
k(−k′)

)
, (5.3.8)

and it is clear that V̄ σ1σ2σ3σ4
kk′ satisfies the symmetries in eq. (5.3.7). The motivation

for the effective potential to possess this symmetry, is embedded in a requirement
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5.3 Simplifying the effective electron-electron interaction potential

of consistency [52]: the interaction potential for a given operator structure should
remain when commuting and changing indices such that the operator structure
remains.

Altogether, the effective Hamiltonian becomes

Heff =
∑
k,σ

ϵkc
†
kσckσ + 1

2

eBZ∑
k,k′

∑
{σi}

V̄ σ1σ2σ3σ4
kk′ c†

k′σ1
c†

−k′σ2
c−kσ3ckσ4 , (5.3.9)

a many-body problem in the BCS formalism, purely described in terms of electron
operators. Moreover, the barred effective potential as defined in eq. (5.3.8) is plotted
in figs. 5.8 and 5.9 for µ ∈ {−5.9,−5.43}, respectively. In similar with the plot for
the unbarred effective potentials, these plots do not display overlapping lines either.
Instead, the plots in which all lines are distinguished may be found in appendix C.1.
Note that comparing the plots for the two different Fermi surfaces, we observe that
the larger Fermi surface with µ/t = −5.43 plotted in fig. 5.9 resembles that for
µ/t = −5.9 plotted in fig. 5.8 though with larger amplitudes. Furthermore, note
again that the potentials are not complex: those with null real part have finite
imaginary parts and vice versa.

Nonetheless, it remains to formulate the many-body problem in eq. (5.3.9) as a
self-consistent one-particle problem.
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(a)

(b)

Figure 5.8: Two subplots of the barred effective interaction potential at the µ/t = −5.9
Fermi surface, plotted as a function of the angle θ spanning the Fermi surface. The k′

point is chosen for angle θ′ = π, and k is located at the various θs. In (a) the real part
of the barred potential is shown, while the imaginary part is shown in (b). The plot in
(a) shows five distinct lines; from largest to smallest values at θ = 0, these are red, blue,
yellow, green, and purple. The colours here represent the same scattering processes as
in fig. 5.6a. However, the shape of the potentials differ. The plot in (b) also shows five
distinct lines; from largest to smallest values at θ = 0, these are light blue, olive green,
brown, light green, and gold. The blue, gold, and both green lines represent scattering
between spin-unpolarised Cooper pairs and spin-polarised Cooper pairs, corresponding to
the green null-line in a. The brown null-line represents the remaining scatterings, which
should be noted, have finite real parts.
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(a)

(b)

Figure 5.9: Corresponds to the plot in fig. 5.8 for a larger Fermi surface: two subplots
for the real (a) and imaginary (b) parts of the barred effective interaction potential at
the µ/t = −5.43 Fermi surface including Umklapp scattering, plotted as a function of the
angle θ spanning this Fermi surface. The k′ point is chosen for angle θ′ = π, and k is
located at the various θs. The potentials at this Fermi surface are similar to those on the
µ/t = −5.9 Fermi surface shown in fig. 5.8, only with an increased amplitude.
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6 | Superconductivity

In this chapter, we investigate the simplified model to further reduce the many-
body problem described in eq. (5.3.9) into a self-consistent one-particle problem for
detailed system analysis. This simplification is obtained using the mean-field ap-
proximation, incorporating statistical averages of the Cooper-pair operators. From
this, we obtain the superconducting gap equation, which is proceedingly solved in
the linearised limit.

6.1 Mean-field approximation
The effective Hamiltonian in eq. (5.3.9) is reduced into a one-particle problem by
first introducing ensemble averages for the Cooper pair mean field. Define thus

bkσ1σ2 = ⟨c−kσ1ckσ2⟩; b†
kσ2σ1 = ⟨c†

kσ1c
†
−kσ2⟩, (6.1.1)

such that (bkσ1σ2)† = b†
kσ1σ2 . The mean-field elements must not be confused with

the elements of the basis that diagonalised H(2)
FM in section 3.2. Moreover, the

Fourier transform of this statistical average gives the wave function of Cooper-pairs
[26, p. 162]. Note then that finite bkσ1σ2 indicates a fluctuating number of Cooper
pairs in our condensate, i.e., the particle number is no longer a conserved quantity,
and our system is grand canonical. From Noether’s theorem, it follows that some
symmetry must then be broken: a finite value of the ensemble average results a
spontaneous U(1) → Z2 symmetry breaking [53, p. 284]. We say that the ensemble
averages bkσ1σ2 are the order parameters of the superconducting state [54].

Nonetheless, write the electron operator products in eq. (5.3.9) in terms of these
ensemble averages such that

c−kσ1ckσ2 = bkσ1σ2 + δbkσ1σ2 , (6.1.2a)
c†

kσ1c
†
−kσ2 = b†

kσ2σ1 + δb†
kσ2σ1 . (6.1.2b)

Assume small fluctuations around the mean-field, such that O(δb2) are negligible.
Insert the mean-field operators into the operator product in eq. (5.3.9) to obtain

c†
k′σ1

c†
−k′σ2

c−kσ3ckσ4 = −bkσ3σ4b
†
k′σ2σ1

+ bkσ3σ4c
†
k′σ1

c†
−k′σ2

+ b†
k′σ2σ1

c−kσ3ckσ4 . (6.1.3)
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We use this mean field formulation to write the pair interaction Hamiltonian as
follows

Hpair = 1
2
∑

k,σ1,σ2

∆kσ1σ2b
†
kσ2σ1 − 1

2
∑

k,σ1,σ2

(
∆kσ1σ2c

†
kσ1c

†
−kσ2 + ∆†

kσ2σ1c−kσ1ckσ2

)
,

(6.1.4)
in which we defined the gap parameters

∆kσ1σ2 ≡ −
∑

k′,σ3,σ4

V̄ σ1σ2σ3σ4
k′k bk′σ3σ4 , (6.1.5a)

∆†
kσ2σ1 ≡ −

∑
k′,σ3,σ4

V̄ σ3σ4σ1σ2
kk′ bk′σ4σ3 . (6.1.5b)

Note then that
∆−kσ1σ2 = −∆kσ2σ1 (6.1.6)

from the symmetries of the potential, given in eq. (5.3.7).
Continue to insert eq. (6.1.5) into the effective Hamiltonian in eq. (5.3.9) to

obtain

HMF =
∑
k,σ

ϵkc
†
kσckσ+1

2
∑

k,σ1,σ2

∆kσ1σ2b
†
kσ2σ1−1

2
∑

k,σ1,σ2

(
∆kσ1σ2c

†
kσ1c

†
−kσ2 + ∆†

kσ2σ1c−kσ1ckσ2

)
,

(6.1.7)
the mean-field Hamiltonian.

It remains to write this Hamiltonian more compactly in terms of new quasi-
particles and their energies: we must diagonalise the system. Therefore, continue
to write HMF in matrix form to obtain

HMF = H0 + 1
2
∑

k

⟨ck| Hk |ck⟩ , (6.1.8)

with ⟨ck| =
(
c†

k↑, c
†
k↓, c−k↑, c−k↓

)
= |ck⟩†; while H0 and Hk are determined by

writing out the sum over spins in eq. (6.1.7). This gives

H0 =
∑

k

ϵk + 1
2
∑

k,σ1,σ2

∆kσ1σ2b
†
kσ2σ1 , (6.1.9)

Hk =


ϵk 0 ∆k↑↑ ∆k↑↓
0 ϵk ∆k↓↑ ∆k↓↓

∆†
k↑↑ ∆†

k↓↑ −ϵ−k 0
∆†

k↑↓ ∆†
k↓↓ 0 −ϵ−k

 , (6.1.10)

=
(
ϵk12 ∆k

∆†
k −ϵk12

)
. (6.1.11)

In which the last equation was obtained by defining the ∆k matrix, and using
ϵ−k = ϵk as observed from eq. (3.1.7).
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6.1 Mean-field approximation

Proceed to diagonalise Hk in eq. (6.1.10). In accordance with the form of the
original basis ⟨ck|, define

Ek = U †
kHkUk,

≡ diag
(
E+

k , E
−
k , −E+

−k,−E−
−k

) (6.1.12)

for Uk unitary matrix. Thus, let the corresponding diagonalised operators be

⟨γk| =
(
γ+†

k , γ−†
k , γ+

−k, γ
−
−k

)
, (6.1.13)

consisting of electron and hole states. Note that γ−†
k = (γ−

k )† ̸= (γk)−† and should
be understood from the context.

Moreover, obtain expressions for the new particle energies Ek from the charac-
teristic equation (linear algebra). Using Mathematica [46], this gives

Eη
k =

√√√√ϵ2
k + 1

2
∑
σ,σ′

|∆kσσ′|2 + η

2

√
Ak, (6.1.14)

in which Ak was defined for readability. Observe that Eη
k = Eη

−k if Ak = A−k, as
ϵk = ϵ−k, and ∑

σ,σ′ |∆−kσσ′ |2 = ∑
σ,σ′ |−∆kσ′σ|2 from eq. (6.1.6). Furthermore, Ak

is defined as follows

Ak =
(
|∆k↑↑|2 − |∆k↓↓|2

)2
+
(
|∆k↑↓|2 − |∆k↓↑|2

)2

+ 2
(
|∆k↑↑|2 + |∆k↓↓|2

) (
|∆k↑↓|2 + |∆k↓↑|2

)
+ 4∆†

k↑↑∆
†
k↓↓∆k↑↓∆k↓↑ + 4∆k↑↑∆k↓↓∆†

k↑↓∆
†
k↓↑.

(6.1.15)

Indeed we observe that Ak = A−k from the behaviour of the gap parameter under
inversion of momentum, given in eq. (6.1.6). This leads Eη

k = Eη
−k as well. Thus,

the matrix product of the effective Hamiltonian in eq. (6.1.8) is diagonalised and
may be written in sum notation as

⟨γk| Ek |γk⟩ =
∑

η

(
2Eη

kγ
η†
k γ

η
k − Eη

k

)
. (6.1.16)

Resultingly, the mean field Hamiltonian becomes

HMF = E0 +
∑
k,η

Eη
kγ

η†
k γ

η
k, (6.1.17)

with the constant

E0 = H0 − 1
2
∑
k,η

Eη
k,

=
∑

k

ϵk + 1
2
∑

k,σ1,σ2

∆kσ1σ2b
†
kσ2σ1 − 1

2
∑
k,η

Eη
k. (6.1.18)

Equation (6.1.17) is the diagonalised mean-field Hamiltonian, with the ground state
energy given by the constant E0.
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Note also that HMF has been rewritten in terms of free quasi-particles with
excitation energy Eη

k, defined in eq. (6.1.14). In this equation, we note that the
elements Ak may be interpreted as an effect arising from the co-existence of spin-
singlet and spin-triplet gaps. Furthermore, it is clear that the gap parameter ∆kσ1σ2

indeed appears as a gap in the quasi-particle energy spectrum at the Fermi surface.
This gap appears as a direct consequence of the finite statistical averages b†

kσ1σ2 ;
hence it is a superconducting gap.

Furthermore, these quasi-particles are referred to as Bogoliubov quasi-particles,
or Bogoliubons [55, 56, 38]. Bogoliubons are superpositions of electron and hole
states, such that exciting a Bogoliubon from the ground state corresponds to des-
troying a Cooper pair in the condensate below the Fermi level. In the case of
topological superconductivity, these quasi-particles have equal electron and hole
components, and are thus classified as Majorana fermions [12, 57]. We continue to
study the energy spectrum Eη

k of the Bogoliubons. From its definition in eq. (6.1.14),
we must first determine the gap equation. Thus, we proceed to determine ∆kσ1σ2

by minimising the corresponding Helmholtz free energy of the system.

6.2 Gap equation
The gap equation is derived by initially postulating finite values for ∆kσ1σ2 and
subsequently determining them through the minimisation of the Helmholtz free
energy F associated with our specific system. Our system provided by the free-
Bogoliubon Hamiltonian in eq. (6.1.17) is grand canonical, and we obtain F from
the corresponding grand partition function Z. We obtain Z following the general
procedure presented in appendix D.1. By comparison with our Hamiltonian in
eq. (6.1.17), we get

Z = e−βE0
∏
k,η

(
1 + e−βEη

k

)
. (6.2.1)

F = E0 − 1
β

∑
k,η

ln
(
1 + e−βEη

k

)
, (6.2.2)

with E0 and Eη
k functions of ∆kσ1σ2 as given by eq. (6.1.14). Note that β = (kBT )−1

is the inverse energy with kB the Boltzmann constant and T the system temperature.
Continue to minimise the Helmholtz free energy F in terms of ∆kσ1σ2 for some
k, σ1, σ2. After some algebra, this gives the following expression for b†

kσ2σ1

b†
kσ2σ1 =

∑
η

(1
2∆†

kσ1σ2 + ηB†
kσ1σ2

)
χη

k, (6.2.3)

with B†
kσ1σ2 = 1

4
√

Ak

∂Ak

∂∆kσ1σ2
, and χη

k = 1
2Eη

k
tanh

(
βEη

k

2

)
. The full calculation may

be followed in appendix D.2. Note however that Bkσ1σ2 changes as ∆kσ1σ2 under
inversion of k, following from the observation that Ak = A−k from its definition in
eq. (6.1.15). Moreover, χη

k is inversion symmetric with momentum, as Eη
k.

Inserting the statistical average in eq. (6.2.3) into the gap function in eq. (6.1.5a)
gives
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6.2 Gap equation

∆kσ1σ2 = −
∑

k′,σ3,σ4

V̄ σ1σ2σ3σ4
k′k

∑
η

(1
2∆k′σ4σ3 + ηBk′σ4σ3

)
χη

k′ , (6.2.4)

the gap equation applying to this superconductor at the mean-field level. The
factor Bkσ1σ2 may be interpreted as Ak; an effect arising from the co-existence of
spin-triplet and spin-singlet gaps. We also note that this factor effectively may act
as a shift in the gap parameter. Moreover, χη

k may be interpreted as the ability of
the system to create Cooper pairs; the Cooper pair susceptibility [54].

To eventually determine the symmetries of the superconducting state, it is con-
venient to define gap parameters with certain spin- and momentum symmetries.
Define therefore the gap parameter odd and even in spin, respectively

∆O(s)
k↑↓ ≡ ∆k↑↓ − ∆k↓↑

2 , (6.2.5a)

∆E(s)
k↑↓ ≡ ∆k↑↓ + ∆k↓↑

2 , (6.2.5b)

corresponding to the gap for spin polarised singlet and triplet. Note that these
parameters are respectively even and odd in momentum. This symmetry is a direct
consequence of the behaviour of ∆kσ1σ2 under inversion of momentum, as given in
eq. (6.1.6).

Accordingly, define parameters with corresponding symmetries for Bkσ1σ2

B
O(s)
k↑↓ ≡ Bk↑↓ −Bk↓↑

2 , (6.2.6a)

B
E(s)
k↑↓ ≡ Bk↑↓ +Bk↓↑

2 . (6.2.6b)

6.2.1 Matrix notation
For later convenience, we rewrite the gap equation in eq. (6.2.4) to matrix form.
We write this in bra-ket notation, giving

|∆k⟩ ≡ −
∑
k′

Vk′k

∑
η

(1
2 |∆k′⟩ + η |Bk′⟩

)
χη

k′ , (6.2.7)

where |∆k⟩ =
(
∆O(s)

k↑↓ , ∆k↑↑, ∆k↓↓, ∆E(s)
k↑↓

)T
and similarly for |Bk⟩. It remains to

determine Vk′k the matrix of coupling functions. For this purpose, write out the
sum over spins in the gap equation in eq. (6.2.4). Then, for each element in |∆k⟩,
collect the coefficients of each element in |∆k′⟩. This calculation may be followed
in appendix D.3, leading

Vk′k =


Ṽ

E(k′)E(k)
k′k V̄

↑↓↑↑E(k)
k′k V̄

↑↓↓↓E(k)
k′k Ṽ

O(k′)E(k)
k′k

−2V̄ ↑↑↑↓E(k′)
k′k V̄ ↑↑↑↑

k′k V̄ ↑↑↓↓
k′k 2V̄ ↑↑↑↓O(k′)

k′k

−2V̄ ↓↓↑↓E(k′)
k′k V̄ ↓↓↑↑

k′k V̄ ↓↓↓↓
k′k 2V̄ ↓↓↑↓O(k′)

k′k

Ṽ
E(k′)O(k)

k′k V̄
↑↓↑↑O(k)

k′k V̄
↑↓↓↓O(k)

k′k Ṽ
O(k′)O(k)

k′k

 . (6.2.8)
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For brevity of notation, we refer the coupling matrix elements as Vk′k[r, c] for
some row and column r, c ∈ {1, 2, 3, 4}. These coupling functions are plotted in
figs. 6.1 to 6.4 for µ/t = −5.9 and µ/t = −5.43, each when as a function of both
k and k′. We may compare fig. 6.1 with fig. 6.2 for µ/t = −5.9, or fig. 6.3 with
fig. 6.4 for µ/t = −5.43, to confirm the symmetries in k and k′ as indicated by the
coupling function definitions in eq. (6.2.8). Moreover, we note that a comparison
of the plots for µ/t = −5.9 with µ/t = −5.43 indicates that the magnitude of the
coupling functions has increased in absolute value.

Figure 6.1: Coupling functions varying with the angle that k makes with the k̂x axis on
the Fermi surface for µ/t = −5.9. The figure shows five illustrations, whereas the topmost
legends the plots of the following four graphs. Each graph plots the coupling functions of
some row r of the coupling matrix Vk′k; in left-to-right reading conventions from r = 1
to r = 4. The title of each graph gives r and any null elements of the gap vector ∆k′k.
Other parameters are θ′ = π, J̄/J = 50, J̄/t = 0.05 and S = 1.
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6.2 Gap equation

Figure 6.2: Coupling functions varying with the angle that k′ makes with the k̂x axis on
the Fermi surface for µ/t = −5.9. The figure shows five illustrations, whereas the topmost
legends the plots of the following four graphs. Each graph plots the coupling functions of
some row r of the coupling matrix Vk′k; in left-to-right reading conventions from r = 1
to r = 4. The title of each graph gives r and any null elements of the gap vector ∆k′k.
Other parameters are θ = π, J̄/J = 50, J̄/t = 0.05 and S = 1.
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Figure 6.3: Corresponds to the plot in fig. 6.1 for a larger Fermi surface: coupling
functions at the µ/t = −5.43 Fermi surface plotted as a function of the angle θ spanning
this surface. The figure shows five illustrations, whereas the topmost legends the plots of
the following four graphs. Each graph plots the coupling functions of some row r of the
coupling matrix Vk′k; in left-to-right reading conventions from r = 1 to r = 4. The title
of each graph gives r and any null elements of the gap vector ∆k′k. Other parameters are
θ′ = π, J̄/J = 50, J̄/t = 0.05 and S = 1.
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6.2 Gap equation

Figure 6.4: Corresponds to the plot in fig. 6.2 for a larger Fermi surface: coupling
functions at the µ/t = −5.43 Fermi surface plotted as a function of the angle θ′ spanning
this surface. The figure shows five illustrations, whereas the topmost legends the plots of
the following four graphs. Each graph plots the coupling functions of some row r of the
coupling matrix Vk′k; in left-to-right reading conventions from r = 1 to r = 4. The title
of each graph gives r and any null elements of the gap vector ∆k′k. Other parameters are
θ = π, J̄/J = 50, J̄/t = 0.05 and S = 1.
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6.2.2 Linearised gap equation
To determine the superconducting gap, we consider the system at the supercon-
ducting state: let the temperature approach criticality from below T → T−

c such
that the Bogoliubon energy gap is small. Thus, we may approximate Eη

k ≈ |ϵk|
and thereby χη

k ≈ χk = (2 |ϵk|)−1 tanh (βc |ϵk|/2). Thus, the integrand only depends
on η ∈ {+,−} in the second term η

∣∣∣B†
k

〉
, leading this term at null and a factor 2

otherwise. Therefore, the linearised gap equation from eq. (6.2.4) may be written

∆kσ1σ2 = −
∑

k′,σ3,σ4

V̄ σ1σ2σ3σ4
k′k ∆k′σ4σ3

1
2 |ϵk′ |

tanh
(
βc |ϵk′ |

2

)
, (6.2.9)

in which the pair-susceptibility was inserted for. Continue to write this equation
more compactly, using the matrix notation in eq. (6.2.7). We write

|∆k⟩ [r] = −
∑
k′,c

Vk′k[r, c] |∆k′⟩ [c] 1
2 |ϵk′ |

tanh
(
βc |ϵk′|

2

)
, (6.2.10)

in which |∆k⟩ [r] is the rth element of |∆k⟩. For brevity of notation, we let |∆k⟩ [r] ≡
∆k, and Vk′k[r, c] ≡ Vk′k to write

∆k = −
∑
k′
Vk′k∆k′

1
2 |ϵk′ |

tanh
(
βc |ϵk′|

2

)
. (6.2.11)

Note that the elements Vk′k = Vk′k[r, c] go as some linear combination of the
effective interaction potential in eq. (5.3.3). As is, the effective interaction poten-
tials are too complicated to solve the gap equation. For this reason, approximate
the radial dependence of Vk′k to be that at the Fermi surface: Vk′k = V (kF , θ

′, θ).
Moreover, in accordance with the BCS theory, approximate to finite coupling func-
tions only within region Ω covering a thin shell of width 2ωc around the Fermi
surface. Here, ωc is the maximum magnon energy: we study the range of energies
for which the electrons may be excited by the magnons. The coupling functions are
written

Vk′k ≈ V (θ′, θ)Θ(ωc − |ϵk|)Θ(ωc − |ϵk′|), (6.2.12)

with Θ(x < 0) = 0, Θ(x > 0) = 1 the unit step function [58]. Additionally,
θ = arctan (ky/kx) the angle k makes with the k̂x-axis.

Assume a similar form of ∆k, such that

∆k ≈ ∆(θ)Θ(ωc − |ϵk|). (6.2.13)

In accordance with the aforementioned approximations, we must rewrite the sum
over k′ in eq. (6.2.11) into an integral

∑
k′

→ N

AeBZ

∫
d2k′ ≡ N

AeBZ

∫ 2π

0
dθ′

∫
k′ dk′, (6.2.14)
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6.2 Gap equation

in which we may use D(ϵ) dϵ = D(k′) dk′ to transform the momentum-integral into
an energy integral bounded at ±ωc.

Thus, for any k,k′ ∈ Ω, the gap equation in eq. (6.2.11) on integral form becomes

∆(θ) = − N

AeBZ

∫ 2π

0
dθ′V (θ′, θ)∆(θ′)

∫ ωc

−ωc

dϵk
′D(ϵ)
D(k′)

1
2 |ϵ|

tanh
(
βc |ϵ|

2

)
. (6.2.15)

Furthermore, we may approximate the density of states D(ϵ) ≈ D(µ) ≡ D0
by its value at the Fermi surface. Approximating the angular integral by a Fermi
surface average gives

∫ 2π

0
dθ′V (θ′, θ)∆(θ′) = 2π⟨V (θ′, θ)∆(θ′)⟩F S,θ′ (6.2.16a)

= 2π
Nθ

∑
i

V (θ′
i, θ)∆(θ′

i), (6.2.16b)

in which the last equality is used in numerical calculations for Nθ sampling points
on the Fermi surface. We set Nθ′ = Nθ for simpler calculations. The integral form
of the gap equation may then be written as

∆(θ) = − N

AeBZ
2π k

′D0

D(k′)⟨V (θ′, θ)∆(θ′)⟩F S,θ′

∫ ωc

−ωc

dϵ 1
2 |ϵ|

tanh
(
βc |ϵ|

2

)
(6.2.17a)

= −N0⟨V (θ′, θ)∆(θ′)⟩F S,θ′

∫ ωc

−ωc

dϵ 1
2 |ϵ|

tanh
(
βc |ϵ|

2

)
, (6.2.17b)

in which the density of states per spin N0 = D0/2 was defined by inserting for D(k′)
as given in eq. (3.1.11).

Continue to define the dimensionless coupling constant λ

1
λ

=
∫ ωc

−ωc

dϵ 1
2 |ϵ|

tanh
(
βc |ϵ|

2

)
. (6.2.18)

In the weak-coupling limit λ ≪ 1, we approximate [3]

1
λ

= ln
( 2
π
eγβcωc

)
, (6.2.19)

in which γ = 0.57721 is the Euler–Mascheroni constant [59].From this relation, the
critical temperature for superconductivity may be obtained kBTc = 2

π
eγωce

−1/λ.
Inserting the coupling constant into eq. (6.2.17b), we arrive at

λ∆(θ) = −N0⟨V (θ′, θ)∆(θ′)⟩F S,θ′ , (6.2.20)
the linearised gap equation averaged over the Fermi surface. Numerically, we solve
the eigenproblem (

−N0

Nθ

V − λ14Nθ

)
|∆(θ)⟩ = 0, (6.2.21)
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to obtain the coupling constant λ as the largest of the eigenvalues, and the corres-
ponding eigenvectors ∆(θ). Note that V is now a 4Nθ × 4Nθ matrix evolving in θ
and θ′.

6.2.3 Solution of the linearised gap equation
The normalised gaps on the µ/t = −5.9 and µ/t = −5.43 Fermi surfaces are plotted
in figs. 6.5 and 6.6, respectively. These figures illustrate the gaps relative the max-
imum absolute value of the imaginary and real part of the gap functions; defined
as ∆max = max (Im|∆k⟩,Re|∆k⟩). We may compare the gaps for µ/t = −5.9 with
those for µ/t = −5.43 to note that the amplitudes of each gap is larger in the latter
figure.

Moreover, it is clear from the figures that ∆O(s)
↑↓ dominates with an s-wave sym-

metry as it is nearly constant. However, the spin-triplet gap ∆E(s)
↑↓ , comprising un-

polarised (spinfull) electrons, is null. Nevertheless, the remaining spin-triplet gaps
∆↑↑,∆↓↓, comprising spin-polarised (spinless) electrons, are ipx-wave symmetric.
This symmetry is identical to px- or py-wave symmetry. This similarity originates
from the invariance of the gap functions under a phase shift. Furthermore, the ima-
ginary nature of the spin-polarised gaps ∆↑↑ and ∆↓↓ may be transformed to real
values by applying a phase shift, which concludes the argument.

Furthermore, a direct consequence of the purely real or imaginary gaps with the
relation given in eq. (6.1.6), it is clear that the time reversal symmetry operator
T = iσyK, for K the complex conjugation operator, leaves the gaps invariant.

We direct our attention to the dominant ∆O(s)
k↑↓ gap function for spin-singlet

Cooper pairs. The s-wave symmetry of this gap suggests that our superconductor
shares notable similarities with the conventional BCS superconductor [3, 23]. Fur-
thermore, the s-wave symmetry of this spin-singlet gap parameter indicates that
the spin-singlet Cooper pairs have a uniform phase across the Fermi surface. This
uniform phase suggests that the energy gap is isotropic: approximately the same
amount of energy is required to break a spin-singlet Cooper pair across the entire
Fermi surface.

Moreover, the spin-polarised gaps are imaginary, though not complex, displaying
p-wave symmetry. Thus, it is clear that closing the polarised s-wave gap will leave
the superconducting gap with nodes. This is sufficient information to conclude the
topological characterisation of our superconductor: our system does not display
strong topological superconductivity.
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6.2 Gap equation

Figure 6.5: Four subplots of the gap functions at the at µ/t = −5.9 Fermi surface plotted
as a function of the angle θ spanning the surface. In left-to-right reading convention, we
present ∆O(s)

k↑↓ , ∆↑↑, ∆↓↓, and ∆E(s)
k↑↓ relative ∆max. The gap function related to spin-

singlet Cooper pairs ∆O(s)
k↑↓ exhibits s-wave symmetry with maximum relative value (1).

Moreover, the gap function for polarised spin-triplet Cooper pairs ∆↑↑, ∆↓↓ display ipx-
wave symmetry with relative amplitude just above 0.1. The last subplot shows the null
gap function for the unpolarised spin-triplet Cooper pair ∆E(s)

k↑↓ . Thereby, the ∆O(s)
k↑↓ gap

manifests the dominating s-wave symmetry of the superconductor. The graphs are plotted
with parameters µ/t = −5.9, J̄/J = 50, and J̄/t = 0.05.

63



Chapter 6. Superconductivity

Figure 6.6: Corresponds to the plot in fig. 6.5 for a larger Fermi surface: four subplots
of the gap functions at the at µ/t = −5.43 Fermi surface plotted as a function of the angle
θ spanning the surface. In left-to-right reading convention, we present ∆O(s)

k↑↓ , ∆↑↑, ∆↓↓,
and ∆E(s)

k↑↓ relative ∆max. Each gap function display the same wave-symmetry as for the
smaller Fermi surface in fig. 6.5, though with larger maximum amplitude. The graphs are
plotted with parameters µ/t = −5.9, J̄/J = 50, and J̄/t = 0.05, giving coupling constant
λ ≈ 0.044 and corresponding critical temperature Tc ≈ 0.094mK.
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6.2.4 Discussing possible origins of the results

It is worth noting that the parameters chosen for this thesis results a significantly
low temperature of criticality at Tc ≈ 0.094mK. Thus, various parameters must
be adjusted to obtain an experimentally measurable temperature of criticality: we
may note that the transition temperature Tc ∼ e−1/λ increases with λ ∼ J̄2/J .
Nevertheless, we cannot choose these parameters blindly to obtain a higher Tc; we
are afterall working on a physical system. For instance, increasing the ratio J̄/J
could result in destabilising the ferromagnetic order, leading various of our previous
assumptions invalid (for instance in the HP-transformation). On the other hand,
literature has found the inclusion of a finite easy-axis anisotropy constant along the
global spin ẑ-axis to reduce the magnon gap, thus effectively increasing the coupling
of spins along that axis [1]. We may therefore speculate whether this would also
apply for our SPFMI, such that a finite K possibly could increase our Tc. Note,
however, that using a material with K ̸= 0 changes the ground state of our SPFMI.
Therefore, a recreation of these calculations with finite K could be of interest.

Moreover, a study of larger Fermi surfaces could also be of interest, though
this would require more advanced calculations including the discarded terms in
eq. (5.1.1).

We continue to investigate the nonexistence of strong topological superconduct-
ivity in our system. Specifically, we aim to understand the underlying factors re-
sponsible for yielding Re∆k↑↑ = 0 and Re∆k↓↓ = 0 by retracing our calculations of
the gap functions. In the following discussion, we focus on retracing the calcula-
tions of ∆k↑↑ to promote readability and ease of comprehension. As this discussion
unfolds, we will comment on whether the results of this retracing will apply to that
of ∆k↓↓ as well.

First, recall that the gap functions were obtained from the eigenproblem of
the matrix of coupling functions V in eq. (6.2.21). We must therefore analyse
the coupling functions to gain insight into the absence of strong topological super-
conductivity. The relevant coupling function connects ∆k↑↑ to the dominant spin-
singlet gap parameter ∆O(s)

k↑↓ . These functions correspond to the matrix element
Vk′k[2, 1] ∼ V̄

↑↑↑↓E(k′)
k′k as obtained from eq. (6.2.8). Note that we are interested in

the coupling function for various momenta q for scattering on the Fermi surface,
so we must study the element Vk′k[2, 1] for varying k,k′ ∈ FS. As we may see in
figs. 6.1 and 6.2, the coupling function Vk′k[2, 1] have negligible real part compared
to the imaginary part. This was also confirmed numerically by comparing the max-
imum of real and imaginary parts of the coupling function, giving the real parts
at a factor 10−30 of the imaginary part. In other words, the coupling function of
interest Vk′k[2, 1] connecting ∆k↑↑ to ∆O(s)

k↑↓ , is also purely imaginary. This result
may be generalised to the coupling function Vk′k[3, 1] connecting ∆k↓↓ to ∆O(s)

k↑↓ .
We continue to retrace our calculations by considering the definition of the coup-

ling function Vk′k[2, 1]. In the derivation of the coupling matrix in appendix D.3,
we defined Vk′k[2, 1] = V̄ ↑↑↓↑

k′k − V̄ ↑↑↑↓
k′k in eq. (D.3.16b). Studying the real parts of

barred effective potential in figs. 5.8a and 5.9a and the imaginary parts in figs. 5.8b
and 5.9b, we note that the real parts ReV̄

↑↑↓↑
k′k ≈ ReV̄

↑↑↑↓
k′k ≈ 0 are both negligible
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compared to the imaginary components. Numerical analysis confirms the smallness
of the real parts at an order 10−12 compared to the imaginary parts. We contem-
plate whether larger values of these real parts would give rise to complex coupling
functions, or if the real parts are equal and thus cancel to maintain the imaginary
nature of the coupling functions. For this reason, we investigate the potential can-
cellation of ReV̄

↑↑↓↑
k′k and ReV̄

↑↑↑↓
k′k . Through numerical analysis we ascertain that the

real parts of these barred effective potentials are equal and thus cancel in the coup-
ling function. Corresponding analysis for the imaginary parts of these terms imply
that these are equal in magnitude though opposite in sign. These findings explain
the imaginary nature of the Vk′k[2, 1] coupling function. In summary, the terms of
the coupling function V̄ ↑↑↓↑

k′k and V̄ ↑↑↑↓
k′k are dominated by the imaginary part, while

the real parts equate and thus cancel to leave an imaginary coupling function. This
result also applies to the case for ∆k↓↓.

Proceed to investigate the cancelling real parts of the coupling function by ana-
lysing the terms of the two barred effective potentials. Each of these potentials are
defined by combining four variations of the unbarred effective potentials V σ1σ2σ3σ4

kk′ in
a linear manner, as provided in eq. (5.3.8). Thus, our curiosity is directed towards
8 + 8 = 16 different unbarred potentials. For the sake of completeness, we present
these definitions of the barred potentials

V̄ ↑↑↓↑
kk′ ∼ V ↑↑↓↑

kk′ + V ↑↑↑↓
(−k)(−k′) − V ↑↑↑↓

(−k)k′ − V ↑↑↓↑
k(−k′), (6.2.22a)

V̄ ↑↑↑↓
kk′ ∼ V ↑↑↑↓

kk′ + V ↑↑↓↑
(−k)(−k′) − V ↑↑↓↑

(−k)k′ − V ↑↑↑↓
k(−k′). (6.2.22b)

Flipping each spin gives the barred effective potentials embedded in ∆k↓↓. Note
that the terms of V̄ ↑↑↓↑

kk′ in eq. (6.2.22a) also appear in V̄ ↑↑↑↓
kk′ in eq. (6.2.22b) after

an inversion of q (k,k′). We analyse the relevant unbarred potentials numerically
to study their nature. From this we find a notable resemblance between the barred
effective potential and each of its unbarred terms: the real parts are again at an
order 10−12 compared to the imaginary parts. Additionally, we observe that the
real parts of the unbarred potentials are inversion symmetric about q, i.e., under
(k,k′) → (−k,−k′). Meanwhile, the imaginary parts of the unbarred potentials are
odd under the inversion of q. Further analysis requires consideration of the barred
potentials in eq. (6.2.22) (and those with flipped spins), and that the coupling
function Vk′k[2, 1] goes as the difference between these barred potentials. With the
above results, we thereby understand that the real (imaginary) part of each term in
V̄ ↑↑↓↑

kk′ is cancelled (doubled) by its momentum-inverted counterpart in V̄ ↑↑↑↓
kk′ when

studying the coupling function. This is analogous to the case for ∆k↓↓.
We may continue our quest to gain insight into the symmetries of the unbarred

effective potential to understand why their real (imaginary) parts are inversion
(anti)symmetric. Thereby, we study the definition of the unbarred effective potential
at the Fermi surface, given in eq. (5.3.4). One might be inclined to proceed by
analysing the enhancement factor Aσ1σ2σ3σ4

qγν as present in eq. (5.3.4a). However,
note that these factors depend on the magnon-modes, and therefore rely on the
numerical solutions to correctly sort the bands. Although the magnon dispersion
relation along the high-symmetry points on the Billouin zone (fig. 5.3) is correctly
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sorted, the method used cannot be generalised to any degenerate dispersion relation.
This is due to the trial and fail procedure of obtaining the sorted bands. For this
reason, studying the behaviour of the enhancement factor Aσ1σ2σ3σ4

qγν as it appears
in the unbarred effective potential, is left beyond the scope of this paper and an
encouraged outlook for future studies.

Consequently, we retrace the calculations further to study the unbarred effective
potential as written in eq. (5.3.4c). This expression constitutes a sum over two sub-
lattice indices L and L′ in addition to the magnon modes γ. Therefore, consider
first the unbarred effective potential for various sub-lattices L, i.e., V σ1σ2σ3σ4

kk′ (L)
∣∣∣
FS

.
In plotting these, we observe that the real parts are no longer negligible com-
pared to the imaginary parts. On the other hand, the plots imply that there
always exists a sub-lattice L̄ for each sub-lattice L such that V σ1σ2σ3σ4

kk′ (L)
∣∣∣
FS

=
− V σ1σ2σ3σ4

kk′ (L̄)
∣∣∣
FS

. These sets were numerically obtained as {(L, L̄)} = {(0, 0);
P(1, 4); P(2, 3); P(5, 9); P(6, 8); (7, 7)}, where P is the permutation operator such
that P(1, 4) = {(1, 4); (4, 1)}. These results are analogous to those for ∆k↓↓. In res-
ult, each of the unbarred effective potentials embedded within both spin-polarised
gap equations are pairwise equal for various sub-lattice indices.

The aforementioned results leave us inclined to study the unbarred effective
potential as a function of both sub-lattices V σ1σ2σ3σ4

kk′ (L,L′)
∣∣∣
FS

. The purpose is then
to investigate whether the aforementioned results extends to the set (L,L′). By
numerical calculations, we observe that this is indeed the situation: there exists
a set (L̄, L̄′) for each (L,L′) such that V σ1σ2σ3σ4

kk′ (L,L′)
∣∣∣
FS

= − V σ1σ2σ3σ4
kk′ (L̄, L̄′)

∣∣∣
FS

.
More detailed analysis shows that both the set {(L, L̄)} and {(L′, L̄′)} are the same
as that stated in the previous paragraph. These results were also applicable to the
unbarred effective potentials of ∆k↓↓. Thus we conclude that each of the unbarred
effective potentials embedded within both spin-polarised gap equations are pairwise
equal for various combinations of both sub-lattice indices L,L′.

Let us now shift our focus from this detailed information to a higher-level analysis
to interpret this finding. Consider the definition of the unbarred effective potential
as given in eq. (5.3.4c). From this, we may interpret the pairwise cancellation of this
potential as a function of the sub-lattices {(L, L̄)} and {(L′, L̄′)}. We understand
that the sum over magnon modes must be equivalent for these indices. A quick
numerical check indicates that the unbarred effective potential for (L,L′) termwise
cancel that for (L̄, L̄′). Thereby, we note the symmetries of our gLνσ1σ2-functions
in eq. (3.3.9), or equivalently, g(n)

Lνσ in eq. (3.3.7). Due to the nature of our spiral-
phase spin structure, ψL = 0, in addition to that there exists an angle ϑL̄ for
each ϑL such that sinϑL = − sinϑL̄ or cosϑL = − cosϑL̄ while the other remains.
From observation of g(n)

Lνσ in eq. (3.3.7), we thus note that g1
Lν↑ = −g1

L̄ν↓, while
g2

Lνσ = −g2
L̄νσ

. On the other hand, for the terms in eq. (5.3.4c) to cancel, the
product of these functions with the Bogoliubov transformation matrix elements
must be cancelled. Thus, we understand that there are several aspects behind the
pairwise cancellation of the unbarred effective potentials.

We may then continue to compare with the result in [1]. In their paper, they
study a skyrmion spin-structure in which the azimuthal angle ψL ∈ [0, 2π]. We
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discuss whether the g(n)
Lνσ-functions may equate for L and L̄. By studying their spin-

lattice structure, we note that also in that there always exist a spin of opposite x-
or y-component for each spin. This suggests that the g(n)

Lνσ-functions indeed equate
for L and some L̄. Therefore, we conclude that the information we seek lies in the
Bogoliubov transformation matrix elements uqLγ and vqLγ.

Unfortunately, the Bogoliubov transformation matrix was obtained numerically
without analytical expressions for its elements. An analytical expression for these
elements uqLγ and vqLγ is crucial to develop a more detailed understanding of their
nature. However, one must diagonalise a 20 × 20 matrix in eq. (3.2.23) to obtain
these expressions. To avoid this tedious approach, one should instead investigate a
magnetic system giving rise to fewer sub-lattices. This may either be obtained by
considering a different crystal structure, or perhaps by choosing a finite strength for
each component of the DMI-vector and the easy-axis anisotropy constant. With this
we motivate future studies of analytically diagonalising the coplanar, non-collinear
spin-phase magnet Hamiltonian with the aim to conclude whether the absence of
strong topological superconductivity originates from this specific SPFMI, or whether
the findings of this thesis extends to all coplanar spin-structures.
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7 | Conclusion and outlook

This masters thesis investigates the topological nature of the superconducting state
arising at the interface of a bilayer comprising a normal metal and a spiral-phase
ferromagnetic insulator. This system is studied in the framework of the Holstein-
Primakoff transformation; the Bogoliubov transformation; and the Schrieffer-Wolff
transformation. Several simplifications are made and implemented, such as the
reduction of interactions within the magnet: the easy-axis anisotropy constant is
set to null; only one component of the anti-symmetric exchange is finite; and the
exchange coupling is diagonal. We study the system Hamiltonian in the mean-
field limit, before solving the linearised superconducting gap equation. With the
work presented in this thesis, we conclude that our system does not display strong
topological superconductivity.

In conclusion, we understand that the nonexistence of strong topological super-
conductivity in our system arise from the inversion symmetry of the real parts of
the unbarred effective potentials. Additionally, there seems to be sets of sub-lattices
such that the real parts of these potentials pairwise cancel, while the imaginary parts
remain. To gain a more solid understanding of why this situation occurs, one must
study the elements of the Bogoliubov transformation matrix. For this reason, the
analytic derivation of this transformation matrix remains as a highly interesting
outlook. Therefore, we highly encourage future research on this bilayer though with
an altered magnetic layer with fewer sub-lattices. From this, one may proceed to
diagonalise the corresponding Hamiltonian analytically. The information embedded
in this analytical expression may be interpreted to eventually conclude whether the
bilayer of a normal metal and a coplanar, non-collinear ferromagnetic insulator may
give rise to strong topological superconductivity.
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A | Bilayer model

A.1 Elements of the rotated interaction matrix

The lengthy elements of the rotated interaction matrix W ij in eq. (3.2.9) are given
by the following

W xx
ij =

(
Jx

ij cosϑi cosψi −Dy
ij sinϑi −Dz

ij cosϑi sinψi

)
cosϑj cosψj

+
(
Jy

ij cosϑi sinψi +Dx
ij sinϑi +Dz

ij cosϑi cosψi

)
cosϑj sinψj

+
(
Jz

ij sinϑi −Dx
ij cosϑi sinψi +Dy

ij cosϑi cosψi

)
sinϑj,

(A.1.1)

W xy
ij =

(
Jy

ij cosϑi sinψi +Dx
ij sinϑi +Dz

ij cosϑi cosψi

)
cosψj

−
(
Jx

ij cosϑi cosψi −Dy
ij sinϑi −Dz

ij cosϑi sinψi

)
sinψj,

(A.1.2)

W xz
ij =

(
Jx

ij cosϑi cosψi −Dy
ij sinϑi −Dz

ij cosϑi sinψi

)
sinϑj cosψj

+
(
Jy

ij cosϑi sinψi +Dx
ij sinϑi +Dz

ij cosϑi cosψi

)
sinϑj sinψj

−
(
Jz

ij sinϑi −Dx
ij cosϑi sinψi +Dy

ij cosϑi cosψi

)
cosϑj,

(A.1.3)

W yx
ij =

(
Jy

ij cosψi −Dz
ij sinψi

)
cosϑj sinψj

−
(
Jx

ij sinψi +Dz
ij cosψi

)
cosϑj cosψj

−
(
Dy

ij sinψi +Dx
ij cosψi

)
sinϑj,

(A.1.4)

W yy
ij =

(
Jx

ij sinψi +Dz
ij cosψi

)
sinψj

+
(
Jy

ij cosψi −Dz
ij sinψi

)
cosψj,

(A.1.5)
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Appendix A. Bilayer model

W yz
ij =

(
Jy

ij cosψi −Dz
ij sinψi

)
sinϑj sinψj

−
(
Jx

ij sinψi +Dz
ij cosψi

)
sinϑj cosψj

+
(
Dx

ij cosψi +Dy
ij sinψi

)
cosϑj,

(A.1.6)

W zx
ij =

(
Jx

ij sinϑi cosψi +Dy
ij cosϑi −Dz

ij sinϑi sinψi

)
cosϑj cosψj

+
(
Jy

ij sinϑi sinψi −Dx
ij cosϑi +Dz

ij sinϑi cosψi

)
cosϑj sinψj

−
(
Jz

ij cosϑi +Dx
ij sinϑi sinψi −Dy

ij sinϑi cosψi

)
sinϑj,

(A.1.7)

W zy
ij =

(
Jy

ij sinϑi sinψi −Dx
ij cosϑi +Dz

ij sinϑi cosψi

)
cosψj

−
(
Jx

ij sinϑi cosψi +Dy
ij cosϑi −Dz

ij sinϑi sinψi

)
sinψj,

(A.1.8)

W zz
ij =

(
Jx

ij sinϑi cosψi +Dy
ij cosϑi −Dz

ij sinϑi sinψi

)
sinϑj cosψj

+
(
Jy

ij sinϑi sinψi −Dx
ij cosϑi +Dz

ij sinϑi cosψi

)
sinϑj sinψj

+
(
Jz

ij cosϑi +Dx
ij sinϑi sinψi −Dy

ij sinϑi cosψi

)
cosϑj.

(A.1.9)
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B | Effective electron-electron in-
teraction

B.1 Second quantisation of the effective interac-
tion Hamiltonian

In this section, we second quantise the effective interaction Hamiltonian in eq. (3.3.2).
For completeness, we revisit this Hamiltonian in the following

H(L)
e-m = −2J̄L

∑
i∈L

⟨ci| σ |ci⟩ ·
(
U (ϑL, ψL)T S̃iL

)
. (3.3.2 revisited)

The procedure of second quantising this equation includes two steps to obtain the
particle operators explicit in our Hamiltonian. Frist, we must expand the matrix
and vector products to obtain the Hamiltonian in terms of the electron operators.
Then we proceed to apply the HP transformation in section 2.3 to also have the
boson operators explicit in our expression.

We begin with rewriting the matrix product ⟨ci| σ |ci⟩ elementwise along axis
α ∈ {x, y, z}, before inserting for the spinors

(⟨ci| σ |ci⟩)α = ⟨ci| σα |ci⟩ (B.1.1a)

=
(
c†

i↑ c†
i↓

)
σα

(
ci↑
ci↓

)
(B.1.1b)

=
[
c†

i↑ci↑δα,z + c†
i↑ci↓ (δα,x − iδα,y)

+ c†
i↓ci↑ (δα,x + iδα,y) − c†

i↓ci↓δα,z

]. (B.1.1c)

in which the last line was obtained by inserting for the α-Pauli matrix, given by

σα =
(

δα,z δα,x − iδαy

δα,x + iδα,y −δα,z

)
. (B.1.2)

Inserting for the elements in eq. (B.1.1c), the matrix product eventually becomes

⟨ci| σ |ci⟩ =
(
c†

i↑ci↓ + c†
i↓ci↑ −i

(
c†

i↑ci↓ − c†
i↓ci↑

)
c†

i↑ci↑ − c†
i↓ci↓

)
. (B.1.3)
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Appendix B. Effective electron-electron interaction

It remains to expand the product UT
LS̃iL before finalising the first step. With

the rotation matrix given by eq. (3.2.7), we get

UT
LS̃iL =

cosϑL cosψLS̃
x
iL − sinψLS̃

y
iL + sinϑL cosψLS̃

z
iL

cosϑL sinψLS̃
x
iL + cosψLS̃

y
iL + sinϑL sinψLS̃

z
iL

− sinϑLS̃
x
iL + cosϑLS̃

z
iL

 . (B.1.4)

Inserting the results in eq. (B.1.3) and eq. (B.1.4) into the Hamiltonian in
eq. (3.3.2 revisited), we easily see that

H(L)
e-m = −2J̄L

∑
i∈L

[ (
c†

i↑ci↓ + c†
i↓ci↑

) (
cosϑL cosψLS̃

x
iL − sinψLS̃

y
iL

+ sinϑL cosψLS̃
z
iL

)
− i

(
c†

i↑ci↓ − c†
i↓ci↑

) (
cosϑL sinψLS̃

x
iL + cosψLS̃

y
iL

+ sinϑL sinψLS̃
z
iL

)
+
(
c†

i↑ci↑ − c†
i↓ci↓

) (
− sinϑLS̃

x
iL + cosϑLS̃

z
iL

) ]
.

(B.1.5)

Continue to write this expression more compact by introducing a sum over spins
σ as in the following

H(L)
e-m = −2J̄L

∑
i∈L

∑
σ

[
c†

iσci(−σ)
(
cosϑL cosψLS̃

x
iL − sinψLS̃

y
iL + sinϑL cosψLS̃

z
iL

)
− iσc†

iσci(−σ)
(
cosϑL sinψLS̃

x
iL + cosψLS̃

y
iL + sinϑL sinψLS̃

z
iL

)
+ σc†

iσciσ

(
− sinϑLS̃

x
iL + cosϑLS̃

z
iL

) ]
.

(B.1.6)
Eventually, we seek to apply the HP transformation, given by

S̃z
iL = S − a†

iLaiL, (B.1.7a)

S̃β
iL = 1

2(δβ,x + iδβ,y)
(
S̃+

iL + (δβ,x − δβ,y)S̃−
iL

)
, (B.1.7b)

S̃+
iL ≈

√
2SaiL (B.1.7c)

=
(
S̃−

iL

)†
, (B.1.7d)

analogous to that presented in section 2.3.
Consider then the integrand of eq. (B.1.6), and let this be denoted I. We proceed

to insert for S̃α, eventually obtaining
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B.1 Second quantisation of the effective interaction Hamiltonian

I =c†
iσci(−σ) cosϑL cosψL

1
2
(
S̃+

iL + S̃−
iL

)
− c†

iσci(−σ) sinψL
1
2i
(
S̃+

iL − S̃−
iL

)
+ c†

iσci(−σ) sinϑL cosψL

(
S − a†

iLaiL

)
− iσc†

iσci(−σ) cosϑL sinψL
1
2
(
S̃+

iL + S̃−
iL

)
− iσc†

iσci(−σ) cosψL
1
2i
(
S̃+

iL − S̃−
iL

)
− iσc†

iσci(−σ) sinϑL sinψL

(
S − a†

iLaiL

)
− σc†

iσciσ sinϑL
1
2
(
S̃+

iL + S̃−
iL

)
+ σc†

iσciσ cosϑL

(
S − a†

iLaiL

)
(B.1.8a)

⇒c†
iσci(−σ) cosϑL cosψL

1
2
(
S̃+

iL + S̃−
iL

)
+ c†

iσci(−σ) sinϑL cosψL

(
S − a†

iLaiL

)
− σc†

iσci(−σ) cosψL
1
2
(
S̃+

iL − S̃−
iL

)
− σc†

iσciσ sinϑL
1
2
(
S̃+

iL + S̃−
iL

)
+ σc†

iσciσ cosϑL

(
S − a†

iLaiL

)
,

(B.1.8b)

in which the imaginary parts were discarded to obtain the second part.
Thus, we may proceed to insert for the spin ladder operators S̃±

iL to obtain

I ≈
√

2S
2

[
c†

iσci(−σ) cosϑL cosψL
1
2
(
aiL + a†

iL

)
− σc†

iσci(−σ) cosψL
1
2
(
aiL − a†

iL

)
− σc†

iσciσ sinϑL
1
2
(
aiL + a†

iL

) ]
+
(
σc†

iσciσ cosϑL + c†
iσci(−σ) sinϑL cosψL

) (
S − a†

iLaiL

)
,

(B.1.9)

which eventually gives the Hamiltonian

H(L)
e-m = −

√
2SJ̄L

∑
i∈L

∑
σ

{[
c†

iσci(−σ) cosϑL cosψL
1
2
(
aiL + a†

iL

)
− σc†

iσci(−σ) cosψL
1
2
(
aiL − a†

iL

)
− σc†

iσciσ sinϑL
1
2
(
aiL + a†

iL

) ]
+ 2

(
σc†

iσciσ cosϑL + c†
iσci(−σ) sinϑL cosψL

) (
S − a†

iLaiL

)}
.

(B.1.10)

Note that due to the sum over spins, each term in this Hamiltonian may be formu-
lated with the addition of an hermitian conjugate term. Nevertheless, eq. (B.1.10)
is the second quantised effective interaction Hamiltonian, which concludes this cal-
culation.
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Appendix B. Effective electron-electron interaction

B.2 Explicit Umklapp in Fourier transform
We Fourier transform the operator products present in eq. (3.3.3) using the adjus-
ted version transformations in eq. (3.3.4) to explicitly include Umklapp processes.
There are two operator products of interest: aiLc

†
iσciσ̃ and a†

iLaiLc
†
iσciσ̃ for σ̃ = ±σ.

Consider first the former operator product, summed over i ∈ L.

∑
i∈L

aiLc
†
iσciσ̃ = 1√

NLN2

∑
i∈L

mBZ∑
q,k,k′

∑
ν,ν′

aqLc
†
k′+Qν′ ,σ

ck+Qν ,σ̃e
−i(q−k′−Qν′ +k+Qν)·ri . (B.2.1)

Due to the symmetry of the lattice, we may write e−i(Qν−Qν′ )·ri = e−i(Qν−Qν′ )·rL and
pull it outside the sum over i. Doing this results

∑
i∈L

aiLc
†
iσciσ̃ = 1√

NLN2

∑
ν,ν′

e−i(Qν−Qν′ )·rL

mBZ∑
q,k,k′

aqLc
†
k′+Qν′ ,σ

ck+Qν ,σ̃

∑
i∈L

e−i(q−k′+k)·ri .

(B.2.2)
With the requirement of convergence, we write e−i(q−k′+k)·ri = δk′,k+q, such that the
integrand becomes i-independent, leading ∑i∈L = NL. Thus, eq. (B.2.2) may be
written as the following

∑
i∈L

aiLc
†
iσciσ̃ =

√
NL

N

∑
ν,ν′

e−i(Qν−Qν′ )·rL

mBZ∑
q,k

aqLc
†
k+q+Qν′ ,σck+Qν ,σ̃. (B.2.3)

We proceed to rewrite the momentum index of the daggered electron operator such
that both electron operator momenta have an added momentum of Qν . Generally,
we may write Qν′ − Qν = Qν′′ + Gu for {Gu} the set of electron reciprocal lattice
vectors. From this definition of Gu, its contribution to the exponent only yields a
unit factor. Moreover, due to symmetry of the Brillouin zone, the notation of Gu

in the electron momentum is insignificant. The expression in eq. (B.2.3) is thus
rewritten to

∑
i∈L

aiLc
†
iσciσ̃ =

√
NL

N

∑
ν,ν′′

eiQν′′ ·rL

mBZ∑
q,k

aqLc
†
k+q+Qν+Qν′′ ,σck+Qν ,σ̃. (B.2.4)

Now, both electron operators have the added momentum Qν . Thus, the sum over
ν covers momenta across the entire eBZ. For brevity of notation, ν is absorbed by
extending the sum over electron momenta to cover eBZ. Procedingly, rename the
dummy index ν ′′ → ν. The operator product thereby becomes

∑
i∈L

aiLc
†
iσciσ̃ =

√
NL

N

∑
ν

eiQν ·rL

mBZ∑
q

eBZ∑
k

aqLc
†
k+q+Qν ,σckσ̃. (B.2.5)

The remaining operator product transforms accordingly, resulting

∑
i∈L

c†
iσciσ̃ = NL

N

∑
ν

eiQν ·rL

eBZ∑
k

c†
k+Qν ,σckσ̃. (B.2.6)
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B.3 *Applying the Schrieffer-Wolff transformation

B.3 *Applying the Schrieffer-Wolff transforma-
tion

In this section, we apply the Schrieffer-Wolff transformation presented in section 2.2
to the system Hamiltonian in eq. (4.0.1). For completeness, we revisit this Hamilto-
nian in the following

H =
∑
k,σ

ϵkc
†
kσckσ +

∑
q,γ

ωqγb
†
qγbqγ

+
mBZ∑

q

eBZ∑
k

∑
ν,σ,σ̃

m∑
L,γ=1

[
gLνσσ̃

(
uqLγbqγ + vqLγb

†
−qγ

)
c†

k+q+Qν ,σckσ̃ + h.c
]
,

(4.0.1 revisited)
and identify the perturbation

λH1 =
∑
q,k

∑
ν,σ,σ̃

m∑
L,γ=1

[
gLνσσ̃

(
uqLγbqγ + vqLγb

†
−qγ

)
c†

k+q+Qν ,σckσ̃ + h.c
]
. (B.3.1)

Before proceeding to obtain the pair interaction Hamiltonian Hpair, we must
first obtain the generator λξ. We do this in accordance with the termwise relation
ξ ∼ H1 from eq. (2.5.3). For this reason, study first the perturbation in eq. (B.3.1).
Recall that the operator products embedded in the hermitian conjugate terms may
be written to the same form as those explicitly present in eq. (B.3.1), as stated in
section 3.3. This leaves two operator product forms of H1. Therefore, only two
coefficients are needed to define ξ termwise in terms of H1; let

bqγc
†
k+q+Qν ,σckσ̃ → Xkqγσσ̃bqγc

†
k+q+Qν ,σckσ̃, (B.3.2)

b†
−qγc

†
k+q+Qν ,σckσ̃ → Ykqγσσ̃b

†
−qγc

†
k+q+Qν ,σckσ̃, (B.3.3)

to make the following ansatz

λξ(L) =
∑
q,k

∑
ν,σ,σ̃

m∑
γ=1

[
gLνσσ̃

(
Xkqγσσ̃uqLγbqγ + Ykqγσσ̃vqLγb

†
−qγ

)
c†

k+q+Qν ,σckσ̃ + h.c
]
,

(B.3.4)
for which the coefficients Xkqγσσ̃ and Ykqγσσ̃ are determined by the requirement
H1 = [ξ,H0] in eq. (2.5.5). In more detail, consider ⟨n| H1 |m⟩ for |n⟩ and |m⟩
eigenstates of H0 representing electron states dependent on the γ-mode magnon
state. Let one these basis vectors be defined as

|n⟩ =
∣∣∣nkσ, nk+q+Qν ,σ̃, ηqγ

〉
(B.3.5a)

≡ |nkσ⟩ ⊗
∣∣∣nk+q+Qν ,σ̃

〉
⊗ |ηqγ⟩ , (B.3.5b)

where the two first states in the product are electron states, while the remaining
is a magnon state. Note that the presence of the second electron state is essential
for H1 and ξ due to the electron scattering whose momentum is not conserved.
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Appendix B. Effective electron-electron interaction

Moreover, each state in the product of eq. (B.3.5b) takes values 1 or 0 due to the
low temperature region. To indicate electron spin, the finite electron states are
denoted |nkσ⟩ ≡ |σ⟩. To indicate magnon band, a finite magnon state is denoted
|η±qγ⟩ ≡ |±γ⟩. The eigenstates |n⟩ in eq. (B.3.5) are defined such that

H0 |n⟩ = E0,n |n⟩ , (B.3.6)

H0


|σ, 0, 0⟩
|0, σ̃, 0⟩
|0, 0, γ⟩

=


ϵk |σ, 0, 0⟩
ϵk+q+Qν

|0, σ̃, 0⟩
ωqγ |0, 0, γ⟩

. (B.3.7)

Note thus that the electron spin quantum number does not impact the electron
dispersion. Continue to write the expectation value of H1 as follows

⟨m| H1 |n⟩ = ⟨m| [ξ,H0] |n⟩ (B.3.8a)
= (E0,n − E0,m) ⟨m| ξ |n⟩ . (B.3.8b)

We insert the ansatz of ξ in eq. (B.3.4) to obtain the coefficients Xkqγσσ̃ and Ykqγσσ̃

by the appropriate choice of states |m⟩ and |n⟩. For example, we get

Xkqγσσ̃ = 1
E0,nX − E0,mX

, (B.3.9)

for states |nX ⟩ and |mX ⟩ such that the term with coefficient Xkqγσσ̃ survives the ex-
pectation value. A similar approach gives the coefficient Ykqγσσ̃. Inspect eq. (B.3.4)
to note that only the magnon operator varies with the coefficients, while the electron
operators remain. Therefore, we choose

|n⟩ = |σ, 0, ηqγ,n⟩ (B.3.10a)
|m⟩ = |0, σ̃, ηqγ,m⟩ (B.3.10b)

for which ηqγ,n ∈ {γ, 0} and ηqγ,m ∈ {0,−γ} to obtain Xkqγσσ̃ and Ykqγσσ̃, respect-
ively. To ensure clarity and ease comprehension, we present the following overview

Xkqγσσ̃ from
{

|nX ⟩ = |σ, 0, γ⟩ giving E0,nX = ϵk + ωqγ

|mX ⟩ = |0, σ̃, 0⟩ giving E0,mX = ϵk+q+Qν

(B.3.11)

Ykqγσσ̃ from
{

|nY⟩ = |σ, 0, 0⟩ giving E0,nY = ϵk

|mY⟩ = |0, σ̃,−γ⟩ giving E0,mY = ϵk+q+Qν
+ ω−qγ

(B.3.12)

of how to obtain the two coefficients of ξ. Note however that the magnon dispersion
is momentum inversion symmetric, as concluded previously in eq. (3.2.26). Inserting
the states for each coefficient in eq. (B.3.11) into eq. (B.3.9), we thereby get the
real coefficients

Xkqγσσ̃ = 1
ϵk − ϵk+q+Qν

+ ωqγ

, (B.3.13a)

Ykqγσσ̃ = 1
ϵk − ϵk+q+Qν

− ωqγ

, (B.3.13b)
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B.3 *Applying the Schrieffer-Wolff transformation

independent of σ, σ̃. Therefore, discard these indices of the coefficients above.
At last, we may solve the commutator of Hpair

Hpair = −1
2
∑
L,L′

[
λξ(L), λH(L′)

1

]
, (B.3.14)

where all summation indices in H(L′)
1 are primed and may differ from those in ξ(L).

For the purpose of deriving the commutator in eq. (B.3.14), we first write out the
hermitian conjugate terms of λH(L)

1 and λξ(L) to prove that the embedded operator
terms may be written as those explicitly written. This is done explicitly for λH(L)

1
in eq. (B.3.1), before extending the calculations to apply for λξ(L).

By writing out the hermitian conjugate term of λH1 in eq. (B.3.1), we are left
with four particle operator products of the form(

Abqγ + b†
−qγ

)
c†

k+q+Qν ,σckσ̃ +
(
b−qγ + A†b†

qγ

)
c†

kσ̃ck+q+Qν ,σ (B.3.15)

for some A. The latter fermion product may then be written in the form of the
former by renaming dummy indices. This procedure is shown in the following

(1) σ ↔ σ̃;
(
b−qγ + A†b†

qγ

)
c†

kσck+q+Qν ,σ̃ (B.3.16a)

(2) q → −q;
(
bqγ + A†b†

−qγ

)
c†

kσck−q+Qν ,σ̃ (B.3.16b)

(3) k → k + q − Qν ;
(
bqγ + A†b†

−qγ

)
c†

k+q−Qν ,σckσ̃ (B.3.16c)

(4) Qν → −Qν ;
(
bqγ + A†b†

−qγ

)
c†

k+q+Qν ,σckσ̃, (B.3.16d)

in which the last step (4) is validated by that we may always write Qν = −Qν +Gu

for some some electron reciprocal lattice vector Gu whose notation is insignificant
due to the symmetry of the Brillouin zone, as previously argued.

Thus, eq. (B.3.1) may be written as a sum over two operator products, as in the
following

λH(L)
1 =

∑
q,k

∑
ν,σ,σ̃,γ

(
GqLγνσσ̃bqγ +G∗

−qLγνσ̃σb
†
−qγ

)
c†

k+q+Qν ,σckσ̃, (B.3.17)

in which the new coefficients

GqLγνσσ̃ = gLνσσ̃uqLγ + gLνσ̃σv
∗
−qLγ (B.3.18)

were defined. Accordingly, λξ in eq. (B.3.4) extends to

λξ(L) =
∑
q,k

∑
ν,σ,σ̃,γ

(
XkqγGqLγνσσ̃bqγ + YkqγG

∗
−qLγνσ̃σb

†
−qγ

)
c†

k+q+Qν ,σckσ̃. (B.3.19)

Thus, the eqs. (B.3.17) and (B.3.19) may be inserted into the commutator
[ξ(L),H(L′)

1 ] appearing in eq. (B.3.14) to eventually solve for the electron pair in-
teraction. After some algebra, we get
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Appendix B. Effective electron-electron interaction

Hpair = −1
2

∑
q,k,ν,σ,σ̃

∑
k′,ν′,σ′,σ̃′

V σσ̃σ′σ̃′

kqνν′ c†
k+q+Qν ,σckσ̃c

†
k′−q+Qν′ ,σ′ck′σ̃′ , (B.3.20)

in which we disregarded bilinear fermion operator terms for the purpose of deriving
the effective electron-electron interaction. With the purpose to ease readability, we
redefine the spins as they appear in eq. (B.3.20) to σi, i = 1, 2, 3, 4. The effective
interaction Hamiltonian is thus rewritten to the following

Hpair =
∑

q,k,ν

∑
k′,ν′

∑
{σi}

V σ1σ2σ3σ4
kqνν′ c†

k+q+Qν ,σ1ckσ2c
†
k′−q+Qν′ ,σ3

ck′σ4
, (B.3.21)

such that the effective interaction potential V σ1σ2σ3σ4
kqνν′ in is defined as follows

V σ1σ2σ3σ4
kqνν′ = −1

2
∑

γ

[
Aσ1σ2σ3σ4

qγνν′

ϵk − ϵk+q+Qν
+ ωqγ

−
Aσ3σ4σ1σ2

−qγν′ν

ϵk − ϵk+q+Qν
− ωqγ

]
. (B.3.22)

in which we defined the new coefficients

Aσ1σ2σ3σ4
qγνν′ =

∑
L,L′

GqLγνσ1σ2G
∗
qL′γν̄′σ4σ3 (B.3.23a)

=
∑
L,L′

(
gLνσ1σ2gL′ν′σ3σ4uqLγv−qL′γ + gLνσ1σ2g

∗
L′ν̄′σ4σ3uqLγu

∗
qL′γ

+ g∗
Lν̄σ2σ1gL′ν′σ3σ4v

∗
−qLγv−qL′γ + g∗

Lν̄σ2σ1g
∗
L′ν̄′σ4σ3v

∗
−qLγu

∗
qL′γ

)
,

(B.3.23b)

inserted for GqLγνσ1σ2 as defined in eq. (B.3.18).
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C | Implementing the model sim-
plifications

C.1 Effective electron-electron interaction poten-
tial: plots with distinguished lines

In this section we provide the plots in figs. 5.6 and 5.7 though with all lines distin-
guished.

(a)

Figure C.1: Corresponds to the plot in fig. 5.6 for µ/t = −5.9. Here, all lines are
distinguished by various colours and styles. Figure (a) shows the real parts of the effective
interaction potentials, while (b) shows the imaginary parts.
(Continued on next page)

87



Appendix C. Implementing the model simplifications

(b)

Figure C.1: Corresponds to the plot in fig. 5.6 for µ/t = −5.9. Here, all lines are
distinguished by various colours and styles. Figure (a) shows the real parts of the effective
interaction potentials, while (b) shows the imaginary parts.
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C.1 Effective electron-electron interaction potential: plots with distinguished lines

(a)

(b)

Figure C.2: Corresponds to the plot in fig. 5.7 for µ/t = −5.43. Here, all lines are
distinguished by various colours and styles. Figure (a) shows the real parts of the effective
interaction potentials, while (b) shows the imaginary parts.
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Appendix C. Implementing the model simplifications

C.2 Barred effective electron-electron interaction
potential: plots with distinguished line

In this section we provide the plots in figs. 5.8 and 5.9 though with all lines distin-
guished.

(a)

(b)

Figure C.3: Corresponds to the plot in fig. 5.8 for µ/t = −5.9. Here, all lines are
distinguished by various colours and styles. Figure (a) shows the real parts of the barred
effective interaction potentials, while (b) shows the imaginary parts.
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C.2 Barred effective electron-electron interaction potential: plots with
distinguished line

(a)

(b)

Figure C.4: Corresponds to the plot in fig. 5.9 for µ/t = −5.9. Here, all lines are
distinguished by various colours and styles. Figure (a) shows the real parts of the barred
effective interaction potentials, while (b) shows the imaginary parts.
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D | Superconductivity

D.1 General derivation of the Helmholtz free en-
ergy

Consider a momentum-space Hamiltonian of N free fermions and its corresponding
grand partition function

H = ϵ0 +
∑

k

(ϵk − µ) c†
kck, (D.1.1)

Z =
∑
{nk}

e−β⟨Hk⟩, (D.1.2)

where µ is the chemical potential of the system; β = 1/kBT ; and ⟨Hk⟩ = ϵ0 +∑
k (ϵk − µ)nk is the average system energy. Thus, nk is the number of particles

occupying state k, given by nk ∈ {0, 1} from the Pauli principle [30, ch. 8]. Continue
to rewrite the grand partition function by inserting for ⟨Hk⟩ and summing over the
particle occupation number. After some algebra, we get

Z = e−βϵ0
∏
k

(
1 + e−β(ϵk−µ)

)
. (D.1.3)

The corresponding free energy is then given by

F − µN = − 1
β

lnZ, (D.1.4a)

= ϵ0 − 1
β

∑
k

ln
(
1 + e−β(ϵk−µ)

)
. (D.1.4b)

D.2 Deriving the statistical averages
This section presents the full calculations of the minimised Helmholtz free energy,
followed by the derivation of the statistical averages b†

kσ1σ2 .
The free energy of our system is given by

F = E0 − 1
β

∑
k,η

ln
(
1 + e−βEη

k

)
. (6.2.2 revisited)
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Its minimisation is given by ∂F
∂∆kσ1σ2

= 0, giving

∂F

∂∆kσ1σ2

= ∂E0

∂∆kσ1σ2

− 1
β

∑
η

∂

∂∆kσ1σ2

[
ln
(
1 + e−βEη

k

)]
. (D.2.1)

Consider each term of eq. (D.2.1). For the first term, insertE0 as given by eq. (6.1.18)
before differentiating

∂E0

∂∆kσ1σ2

= ∂

∂∆kσ1σ2

∑
k

ϵk + 1
2
∑

k,σ1,σ2

∆kσ1σ2b
†
kσ2σ1 − 1

2
∑
k,η

Eη
k

 , (D.2.2a)

= 1
2b

†
kσ2σ1 − 1

2
∑

η

∂Eη
k

∂∆kσ1σ2

, (D.2.2b)

since ϵk is a constant of the gap functions.
The second term in eq. (D.2.1) becomes

∂

∂∆kσ1σ2

[
ln
(
1 + e−βEη

k

)]
= 1

1 + e−βEη
k

∂

∂∆kσ1σ2

[
e−βEη

k

]
, (D.2.3a)

= 1
1 + e−βEη

k

(−β) e−βEη
k

∂Eη
k

∂∆kσ1σ2

, (D.2.3b)

= −β
eβEη

k + 1
∂Eη

k

∂∆kσ1σ2

. (D.2.3c)

Inserting the results of eqs. (D.2.2b) and (D.2.3c) into eq. (D.2.1) gives

0 = 1
2b

†
kσ2σ1 − 1

2
∑

η

∂Eη
k

∂∆kσ1σ2

− 1
β

∑
η

−β
eβEη

k + 1
∂Eη

k

∂∆kσ1σ2

, (D.2.4a)

= 1
2b

†
kσ2σ1 − 1

2
∑

η

∂Eη
k

∂∆kσ1σ2

(
1 − 2 1

eβEη
k + 1

)
. (D.2.4b)

Recognising the expression in the parentheses as tanh
(

x
2

)
for x = βEη

k, we may
write the following expression for b†

kσ2σ1

b†
kσ2σ1 =

∑
η

∂Eη
k

∂∆kσ1σ2

tanh
(
βEη

k

2

)
. (D.2.5)

Proceed to evaluate the remaining derivative in eq. (D.2.5) by inserting for Eη
k

in eq. (6.1.14)

∂Eη
k

∂∆kσ1σ2

= ∂

∂∆kσ1σ2

√√√√ϵ2
k + 1

2
∑
σ,σ′

|∆kσσ′ |2 + η

2

√
Ak

 , (D.2.6a)

= 1
2Eη

k

(
1
2∆†

kσ1σ2 + η
1
4

1√
Ak

∂Ak

∂∆kσ1σ2

)
, (D.2.6b)

≡ 1
2Eη

k

(1
2∆†

kσ1σ2 + ηB†
kσ1σ2

)
, (D.2.6c)

94



D.3 Deriving the coupling matrix

in which we defined

B†
kσ1σ2 ≡ 1

4
1√
Ak

∂Ak

∂∆kσ1σ2

, (D.2.7)

Note that since Ak = A−k, the Bkσ1σ2 transforms as ∆kσ1σ2 under inversion of k.
Inserting into eq. (D.2.5), we write

b†
kσ2σ1 =

∑
η

(1
2∆†

kσ1σ2 + ηB†
kσ1σ2

) 1
2Eη

k

tanh
(
βEη

k

2

)
, (D.2.8a)

≡
∑

η

(1
2∆†

kσ1σ2 + ηB†
kσ1σ2

)
χη

k, (D.2.8b)

in which we defined the new variable

χη
k ≡ 1

2Eη
k

tanh
(
βEη

k

2

)
. (D.2.9)

D.3 Deriving the coupling matrix
This section presents the full derivation of the matrix of coupling functions appear-
ing in the matrix formulation of the superconducting gap equation.

The gap equation of the system is given by

∆kσ1σ2 = −
∑

k′,σ3,σ4

V̄ σ1σ2σ3σ4
k′k

∑
η

(1
2∆k′σ4σ3 + ηBk′σ4σ3

)
χη

k′ , (6.2.4 revisited)

which may be written as

|∆k⟩ ≡ −
∑
k′

Vk′k

∑
η

(1
2 |∆k′⟩ + η |Bk′⟩

)
χη

k′ , (6.2.7 revisited)

on matrix form. We say that the coupling matrix Vk′k contains elements Vk′k[r, c]
for some row and column r, c ∈ {1, 2, 3, 4}.

For brevity of notation, define the parameter

ξkσ1σ2 ≡
∑

η

(1
2∆kσ1σ2 + ηBkσ1σ2

)
χη

k, (D.3.1)

and the vector

|ξk⟩ ≡
(
ξ

O(s)
k↑↓ , ξk↑↑, ξk↓↓, ξ

E(s)
k↑↓

)T
, (D.3.2)

such that the elements

ξ
O(s)
k↑↓ ≡ ξk↑↓ − ξk↓↑

2 , (D.3.3a)

ξ
E(s)
k↑↓ ≡ ξk↑↓ + ξk↓↑

2 , (D.3.3b)
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are odd and even in spin, respectively. Consequently, they are also even and odd in
momentum, respectively.

Thereby, the gap equation in eq. (6.2.4 revisited) may be written

ξkσ1σ2 = −
∑

k′,σ3,σ4

V̄ σ1σ2σ3σ4
k′k ξk′σ4σ3 , (D.3.4)

and on matrix form

|ξk⟩ = −
∑
k′

Vk′k |ξk′⟩ . (D.3.5)

To obtain the elements of the coupling matrix Vk′k, we first write out the sum
over spins in eq. (D.3.4). Omitting the sum over k′ for brevity of notation, we get

ξkσ1σ2(k′) = −
(
V̄ σ1σ2↑↑

k′k ξk′↑↑ + V̄ σ1σ2↑↓
k′k ξk′↓↑ + V̄ σ1σ2↓↑

k′k ξk′↑↓ + V̄ σ1σ2↓↓
k′k ξk′↓↓

)
. (D.3.6)

Eventually, we want to write |ξk⟩ in terms of |ξk′⟩. Therefore insert for ξk′↑↓ and
ξk′↓↑ in terms of ξO(s)

k′↑↓ and ξ
E(s)
k′↑↓ defined in eq. (D.3.3), i.e.,

ξk′↑↓ = ξ
E(s)
k′↑↓ + ξ

O(s)
k′↑↓ , (D.3.7a)

ξk′↓↑ = ξ
E(s)
k′↑↓ − ξ

O(s)
k′↑↓ , (D.3.7b)

into eq. (D.3.6). This gives

ξkσ1σ2(k′)
= −

[
V̄ σ1σ2↑↑

k′k ξk′↑↑ + V̄ σ1σ2↑↓
k′k

(
ξ

E(s)
k′↑↓ − ξ

O(s)
k′↑↓

)
+ V̄ σ1σ2↓↑

k′k

(
ξ

E(s)
k′↑↓ + ξ

O(s)
k′↑↓

)
+ V̄ σ1σ2↓↓

k′k ξk′↓↓

] (D.3.8a)

= −
[ (
V̄ σ1σ2↓↑

k′k − V̄ σ1σ2↑↓
k′k

)
ξ

O(s)
k′↑↓ + V̄ σ1σ2↑↑

k′k ξk′↑↑

+ V̄ σ1σ2↓↓
k′k ξk′↓↓ +

(
V̄ σ1σ2↓↑

k′k + V̄ σ1σ2↑↓
k′k

)
ξ

E(s)
k′↑↓

]
.

(D.3.8b)

Consider now each component of |ξk⟩ as given in eqs. (D.3.2) and (D.3.3). The
first element ξO(s)

k↑↓ becomes

ξ
O(s)
k↑↓ (k′) = −1

2

[ (
V̄ ↑↓↓↑

k′k − V̄ ↑↓↑↓
k′k

)
ξ

O(s)
k′↑↓ + V̄ ↑↓↑↑

k′k ξk′↑↑

+ V̄ ↑↓↓↓
k′k ξk′↓↓ +

(
V̄ ↑↓↓↑

k′k + V̄ ↑↓↑↓
k′k

)
ξ

E(s)
k′↑↓

−
(
V̄ ↓↑↓↑

k′k − V̄ ↓↑↑↓
k′k

)
ξ

O(s)
k′↑↓ − V̄ ↓↑↑↑

k′k ξk′↑↑

− V̄ ↓↑↓↓
k′k ξk′↓↓ −

(
V̄ ↓↑↓↑

k′k + V̄ ↓↑↑↓
k′k

)
ξ

E(s)
k′↑↓

]
.

(D.3.9)

Collecting the elements of |ξk′⟩, gives
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ξ
O(s)
k↑↓ (k′) = −1

2

[ (
V̄ ↑↓↓↑

k′k − V̄ ↑↓↑↓
k′k − V̄ ↓↑↓↑

k′k + V̄ ↓↑↑↓
k′k

)
ξ

O(s)
k′↑↓

+
(
V̄ ↑↓↑↑

k′k − V̄ ↓↑↑↑
k′k

)
ξk′↑↑ +

(
V̄ ↑↓↓↓

k′k − V̄ ↓↑↓↓
k′k

)
ξk′↓↓

+
(
V̄ ↑↓↓↑

k′k + V̄ ↑↓↑↓
k′k − V̄ ↓↑↓↑

k′k − V̄ ↓↑↑↓
k′k

)
ξ

E(s)
k′↑↓

]
.

(D.3.10)

Before proceeding, define Ṽ ≡ 2V̄ ↓↑↑↓
k′k for brevity of notation. Thus, we may con-

clude the four elements of the first row of the coupling matrix. Using the symmetries
of V̄ σ1σ2σ3σ4

k′k in eq. (5.3.7), we get

Vk′k[1, 1] = 1
2
(
V̄ ↑↓↓↑

k′k − V̄ ↑↓↑↓
k′k − V̄ ↓↑↓↑

k′k + V̄ ↓↑↑↓
k′k

)
(D.3.11a)

= 1
4
(
Ṽ(−k′)(−k) + Ṽk′(−k) + Ṽ(−k′)k + Ṽk′k

)
(D.3.11b)

≡ Ṽ
E(k′)E(k)

k′k , (D.3.11c)

Vk′k[1, 2] = V̄ ↑↓↑↑
k′k − V̄ ↓↑↑↑

k′k

2 =
V̄ ↑↓↑↑

k′k + V̄ ↑↓↑↑
k′(−k)

2 (D.3.12a)

≡ V̄
↑↓↑↑E(k)

k′k , (D.3.12b)

Vk′k[1, 3] = V̄ ↑↓↓↓
k′k − V̄ ↓↑↓↓

k′k

2 =
V̄ ↑↓↓↓

k′k + V̄ ↑↓↓↓
k′(−k)

2 (D.3.13a)

≡ V̄
↑↓↓↓E(k)

k′k , (D.3.13b)

Vk′k[1, 4] = 1
2
(
V̄ ↑↓↓↑

k′k + V̄ ↑↓↑↓
k′k − V̄ ↓↑↓↑

k′k − V̄ ↓↑↑↓
k′k

)
(D.3.14a)

= 1
4
(
Ṽ(−k′)(−k) − Ṽk′(−k) + Ṽ(−k′)k − Ṽk′k

)
(D.3.14b)

≡ Ṽ
O(k′)E(k)

k′k , (D.3.14c)

coupling functions of the gap parameters, even or odd in momenta k′, k.
Continue to apply this method to the remaining components of |ξk⟩. The second

element ξk↑↑ becomes

ξk↑↑(k′) = −
[ (
V̄ ↑↑↓↑

k′k − V̄ ↑↑↑↓
k′k

)
ξ

O(s)
k′↑↓ + V̄ ↑↑↑↑

k′k ξk′↑↑ + V̄ ↑↑↓↓
k′k ξk′↓↓ +

(
V̄ ↑↑↓↑

k′k + V̄ ↑↑↑↓
k′k

)
ξ

E(s)
k′↑↓

]
,

(D.3.15)
by inserting for (σ1σ2) = (↑↑) into eq. (D.3.8b). The four elements of the second
row of the coupling matrix are thereby
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Vk′k[2, 1] = V̄ ↑↑↓↑
k′k − V̄ ↑↑↑↓

k′k = −V̄ ↑↑↑↓
(−k′)k − V̄ ↑↑↑↓

k′k (D.3.16a)

≡ −2V̄ ↑↑↑↓E(k′)
k′k , (D.3.16b)

Vk′k[2, 2] = V̄ ↑↑↑↑
k′k , (D.3.17)

Vk′k[2, 3] = V̄ ↑↑↓↓
k′k , (D.3.18)

Vk′k[2, 4] = V̄ ↑↑↓↑
k′k + V̄ ↑↑↑↓

k′k = −V̄ ↑↑↑↓
(−k′)k + V̄ ↑↑↑↓

k′k (D.3.19a)

≡ 2V̄ ↑↑↑↓O(k′)
k′k . (D.3.19b)

Moreover, the third element of |ξk⟩, ξk↓↓, becomes

ξk↓↓(k′) = −
[ (
V̄ ↓↓↓↑

k′k − V̄ ↓↓↑↓
k′k

)
ξ

O(s)
k′↑↓ + V̄ ↓↓↑↑

k′k ξk′↑↑ + V̄ ↓↓↓↓
k′k ξk′↓↓ +

(
V̄ ↓↓↓↑

k′k + V̄ ↓↓↑↓
k′k

)
ξ

E(s)
k′↑↓

]
,

(D.3.20)
by inserting for (σ1σ2) = (↓↓) into eq. (D.3.8b). Thus, the four elements of the third
row of the coupling matrix become

Vk′k[3, 1] = V̄ ↓↓↓↑
k′k − V̄ ↓↓↑↓

k′k = −V̄ ↓↓↑↓
(−k′)k − V̄ ↓↓↑↓

k′k (D.3.21a)

≡ −2V̄ ↓↓↑↓E(k′)
k′k , (D.3.21b)

Vk′k[3, 2] = V̄ ↓↓↑↑
k′k , (D.3.22)

Vk′k[3, 3] = V̄ ↓↓↓↓
k′k , (D.3.23)

Vk′k[3, 4] = V̄ ↓↓↓↑
k′k + V̄ ↓↓↑↓

k′k = −V̄ ↓↓↑↓
(−k′)k + V̄ ↓↓↑↓

k′k (D.3.24a)

≡ 2V̄ ↓↓↑↓O(k′)
k′k . (D.3.24b)

At last, we write the fourth element of |ξk⟩, ξE(s)
k↑↓

ξ
E(s)
k↑↓ (k′) = −1

2

[ (
V̄ ↑↓↓↑

k′k − V̄ ↑↓↑↓
k′k

)
ξ

O(s)
k′↑↓ + V̄ ↑↓↑↑

k′k ξk′↑↑

+ V̄ ↑↓↓↓
k′k ξk′↓↓ +

(
V̄ ↑↓↓↑

k′k + V̄ ↑↓↑↓
k′k

)
ξ

E(s)
k′↑↓

+
(
V̄ ↓↑↓↑

k′k − V̄ ↓↑↑↓
k′k

)
ξ

O(s)
k′↑↓ + V̄ ↓↑↑↑

k′k ξk′↑↑

+ V̄ ↓↑↓↓
k′k ξk′↓↓ +

(
V̄ ↓↑↓↑

k′k + V̄ ↓↑↑↓
k′k

)
ξ

E(s)
k′↑↓

]
.

(D.3.25)

Collecting the elements of |ξk′⟩, gives
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ξ
O(s)
k↑↓ (k′) = −1

2

[ (
V̄ ↑↓↓↑

k′k − V̄ ↑↓↑↓
k′k + V̄ ↓↑↓↑

k′k − V̄ ↓↑↑↓
k′k

)
ξ

O(s)
k′↑↓

+
(
V̄ ↑↓↑↑

k′k + V̄ ↓↑↑↑
k′k

)
ξk′↑↑ +

(
V̄ ↑↓↓↓

k′k + V̄ ↓↑↓↓
k′k

)
ξk′↓↓

+
(
V̄ ↑↓↓↑

k′k + V̄ ↑↓↑↓
k′k + V̄ ↓↑↓↑

k′k + V̄ ↓↑↑↓
k′k

)
ξ

E(s)
k′↑↓

]
.

(D.3.26)

In similar manner, we may now conclude the four elements of the fourth row of the
coupling matrix.

Vk′k[4, 1] = 1
2
(
V̄ ↑↓↓↑

k′k − V̄ ↑↓↑↓
k′k + V̄ ↓↑↓↑

k′k − V̄ ↓↑↑↓
k′k

)
(D.3.27a)

= 1
4
(
Ṽ(−k′)(−k) + Ṽk′(−k) − Ṽ(−k′)k − Ṽk′k

)
(D.3.27b)

≡ Ṽ
E(k′)O(k)

k′k , (D.3.27c)

Vk′k[4, 2] = V̄ ↑↓↑↑
k′k + V̄ ↓↑↑↑

k′k

2 =
V̄ ↑↓↑↑

k′k − V̄ ↑↓↑↑
k′(−k)

2 (D.3.28a)

≡ V̄
↑↓↑↑O(k)

k′k , (D.3.28b)

Vk′k[4, 3] = V̄ ↑↓↓↓
k′k + V̄ ↓↑↓↓

k′k

2 =
V̄ ↑↓↓↓

k′k − V̄ ↑↓↓↓
k′(−k)

2 (D.3.29a)

≡ V̄
↑↓↓↓O(k)

k′k , (D.3.29b)

Vk′k[4, 4] = 1
2
(
V̄ ↑↓↓↑

k′k + V̄ ↑↓↑↓
k′k + V̄ ↓↑↓↑

k′k + V̄ ↓↑↑↓
k′k

)
(D.3.30a)

= 1
4
(
Ṽ(−k′)(−k) − Ṽk′(−k) − Ṽ(−k′)k + Ṽk′k

)
(D.3.30b)

≡ Ṽ
O(k′)O(k)

k′k . (D.3.30c)
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