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Abstract

Recommender systems are personalized systems that collect data about the users
to recommend and tailor the content. This thesis investigates inferring personality
traits from personalized top 10 movie recommendations to investigate the poten-
tial leakage from this user data. The research explores the impact on classification
accuracy using different strategies, namely various personality trait splits, inte-
grating personality traits into recommender systems, and resampling techniques.
In the experiments, random, rating-based, and personality-based recommenda-
tions were generated, and six separate classifiers were used to infer personality
traits from them.

Findings indicate potential information leakage of personality from personalized
recommendations. Still, no consistent pattern was observed across all personality
traits, as different experimental setups gave different results. Additionally, no sig-
nificant difference in classification accuracy was observed after incorporating the
personality traits in the recommender system. These findings contribute to un-
derstanding privacy concerns from user recommendations and offer insights for
future research in recommender system privacy.
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Sammendrag

Anbefalingssystemer er personaliserte systemer som samler inn brukerdata for
& anbefale og skreddersy innhold. Denne masteroppgaven undersgker hvordan
personlighetstrekk kan utledes fra personaliserte topp 10-filmanbefalinger for a
undersgke potensiell lekkasje fra brukerdataen. Oppgaven utforsker effekten pa
treffsikkerheten av klassifikasjonen ved hjelp av ulike metoder, neermere bestemt
ulike inndelinger av personlighetstrekk, integrering av personlighetstrekk i et an-
befalingssystem og resampling-teknikker. I eksperimentene ble det generert til-
feldige, vurderingsbaserte og personlighetsbaserte anbefalinger, og seks ulike klas-
sifiseringsmetoder ble brukt til 4 utlede personlighetstrekk fra dem.

Funnene indikerer potensiell informasjonslekkasje av personlighet fra de person-
aliserte anbefalingene. Likevel ble det ikke observert noen konsekvente mgnstre
for personlighetstrekkene, ettersom ulike eksperimentelle oppsett ga forskjellige
resultater. Videre ble det ikke observert noen signifikant forskjell i treffsikkerheten
pa Kklassifiseringen etter at personlighetstrekkene ble integrert i anbefalingssys-
temet. Disse funnene bidrar til 4 gke forstéelsen av personvernhensyn i forbindelse
med brukeranbefalinger og gir innsikt til fremtidig forskning pa personvern i an-
befalingssystemer.
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Chapter 1

Introduction

This thesis investigates privacy concerns regarding inferring personality data in
the context of recommender systems, specifically by inferring user personality
traits from personalized movie recommendations. This chapter aims to introduce
the motivation for our research, the project goal and research questions, as well
as the thesis outline.

1.1 Motivation

Recommender systems are algorithms designed to provide tailored content to the
users of a system and can be utilized in domains such as e-commerce, health, and
entertainment. Personalizing the system can enhance the overall user experience,
benefitting both users and businesses. These systems improve user engagement,
interactivity, and recommendation quality [1], while businesses simultaneously
experience increased revenue due to their implementation [2].

To make accurate, personalized recommendations, the system requires informa-
tion such as user attributes or preferences to generate user profiles [3]. However,
acquiring and storing these user profiles might be considered an intrusive process
that raises concerns regarding user privacy [4]. When creating the user profiles
used in the system, data about the users and their behaviors can be collected with-
out the users’ explicit consent. When the data is collected implicitly, this raises a
privacy concern due to the fact that many users are unaware of what data is col-
lected, how much, and for what purpose [3, 4]. Some argue that potential threats
to a user’s privacy are commonly underestimated in recommender systems [3].
The availability of this data in itself could pose a privacy risk. Additionally, ma-
nipulating the data can possibly reveal even more information about the user than
what is directly accessible.

An adversary can rely on seemingly innocent user input, e.g., ratings of movies, to
derive sensitive and private information [3]. Previous research has shown that it
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is possible to infer gender based on movie ratings [5] and other attributes, includ-
ing sexual orientation, political views, and personality traits, from likes on social
media [6]. Milano et al. [ 7] argue that users might object to the inference of their
personal data if they were better informed of these possibilities. This opens up a
discussion about inference in personalized systems.

A newly emerging field within user-adaptive systems is using personality to aug-
ment user profiles. Personality is proven to greatly impact a person’s decision-
making process [8, 9], thus making it valuable in the context of a recommender
system, which fundamentally is based around making choices among different
options. Users with similar personalities generally have similar preferences [10].
Applying personality in a recommender system will therefore help enhance the
quality of the recommendations [11] and additionally help alleviate the problems
regarding insufficient data about new users or items, commonly called cold start
problems [12, 13]. Personality remains consistent and predictable regardless of
the situation or location, as noted in studies by Nguyen et al. [8], Hu and Pu [9],
and Martijn et al. [ 14]. Additionally, personality is not limited to a specific domain
and can be useful in various areas such as movies, music, and shopping.

Personality has historically been assessed using psychological questionnaires such
as the Ten-Item Personality Inventory (TIPI) [8, 15]. However, these methods are
not practical for everyday use as they require a lot of user effort to complete the
questionnaires. Nguyen et al. [8] experienced that explicitly asking for the users’
personality is not to be advised as it is strenuous and time-consuming. In an effort
to overcome the limitations of explicit personality collection, researchers have ex-
plored alternative methods for identifying personality traits. For example, studies
have been conducted to identify personality traits based on Facebook [6, 16, 17]
or Twitter profiles [18], or from people’s microblogs [19]. In 2014, Youyou et al.
[20] even demonstrated that well-trained algorithms could outperform humans
when it comes to assessing users’ personality traits. Nguyen et al. [8] predict that
commercial sites such as Amazon and Facebook will be able to obtain user person-
alities implicitly through their user’s traces, which would open a privacy concern
that needs to be researched and addressed.

As presented, the usefulness of personality in recommender systems makes it a
valuable target of inference. In this thesis, we wish to explore the vulnerability
of user privacy and inference from recommender systems, focusing on the sensi-
tive state of personality. As mentioned, personality is a highly valuable attribute in
the context of recommender systems. However, it is also a private and personal at-
tribute that should be handled with confidentiality to prevent any unwanted leaks,
especially when dealing with personalized systems or newly emerging personality-
based systems.
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1.2 Project Goal and Research Questions

The project goal of our master’s thesis is to explore the vulnerability of person-
alized movie recommendations by inferring the users’ personality traits from the
recommendations provided by the recommender system.

Despite conducting a study of the existing literature, we have not come across any
previous studies that specifically utilize top n recommendations for inferring per-
sonality traits, which opens up a gap for our novel contribution to the field.

To address this gap, we have formulated the following research questions:

RQ1 To what extent is it possible to infer users’ personality traits from movie
recommendations?

RQ1.1 How does the number of classes for each personality trait impact the
inference accuracy?

RQ2 How does incorporating personality traits into a recommender system in-
fluence the ability to infer personality from the recommendations?

RQ3 How does the application of resampling affect the Classification Accuracy
and Area Under Curve for inferring users’ personality traits from movie rec-
ommendations?

1.3 Thesis Outline

Chapter 1: Introduction
The initial chapter presents the motivation behind the project, the project’s goal,
and the research questions we aim to address. Additionally, this section outlines
the structure of the thesis.

Chapter 2: Background
Theoretical background and relevant terminology are introduced in Chapter 2 to
establish the necessary groundwork for the thesis.

Chapter 3: Related Work

Chapter 3 provides an overview of the related work derived from the literature
study conducted during the preliminary fall report. Further, we have enriched our
related work by including newly discovered papers incorporating novel findings
and recently published studies.

Chapter 4: Data and Technology

The data and technology utilized in the thesis are introduced and thoroughly ex-
plained in Chapter 4. The chapter includes an exploratory data analysis (EDA) and
a description of the data processing and cleaning applied. Moreover, it provides
an overview of the tools and technologies utilized in the experiments conducted
throughout this thesis.
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Chapter 5: Method and experiments

Chapter 5 presents the method employed in our research and describes the experi-
ments in detail. The four experiments conducted to address the research questions
are outlined.

Chapter 6: Results

In Chapter 6, the quantitative results obtained from the experiments, previously
introduced in Chapter 5, are presented. The results are arranged and presented
according to each of the four experiments.

Chapter 7: Discussion

In Chapter 7, an in-depth discussion of the results presented in Chapter 6 is pro-
vided. The findings are interpreted in relation to the research questions and goal
of the thesis. The implications of the results are explored, and any limitations or
weaknesses are discussed. Insights into the broader significance of the findings are
provided. The goal of this chapter is to thoroughly evaluate the results and ensure
a comprehensive discussion of their importance. Additionally, possible directions
for future research are suggested.

Chapter 8: Conclusion

The final chapter of the thesis summarizes the main discoveries, contributions,
and implications of the research. The strengths and limitations of our work are
acknowledged, and the potential future research is discussed. This chapter pro-
vides a coherent conclusion to the thesis and the research questions.



Chapter 2

Background

The theoretical background introduces the foundational knowledge and concepts
relevant to this thesis, including recommender systems, privacy aspects, inference
techniques, and personality models. This chapter aims to provide a solid under-
standing of these key elements.

2.1 Recommender Systems

Using various techniques, Recommender System (RS) are software programs that
produce and offer suggestions for items and content to the system user [21]. Rec-
ommender systems aim to predict how satisfactory content in a chosen domain is
for a user. The system should present users with interesting products they might
not otherwise find at first. The recommendations are most often based on the
users’ past interactions with the system to predict interests. For example, if a user
has previously enjoyed a comedy movie, they are more inclined to enjoy that again
in the future rather than a historical documentary [22]. Implementing a recom-
mender system may significantly increase a company’s clicks, the users’ interaction
with the system, ultimately increasing the business revenue [23].

The recommender system can generate both personalized and non-personalized
suggestions [24]. Non-personalized recommendations are less complicated to gen-
erate and may contain the same list of items for every user. That can, for exam-
ple, be recommending the top 10 most-rated movies, the top 10 editor-selected
movies, or the ten newest movies added. These non-personalized recommenda-
tions are typically used when there is insufficient information on the user’s pref-
erences.

The usage of recommender systems ranges from different domains such as social
media, different types of entertainment, healthcare applications, and e-commerce
platforms. In social media and entertainment, recommender systems suggest rel-
evant content, posts, or connections to users based on their previous preferences,
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browsing behavior, or social network. Moreover, recommender systems can also
assist in domains like healthcare with personalized treatment recommendations,
disease diagnosis, or medication suggestions based on a patient’s symptoms and
medical history. In each of these domains, recommender systems play a crucial
role in enhancing user experiences by providing personalized and tailored recom-
mendations.

Cross-domain recommendations are defined as when the recommender system
recommends items to a user that cross into a different domain than the user’s
ratings are from [25-27]. Cross-domain recommendations are possible if the do-
mains have similarities. Using movie recommendations as an illustration, it is
likely that a user who enjoys a certain genre of movies will also enjoy related
books and music. This can be used to solve when there is data sparsity in the
domain where recommendations are made or the cold start problem. The "cold
start problem" refers to the situation where the recommender system has issues
inferring anything about the user because it has not yet gathered sufficient ratings
or other relevant data [22]. However, recommender systems are usually limited
to a single domain, where both the items and user ratings belong. An attribute is
considered domain-independent if it can be used to generate recommendations
in a different domain than the one it was obtained from.

2.2 Recommender Methods

Recommender methods encompass a diverse range of approaches and techniques
employed by recommender systems, which are vital in generating recommenda-
tions. These methods involve algorithms and statistical models that analyze user
preferences, historical behavior, and item attributes to deliver accurate and rele-
vant recommendations. By leveraging collaborative filtering, content-based filter-
ing, hybrid approaches, and other methodologies, recommender systems provide
users with valuable recommendations.

2.2.1 Content-based Filtering

Content-based Filtering (CBF) use a combination of an item’s description and the
user’s interests to recommend new items [28]. The system compares the similarity
of the user’s previously enjoyed items with items the user has not yet interacted
with to determine which items to recommend. As the user interacts with new items
and provides feedback through explicit ratings or interactions, the system updates
the user’s profile accordingly. This means that content-based recommender sys-
tems do not require data from other users to make recommendations. Overall,
this system learns to recommend content similar to what the user has enjoyed in
the past [24]. The diagram in Figure 2.1 provides a visual representation of how
content-based filtering recommends items to users.

Movie icons designed by macrovector_official at Freepik
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Similar movies

Figure 2.1: Illustration of content-based filtering®.

Because the target user has rated items similar to a new item, content-based meth-
ods have the advantage that they can make recommendations for new items with
no rating data. However, CBF has some disadvantages as well [29]. While CBF
works well with new items, the recommendations are generated using user pro-
files and information about their interests. This makes it difficult for the system to
handle new users. Moreover, content may be sorted or filtered such that a user is
never presented with certain items, a phenomenon known as filter bubbles.

2.2.2 Collaborative Filtering

Collaborative Filtering (CF) is a method that identifies similarities between users
and considers similar users’ opinions in the recommendation process [24, 30]. It
is based on the idea that users who enjoy similar content will likely enjoy the same
things in the future. Suppose certain users in the same interconnected community
who share the same preferences rate an item highly. In that case, it will be recom-
mended to others in that community who are yet to engage with it. An illustration
of how collaborative filtering recommends items is shown in Figure 2.2.

User-item, user-user, and item-item matrices are three types of user matrices fre-
quently used to calculate similarities in CF. In a user-item matrix, the rows rep-
resent users, and the columns represent items, showing the interaction between
a user and an item. In user-user and item-item matrices, on the other hand, the
rows and columns both represent users or items, respectively. These matrices are
used to calculate the similarities between users or items. Unfilled values in a ma-
trix indicate data sparsity. For instance, an empty field in a user-item matrix might
indicate that a user has not yet rated that item. Similarities are calculated based
on the rows in the matrices.

The two most common collaborative filtering methods are memory- and model-
based filtering.

ZMovie icons designed by macrovector_official at Freepik
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Liked by both users

Similar users ﬁ
> (e o0

Figure 2.2: Illustration of collaborative filtering?.

2.2.2.1 Memory-based

Being one of the first CF algorithms, memory-based methods are heuristic in na-
ture but are the simplest to implement, as they operate on the entire database
to make simple and intuitive recommendations [31]. Using the entire database
consequently leads to some disadvantages of the method. The method can be
computationally complex. Calculating the similarities between rows or columns
in the matrix may require a significant amount of processing power and time, es-
pecially when dealing with large matrices. They do not work optimally with sparse
rating matrices and lack full coverage of rating predictions. However, the lack of
coverage is not an issue if one focuses only on the top k items in a set of produced
recommendations, the lack of coverage is not an issue. Still, this method is quite
slow as it needs to make predictions over all the data each time [29].

Memory-based methods are methods applied to raw data without any preprocess-
ing [22]. They can also be referred to as neighborhood-based algorithms. Here
user-item combinations are predicted in one of two neighborhoods: user- and
item-based collaborative filtering.

e User-based Collaborative Filtering

User-based Collaborative Filtering recommends an item to a target user if
similar users similarly rate the item. Thus it is important to determine users
who are similar to the target user. For instance, if two users, A and B, have
rated movies similarly in the past, A's rating of movie M that B has not rated
can be used to predict B’s rating of movie M.

Typically, the k-most similar users to the target user are used to make rec-
ommendations. The computation of user similarity is often based on the
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Pearson correlation coefficient, which involves calculating the mean of all
users’ ratings for a given item. This calculation is performed by comparing
the rows of the user-user matrix [22], shown in Equation (2.1).

Zke[umlv Ryx— )

\/Zkelumv(ruk — Uy )? \/Zkeluﬂlv(rvk — Uy,)?
2.1

Sim(u,v) = Pearson(u,v) =

where:

ruk is the rating from user u on item k
U, is the average rating by user u

I, is the item set for u

e Item-based Collaborative Filtering (CF)

Item-based Collaborative Filtering is based on the similarity between items
assuming that similar items are rated similarly by the same user. By identi-
fying a set of items similar to a particular item of interest, the system can
predict whether a user will enjoy that item by analyzing the user’s ratings
of the other items in the same set.

Opposite to user-based, the k-most similar items to the target item are used
to make recommendations to the target user. The similarity between items
can be calculated using the rows of the item-item matrix. In item-based CF,
adjusted cosine is often used to calculate this similarity [22]. As shown in
Equation (2.2), it measures the similarity between the ratings of two items
by considering the deviations from their average ratings.

ZueUiﬂUj Sui * Suj

2, 2
\/ZUEUL'QUJ' Sul \/ZUGUI'QUJ‘ Su]

Sim(i, j) =AdjustedCosine(i, j) = (2.2)

where:
U; is the set of indices for the users that have rated item i

Sui = (rui _.uu)

e User-based Vs. Item-based Collaborative Filtering

To compare the two approaches, item-based CF often provides more accu-
rate and reliable recommendations than user-based CE This is because the
similarity between items remains constant over time, whereas users may
change their interests and preferences over time. Another advantage is that
new users join more often than new items in real-case scenarios, and item-
based handles new users better than user-based. Item-based CF is also more
resilient to shilling attacks because it relies on item similarity rather than
user ratings, making it harder for attackers to manipulate the system and
produce incorrect recommendations.
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2.2.2.2 Model-based

Model-based methods are developed using machine learning methods and data
mining. In contrast to memory-based CF, not all data is used in the recommen-
dation; thus, it is faster. Additionally, model-based models are scalable and work
well with large datasets. Examples of model-based methods are decision trees,
rule-based models, and Bayesian methods. Matrix factorization is a dimensional
reduction method often used in model-based CF.

2.2.3 Hybrid Recommender Systems

Hybrid recommender systems are a combination of two or more recommendation
techniques [21, 24]. Different types of recommender systems use different inputs,
meaning hybrid recommender systems can only make use of the methods where
the required input is available. By using multiple strategies, hybrid recommender
systems benefit from the advantages each utilized approach offers. As the vari-
ous recommender systems have different disadvantages, adding a complementary
technique fixes the problems.

2.2.4 Personality-based Recommender Systems

Personality-based recommender systems leverage user personality traits to gener-
ate recommendations for the user [11]. Research has indicated that personality-
based recommender systems outperform rating-based recommender systems for
mean absolute error, recall, and specificity [32]. By considering personality fac-
tors, recommender systems can possibly better understand users’ preferences to
generate personalized recommendations that align with their individual tastes
and preferences.

2.3 Recommender Algorithms

For the different types of recommender systems, there are also several recom-
mender algorithms that can be employed. This section introduces the algorithms
that we use later in our thesis.

2.3.1 SVD

Singular Value Decomposition (SVD) is a powerful technique for dimensional-
ity reduction, widely used in recommender systems. It automatically identifies
meaningful concepts in a lower-dimensional space, making it ideal as the basis
for latent-semantic analysis. One notable advantage of SVD is its ability to handle
incremental updates, allowing it to accept new users or ratings without recom-
puting the entire model. After its success in the Netflix Prize competition, SVD
methods have been more commonly used in recommender systems [33].
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2.3.2 kNN

The kNN algorithm is widely recognized as one of the preferred approaches for
Collaborative Filtering (CF) recommenders [33]. By leveraging the preferences of
similar users or items, the KNN algorithm predicts user preferences by comput-
ing the similarity between the target user and their neighbors. This similarity is
typically calculated using a distance metric, such as cosine similarity or Euclidean
distance. After identifying the nearest neighbors, the algorithm predicts the tar-
get user’s preferences by aggregating the ratings or preferences of these neighbors.
The use of KNN for other classification purposes is introduced in Section 2.5.

2.3.3 Non-Negative Matrix Factorization

Non-Negative Matrix Factorization (NMF) is a matrix factorization technique used
in recommender systems. It works by breaking down the user-item rating matrix
into smaller matrices with lower ranks and requires that the factor matrices are
non-negative. Unlike other matrix factorization techniques, NMF is specifically de-
signed for implicit feedback datasets, where users only express their likes but not
their dislikes. It can also handle unary ratings matrices or matrices that represent
activity frequency. Missing information can be easily filled in by setting them to
zero. NMF uses special multiplicative rules to update matrices U and V to con-
tinuously improve the factorization, which can be further enhanced by applying
regularization. However, when dealing with large rating matrices, computational
challenges must be addressed to ensure efficient processing and optimal utiliza-
tion of resources [22].

2.3.4 Neural Networks

Neural networks have gained popularity in recommender systems due to their
ability to model complex patterns by processing user and item features through
multiple hidden layers.

One way of using neural networks in a recommender system is with Neural Col-
laborative Filtering (NCF). NCF is a method that uses collaborative filtering mod-
els with a neural architecture. Instead of the user-item interaction in regular CF,
NCEF tries to learn and model these interactions through a Neural Network (NN).
The MLP is a type of neural network that can learn any continuous function and
has multiple layers that introduce high levels of nonlinearity. This makes the MLP
well-suited to learn the complex user-item interaction function. In simpler terms,
NCF enhances the capability to understand how users and items interact by us-
ing a neural network that captures intricate patterns and non-linear relationships
[34].
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2.4 Privacy

Privacy is an elemental aspect of our modern digital landscape and is recognized
as a fundamental human right by the UN Declaration of Human Rights [35]. The
right to privacy facilitates the individual’s self-development, freedom of expres-
sion, and thought. Maintaining privacy is crucial in order to prevent personal in-
formation from being misused or manipulated. It empowers individuals to have
control over their data and make educated choices about sharing it or not. As
technology advances and systems such as recommender systems become more
common, the preservation of privacy becomes increasingly important to ensure
that individuals can freely navigate and engage with online platforms while re-
taining their independence and personal control. This section will serve as an
introduction to privacy concepts that are relevant to the thesis.

2.4.1 Privacy Glossary

Personal data is defined as any information relating to an identifiable individual,
either directly or indirectly [36].

Sensitive data defined by the General Data Protection Regulation (GDPR) refers
to personal data revealing information about an individual. Health-related data,
biometric data, and data regarding a person’s sexual orientation and political or
religious views are all considered sensitive data. The data is protected under EU
laws and requires special handling. [37].

Anonymization is the process of making personal data anonymous. An anonymized
dataset should make it impossible to identify an individual. A dataset can also be
pseudo-anonymized, making the person identifiable by a pseudonym but not di-
rectly identified [38].

Adequate consent is a principle that requires the individual to be fully informed
and have a clear understanding of what the data will be used for before giving
consent. The consent should be freely provided: explicit, informed, and in writ-
ing. Adequate consent should be obtained prior to data collection or when the
purpose of data re-use falls outside of the purpose for which consent was origi-
nally obtained. The individuals should be able to withdraw their consent at any
moment [39].

Data collection can be done in two ways: explicitly or implicitly. Explicit data
collection refers to data gathering that is provided directly by the user, such as
answering a questionnaire or giving direct feedback. In other words, explicit data
collection involves collecting data from the user by an action taken actively and
voluntarily by the user. Implicit data collection, on the other hand, refers to the
collection of data that is not provided directly by the user but is instead inferred
from their behavior or actions. This can be done by, for example, analyzing data
streams, how the user navigates the website, and so forth [40].
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While explicit data might give the system more accurate data, implicit data will
provide unbiased insight into user behavior that would otherwise be unavail-
able. If the user is unaware of the implicit data collection and what it may be
used for and has not given the system adequate consent, it can raise privacy con-
cerns.

An adversary in cyber security is a party that threatens the system. They may
engage in malicious activity and see or alter information they are not authorized
to [41].

Inference involves drawing a conclusion based on presented evidence [42]. Ma-
chine learning executes this by inputting data into an algorithm to generate a
predicted outcome as the output of the model [43]. Various methods of machine
learning and data mining are used to infer attributes.

Attribute inference attack is an attack where an adversary has partial knowledge
about the training data and uses it to infer the missing attributes of the dataset
[44]. Using, for example, available information about education, work, and loca-
tion, it might be possible to infer an individual’s age even if that data is not present
in the dataset.

2.4.2 Privacy in Recommender System

As recommender systems have become increasingly widespread across many do-
mains, there are growing concerns about the privacy of user data collected and
analyzed. These systems rely on user information, including preferences, browsing
history, and demographic data, to provide personalized recommendations. While
the goal is to enhance user experiences, addressing the privacy implications asso-
ciated with using such data is essential.

Recommender systems often use personal data such as gender, location, and per-
sonality to provide customized content. Privacy/personalization trade-off refers to
the compromise between privacy and a more personalized system [3, 45]. How-
ever, preserving privacy involves limiting the amount of personal user data shared
with the system. This approach results in less accurate recommendations that are
more generalized. The system’s performance is directly linked to the amount of
information it has access to. Users may see their privacy as a commodity they may
be willing to sacrifice to improve the system’s performance.

2.5 Classifiers

Classification is the ability to categorize values into different labels. This can of-
ten be done by machine learning, however, machine learning can also be used for
regression which is to categorize values as continuous. In classification, we ana-
lyze data points and categorize them into different labels based on a set of rules.
Machine learning allows for constantly updating the model with new data, unlike
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simple data mapping [46]. There are two techniques for building a classifier; su-
pervised and unsupervised classification. A supervised classifier trains the model
with a dataset including predetermined labels, while an unsupervised classifier
categorizes data without using predetermined labels. Classification algorithms can
be binary classifiers or multi-class classifiers.

In machine learning, a model aims to capture the true relationship of the dataset,
but we often get a bias, which is the inability to do so. In other words, a model’s
bias is the measurement of error from the real value of the function [46]. To
uncover this relationship, the model is trained with a subset of the dataset and
then tested and evaluated on the remaining portion. The discrepancy in fit be-
tween datasets, often the train and test datasets, is called variance. Here the
Bias-Variance tradeoff arises. When the bias is excessively low, it performs well
on the specific training data. Still, it may not be generalized enough to identify
patterns in new test data, resulting in high variance. This is known as an overfitted
model.

On the other hand, an under-fitted model will have low variance performing sim-
ilarly on test and train data but will not fit precisely on data points leading to high
bias. An overfitted model typically has many parameters, while an underfitted is
too simple and has fewer parameters. Figure 2.3 visually explains the relation-
ship between bias, variance, and model fitting. The ideal model has low bias and
variance, but as described, there is usually a trade-off between the two. The best
model is the one that strikes a balance between bias and variance, which is often
measured by minimizing the total error Equation (2.3) [47].

TotalError = Bias® + Variance + IrreductibleError (2.3)

High variance High bias Low bias, low variance

overfitting underfitting Good balance

Figure 2.3: Visually explain the relationship between bias and variance and
model overfitting, underfitting, or balanced fit. Figure from [47].

To prevent overfitting, many use regularization, a technique that reduces com-
plexity in models by penalizing them. By decreasing the number of parameters,
the model becomes simpler, can generalize better, and is less prone to overfitting.
Not only that, but regularization also enhances performance when handling new
input. Regularization techniques vary by classifier type; later in this chapter, some
will be covered.
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Different algorithms may be utilized to classify data; examples of supervised clas-
sification algorithms are discussed below.

2.5.1 Logistic Regression

Logistic Regression (LR) is a method used to predict the value of a dependent vari-
able based on independent variables in a dataset. However, while linear regression
predicts continuous variables, logistic regression predicts categorical values that
can be true or false. This is known as binary logistic regression. An extension to
logistic regression is multinomial logistic regression, used when the dependent
variable has more than two possible values [48].

Regression analysis is a helpful tool but can sometimes lead to overfitting. Two
adjustments can be made to address this issue: L1 regularization (also known as
Lasso) and L2 regularization (known as Ridge). L1 regularization adds a penalty to
the sum of absolute values of the weights, while L2 regularization adds a penalty
to the sum of squares of the weights [49]. If you have many features, L1 regular-
ization is often preferred because it results in a sparse solution and can avoid zero
coefficients. On the other hand, L2 regularization is non-sparse and can handle
highly correlated independent variables by constraining the coefficient and keep-
ing all variables. Another difference is that L1 is robust to outliers, while L2 is
not.

2.5.2 Support Vector Machines

Support Vector Machines (SVMs) classify data by creating a linear hyperplane that
separates the data into two groups. The ideal hyperplane is the one that has the
largest distance to the nearest data point for each group [50].

According to Tyagi [49], SVMs can produce models with a high variance but low
bias. To address this issue, the cost parameter C can be increased, which reduces
the variance and increases the bias by regulating the number of violations of the
allowed margin in the training data.

2.5.3 Naive Bayes Classifiers

Naive Bayes classifiers are a family of classifiers that uses Bayes’ theorem as a basis
for the algorithm. Examples include Gaussian Naive Bayes, Multinomial Naive
Bayes, and Bernoulli Naive Bayes, which use Bayes’ theorem as the foundation of
their algorithm. These Naive Bayes classifiers operate under the assumption that
each feature contributes equally and independently to the outcome [51].

2.5.4 Decision Trees

Decision trees are sometimes called Classification and Regression Trees (CART).
To classify a variable, the binary tree structure starts at the root and moves down
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to the leaf node, with internal nodes being decision nodes and edges representing
the split. The final decision is made at the leaf node based on the condition set
at the root [52]. To accurately split the nodes, a greedy search algorithm uses
information gain or Gini index [53]. M5 rules is a technique based on decision
trees that predicts continuous numerical values. Specifically, M5 employs binary
decision trees with linear regression functions as leaf nodes [54].

2.5.5 Random Forest

Random forest is a classification algorithm that utilizes multiple decision trees,
forming a "forest." These decision trees are generated through bootstrapping,
where random subsets of data are selected to create the trees. The algorithm gath-
ers the results from all decision trees to determine classification and calculates
based on majority voting. This process is known as bagging [55]. Regularizing
Random Forest by reducing tree depth and branches (new features) helps prevent
overfitting [49]. This promotes diversity among the trees and leads to a balance
between complexity and flexibility.

2.5.6 kNN

The k-Nearest Neighbors (KNN) algorithm is a classification algorithm that finds
similar points near each other. [53]. For classification, the algorithm calculates the
distance between a query and all the data samples, selects the specified number
(K) of samples nearest to the query, and then votes for the most frequent label.
While kNN is easy to understand and implement, it is considered a lazy learning
method because it only stores a training dataset without undergoing training.
This approach means that all computation occurs during classification. However,
as data size increases, KNN becomes less efficient and does not scale well. It is
also sensitive to irrelevant features and overfitting.

2.5.7 Neural Networks

A Neural Network (NN) classifier is a machine learning model that imitates the hu-
man brain to recognize patterns [53]. It consists of interconnected nodes in a lay-
ered structure, each a linear regression model connected by weights. During train-
ing, labeled datasets provide the correct answer, and the network gains knowl-
edge about the dataset and adjusts its weights accordingly to minimize loss. Once
trained, the network can classify new data accurately, making it useful for classifi-
cation tasks. Neural networks learn from samples without being programmed with
task-specific rules, making them different from traditional computing systems.
Regularization in neural networks is done by limiting the complexity (weights) of
the model, preventing overfitting, and promoting generalization [49].
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2.6 Imbalanced Dataset

In an ideal scenario, datasets used for training should have evenly distributed class
labels. However, in the real world, some classes have fewer samples than others,
known as the minority class. This uneven distribution of labels is referred to as an
imbalanced dataset. Training on an imbalanced dataset often results in a model
incapable of learning the data’s real patterns, leading to incorrect predictions.
Models may also favor the majority class, which has more samples, and perform
poorly on the minority class. To address this issue, techniques such as resampling,
cost-sensitive learning, or ensemble methods can be used to balance the class
distribution and improve model performance in underrepresented classes.

Resampling techniques are employed to even out the sample space when dealing
with imbalanced datasets [56]. This helps to minimize the impact of the uneven
class distribution during the learning process. In the trainset, either the majority
class’s samples can be undersampled, the minority class may be oversampled, or
hybrid methods combine the two methods. This way, the model is able to train on
a more evenly distributed dataset.

In many cases, all misclassifications have the same cost. However, there are in-
stances when miscalculating one class has more severe consequences than the
other. For instance, it could be riskier to classify a cancer patient as healthy than
the reverse. Cost-sensitive learning addresses this by applying varying penalties
for different misclassifications.

2.7 Data Splitting

Data splitting is the division of data into at least two subsets so the model can
be trained, tested, and evaluated, and it is an important aspect of data science
[57]. There are several ways to split data for different use cases; common to all
is that the splitting aim to ensure accurate data models. In a two-part data split,
the data is split into a train and test set. First, the training set trains the model by
estimating the parameters and is used to compare different model performances.
Then the model is tested on the test set to examine whether the model works as
intended and check for overfitting. Depending on the situation, a two-part data
split is often split 80/20 or 70/30, but other ratios may be used. It is also possible
to have a three-part split with train, validation, and test sets. Here the additional
subset is used to compare the different models and hyperparameters, meaning the
train set is only for learning the data pattern.

A robust split is the cross-validation method, where the data is split into multiple
subsets referred to as folds [ 58]. All but one fold is used to train the model, and the
remaining is used to test. This process is repeated until all folds have been used as
the test fold once. Evaluation metrics are calculated as the average across all folds.
Thus this technique provides an accurate estimate of the model’s performance.
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Types of cross-validating iterators include k-fold, where the sample is divided into
k groups of equal size. Common values for k are 5, 10, and n = samples in the full
dataset. If k = n, it is called leave-one-out, meaning all but one sample is in the
train set. This method does not waste much data, as only one sample is removed
from the training set.

When splitting the data, there is no set rule on how to sample the data. It depends
on the scenario at hand affected by variables such as data size or the number of
variables used as predictors in the dataset. Common data sampling methods are
random and stratified random sampling. The use of random sampling helps pre-
vent bias toward various data characteristics. Conversely, total randomness may
lead to an uneven distribution in the splits of datasets. In such cases, stratified ran-
dom sampling may be applied. Here, data is chosen at random but within defined
parameters. Stratified random sampling obtains a sample set that best represents
the full dataset by aiming to maintain the same ratio between the groups of the
entire dataset. Another option altogether is nonrandom sampling, where, for in-
stance, the most current data is to be tested.

2.8 Evaluation

Assessing the performance, effectiveness, or quality of a system, process, or prod-
uct is known as evaluation. It involves measuring how well it meets its intended
goals or objectives using a set of predefined metrics or criteria and helps us iden-
tify areas where improvements can be made. Evaluation metrics vary depending
on what is being evaluated, yet there are some similarities. This section presents
a few of the relevant metrics for evaluating recommender systems and inference
methods, respectively. Some metrics are used to evaluate both and will therefore
be presented twice as the context of what the metric evaluates is relevant. Firstly,
terminology that is relevant to both processes is explained.

Evaluation metrics in recommender systems and classifiers often use true posi-
tives, false positives, true negatives, and false negatives. These measurements are
determined by the system’s correct and incorrect predictions. A True Positive (TP)
is when the system accurately predicts a positive instance, like suggesting a movie
the user enjoys or correctly identifying a cancer diagnosis. A False Positive (FP)
is when the system predicts a positive instance that is actually negative, such as
recommending a movie the user dislikes or diagnosing cancer when there is none.
A True Negative (TN) is when the system accurately predicts a negative instance,
like not suggesting a movie the user dislikes or confirming a person does not have
cancer. A False Negative (FN) is when the system predicts a negative instance that
is actually positive, like failing to suggest a movie the user would enjoy or failing
to diagnose cancer when it is present.

Figure 2.4 visually represents TP, FP, TN, and FN. These values are often pre-
sented in a confusion matrix as a summary of the predictions. The matrix has
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two dimensions, actual and predicted, with identical sets of classes in both di-
mensions. We can set a threshold value to classify the values as true or false. The
default threshold in a confusion matrix is 0.5, with values above 1 (True) or below
0 (False). This threshold value can be adjusted depending on if it is more crucial
to classify all the true positives or avoid false positives.

relevant elements

false negatives true negatives

° o o O o)

true positives false positives

retrieved elements

Figure 2.4: Illustration of true positives, false positives, true negatives, and false
negatives. Figure from [59].

2.8.1 Evaluation of Recommender Systems

In order to improve the performance of recommender systems, it is important to
evaluate and measure their effectiveness through the use of evaluation metrics.
These metrics provide a quantitative measure of the accuracy of the system’s rec-
ommendations and can be used to compare different models. This evaluation pro-
cess is crucial in the development of recommender systems. A good recommender
system should be both personalized and diverse, suggesting items that are actu-
ally available while avoiding repetition [29]. While accuracy is the primary factor
when evaluating recommender systems [22], it may not always fully understand
the system’s performance [24]. Users also value additional metrics such as novelty,
serendipity, coverage, and trust. Although these metrics are subjective, evaluation
methods exist to measure them.
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Evaluation Goals

Accuracy - How good is it?

Coverage - How many items and users do we serve?
Confidence and trust - Do we believe it?

Novelty - Any new content here?

Serendipity - Any new and surprising content?
Diversity - Is it all the same?

Robustness and stability - Can it deal with fake data?
Scalability - Is Big Data a problem?

2.8.1.1 Accuracy and Error Based Methods

In a recommender system, accuracy measures the error in estimated numeric rat-
ings. Accuracy can be measured by Mean Square Error (MSE) and Root Mean
Square Error (RMSE) (Equation (2.4)) [22]. RMSE largely penalizes large error
values or outliers, meaning a few poorly predicted ratings can significantly impact
its measure. Thus if the robustness of prediction across various ratings is impor-
tant, RMSE may be a better option. One drawback of RMSE is that it does not truly
reflect the average error and can produce misleading results. When evaluating
accuracy where outliers are limited or unimportant, Mean Average Error (MAE)
(Equation (2.5)), which does not disproportionately penalize large errors, is a
better reflection than RMSE. Ultimately, deciding between MSE or RMSE should
depend on the specific application being used.
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r; is the rating for item i k

7; is the predicted rating for item i k

2.8.1.2 Evaluation Ranking

A recommender system can recommend any number of items, typically referred
to as the top n items, where n indicates the size of the recommended list. Recom-
mending all unrated items to a user would cover all potentially relevant items and
include irrelevant ones. Altering the value of n would affect the balance between
the relevant and irrelevant recommended items. Different metrics are available
that gauge this tradeoff and indicate the percentage of relevant items in the recom-
mendations. We measure precision (Equation (2.6)) by calculating the percentage
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of recommended items the user finds relevant. Meanwhile, recall (Equation (2.7))
refers to the percentage of true positive recommendations that were identified as
such. In short, precision tells how many retrieved items are relevant, while recall
tells how many relevant items are retrieved. Both precision and recall are most
often represented by values ranging from O to 1, although percentages may be
used. A value of 1 indicates the best performance in terms of precision or recall,
reflecting perfect accuracy or completeness.

f it kthat 1 t
Precision@k = #of recommended items@ . at are relevan 2.6)
#of recommended items@k

Recall@k = #of recommended items @k t‘hat are relevant 2.7)
total # of relevant items

Although there is a trade-off between precision and recall, it is not always a direct
relationship. Simply increasing recall does not always mean a decrease in preci-
sion. To measure precision and recall combined, the F1-measure (Equation (2.8))
calculates their harmonic mean. Thus F1 provides a better quantification than
precision and recall. Still, it depends on the number of recommendations (top
n).

precision xrecall
F1=2x%

2.8
precision +recall (2.8)

The Receiver Operating Curve (ROC) curve visually represents how precision and
recall are balanced. The x-axis indicates the False Positive Rate (FPR), which is
the percentage of irrelevant items in the top n, meaning false positives. The y-
axis shows the True Positive Rate (TPR), which is the percentage of true positives
included in top n. TPR is also known as recall, while FPR can be considered the
recall of negative items.

Hit Rate (HR) measures the fraction of users where the correct answer is included
in the top n recommendations [22, 60-62]. When testing on ground truth, a hit
occurs if one of the recommendations in the top n is actually rated by that user.
HR is calculated by dividing the number of users for which the corrected answer
is included in the top n by the total number of users (Equation (2.9)). HR does
not take ranking within the top n recommendations into account; for this Average
Reciprocal Hit Rate (ARHR) can be measured. ARHR accounts for where in the
top n the hit occurs, giving more credit to the top slots. ARHR is calculated by
summing up the reciprocal of each hit (Equation (2.9)).

. I
HR = hits , R= i=1 rank; (2.9)
users users
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Normalized Discounted Cumulative Gain (NDCG) quantifies the relevance of the
recommended items while taking into account the position of the relevant item
in the ranked list and is best explained iteratively through its components [22,
60]. Gain is the relevancy score of an item, often represented as a numerical scale
or binary implicit rating, and cumulative gain is the sum of all the gains in the
first k recommendations associated with the item. Since cumulative gain does not
consider the ordering of the recommendations, we can introduce discounted cu-
mulative gain (DCG) that divides the gain by its rank. Lastly, since the discounted
cumulative gain depends on k, the number of top recommendations, we cannot
compare systems comparing different numbers of items. To adjust for this, we
calculate DCG for the ideal ranking, IDCG. Finally, Normalized Discounted Cu-
mulative Gain (Equation (2.10)) is the normalized DCG over the IDCG such that
the value is independent of k and has values O to 1.

DCG@k Zizl log,(i+1)

RSO
IDCG@k i1 log,(i+1)

NDCG =

(2.10)

where:

I(k) represents the ideal list of items up to k
|I(k)| is the length of I(k) which is k

G; is the gain for item i

2.8.1.3 Other Methods

The ability to recommend a portion of items or to a portion of users is called
coverage [22]. Coverage can be measured for the users (Equation (2.11)), items
(Equation (2.12)), or all the user-item pairs (Equation (2.13)) in the catalog.
When ratings are sparse, there may be instances where it may not be able to
recommend certain items or to certain users giving low coverage.

# of ith dati
User Coverage = of users wi recorr}men ations . o @2.11)
Total number of users in the catalog

# of items that are recommended
Item Coverage = - - * 100 (2.12)
Total number of items in the catalog

# of recommended user-item pairs
Catalog Coverage = - — %100 (2.13)
Total number of user-item pairs in the catalog

2.8.2 Evaluation of Classifiers

When developing machine learning models, evaluating how well the classifiers
can predict the correct labels for new data is crucial. This evaluation process con-
siders various factors, such as the class distribution of the dataset, the cost of false
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positives and false negatives, and the interpretability of the model, in addition
to traditional metrics. Evaluation is an essential step to ensure that the model
performs well on unseen data and identifies areas for improvement.

A machine learning model’s classification accuracy (Equation (2.14)) is defined
as the percentage of correct predictions the model made. Like recommender sys-
tems, precision (Equation (2.14)) measures how many of the positive predictions
were correct. Recall demonstrates how well the model predicts positives through
sensitivity (Equation (2.16)) and negatives through specificity (Equation (2.17)).
F1 score is the same as previously reported for recommendation evaluation (Equa-
tion (2.8)) when sensitivity is used as recall.

e s TP + TN

Classification Accuracy = - (2.149)

n of observations

TP TP
Precision = = - — (2.15)
TP + FP  Total predicted positive

TP TP

Sensitivity (recall of positives) = = — (2.16)
TP + FN  Total actual positive

TN TN

Specificity (recall of negatives) = (2.17)

TN + FP _ Total actual pegative

When evaluating a binary classification model, a Receiver Operating Curve (ROC)
curve can show its performance at different thresholds by plotting TPR and FPR
[63]. By adjusting the threshold, more items can be classified as positive or nega-
tive. To avoid evaluating the ROC curve multiple times with different thresholds,
the AUC measures the entire area under the curve. AUC represents the probability
of the model ranking a random positive sample higher than a negative one. AUC
values range from O to 1, where O indicates a model whose predictions are entirely
incorrect, and 1 represents a model with perfect accuracy. If the AUC value is 0.5,
it means that the model’s predictive ability is no better than randomly guessing.
However, if the value is above 0.5, the model performs better than random guess-
ing.

When evaluating classifiers, classification accuracy is the most commonly used
evaluation metric [56]. However, other metrics may be better suited depending
on the situation. For example, in cases where positive or negative cases are rare,
accuracy can be biased towards the majority class. Precision is useful when the
cost of FP or TP is higher than FN or TN, respectively, while recall is more ap-
propriate when the cost of negatives is higher than positives. F1 is a good option
for imbalanced datasets as it weighs precision and recall equally, and considers
class distribution. Despite alternatives, accuracy remains a widely used metric in
research as it is a general and intuitive way to evaluate classification tasks. Yet,
multiple metrics are used to measure simultaneously. F-measures and AUC are
commonly used for imbalanced datasets, with AUC being the most proper perfor-
mance measure for imbalanced datasets [64].
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2.9 Personality

Personality is the consistency of differences between humans [65]. According to
studies like [66] and [67], a user’s personality can provide valuable insights.
In fact, personality traits can greatly influence decision-making, as highlighted
in [24]. Personality is context-independent, meaning it remains unchanged and
predictable over time, location, or other contexts [8, 9, 14]. It is also domain-
independent and easily generalized to other domains. This means it can be used
cross-domain; personality may be just as useful in the movie, music, and shopping
domain. These traits can be quantified and represented as vectors, which makes
them a useful input for computer algorithms.

Five-Factor Model (FFM)

When it comes to discussing personality, there are various models to take into
account. The Five-Factor Model (FFM) of personality is one of the most commonly
used because it measures personality traits across five distinct factors, which are
frequently referred to as OCEAN [24, 67, 68]. OCEAN assigns a numerical score to
each factor, including openness, conscientiousness, extraversion, agreeableness,
and neuroticism. This model is also known as the Big Five. In this thesis, we use
the wording personality trait value and OCEAN value interchangeably.

Ricci’s "The Recommender Systems Handbook" Ricci et al. [24] offers a clear ex-
planation of the OCEAN personality traits, which were first introduced in McCrae
and John’s journal "An Introduction to the Five-Factor Model" in 1992 [68]. Below
is a summary of how each trait is described in the book.

Openness (O)

Openness, often called openness to experience, refers to an individual’s willing-
ness to consider new ideas and perspectives. A high score in this trait suggests the
person is creative, imaginative, and in touch with their emotions. Conversely, a
low score indicates a preference for clear routines and practical thinking.

Conscientiousness (C)

Conscientiousness (C) is characterized by impulse control, self-discipline, and cau-
tiousness. People with high C values tend to prefer making plans and sticking to
them, while those with low C values tend to act spontaneously.

Extraversion/extroversion (E)

A person who is high in Extraversion tends to be friendly and assertive and enjoys
seeking out excitement. The level of Extraversion is related to how much a person
interacts with the external world. A high level of Extraversion suggests a lot of
interaction, while a low level suggests a lack of external interaction. Essentially,
Extraversion can indicate how sociable and outgoing a person is. Those with low
levels of E tend to be quiet and reserved in social situations.
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Table 2.1: The five factors of the FFM and the correlated adjectives

Factor Adjectives

Openness (O) Artistic, curious, imaginative, insightful, original,
wide interest

Conscientiousness (C) Efficient, organized, planful, reliable, responsible,
thorough

Extraversion (E) Active, assertive, energetic, enthusiastic, outgoing,
talkative

Agreeableness (A) Appreciative, forgiving, generous, kind, sympathetic,
trusting

Neuroticism (N) Anxious, self-pitying, tense, touchy, unstable, worry-
ing

Agreeableness (A)
Individuals who score high in the Agreeableness values tend to be cooperative,
warm, and friendly. Those with a strong A value are optimistic about human na-
ture and have a desire to assist others. Conversely, a low A value may suggest that
a person prioritizes their own needs over others, resulting in uncooperative and
unfriendly behavior.

Neuroticism (N)

Neuroticism is a measure of a person’s emotional reactivity. Those with high levels
of Neuroticism are more likely to have strong emotional reactions regardless of
the size of the trigger. In contrast, those with lower levels are generally more
emotionally stable and balanced. People with high Neuroticism often experience
negative emotions and feelings.

Additionally, the Recommender Systems Handbook [24] presents a list of adjec-
tives describing each trait’s characteristics. These adjectives are summarized in
Table 2.1.

Traditionally, a comprehensive test is administered to measure the Big-Five per-
sonality dimensions. This may involve completing the self-report Big Five Inven-
tory (BFI) [69], responding to hundreds of statements in an interface, or observ-
ing behavior in gamelike situations [ 12]. When time is limited, a shorter inventory
comprising five or ten items may be used [70]. Alternatively, newer methods of
automatic personality detection have been developed, which are less precise but
more convenient [71]. For example, personality detection has been performed by
analyzing social media posts containing the user’s opinions.






Chapter 3

Related Work

This chapter provides an overview of research papers relevant to the project goal
of inferring personality traits from personalized movie recommendations. Further,
it identifies research gaps and opportunities for further exploration. The findings
aim to advance the attempt to infer personality traits from movie recommenda-
tions. During a fall report conducted as preliminary work for this master’s thesis,
the authors undertook a literature study with the aim of understanding ethical
aspects connected to recommender systems, particularly privacy issues. The find-
ings of the fall report shaped the project goal and direction of this master’s thesis.
As a result, this chapter is heavily inspired by findings from the aforementioned
literature study conducted in the fall report, with additions to related work discov-
ered during this master’s thesis. We utilized four distinct academic search engines
in our literature study, namely Google Scholar, Scinapse, Scopus, and Semantic
Scholar.

3.1 Privacy in Recommender Systems

The topic of privacy in recommender systems has been discussed in previous
works, particularly seeing as implementing a personalized recommender system
necessitates collecting user data. In 2020, Milano et al. [7] presented the first
systematic literature review on the ethical challenges of recommender systems
and stated that research on ethical issues from recommender systems was still
in its early stages. They identified six main ethical concerns, with privacy being
one of the primary. The authors stated that privacy breaches can occur in four
stages: data collection, data storage, inference, and the inability to protect such
inferences.

As mentioned in the introduction, Jeckmans et al. [3] claims that user privacy
risks in recommender systems are often underestimated. According to Kobsa and
Schreck [72], it is important to maintain an emphasis on privacy in recommender

27
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systems as it helps mitigate the risks of data being exploited by unauthorized
parties. Friedman et al. [45] adds that recommender systems are particularly vul-
nerable to privacy breaches and violating Fair Information Practices due to their
large amounts of data that can potentially reveal a user’s personal preferences.
They mention three aspects of a recommender system at risk due to inference of
new data: exposure of sensitive information, targeted advertising, and discrimi-
nation. Among these aspects, this thesis will specifically focus on the exposure of
sensitive data.

In their study, Resheff et al. [73] pointed out that using recommendations or user
representations in a recommender system could reveal private information about
users, posing a risk to their privacy. Therefore, they recommend further research
on the information in top n recommendations, as sharing such information could
seriously affect the user’s privacy and security. In this thesis, the top n recommen-
dations will be the basis for our experiments.

Privacy is especially challenging in cross-domain recommender systems [27]. Uti-
lizing knowledge about users from multiple domains, and thus also sharing this
knowledge between the platforms, increases the risk of a privacy breach. One do-
main with inferior security can be used as the source domain to violate privacy in
a more important and secure domain.

3.2 Personality in the Movie Domain

Previous work has indicated a significant relationship between personality traits
and people’s preferences and interests, as well as defining it as a trustworthy
source to characterize habits and behavior. According to Tkalci¢ and Chen [32],
personality is domain-independent, seeing that it does not change between do-
mains such as movies, books, and music. It is shown that personality influences
users’ media preferences [74] and behavior [75]. Even further, work has specifi-
cally demonstrated a correlation between personality traits and preferred movie
genres [10, 15, 76, 77]. The correlation between the five OCEAN personality traits
and movie genre discovered in previous works is summarized in Table 3.1.

Nguyen et al. [8] have explored the connection between movie preference and
personality traits. Their experiment determined users’ personality traits using the
Ten-Item Personality Inventory (TIPI) and asked them to rate their satisfaction
with a personalized list of recommended movies. The lists varied in levels of di-
versity, popularity, and serendipity. Previous work assumes that all users have the
same preference for the levels of these properties. However, their work points
to a correlation between different personality traits and the preference for the
three aforementioned recommendation properties. The study by Nguyen et al.
[8] suggests that user satisfaction improves when personality traits are integrated
into the process of generating recommendations, paving the way for personality-
based recommender systems. The dataset from the user study is further explained
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Table 3.1: Preferred movie categories by personality traits according to the liter-
ature studied in the related works.

Paper —
Traits | Khan et al. | Cantador et | Karumur et | Wu and
[76] al. [10] al. [77] Chen [15]
Low - action, adventure, documentary,
Openness comedy, fantasy, romance
romance, thriller
war
High comedy, comedy, drama, animation,
Openness sci-fi cult, fantasy, | romance comedy,
foreign, music
independent,
neo-noir,
tragedy
Low - animation, action, animation,
Conscientiousness cartoon, cult | thriller comedy
High action, action, romance sci-fi, war
Conscientiousness | adventure, adventure,
thriller, sci-fi | indepen-
dent, sci-fi
Low - animation, romance crime,
Extraversion neo-noir, mystery
sci-fi,
tragedy
High - action, - romance
Extraversion comedy,
drama,
romance
Low - animation, - animation
Agreeableness cult, horror,
neo-noir,
parody
High - adventure, - sci-fi, war
Agreeableness comedy,
drama,
romance
Low - adventure, action, adventure,
Neuroticism indepen- adventure, documentary,
dent, war fantasy, history
thriller
High drama animation, comedy, animation,
Neuroticism cult, romance drama,
romance, romance
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in Section 4.1.1 and will be referred to as the Personality2018 dataset.

3.3 Personality-based Recommender Systems

As a result of research indicating a correlation between personality and effective
recommendations, many are researching and developing personality-based rec-
ommender systems. For instance, Hu and Pu [78] incorporate personality infor-
mation to enhance collaborative filtering systems. Their results support that the
incorporated personality information effectively addresses the cold start system,
with a cascade hybrid approach performing the best in terms of prediction and
classification accuracy. Nalmpantis and Tjortjis [79] combine collaborative tech-
niques with a personality test to provide more personalized movie recommenda-
tions. They conclude that users preferred a 50/50 method combining personality
with kNN over just using a standard kNN-based method.

In their study published in March 2023, Lu and Kan [71] researched the potential
benefits of incorporating personality traits into recommendation systems. The au-
thors selected the neural collaborative filtering (NCF) model developed by He et
al. [80] as the foundational model for their investigation. Lu and Kan designed a
personality-enhanced version of the NCF and proposed three methods for integrat-
ing personality traits: most-salient personality, soft-labeled personality, and hard-
coded personality. To assess the effectiveness of these recommender systems, they
compared them against two baseline NCF models that did not utilize personality
traits: random personality assignment and uniform assignment of the same trait
for all users. The evaluation was conducted on three datasets: Amazon-beauty
and Amazon-music, where personality traits were inferred from texts as the first
part of Lu and Kan’s study, and the Personality2018 dataset from Nguyen et al.
[8]’s study presented previously. The performance of the recommender systems
was measured using the HR@k and NDCG@k metrics. Across all three datasets,
one of the three personality-based NCF models consistently outperformed the two
baseline NCF models. Moreover, the NCF models that include all five personality
traits, namely NCF+Hard-Coded and NCF+Soft-labeled, yielded better results in
terms of NDCG compared to NCF+Most-salient, which only incorporates the per-
sonality trait with the highest value.

However, the improvements observed in the Personality2018 dataset were less
significant compared to the Amazon-beauty dataset. The researchers hypothesize
that this discrepancy may be attributed to the smaller size of the Amazon-beauty
dataset and the potential for personality information to help the data sparsity
problem. Nevertheless, the NCF+soft-labeled personality approach surpassed all
other algorithms regarding HR and NDCG for all k values in the Personality2018
dataset, specifically achieving HR@10 = 0.805 and NDCG@10 = 0.511.

The researchers further examined how the inclusion of personality information
influenced the performance for each trait by comparing the soft-labeled approach
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to the baseline NCF+same. While the Amazon-beauty dataset exhibited noticeable
improvements across all five personality traits, the Personality2018 dataset only
displayed minor enhancements in Conscientiousness, Extraversion, and Agree-
ableness. This analysis shows that certain personality traits can benefit more from
a Personality-based Recommender System (PBRS) and that the trait that benefits
the most varies depending on the dataset.

In summary, Lu and Kan’s empirical results indicate a 3-28% boost in recommen-
dations when incorporating personality traits. However, further investigation is
required to understand the underlying mechanism of how personality influences
recommendations. Based on the findings presented in the paper, we will utilize
the NCF+soft-labeled personality approach in our thesis, as it demonstrated the
best performance on the Personality2018 dataset we will be using.

3.4 Inference of User Attributes

Sensitive information can be derived through an inference attack by exploiting
available data. Multiple features and inputs have been used to infer user attributes.
Bi et al. [81] used search query history to infer age, gender, and political and reli-
gious views using logistic regression with L2 regularization. The research by Feng
et al. [82] explains how users’ viewing history can infer the gender of viewers of
an online video system. Meanwhile, Jia et al. [83] introduced an inference model
called Attrilnfer, which uses social graphs to infer location and interests based on
user networks, utilizing Loopy Belief propagation.

Another feature frequently used to infer user attributes is user ratings. A study
by Weinsberg et al. [5] found that a user’s gender can be inferred through their
ratings, with up to 80% accuracy, using classifiers like Bayesian classifiers, logistic
regression and SVM. To protect user privacy, the researchers obfuscated the rat-
ings by adding 1% additional ratings, reducing inference accuracy by 80% while
still providing accurate recommendations. Similarly to Weinsberg, others have
used ratings of items to infer attributes like gender and political views. Salama-
tian et al. [84] gathered users’ ratings of TV shows and their political affiliation
and performed logistic regression on that data to infer political views based on the
collected ratings. Utilizing ratings in the form of public Facebook likes, Kosinski
et al. [6] managed to infer various attributes, including age, intelligence, gen-
der, sexual orientation, or personality traits. They employed linear regression for
numeric variables and logistic regression for dichotomous variables.

To generate data for the PBRS presented in Section 3.3, Lu and Kan [71] used
the computational language psychology platform Receptiviti! to infer personal-
ity from public product review text in the Amazon-beauty and Amazon-music
datasets. The Amazon datasets did not include personality traits to evaluate the
inference, however after manually analyzing the users with the top 10 highest

thttps:/ /www.receptiviti.com/
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scores for all OCEAN traits, inferred personality matched the review text 81%
and 79% of the times for the two datasets respectively.

Wu and Chen [15] implicitly derived user personality based on behavior in the
movie domain. They found correlations between multiple behaviors and users’
personality traits, which they validated through user surveys. They employed
three regression models, Gaussian Process, Pace Regression, and M5 Rules, to
automatically infer personality based on these correlations. They found that the
Gaussian model performed best when testing on data from the user surveys, in-
dicating that it is possible to infer personality based on movie-watching behavior.
The inference was only tested on the users from the user surveys. They further
implemented the inference model on two real-life movie datasets (Yahoo! Movie
and HetRec). However, as those datasets did not contain user personality data,
they could not verify the accuracy of their personality estimates. The researchers
aimed to use these derived personality traits in a Personality-based Recommender
System to enhance movie recommendations. Therefore, their primary emphasis
was on the practical application of the inferred personalities rather than the infer-
ence process itself. Thus they carried on with their research despite being unable
to validate the inferred personalities.

In this thesis, user ratings will be used to make inferences comparable to the re-
search mentioned earlier. However, these ratings will pass through a recommender
system to produce top n recommendations, from which we will infer. Additionally,
we will infer users’ personality traits like Lu and Kan [71], but in the movie do-
main like Wu and Chen [15]. Our literature review on attribute inference revealed
a gap in research regarding evaluating inferred personality with ground truth and
the inference of personality traits using ratings. Table 3.2 presents a collection
of papers with inferred user attributes and the inference models used in their re-
search.

3.5 Resampling

Standard classifiers like Logistic Regression, SVM, kNN, and decision trees work
well for evenly balanced training sets. However, these models might not provide
the best classification results when dealing with imbalanced scenarios. They suc-
ceed at accurately classifying majority cases but frequently struggle with minor-
ity samples. In the past decade, various machine-learning techniques have been
created to handle imbalanced data classification [56]. This thesis will focus on
resampling techniques; however, other techniques include cost-sensitive learning
and ensemble methods.

According to Haixiang et al. [56]’s literature study, where they review methods
and applications to handle imbalanced data, resampling is a popular strategy
to handle imbalanced datasets, indicated by the usage of resampling technics in
29.6% of all the papers they reviewed. Other, less popular basic strategies include
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Table 3.2: Description of the inference models implemented in the different pa-
pers studied in the related works.

Paper

Inference model

Inferred attribute(s)

Bietal [81]

Logistic regression (L2)

Gender, age, political views,
religious views

Bhagat et al. [85]

Logistic regression,
multinomial Naive
Bayes, SVM  (RBE-
kernel), FBC (factor-

based classifier)

Gender, age, political views

Chen et al. [86]

Bernoulli Naive Bayes,
logistic regression, ran-
dom forest

Gender, sexual orientation

Feng et al. [82] Class prior, expectation- | Gender
maximization (EM),
SVM, logistic regression

Gong and Liu [87] VIAL Location

Kosinski et al. [6]

Linear regression, logis-
tic regression

Sexual orientation, ethnic
origin, political views, re-
ligion, personality, intelli-
gence, satisfaction with life,
substance use, age, gender,
relationship status

Jia et al. [83]

Loopy Belief Propaga-
tion

Location, interests

Lu and Kan [71]

Receptiviti API

User personality traits

Salamatian et al
[84]

Logistic regression

Political views (republican
or democrat)

Slokom et al. [88]

Logistic regression, SVM

Gender

Weinsberg et al. [5]

Logistic regression,
SVM, Bayesian

Gender

cost-sensitive learning and future selection and extraction. Popular methods for
oversampling of the minority class were random oversampling with replication
(ROWR) and synthetic minority oversampling technique (SMOTE). The most ef-
fective undersampling method was randomly undersampling (RUS) the majority-
class samples. Oversampling was the most frequently used resampling method
84 times, with undersampling being present 39 times in the study and a hybrid

solution 33 times.

A study on corporate bankruptcy was conducted by Zhou [64] to investigate the
impact of various sampling methods on the performance of corporate bankruptcy
prediction models. The study used highly imbalanced datasets to compare the
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results in real-life situations. Measuring six different sampling methods’ perfor-
mance on five quantitative prediction models, where NN and SVM performed the
best, Zhou [64] concluded with three insights about resampling, summarized in
Haixiang et al. [56] and supported by [89] and [90]:

1. If there are numerous minority observations in the dataset, using an under-
sampling method instead of an over-sampling method is recommended due
to faster computational processing.

2. If there are only a few dozen minority instances, it is better to use the over-
sampling method known as SMOTE.

3. In the case of a large training sample size, a combination of SMOTE and
under-sampling is suggested as an alternative.

Cateni et al. [91] suggested a resampling method specifically designed for binary
classification of imbalanced datasets. The proposed method plans to fix the issues
of losing important info by undersampling and oversampling by not adding syn-
thetic data. Cateni et al. [91] first split the data into a train-test split, maintaining
the same ratio between the classes as the dataset. In their research, they chose a
limit for the maximum resample of the minority class to be 50% of the dataset so
as not to lose the importance of the majority class. Their experiments test ratios
starting from the imbalanced dataset’s ratio, working their way up to that limit.
They propose a combination of over and undersampling called SUNDO to balance
different example cases before classifying the data using the common classifiers
SVM, decision trees, a labeled Self-Organizing Map (SOM), and a Bayesian de-
cision tree. They conclude that this proposed approach outperforms the widely
adopted combination of SMOTE oversampling and random undersampling.

We conclude that existing literature on resampling does not state an exact rule for
the ratio for which to resample or the balance between over- and undersampling
because it all depends on the specific case. In fact, Haixiang et al. [56] note that
no resampling methods require an exact balance between majority and minority
classes. Following, within the scope of this thesis and because the features we will
infer are highly imbalanced, we will conduct two simple resampling experiments
to improve personality inference attempts. In the two experiments, we will sepa-
rately test over and undersampling to this ratio to test if either of the two options
indicates promising results for our scenario. Like Cateni et al. [91], we will main-
tain the original class ratio by stratifying our samples in our train-test split before
resampling.

3.6 Limitations of Related Work

Other researchers have inferred user attributes from user ratings, but to our knowl-
edge, limited attention has been given to inferring attributes from recommen-
dations based on these ratings. However, privacy concerns arise considering the
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implications of top n recommendations, and it is necessary to investigate the po-
tential information leakage associated with them and what can be inferred from
them. Cross-domain recommender systems present a greater challenge for privacy,
which research suggests that personality can be useful for. With Personality-based
Recommender Systems on the rise, it is evident that research on possible infor-
mation leakage of personality traits from recommender systems must be done.
While some studies have explored other methods for inferring user personality
than those investigated in this thesis, the scarcity of datasets containing both per-
sonality and ratings poses a significant challenge in validating the accuracy of per-
sonality inferences. This highlights the need for novel contributions to the field
by addressing privacy concerns related to inferring personality from top n recom-
mendations and determining the feasibility of such inferences.






Chapter 4

Data and Technology

This chapter encompasses the exploratory data analysis (EDA) of the data used in
our thesis, as well as explaining the data processing and cleaning applied. Addi-
tionally, the technologies relevant to our experiments are introduced.

4.1 Data

Previous research has strongly preferred using the MovieLens and Flixster datasets
to infer attributes, such as gender, through movie ratings. In fact, Weinsberg et
al. [5], Slokom et al. [88], and Bhagat et al. [85] all employed both datasets to
conduct inference attacks. Additionally, Feng et al. [82] relied on the MovieLens
dataset to infer gender. More information about MovieLens can be found in Sec-
tion 4.2. Other datasets, such as the Politics-and-TV (PTV) dataset, have also used
movie ratings for attribute inference. This dataset is mostly used to infer political
views [84, 85]. The now discontinued myPersonality dataset from Facebook was
also used to infer private highly sensitive attributes based on digital records of
behavior [6, 81].

4.1.1 Relevant Datasets

Our research will utilize the Personality2018 [8], and MovieLens datasets [92].
These datasets were created by GroupLens!, a research lab located at the Univer-
sity of Minnesota’s Computer Science and Engineering department. GroupLens is
known for producing credible datasets widely used in academic and educational
settings for recommender systems. They have been researching recommender sys-
tems since 1992 and currently operate multiple recommendation services, includ-
ing the movie recommendation website, MovieLens? [93]. Overall, GroupLens
aims to improve the field of recommendations through its services.

Thttps://grouplens.org/
Zhttps:/ /movielens.org/
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The Personality2018 Dataset

A user experiment on MovieLens was conducted by Nguyen et al. [8] in 2015, from
May 12th to October 14th. The participants were previous platform users who
had already rated at least 15 movies. Users were recruited through an invitation
when logging in to the website. In total, 1888 users participated. The participants
received a personalized list of 12 movies chosen from their top 60 recommended
movies, with random levels of serendipity, diversity, and popularity. Additionally,
each participant received a set of 10 questions aimed at assessing their personality
traits. The resulting distribution of personality traits is listed in 4.1.
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Figure 4.1: Distribution of the five personality traits of participants in Nguyen et
al. [8]’s research. Figure from [8].

The Personality208 dataset® includes Rating data and User-Personality data. The
Rating data stores the participants’ movie ratings and personality traits. Of rele-
vance to this thesis, the rating entity includes the user’s Id, the rated movie’s Id,
and a score from O to 5, indicating how much the user enjoyed the movie. The
User-Personality data stores each user’s personality scores on a 7-point Likert scale
for each OCEAN personality attribute. According to the dataset creator, Nguyen et
al. [8], users with a score greater than four for a trait are considered high, while
those with a score of four and below are considered low.

3https://grouplens.org/datasets/personality-2018/



Chapter 4: Data and Technology 39

The MovieLens Dataset

The MovieLens Datasets # are compilations of data from the MovieLens website®,
which suggests movies to its registered users based on their previous movie ratings
[93]. The datasets available are of different sizes and are collected at different
times for various purposes. We focus on the Movie data, which includes details
such as a unique movield for each movie, its title, and a genre column with a list
of genres that describe it. Some parts of the thesis experiment include rating data
as well. Although user information and tags are also available in the MovieLens
datasets, we do not utilize them in our thesis.

4.1.2 Dataset for Experiments

For the experiments conducted in this thesis, we will utilize the Personality2018
dataset to obtain personality information about the users. The personality infor-
mation in this dataset will be referred to as the User-Personality data from now on.
The users in the User-Personality data are the users for which we generate the top
10 recommendations and infer personality traits. To generate the recommenda-
tions, we evaluate recommender systems training on two sets of data: the ratings
provided by the users in the Personality2018 dataset and an extended dataset that
combines these ratings with ratings from the Movielens datasets listed in Table 4.1.
These datasets will be referred to as the Rating data and the Rating-extended data,
respectively.

To create a comprehensive collection of movies that align with the ratings in Rat-
ing data, we constructed what we refer to as the Movie data by merging multi-
ple MovieLens datasets. Since the Personality2018 dataset does not include any
movie details or correspond to a single MovieLens dataset, this merging process
was necessary. We began by incorporating all movies from the most recent Movie-
Lens dataset that had ratings in the Rating Data, which consists of ratings by the
users in the User-Personality data. Secondly, we added movies from the second
most recent MovieLens dataset that were rated in the Rating Data and were not
an exact duplicate of any movie already added. This procedure was repeated for
all non-synthetic MovieLens datasets. The datasets that contributed with relevant
movies are listed in Table 4.1 in the order they were incorporated.

Data Preprocessing and Cleaning

The possible genres in the Movie data were cleaned by choosing one spelling per
genre, as some had different spellings. Similarly, movie titles were also cleaned.
Movies that appeared in multiple datasets with different genres had their genres
concatenated. Then, duplicates and 1269 movies with no genres listed were re-
moved. The resulting genres can be found in Section 4.1.2. Finally, the Movie data

“https://grouplens.org/datasets/movielens/
Shttp://movielens.org
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Table 4.1: Overview of the MovieLens datasets included in the Experiment Data,
showing the release date, number of ratings, number of movies rated, and number
of users who provided the ratings.

Name Released/Updated | Ratings Movies | Users
MovieLens 25 M | 12/2019 25 million | 62,000 | 162,000
MovieLens Latest

Dataset (full) 9/2018 27,000,00 | 58,000 | 280,000
MovieLens 20 M | 10/2016 20 million | 27,000 | 188,000
MovieLens 1 M 2/2003 1 million | 4000 6000

was restructured so that instead of the singular genre column, each genre has its
own column, with values of 1 or 0, indicating if the movie had the specified genre
listed in the original column.

e Action e Drama e Romance
e Adventure e Fantasy e Sci-Fi

e Animation e Film-Noir e Thriller

e Children e Horror e War and
e Comedy o IMAX o Western
e Crime e Musical

e Documentary e Mystical

Not all ratings in the Personality2018 dataset corresponded to a movie in the
Movie data, as not all movies were found in any of the MovieLens datasets or
because they did not have a listed genre. Consequently, ratings for those movies
were deleted from the Rating data.

Ultimately, after all the data preprocessing and cleaning, the dataset used in this
thesis’s experiments consists of the Rating data with movie ratings from the Per-
sonality2018 dataset, the Movie data corresponding to all the rated movies in the
Rating data with data from MovieLens and finally, the User-Personality data from
the Personality2018 dataset consisting of the personality traits of all users with a
rating in the Rating data file.

Entity Relationship Diagram

Figure 4.2 provides a simplified Entity-Relationship (ER) diagram of the Exper-
iment data that emerged from the Personality2018 and the Movielens dataset
that will be used in the experiments. The diagram shows the relationships and
attributes of the entities involved, specifically User-Personality data, Rating data,
and Movie Data. The connections between these entities indicate how they are
related to each other and with what cardinality.
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Figure 4.2: Entity-Relationship diagram of the data used in the thesis experi-
ments.

Data Analysis

Merging and cleaning the Experiment dataset resulted in fewer users, ratings, and
movies than in the Personality2018 dataset. Key numbers comparing the Personal-
ity2018 dataset to the Experimental dataset are listed in Table 4.2. The Experiment
dataset refers to the pre-processed and cleaned User-Personality data, Rating data,
and Movie data.

To access additional details and the code for data preprocessing and number cal-
culation, please refer to the GitHub repository®.

Shttps://github.com/hanntorj/masters-thesis.git
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Table 4.2: Comparison of key numbers in the original Personality2018 dataset
and the Experiment dataset after all pre-processing and cleaning described in
Section 4.1.2 have been done.

Personality2018 Experiment Difference
dataset dataset
Number of users 1820 1799 -1.15%
Number of movies 35196 33610 -4,5%
Number of ratings 1028 751 919 770 -10.59%
Average number of | ~565 ~511 -54
ratings per user
Median number of | ~335 ~328 -7
ratings per user
Average number of | ~29 ~31 +2
ratings per movie
Median number of | ~3 ~3 0
ratings per movie

4.2 Technology

This subsection overviews the various tools and technologies used throughout the
research process.

4.2.1 Python

Python’ is among the most popularly used programming languages for building
recommender systems due to its compatibility with a wide range of data analysis
and machine learning tools. Python also comes with several relevant packages for
developing recommender systems. Followingly, all code for recommender systems
used in this thesis is written in Python.

4.2.2 Conda

Conda® is an open-source package, dependency, and environment management
for any programming language, including Python. In order to perform data anal-
ysis and run the recommender systems introduced in this thesis, a conda envi-
ronment must be set up. All environment specifications are listed in the codebase
README.

7https://www.python.org/
8https://docs.conda.io/en/latest/
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Table 4.4: Recommender algo-

Table 4.3: Recommender algo- rithms provided by the Surprise

rithms provided by the Lenskit

package package.
Lenskit Surprise
BiasedMF BaselineOnly
ImplicitMF CoClustering
FuEkSVD KNNBaseline
KNNBasic
ItemlItem
; KNNWithM
PopScore(quantile) — 1 eans
Popul
R(;il;j; NormalPredictor
UserUser SlopeOne
SVD

4.2.3 Lenskit

Lenskit® is a Python-based open-source toolkit used for creating recommender
systems [94]. It is compatible with several other scientific Python libraries, includ-
ing scikit-learn. The toolkit includes algorithms to recommend items and metrics
to evaluate the recommendations. The Lenskit algorithms employed in this thesis
are listed in Table 4.3.

4.2.4 Surprise

Surprise!? is a Python sci-kit for implementing recommender systems with ex-

plicit ratings. It was designed with the purpose of making it easy to use, with an
emphasis on good documentation. The toolkit includes algorithms such as SVD,
NME and baseline algorithms for comparison reasons. The algorithms from Sur-
prise are listed in Table 4.4.

4.2.5 Other Python Libraries

Pandas!! is an open-source Python library useful for data science or machine
learning. It offers a particular data structure known as DataFrames which allows
for quick handling and manipulation of extensive data collections.

scikit-learn'? is a Python library designed for machine learning, providing sup-
port for both supervised and unsupervised learning. It provides a wide range of
established algorithms and efficient machine-learning tools, such as classification,
regression, and clustering.

°https://lenskit.org/
Ohttps://surpriselib.com/
Uhttps://pandas.pydata.org/
2https:/ /scikit-learn.org/stable/
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PyTorch '3 is an open-source machine learning framework in Python. It supports
using tensors that can live on CPU or GPU, making it useful when working with
deep learning or a neural network. The package provides fast implementation,
flexibility, and speed.

4.2.6 Orange Data Mining

Orange Data Mining'# is a Python-based software tool utilized for machine learn-
ing and data mining purposes. The free software has a user-friendly interface al-
lowing users to visualize data analysis workflows using widgets. Orange Widgets
can be used for various functions such as classification, regression, or mining as-
sociation rules.

Bhttps://pypi.org/project/torch/
4https://orangedatamining.com/
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Method and Experiments

The goal of our master’s thesis was to investigate the feasibility of employing ma-
chine learning techniques to extract insights into users’ personality traits from
movie recommendations, thereby posing potential threats to user privacy if done
by an attacker. Specifically, we aimed to determine to what extent it is possible
to infer users’ personality traits from top n movie recommendations (RQ1) and
how the number of classes for each personality trait impacts the inference ac-
curacy (RQ1.1). We also aimed to explore how including personality traits in the
recommender system influences the ability to infer personality (RQ2) and how re-
sampling affects the Classification Accuracy and Area Under Curve (RQ3). Based
on relevant theoretical background and related work, we have created a plaThe
following section will presentriments to answer these research questions. In the
following section, a comprehensive plan outlining the methodology to investigate
these questions, providing a detailed explanation of each step. Prior to delving
into the specifics, here is a concise preview of what you can anticipate:

e Experiment 0: Generate and evaluate recommendations
The initial experiment was to implement a baseline RS, a Rating-based Rec-
ommender System, and a Personality-based Recommender System and eval-
uate their performance in terms of precision@10, recall@10, and F1. The
primary objective of this experiment was to generate precise recommenda-
tions that are needed to effectively address the research questions at hand.

e Experiment 1: Inference of User Personality from personalized movie
recommendations
The fundamental experiment was to infer the personality traits based on
the previously generated rating-based recommendations and evaluate the
accuracy of the inference. The primary aim of this experiment was to address
RQ1 and RQ1.1. Firstly, it aimed to investigate the possibility of inferring
users’ personality traits from movie recommendations, thereby assessing the
extent to which such inference is feasible. Secondly, it aimed to examine
how the number of classes for each personality trait impacts the inference

45



46 Barstad and Torjusen: Privacy and Inference in Recommender Systems

accuracy.

e Experiment 2: Inference of User Personality Traits from Personality-
based Recommendations
In this experiment, we compared inferring using recommendations gener-
ated with and without the influence of personality. The aim of this experi-
ment was to answer RQ2 by exploring the impact of incorporating person-
ality traits into the recommender system and investigating how it influences
the ability to infer users’ personalities from top n recommendations.

e Experiment 3: Resampling
Lastly, we experimented with resampling training data aiming to improve
inference AUC. The aim was to address RQ3 and examine if resampling
could improve classification accuracy (CA) and area under the curve (AUC).

5.1 Detailed Plan for Experiments

In order to reach our overall thesis goal and address the research questions, we
developed a detailed plan consisting of one preparation experiment for generat-
ing recommendations and three experiments. These four experiments exclude the
data preprocessing and cleaning explained in Section 4.1.2. In the upcoming sec-
tions, we will thoroughly explain the process, including the procedures we used
and the evaluations performed.

Experiment 0: Generate and Evaluate Recommendations

The initial experiment 0 involved generating movie recommendations for users
and assessing the quality of these recommendations. This was a necessary prepa-
ration experiment before beginning the actual experiments.

First, we applied various collaborative filtering recommender algorithms to create
personalized recommendations based on users’ past movie preferences through
their explicit ratings to find the most suited algorithm for the rating-based recom-
mendation. The algorithms tested were state-of-the-art recommender algorithms
from the Lenskit and the Surprise packages. We first trained the recommenda-
tion algorithms using the Rating data, as defined in Section 4.1.2. Furthermore,
we trained the algorithms using the Rating-extended data, which is described
in Section 4.1.2 as the expanded rating data to include the MovieLens ratings.
Training and evaluating the algorithms on the different rating data helped us
determine whether a more extensive dataset could result in more precise recom-
mendations or if we should continue using only the ratings in the Personality2018
dataset.

To evaluate the performance of the rating-based recommender algorithms, we
employed the established metrics precision, recall, and F1-score using a five-fold
split. We chose the recommender algorithm with the best performance in terms
of precision to generate the top 10 recommendations for all the users in the User-



Chapter 5: Method and Experiments 47

Personality data. Precision was the most relevant metric because it was more im-
portant that the top 10 recommendations were true since we were basing our
inference on these ten movies. In this scenario, we did not care if many relevant
items were not recommended (recall) as long as the recommended ones were
relevant.

Additionally, to establish a baseline for experiment 1, we generated non-personalized
randomized recommendations. These recommendations should be generated us-
ing either Lenskit or Surprise’s random algorithm, depending on which algorithm
was selected for the rating-based recommendations. The recommendations should
be generated from the same ratings that were used to train the final rating-based
recommendations. This provides the most accurate baseline for comparison.

In addition to the personalized recommendations based solely on user ratings, we
employed the NCF-+soft-labeled Personality-based Recommender System! created
by Lu and Kan [71] to generate recommendations based on personality types de-
rived from the users’ OCEAN attributes in the User-Personality data. This recom-
mender system was trained on ratings from the Personality2018 dataset.

To summarize, we generated three versions of the top 10 recommendations: rating-
based recommendations, randomly generated recommendations and personality-
based recommendations.

In preparation for the experiments, we modified the format of the top 10 rec-
ommendations for the users to make it suitable as inference input. The recom-
mender systems gave us ten rows for each user, with each row corresponding to a
recommended movie ranked 1 through 10. Instead, we wanted one row per user
with information about the 10 recommended movies. If we keep only the origi-
nal information in the top 10 recommendations, each movie would be a separate
feature, which might give too specific patterns to infer based on. Therefore, to
transform the individual movie recommendations into a more generalized input
for the classifiers, we aggregated the information in the top 10 recommendations
by utilizing the predefined genres associated with each movie. This allowed us
to capture patterns in the recommendations while ensuring a level of generaliza-
tion that facilitates personality inference. Using information about the genres of
the top 10 recommendations, we proposed three different versions: binary-class,
count, and weighted. Recall from Section 4.1.2, each movie in the Movie data
had a column per genre with values of 0 or 1 indicating if the movie was classi-
fied within that genre. Here we found the information to create the three versions.
In the binary-class version, each genre would have a binary-class value indicating
if the user had a movie belonging to that genre in their top 10 recommendations.
The second version counted all instances of the specific genre in the user’s top
10 recommendations. The weighted version was similar to count but weighted
the ten values by dividing each value on the movie’s recommended rank before
summing. Figure 5.1 shows the data structure for these three suggested versions.

'Presented in Section 3.3
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Out of these three versions, the binary-class version had the least amount of infor-
mation about the top 10 recommendations. The weighted version had the most
information; however, this led to a risk of inaccurate information if the ranking
within the top ten movies was inaccurate regarding ranking-based metrics. As a
result, we concluded that the count version was the most suitable to proceed with.
This new data will be called the Recommended genres data: randomly generated,
rating-based, and personality-based.

Movie-genre data
Binary version

23 Toy Story ) 1 0
1 1 1
24 Jumaniji ) 1 0
- - 0 1
nincredibles2| 1 1 0 !
Top 10 Recommendations
Ratings data Count version
1 23 1
1 24 0 : ! L 2
1 25 1 1 n 10 ’ .
n 0 2
n 26 0 n 24 1
n 23 10 Weighted version

1 1/10 11110

n 0 11110

Figure 5.1: This figure demonstrates how to generate the three proposed sugges-
tions for formatting the genres in the top 10 recommendations, which serve as
input for inference. Ratings in the illustration are fictionary.

Experiment 1: Inference of User Personality from Personalized Movie
Recommendations

Experiment 1 focused on inferring users’ personality traits for users from the top
10 rating-based movie recommendations. We inferred the personality traits for
the users in the User-Personality data, defined in Section 4.1.2. We used the ran-
domly generated recommendations from Experiment O as a baseline. In addition,
this experiment tested three different splits for the classes within the personality
traits. The different splits allowed us to get different perspectives for the analysis,
ensuring that our classification is neither overly complex nor overly simplified.
Therefore, we will repeat the following process in this experiment once for each
personality trait split for the rating-based Recommended genres and randomly
Recommended genres, resulting in six iterations. Each iteration is done for each
of the five OCEAN attributes.

The three personality splits are the seven-class split, the three-class split, and the
binary-class split. We created the three new versions from the original 7-point
Likert scale User-Personality data. The seven-class split round all personality trait
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values down to the nearest integer. The three-class split reassigns the personality
trait values into three categories Low, Medium, and High. Values under three are
classified as Low, three to five as Medium, and above five as High. The third is
a binary-class split categorizing users as having low or high OCEAN values. In
the binary-class split, personality trait values of four and below on the original
scale are considered Low, while values above four are considered High. We used
the same criteria for the binary-class version as Nguyen et al. [8], who created
the numeric dataset. For the three-class split, we used numbers from the online
version? of the TIPI created by Gosling et al. [70].

The selected User-Personality data was merged on userld with the count version
of the Recommended Genres data (Figure 5.1) in the Orange Data Mining appli-
cation. This resulted in a data table with one row per user denoted by their userlId.
The subsequent columns correspond to personality trait values, representing the
OCEAN traits of each user. The table comprises columns for each genre listed in
Section 4.1.2 with values for that user’s weighted genre score.

Then the data was split into train and test data, using the Data Sampler widget
in Orange Data Mining, with ten-fold cross-validation with stratified samples to
maintain the original class ratios. Separately, we used the Select Columns widget
on the train data and the test data to select all 19 genres as features, the userld
as Metas, and the allotted OCEAN attribute as the target value.

The train data was then sent into the classifiers widgets for the classifiers listed
below. All classifiers were utilized without parameter adjustments. This approach
allowed for a fair comparison among the different classifiers. By evaluating their
performance in their out-of-the-box form, we can leave identifying the most promis-
ing classifier(s) for future investigation and refinement. This strategy systemati-
cally assesses the classifiers’ initial capabilities before considering potential mod-
ifications or optimizations.

List of Classifiers:

kNN

Logistic Regression
Naive Bayes

Neural Network (MLP)
Random Forest

SVM with kernel RBF

To evaluate the accuracy of personality inference, we passed the learner output
from the classifiers, the train data, and the test data from before into the Test and
Score widget. Selection of the option to Test on test data for this widget compared
the predicted traits with ground truth data for the unseen test data for the different
classifier models. Followingly, the widget presented AUC, Classification Accuracy

Zhttps:/ /psytests.org/big5/tipien.html
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(CA), precision, recall, and F1 for each of the classifiers’ ability to infer the selected
personality trait.

Experiment 2: Inference of User Personality Traits from Personality-
based Recommendations

During our literature review, we discovered that the inference of user attributes
poses a significant privacy threat and that the adoption of Personality-based Rec-
ommender System (PBRS) has witnessed a notable surge. Motivated by these find-
ings, we developed a hypothesis before conducting Experiment 2. We hypothe-
sized that inferring personality traits from personalized recommendations would
be more feasible and accurate if the recommendations incorporated the user’s
personality as an additional factor. We speculated that including personality traits
in the recommendations might inadvertently result in information leakage, fa-
cilitating a link between the ability to infer attributes and the personalized rec-
ommendations themselves. The primary objective of this experiment was to test
this hypothesis and explore potential correlations between personality inference
accuracy and the integration of personality in Personality-based Recommender
Systems.

In Experiment 2, the same inference as in Experiment 1 was conducted, but with
two alterations. First, this experiment aimed to investigate how including person-
ality traits when generating recommendations affects the inference of those traits.
Therefore, the inference process in Experiment 1 was conducted on the Recom-
mended genre data based on the personality-based recommendations and com-
pared to the inference from the rating-based Recommended genres data. Secondly,
this experiment only used the binary-class User-Personality data to keep simplic-
ity and clarity in the experiment as well as resource efficiency, as the focus was
on the effects of adding personality to the recommendations. This will make the
analysis and interpretation of results more straightforward, however, we must be
aware of the oversimplification of personality. Yet, it will serve as a suitable initial
exploratory phase for testing the hypothesis that inferring personality traits based
on personalized recommendations, derived from both personality and ratings, is
expected to yield more accurate results than recommendations solely based on
ratings.

Experiment 3: Resampling

During the preliminary data analysis in Chapter 4 we observed an imbalance
within each personality trait in the user dataset. This prompted us to investi-
gate the potential benefits of resampling the training data during classification.
To address this issue, we conducted a resampling experiment, focusing specifi-
cally on the binary-class User-Personality data, as it had the fewest amount of
classes among the available versions of the User-Personality data. Additionally,
we only conducted the resampling experiment using recommendations from the
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Personality-based Recommender System because, in Experiment 2, we hypoth-
esized that personality inference would be more accurate with the personality-
based recommendations than the rating-based recommendations by including the
attribute that would be inferred. We aimed to determine if an approach with re-
sampling could yield improved inference results compared to the original results
based on PBRS with no user resampling. We hypothesized that resampling might
result in an increase in AUC.

To achieve a balanced representation of the minority and majority classes, we
aimed for a 1:1 ratio. To explore this, we conducted two versions of the experi-
ment; one with only oversampling and one with only undersampling, both with
random resampling. The experiment followed the classification process in Orange
Data mining from Experiment 2 as a starting point.

To perform the resampling experiments, we added the Select row widget to the
train data to identify and select all rows where the specified personality attribute
was labeled as "High". Subsequently, we divided the data into two paths; one
path directed the data labeled "High" through a Resample widget, while the other
path directed the labeled "Low" through another. This segregation allowed us to
separately apply the resampling technique to the two classes.

In the first version, we employed undersampling, decreasing the number of in-
stances in the majority class to match that of the minority class. This approach
ensured that both classes were equally represented in the dataset. In the second
version, we implemented oversampling, increasing the instances of the minority
class to align with the number of instances in the majority class. By applying both
undersampling and oversampling techniques, we sought to evaluate the impact
of balancing the dataset on the performance and accuracy of our analysis.

This gave updated results in Test and Score widget. First, for undersampling to ra-
tio 1:1. Secondly, by oversampling to ratio 1:1. These two sub-experiments were
repeated with all five OCEAN attributes. Next, we compared the inference results
from the two resampling experiments to previous results for the PBRS from Ex-
periment 2 without resampling on the binary-class User-Personality data for the
PBRS.

For this experiment, we compared both Classification Accuracy (CA) and Area
Under Curve (AUC) with no resampling, oversampling, and undersampling. As
we aim to improve classification on an imbalanced dataset, we wish to increase
the AUC; the background theory is explained in Section 2.8.2.

5.1.1 Experimental Setup

Figure 5.2 visually represents the overall process of the thesis and the four exper-
iments. Table 5.1 provides information on the corresponding iteration belonging
to each experiment. The depicted Rating, User-Personality, and Movie data are
presented in Section 4.1.2.
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Figure 5.2: Diagram showing the entire experiment process, showing how Ex-
periments O through 3 are connected. The diagram shows the data processing
process, the recommendation process, and the steps included to infer user per-
sonality from the movie recommendations.
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Table 5.1: Iterations of each experiment. Each iteration is done for each OCEAN
value with all classifiers listed in Section 5.1.

| Recommender System | User-Personality Split | Resample

Experiment 1
Iteration 1 | Random Seven-class split No resampling
Iteration 2 | RBRS Seven-class split No resampling
Iteration 3 | Random Three-class split No resampling
Iteration 4 | RBRS Three-class split No resampling
Iteration 5 | Random Binary-class split No resampling
Iteration 6 | RBRS Binary-class split No resampling
Experiment 2
Iteration 1 | RBRS Binary-class split No resampling
Iteration 2 | PBRS Binary-class split No resampling
Experiment 3
Iteration 1 | PBRS Binary-class split No resampling
Iteration 2 | PBRS Binary-class split Undersampling
Iteration 2 | PBRS Binary-class split Oversampling







Chapter 6

Results

This chapter presents the results from the four experiments described in Chap-
ter 5. The experiments involved generating and evaluating recommendations, in-
ferring and evaluating personality traits with different numbers of classes for each
personality trait, inferring based on personality-based recommendations, and ex-
perimenting with resampling. For related recommender and classification model
theory, please refer to Chapter 2. Additionally, Chapter 4 provides information on
all datasets and technology used in the experiments.

6.1 Experiment 0: Generating and Evaluating Recommen-
dations

6.1.1 Rating-based and Baseline Recommender System

This section presents the evaluation results for the rating-based recommender al-
gorithms from Lenskit and Surprise explored in the experiment. It also presents
results for the baseline recommender systems. The code for evaluating algorithms
and generating top n recommendations is publically available in the GitHub repos-
itory?.

Lenskit

We experimented with various recommender algorithms from Lenskit using the
Rating data defined in Section 4.1.2. The evaluation metrics of the generated rec-
ommendations are presented in Table 6.1. The algorithm that performed best re-
garding precision@10 was the Popular algorithm, with a precision of 0.38, mean-
ing the Lenskit non-personalized algorithm performed better than the personal-
ized rating-based algorithms.

The best personalized rating-based algorithm, ImplicitME had practically half the
precision as the Popular algorithm. All other algorithms were less than five times

Thttps://github.com/hanntorj/masters-thesis.git
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Table 6.1: Evaluation metrics of the recommender algorithms from Lenskit train-
ing on Rating data with ratings from Personality2018.

Algorithm | Precision@10 | Recall@10 | F1
Popular 0.38 0.07 0.12
ImplicitMF | 0.21 0.07 0.1
FunkSVD 0.07 0.01 0.01
BiasedMF 0.03 0.01 0.01
Itemtem 0.0 0.0 0.0
Random 0.0 0.0 0.0
UserUser 0.0 0.0 0.0

as good as the Popular, indicating that the algorithms performed relatively poorly
on the Rating data that included only ratings from the Personality2018 dataset.
Therefore, we sought to enhance our recommender system by expanding our
dataset to include ratings from the MovieLens datasets as defined in Section 4.1.2.
After running the Rating-extended data through a selection of the Lenskit recom-
mender algorithms, we evaluated the algorithms using the same metrics as pre-
viously to see if the results indicated that the algorithms performed better with a
bigger dataset. The evaluation results are shown in Table 6.2 and imply that the
Popular algorithm still had the highest precision; however, it decreased to 0.14
compared to 0.38 previously. The other algorithms also saw a decrease in per-
formance, leading to the conclusion that there was no registered improvement in
performance when adding ratings from the Movielens dataset compared to only
Personality2018 ratings. Ultimately, we decided that the Lenskit recommender al-
gorithms did not perform to our expectations, and we proceeded without using
the recommendations generated by the Lenskit library.

Table 6.2: Evaluation metrics of the recommender algorithms from Lenskit train-
ing on Rating-extended data with ratings from both Personality2018 and Movie-

lens.
Algorithm | Precision@10 | Recall@10 | F1
Popular 0.14 0.07 0.1
ImplicitMF | 0.11 0.09 0.1
BiasedMF | 0.02 0.01 0.01
Itemtem 0.01 0.0 0.0
Surprise

We applied various recommender algorithms to the Rating data using the Surprise
toolkit. Evaluating the algorithms resulted in the metrics presented in Table 6.3.
Specifically, the SVD algorithm demonstrated the highest precision@10 from Sur-
prise with a precision of 0.87.

We also wanted to evaluate the SVD algorithm training on the Rating-extended
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data as attempted on the Lenskit algorithms; results are presented in Table 6.4.
This gave a precision of 0.76, displaying the same decrease in performance in
terms of precision@10 when adding MovieLens ratings as the Lenskit algorithms
displayed, and we decided not to continue with the Rating-extended data any
further.

As we wanted to use the rating-based algorithm with the highest Precision@10 in
the next experiments, we decided to proceed with the Surprise SVD recommen-
dations trained on the Rating data.

In the end, as we utilized the Surprise package for generating rating-based rec-
ommendations, we also wanted to opt for a Surprise algorithm for our baseline
recommendations to compare the personalized RBRS with a random RS within
our inference model. We further decided to incorporate the NormalPredictor from
Surprise as that baseline recommender system to generate random recommenda-
tions for each user.

Table 6.3: Evaluation metrics of the recommender algorithms from Surprise
training on Rating data with ratings from Personality2018.

Algorithm Precision@10 | Recall@10 | F1

SVD 0.87 0.3 0.45
KNNBasic 0.86 0.32 0.46
NMF 0.81 0.29 0.42
NormalPredictor | 0.69 0.21 0.33

Table 6.4: Evaluation metrics of the SVD algorithms from Surprise training on
Rating-extended data with ratings from both Personality2018 and Movielens.

Algorithm | Precision@10 | Recall@10 | F1
SVD 0.76 0.57 0.65

6.1.2 Personality-based Recommender System

For the Personality-based Recommender System (PBRS), we utilized the NCF+soft-
labeled recommender system developed by Lu and Kan [71], discussed in detail in
Chapter 3. This recommender system uses neural networks to recommend movies
based on the ratings from the Personality2018 dataset while also incorporating the
users’ personality traits into the recommendation process. We obtained access to
the code upon request from the author, as it is not publically available.

In our evaluation of the PBRS, we utilized the same two key metrics as Lu and
Kan [71], namely Hit Rate (HR) and Normalized Discounted Cumulative Gain
(NDCG). Evaluating the NCF+soft-labeled personality approach, the best epoch
on our dataset resulted in a HR@10 of 0.83 with a NDCG@10 of 0.59. Our results
were in line with Lu and Kan’s findings, who reported an HR@10 of 0.805 and
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an NDCG@10 of 0.511 for the entire Personality2018 dataset with the NCF+soft-
labeled approach.

6.2 Experiment 1: Inference of User Personality From Per-
sonalized Movie Recommendations

Experiment 1 was conducted using several classification models separately on
rating-based recommendations generated in experiment 0 with different person-
ality trait splits. The experiment was also conducted on the non-personalized rec-
ommendations from experiment 0 as a baseline to compare results.

Figure 6.1, Figure 6.2 and Figure 6.3 show pie charts of the resulting distribu-
tion of the three personality trait splits: seven-class split, three-class split, and
binary-class split. The coefficient of variation (also referred to as relative stan-
dard deviation) for each trait per split is listed in Table 6.5.

Table 6.5: Coefficient of Variation (CV) for each trait per personality split, with
the highest CV per split shown in bold and the lowest CV underlined.

Seven-class split | Three-class split | Binary-class split
Openness 90.4 70.17 70.32
Conscientiousness | 64.68 59.22 22.07
Extraversion 53.89 47.2 40.30
Agreeableness 85.13 84.07 12.17
Neuroticism 59.83 52.86 43.08

The key results and added calculations from the inference follow below. The full
evaluation of the inferences for each personality trait, using the different person-
ality trait splits and recommendation inputs, can be found in Appendix B.

Table 6.6 represent the average Classification Accuracy (CA) for the different per-
sonality trait splits. Logistic Regression was, for every split and for both rating-
based and randomly generated recommendation, the best-performing overall clas-
sifier when averaging the highest classification accuracy for the OCEAN traits.
However, with LR, the inference using the random recommendations outperforms
the classification accuracies of rating-based recommendations. For kNN and Neu-
ral Networks, the inference from RBRS got the highest CA compared to ran-
dom recommendations. Additionally, the recommendation inputs that obtained
the highest average CA among Naive Bayes, Random Forest, and SVM varied de-
pending on the number of classes employed for personality classification.
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Figure 6.1: Distributions for each personality trait with the seven-class split.
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Figure 6.2: Distributions for each personality trait with the three-class split.
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Figure 6.3: Distributions for each personality trait with the binary-class split.
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Table 6.6: Average Classification Accuracy (CA) across all OCEAN traits for each
classifier shown per personality trait split. The best CA for each recommendation
and split are marked in bold.

Random RS Rating-based RS
Seven- Three- Binary- Seven- Three- Binary-
class split | class split | class split | class split | class split | class split
kNN | 0.248 0.502 0.642 0.267 0.503 0.655
LR 0.287 0.607 0.686 0.271 0.592 0.683
NB 0.184 0.582 0.686 0.236 0.570 0.681
NN 0.246 0.557 0.648 0.274 0.561 0.663
RF 0.232 0.572 0.646 0.269 0.527 0.668
SVM | 0.248 0.471 0.534 0.256 0.503 0.502

In Table 6.7 and Table 6.8, we can see a summarized version of the best-performing
classifier for each trait using random recommendations and rating-based recom-
mendations, respectively. Regarding rating-based recommendations, Agreeable-
ness was the most accurately classified personality trait for the seven-class split
and the three-class split. In contrast, Openness achieved the highest accuracy in
the binary-class split. There was a significant jump in classification accuracy for
Openness from the three-class split to the binary-class split, going from 0.622 to
0.861. Agreeableness, on the other hand, went from a high accuracy of 0.789 with
the three-class split to a lower accuracy of 0.583 with the binary-class split. These
trends were also found for inference using random recommendations.

Table 6.7: Best classifier in terms of Classification Accuracy for each OCEAN trait,
inferred from random recommendations. The classifier and CA for the trait with
the highest CA for each split are marked in bold.

Seven-class split | Three-class split | Binary-class split
Best Best Best

classifier CA classifier CA classifier CA
Openness LR 0.406 | LR 0.561 | NN 0.856
Conscientiousness | SVM 0.278 | LR 0.567 | NN 0.594
Extraversion NB 0.222 | LR 0.539 | LR 0.711
Agreeableness LR 0.356 | LR/NB 0.789 | NB 0.600
Neuroticism LR 0.233 | LR 0.578 | LR 0.706
Average - 0.299 | - 0.607 | - 0.693

For Openness and Extraversion, the highest CA was higher for the rating-based
recommendations for two of the splits, while for the rest of the OCEAN traits,
it was only higher in one of the splits. Despite this, when averaging the highest
CA score for each OCEAN trait, the value was slightly higher for the rating-based
recommendations for all three splits. The traits with the highest observed increase
of CA were Extraversion for the seven-class and binary-class split and Openness
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Table 6.8: Best classifier in terms of Classification Accuracy for each OCEAN trait,
inferred from rating-based recommendations. The classifier and CA for the trait
with the highest CA for each split are marked in bold.

Seven-class split | Three-class split | Binary-class split
Best Best Best

classifier CA classifier CA classifier cA
Openness NN 0.361 | NN 0.622 | LR 0.861
Conscientiousness | RF 0.256 | LR 0.556 | NB 0.606
Extraversion LR 0.278 | NB 0.506 | NB 0.728
Agreeableness LR 0.372 | LR 0.789 | kNN 0.583
Neuroticism NN 0.239 | NB 0.566 | LR 0.694
Average - 0.301 | - 0.608 | - 0.694

for the three-class split, which can be seen in Table 6.9.

Table 6.9: The table shows observed change of classification accuracy when in-
ferring from the rating-based recommendations compared to from the randomly
generated recommendations. The numbers are calculated by subtracting the num-
bers in Table 6.8 from the corresponding numbers in Table 6.7.

Seven-class split | Three-class split | Binary-class split
Openness -0.145 0.061 0.005
Conscientiousness | -0.022 -0.011 0.012
Extroversion 0.056 -0.033 0.017
Agreeableness 0.016 0.000 -0.017
Neurotisism 0.006 -0.012 -0.012
Average 0.002 0.001 0.001

Looking at the inference from rating-based recommendations, only considering
Classification Accuracy (CA), Table 6.8 suggests that Agreeableness was the most
successfully inferred personality trait using a seven-class split (CA = 0.372 and
AUC = 0.514) and a three-class split (CA = 0.789 and AUC = 0.593). On the
other hand, Openness was the most successfully inferred personality trait using
a binary-class split (CA=0.861 and AUC = 0.492). This was also the highest CA
over all the splits. In all three splits, LR gave the highest CA.

Considering that inferring Openness using the binary-class split using LR gave the
highest overall accuracy both from rating-based recommendations and random
generations, it is worth examining the confusion matrix. This confusion matrix
for the scenario of inferring from rating-based recommendations is shown in Fig-
ure 6.4. The figure shows that all instances were predicted as the majority class.
The same can be seen in the confusion matrix in Figure 6.5 for inferring Agreeable-
ness from rating-based recommendations with the three-class split. Recall Agree-
ableness was the only attribute where the accuracy decreased from three-class to
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binary-class-split. As seen in the distributions of the binary-class split for Open-
ness in Figure 6.3 and Agreeableness in the three-class split in Figure 6.2, both
personality traits had skewed distributions and a clear majority class: High for
Openness in the binary-class split, and Medium for Agreeableness in the three-
class split.

Predicted
High Low ¥
High 155 0 155
E
5 Low 25 0 25
<
)3 180 0 180

Figure 6.4: Confusion matrix for inference using Logistic Regression for Openness
with the binary-class split on rating-based recommendations (CA=0.861 and AUC
= 0.492).

Predicted

High Low Medium )2

High 0 0 30 30

© Low 0 0 8 8
=

< Medium 0 0 142 142

)3 ()} ()} 180 180

Figure 6.5: Confusion matrix for inference using Logistic Regression for Agree-
ableness with the three-class split on rating-based recommendations (CA = 0.789
and AUC = 0.593).

6.3 Experiment 2: Inference of User Personality Traits from
Personality-based Recommendations

For Experiment 2, we implemented a Personality-based Recommender System
(PBRS) and used it as the input for the inference model to compare with the
inference using Rating-based Recommender System (RBRS) in Experiment 1. We
hypothesized that using a PBRS would consequently lead to more information
leakage of personality traits, as the recommendations are generated using per-
sonality data.

Looking at the binary-class split for the inference, Table 6.10 compares the av-
erage values for Classification Accuracy (CA) and Area Under Curve (AUC) for
each classifier using a RBRS and a PBRS. Repeating how calculations were done
in Table 6.6, the value was calculated by averaging the result of the classifiers for
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Table 6.10: Average CA and AUC for each classifier across OCEAN traits, com-
paring RBRS and PBRS. Best Classification Accuracy (CA) results for each recom-
mendations are marked in bold.

RBRS PBRS
Avg CA | Avg AUC | Avg CA | Avg AUC
kNN | 0.655 0.509 0.652 0.548
LR 0.683 | 0.552 0.689 | 0.528
NB 0.681 0.528 0.654 | 0.528
NN | 0.663 0.522 0.672 0.529
RF 0.668 0.518 0.658 0.522
SVM | 0.502 0.523 0.568 0.483

each OCEAN trait. For both the RBRS and the PBRS, Logistic Regression (LR) was
the best classifier when averaging the accuracy for all personality traits. The infer-
ence with PBRS performed slightly better with an average CA of 0.689, compared
to 0.683 using RBRS. However, the PBRS had an average AUC score of 0.528,
whereas the RBRS had an average AUC score of 0.552.

Table 6.11: Best classifier per trait, RBRS versus PBRS. The best Classification
Accuracy (CA) results for each trait, comparing inference from rating-based and
personality-based recommendations, are indicated by bold.

RBRS PBRS
Best classifier | CA Best classifier | CA
Openness LR 0.861 | LR 0.861
Conscientiousness | NB 0.606 | LR 0.583
Extraversion NB 0.728 | LR 0.706
Agreeableness kNN 0.583 | LR/NN 0.583
Neuroticism LR 0.694 | LR 0.711

Table 6.11 illustrates the difference between RBRS and PBRS when comparing the
most accurate classifiers for each trait. Openness was the most accurately inferred
personality trait for both recommendation inputs, with both systems achieving an
accuracy of 0.861. The confusion matrix looked the same for both classifiers, with
all instances being predicted as majority class, as previously shown in Figure 6.4.
RBRS got a higher classification result than PBRS for Conscientiousness and Ex-
traversion. For Agreeableness, both the systems achieved the same result of 0.583
CA. However, regarding Neuroticism, PBRS obtained the highest accuracy.

6.4 Experiment 3: Resampling

As introduced in Section 5.1, we resampled the training datasets to balance the
dataset used in the classification.
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Table 6.12: Openness - The table shows the difference in CA and AUC for in-
ferring based on personality-based recommendations with no resampling, under-
sampling and oversampling. The best result for each classifier is marked in bold.

No resampling | Undersampling Oversampling
CA AUC CA AUC CA AUC
kNN | 0.833 | 0.575 | -0.283 | -0.055 | -0.166 | -0.012
LR 0.861 | 0.463 | -0.394 | +0.010 | -0.333 | +0.006
NB 0.844 | 0.535 | -0.277 | +0.034 | -0.266 | -0.005
NN | 0.850 | 0.511 | -0.283 | +0.050 | -0.078 | +0.075
RF 0.850 | 0.559 | -0.294 | -0.003 | -0.028 | -0.015
SVM | 0.783 | 0.433 | -0.433 | -0.031 | -0.261 | +0.005

Table 6.13: Conscientiousness - The table shows the difference in CA and AUC
for inferring based on personality-based recommendations with no resampling,

undersampling and oversampling. The best result for each classifier is marked in
bold.

No resampling | Undersampling Oversampling

CA AUC CA AUC CA AUC
kNN | 0.561 | 0.525 | -0.039 | -0.017 | -0.061 | -0.078
LR 0.583 | 0.506 | -0.094 | -0.024 | -0.100 | -0.001
NB 0.539 | 0.395 | +0.000 | +0.142 | -0.022 | +0.143
NN | 0.578 | 0.528 | -0.106 | -0.031 | -0.084 | -0.031
RF 0.572 | 0.476 | -0.061 | +0.084 | -0.050 | +0.028
SVM | 0.444 | 0.436 | +0.106 | +0.112 | +0.112 | +0.059

Table 6.14: Extraversion - The table shows the difference in CA and AUC for
inferring based on personality-based recommendations with no resampling, un-

dersampling and oversampling. The best result for each classifier is marked in
bold.

No resampling | Undersampling | Oversampling
CA AUC CA AUC CA AUC
kNN | 0.661 | 0.594 | -0.205 | -0.132 | -0.194 | -0.131
LR 0.706 | 0.643 | -0.134 | -0.071 | -0.112 | +0.008
NB | 0.694 | 0.644 | -0.166 | -0.116 | -0.144 | +0.017
NN | 0.678 | 0.557 | -0.206 | -0.085 | -0.128 | -0.027
RF 0.672 | 0.543 | -0.233 | -0.104 | -0.078 | -0.048
SVM | 0.583 | 0.517 | -0.183 | -0.117 | -0.100 | -0.071
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Table 6.15: Agreeableness - The table shows the difference in CA and AUC for
inferring based on personality-based recommendations with no resampling, un-

dersampling and oversampling. The best result for each classifier is marked in
bold.

No resampling | Undersampling Oversampling

CA AUC CA AUC CA AUC
kNN | 0.578 | 0.564 | -0.056 | -0.072 | -0.039 | +0.002
LR 0.583 | 0.516 | -0.066 | +0.030 | -0.000 | -0.058
NB 0.561 | 0.533 | -0.011 | +0.030 | -0.039 | +0.014
NN | 0.583 | 0.567 | -0.066 | -0.046 | -0.027 | -0.009
RF 0.528 | 0.511 | -0.050 | +0.024 | +0.033 | +0.038
SVM | 0.511 | 0.481 | +0.078 | +0.013 | -0.022 | +0.019

Table 6.16: Neuroticism - The table shows the difference in CA and AUC for
inferring based on personality-based recommendations with no resampling, un-
dersampling and oversampling. The best result for each classifier is marked in
bold.

No resampling | Undersampling Oversampling

CA AUC CA AUC CA AUC
kNN | 0.628 | 0.483 | -0.189 | -0.009 | -0.106 | +0.061
LR 0.711 | 0.513 | -0.128 | +0.115 | -0.111 | +0.131
NB 0.633 | 0.532 | -0.100 | +0.047 | -0.039 | +0.076
NN | 0.672 | 0.483 | -0.189 | +0.007 | -0.050 | +0.070
RF 0.662 | 0.521 | -0.173 | +0.032 | +0.044 | +0.033
SVM | 0.517 | 0.548 | -0.011 | +0.028 | +0.027 | -0.036
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Based on the provided corresponding tables, we can draw the following conclu-
sions comparing the resampling techniques to no resampling.

The results for Openness are shown in Table 6.12. Undersampling had a negative
impact on Classification Accuracy for all classifiers. However, half of the classifiers,
specifically LR, Naive Bayes, and Neural Network, experienced an increase in Area
Under Curve (AUC) despite this. On the other hand, oversampling also negatively
impacted Classification Accuracy, but slightly less than undersampling. Also here,
half of the classifiers, which here was LR, Neural Network, and SVM, experienced
an increase in Area Under Curve (AUC). In general, oversampling performed bet-
ter than undersampling.

Table 6.13 presents the results of Conscientiousness. Undersampling had a mixed
impact on CA and AUC across different classifiers. Naive Bayes, Random Forest,
and SVM showed an improvement for AUC, while CA also increased for SVM,
it decreased for RF. k-Nearest Neighbors, LR, and Neural Network, on the other
hand, showed a decrease in both CA and AUC. Oversampling also had a mixed
impact on AUC, but it was less consistent between the two metrics. Only SVM
show an increase for both CA and AUC; all other classifiers negatively impact CA.
Other than that, only Naive Bayes and Random Forest show increased values for
AUC.

In Table 6.14, the results for Extraversion are provided. Undersampling indicated
a decrease in CA and AUC for all classifiers. This applied to oversampling as well,
except for Logistic Regression and Naive Bayes (NB), which showed a slight im-
provement in AUC.

Table 6.15 shows the results for Agreeableness. Undersampling had a negative im-
pact on CA for all classifiers except for SVM, which showed an increase. Contrary,
AUC experienced an increase for all classifiers except kNN and Neural Network.
Similar results could be found for oversampling. All classifiers showed a decrease
in CA with the exception of Random Forest. The only classifiers that did not show
an increased AUC were LR and Neural Network.

Lastly, the results for Neuroticism are illustrated in Table 6.16. Undersampling
generally led to a decrease in CA for all classifiers. In contrast, the AUC increased
for all values except kNN. Oversampling performed better where the CA increased
for Random Forest and SVM and decreased for the rest. Further, the AUC gener-
ally increased more than for undersampling, except for SVM, which decreased.
Logistic Regression was the classifier with the highest CA before any resampling
and showed the highest increase for oversampling.
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Discussion

This chapter will thoroughly discuss the results related to the research questions
presented in Section 1.2. Through our experiment, a novel contribution has been
made by exploring the inference of personality traits based on the top n movie
recommendations. We will thoroughly explore and examine the extent to which it
is possible to infer personality traits from these movie recommendations (RQ1),
considering factors such as the number of classes for each personality trait and
its impact on the accuracy of inference (RQ1.1). Additionally, we will study the
influence of incorporating personality traits into the recommender system and
how it affects the ability to infer personality from the recommendations (RQ2).
Furthermore, we will examine the effects of resampling techniques on key eval-
uation metrics such as Classification Accuracy (CA) and Area Under the Curve
(AUQ) in inferring users’ personality traits from movie recommendations (RQ3).
Moreover, we will discuss potential threats to validity and identify key points for
future work to further our understanding of personality inference in recommender
systems.

69
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7.1 RQ1: To What Extent Is It Possible To Infer Users’ Per-
sonality Traits From Movie Recommendations?

After analyzing the average classification accuracy across the OCEAN traits of var-
ious classifiers, it was discovered that the accuracy of predicting personality traits
from top n recommendations varies depending on the classifier used. As presented
in Table 6.10, logistic regression emerged as the overall best classifier, however, it
performed better using the baseline recommendations that do not have any infor-
mation about the users as they were randomly generated. Still, the results indicate
that kNN and Neural Networks perform better on the rating-based recommenda-
tions than the baseline recommendations across all splits, indicating that these
classifiers effectively capture the underlying patterns in the data.

For the remaining classifiers, it is uncertain whether the rating-based recommen-
dations perform better than the baseline in terms of average CA across the OCEAN
attributes. This varies between different personality splits, and it is unclear which
recommendations provide the highest average accuracy for classification. This
suggests that the choice of classification approach and the number of classes the
personality traits are separated in can influence inference accuracy. The latter will
be discussed further in RQ1.1.

When analyzing the best results for each OCEAN trait instead of comparing classi-
fiers, we find that although no single trait consistently outperformed the baseline
recommendations, averaging the highest CA values for each trait showed slightly
higher CA for rating-based recommendations for all splits. These results are shown
in Appendix B. The traits that saw the highest increase in CA using rating-based
recommendations were Extraversion and Openness. The results show that it is not
always the case, but that for all attributes, there are some cases where the rating-
based recommendations do leak some information about personality.

Top n recommendations generated by Rating-based Recommender System can po-
tentially reveal personal information, which could put user privacy at risk. Devel-
opers of recommender systems should be aware that even with limited accuracy,
inferences can still expose user personality and potentially violate user privacy.
It is essential for developers to inform users about this possibility and take steps
to protect their data. Robust security measures should be implemented to prevent
unauthorized access or data breaches of sensitive information, not only of the user
ratings but also the generated recommendations.

Overall, Experiment 1 indicates that the choice of classifiers influences the effec-
tiveness of inferring personality traits from top n movie recommendations and that
it is not universally applicable to all traits. However, it is evident that rating-based
recommendations do reveal some information about personality across all at-
tributes in some cases and for some classifiers. Therefore, while there is no defini-
tive rule for inferring certain traits, the results suggest that the use of rating-based
recommendations can still provide insights into individuals’ personality character-
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istics, making it possible to infer users’ personality traits from movie recommen-
dations in certain cases.

7.1.1 RQ1.1: How Does the Number of Classes for Each Personality
Trait Impact the Inference Accuracy?

RQ1.1 examines the impact of different personality trait splits on inferring per-
sonality traits’ accuracy. We analyze Experiment 1 findings in the inference results
from rating-based recommendations, including inference results from randomly
generated recommendations as a baseline. This section explores how the choice
of personality trait splits influences classification accuracy when inferring person-

ality.

For all but one personality trait, we consistently observe that accuracy increases as
the number of classes decreases. This pattern holds across both rating-based and
randomly generated recommendations as shown in Table 6.6. Intuitively, with
fewer classes, there is a higher likelihood of randomly placing the individuals’
personality traits into the correct category. This indicates that optimal accuracy
is achieved with splits having fewer classes, as they simplify the categorization
process. The accuracy for the three personality trait splits would statistically fall
around the inverse of the number of classes when classifying at random. In our ex-
periment, we get higher values than those at random. If this only occurred with the
rating-based recommendations, it could prove information leakage from the input.
However, since the observed phenomena hold for the non-personalized random
recommendations as well, it suggests the presence of additional factors influenc-
ing the classification accuracies, such as skewed datasets or other effects.

The exception for the results showing higher accuracy with fewer classes arises
for the trait of Agreeableness; the accuracy decreases for the binary-class split
compared to the three-class split. This unexpected finding may be attributed to
Agreeableness being the most heavily skewed trait in the three-class split and the
least skewed in the binary-class split regarding the coefficient of variation as pre-
sented in Table 6.5. The skewed distribution of Agreeableness in the three-class
split indicates how it is important to acknowledge that the presence of trait im-
balance can disrupt established accuracy trends, emphasizing the need for careful
handling of imbalanced traits. We also observed that heavily imbalanced personal-
ity trait splits tend to exhibit higher classification accuracy, indicating a potential
bias towards the majority class, a common occurrence in imbalanced datasets.
This suspicion is further supported by the confusion matrices. In Experiment 3,
strategies are explored to mitigate the impact of trait imbalance on classification
accuracy.

Despite the overall best accuracy being achieved with the binary-class split, it
is essential to consider the potential oversimplification of user personalities when
using fewer classes. If the inferred personality becomes too simple, it may not be a
useful attribute for practical applications. For other attributes like gender, which is
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commonly perceived as having two distinct categories, an inference attack aiming
to identify the binary classes may be reasonable in certain contexts. However,
when attempting to infer attributes that normally come in multiple classes, like
age, inferring only two classes would likely provide limited information making it
practically useless if able to infer. In potential real-life scenarios where someone
wishes to infer personality, such as inferring personality from a movie-watching
site, overly simplified personality classes may not yield precise and helpful results
for the attacker to use in their own domain.

We examined how the accuracy of personality trait inference is affected by us-
ing different splits for personality traits. The results indicate that personality trait
splits with fewer classes tend to exhibit higher classification accuracy across both
rating-based and randomly generated recommendations. This suggests that the
choice of personality trait splits does impact the accuracy of inferring personality
traits. However, an exception is observed for the trait of Agreeableness, where
results point to differences of imbalances also affecting the accuracy. Further, it
is crucial to balance simplicity and accuracy in practical applications. It is worth
noting that the extent to which the binary-class split simplifies the complexity of
personality has not been explored in this thesis. Further research should investi-
gate alternative personality trait splits that effectively balance simplicity and ac-
curacy, ensuring practical usefulness and maintaining the necessary level of com-

plexity.
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7.2 RQ2: How Does Incorporating Personality Traits Into
a Recommender System Influence the Ability To Infer
Personality From the Recommendations?

The goal with RQ2 was to explore how the accuracy of inference of personal-
ity traits would be influenced by incorporating personality into the recommender
system we used as input for our inference model. We hypothesized that if per-
sonalized recommendations incorporate a user’s personality as an additional fac-
tor, inferring personality traits would be more accurate and feasible. Contrary to
the initial hypothesis, the results from Experiment 2 demonstrated no significant
improvement in inference accuracy and, in some cases, even performed slightly
worse using the personality-based recommendations. A number of different fac-
tors could explain these unexpected results.

In Lu and Kan [71]’s recommender system, they found an improvement in hit
rate for users with high Conscientiousness, Extraversion, or Agreeableness when
incorporating personality into the recommender system using the NCF+soft-label.
Interestingly, our inference results reveal that inferring the aforementioned per-
sonality traits gave better results when utilizing rating-based recommendations
without explicit personality information than with personality-based recommen-
dations. This raises questions about why the accuracy decreases when personality
information is included in the recommender system. The results can indicate that
the incorporation of personality into the recommender system might not accu-
rately represent the personality information or may interpret it in a manner that
leads to overfitting. This potential overfitting occurs when the system relies exces-
sively on the personality information, potentially overshadowing other relevant
factors captured by the ratings.

Looking at Table 6.11, Neuroticism was the only trait that showed a slight im-
provement for Classification Accuracy (CA) with personality information, while
Openness and Agreeableness achieved the same result for both recommendation
inputs. On the other hand, Extraversion and Conscientiousness obtained better ac-
curacy with the rating-based recommendations. Nevertheless, it is worth noting
that most of the average AUC scores from the different classifiers increase from
inferring using the RBRS to inference using the PBRS, as shown in Table 6.10.
However, for Logistic Regression (LR), which was the most accurate classifier for
both recommender systems, the AUC is higher for the RBRS. Therefore it is hard to
find a cohesive pattern that says whether or not the inference has improved after
using personality information in the recommender system. The inference values
obtained from our experiment indicate that the results are inconclusive.

In our experiment, incorporating personality in a recommender system did not im-
prove the classification accuracy for inferring the OCEAN personality traits. This
indicates that the Personality-based Recommender System did not provide more
information leakage regarding personality information than the Rating-based Rec-
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ommender System. While the overall results imply no additional personality data
leakage in a PBRS, it is important to acknowledge that certain issues identified
in Experiment 1 may still persist in Experiment 2. Thus, it is essential to avoid
prematurely asserting that it is impossible to infer personality with acceptable
accuracy, given the potential inaccuracies in our initial setup for the inference
process.
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7.3 RQ3: How Does the Application of Resampling Af-
fect the Classification Accuracy and AUC for Inferring
Users’ Personality Traits From Movie Recommenda-
tions?

The aim of the resampling in Experiment 3 was to balance out errors that came
from the majority class bias in the classification accuracies identified in Experi-
ment 1. In Figure 6.4 and Figure 6.5, we saw that the classifiers with the highest
CA often classified all users as the majority class, meaning the high values for CA
were sometimes only a representation of the percentage of majority samples. Ex-
periment 3 resampled the train set to reach a balance between the majority and
minority classes for each personality trait.

In most cases, as shown in Section 6.4 the classification accuracy decreases when
undersampling or oversampling techniques are applied. However, there were some
exceptions. Specifically, when undersampling was employed, Conscientiousness
and Agreeableness exhibited improved CA when using SVM as the classifier. These
two traits were the least skewed in the binary-class split.

Similarly, in the case of oversampling, CA increased for Conscientiousness and
Agreeableness but also for Neuroticism. The classifiers demonstrating these results
were SVM again for Conscientiousness and Neuroticism, but Random Forest for
Agreeableness and Neuroticism. RF had the second lowest CA before resampling
for Agreeableness. Before resampling, SVM had the lowest CA of the different
classifiers among all OCEAN traits, and Random Forest the second lowest.

These results indicate that undersampling and oversampling both generally de-
crease CA unless the classifier already performs poorly on the dataset. Addition-
ally, it suggests that traits with lower skewness respond better to a 1:1 ratio resam-
pling than heavily skewed traits. One possible explanation for this could be that
the resampled training data has a comparably more similar ratio to the test set
and fewer alterations, minimizing duplications of the minority class during over-
sampling and removing important instances during undersampling. However, this
hypothesis requires further investigation, potentially by attempting to resample
based on the number of samples in each class rather than aiming for a specific
ratio.

Even though the AUC often shows improvement, the impact of resampling tech-
niques on AUC is inconsistent across different personality traits and classifiers,
indicating that factors that vary between the traits may influence the effects of
resampling, and no straightforward answer can be given. Before any resampling,
the best performance in terms of AUC belonged to Extraversion, while Conscien-
tiousness and then Agreeableness performed the worst. The traits that showed
the biggest improvement in AUC were Neuroticism and then Agreeableness. Ex-
traversion generally performs worse after resampling, while Openness and Con-
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scientiousness are more inconclusive and dependent on the classifier; they are also
the only traits with High as the majority class. Interestingly both Extraversion and
Neuroticism were in the middle when ranking skewness in the binary-class split
but are oppositely affected by resampling. This might indicate that resampling
performs worse with a higher original AUC, and a lower original AUC may be
positively affected by resampling but that there might not be a direct correlation
between the level of imbalance in the original data.

Generally, oversampling shows a more significant improvement than undersam-
pling across traits and classifiers for AUC. In almost all cases, the AUC score for
oversampling is better than undersampling. This implies that there might be a
loss of data during undersampling that negatively impacts the classification. For
CA, oversampling also outperforms undersampling, but the accuracy for both re-
sampling techniques is often lower than the accuracy of the no resampling base-
line.

In summary, the Classification Accuracy (CA) generally decreases when employ-
ing undersampling or oversampling to reach a 1:1 ratio. However, the Area Under
Curve (AUC) tends to increase for more than half of the tested classifiers across
all attributes when using these resampling methods, except for in the case of Ex-
traversion. The results suggest that oversampling may yield better outcomes than
undersampling, as undersampling potentially loses crucial data. Nevertheless, as
observed earlier, oversampling yielded improved results for traits that were origi-
nally less skewed, indicating that excessive oversampling could potentially disrupt
the benefit of resampling. Future research could explore resampling methods that
strike a balance by applying oversampling up to a certain threshold and under-
sampling to ensure the alterations of the trainset are not too significant.
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7.4 Threats to Validity

Several threats may influence the validity of our findings. Firstly, the utilized
dataset might have been too sparse, particularly due to imbalanced personality
traits and the limited number of samples in the minority class for the traits. To
investigate this possibility, we could have employed multiple datasets, such as the
Amazon-beauty and the Amazon-music datasets used by Lu and Kan [71]. How-
ever, privacy restrictions prevented us from accessing these alternative datasets,
and our search for other datasets containing both ratings and personality informa-
tion proved unsuccessful. Exploring diverse domains beyond movies could have
helped validate the generalizability of our findings.

Although we obtained our dataset from a reliable source, there is a potential for
sample bias. It is plausible that individuals with specific personality traits were
more inclined to provide movie ratings or even engage in higher movie consump-
tion, leading to the observed skewness in the attributes. However, it is worth not-
ing that certain personality traits are naturally more prevalent in the real world.
Therefore, the question remains whether the skewness observed in the Person-
ality2018 dataset accurately reflects real-world distributions. While we have not
delved into this aspect, we have deferred the responsibility to the original creators
of the dataset.

Due to the dataset’s imbalance, many classifiers were biased towards the majority
class, sometimes even misclassifying all users as belonging to the majority class.
Despite employing stratification during the sampling of training and test data, the
ratio between the majority and minority classes fluctuated slightly. As a result, the
classification accuracy also exhibited slight variations each time the inference was
performed. However, after conducting multiple runs to cross-validate, we found
that the changes in CA between each run were low. By ensuring consistent train-
test data partitions across the same input, we could compare the results across
OCEAN attributes for the same recommendations and personality trait split. This
minimized the impact of these fluctuations on the overall analysis.

Given the inconsistent outcome of Experiment 2 involving the Personality-based
Recommender System (PBRS), it is necessary to examine the performance of the
recommender system. In our study, we implemented the NCF personality-based
recommender system created by Lu and Kan [71]. Although their research re-
ported improved performance for the recommender system by incorporating per-
sonality, the impact of this incorporated personality might not be as significant as
necessary for our purpose. It is possible that utilizing an alternative personality-
based recommender system that incorporates personality in a different manner
could have yielded more accurate inferences. Further, the recommender system
employed by Lu et al. utilized personality data from the Personality2018 dataset,
which relies on the TIPI questionnaires for personality assessment. However, this
assessment comprises only ten questions, which may result in a generalized and
potentially inaccurate representation of a user’s true personality.
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Lastly, it is possible that our resampling methods were oversimplified, which could
have limited their impact on classification accuracy. By employing random over/un-
dersampling and simplifying it to achieve a 1:1 ratio, we might have encountered
issues with the most skewed traits. It is plausible that these traits experienced a
large number of duplicated instances or significant loss of data during the training
phase. This is further discussed in Section 7.6.

7.5 Practical Implications

Our findings emphasize the practical implications of the importance of developing
privacy-aware recommender systems in general, as some of our results indicated
information leakage. Lu and Kan [71] showed that incorporating personality im-
proved their recommender system. However, when comparing the inference of
personality traits from rating-based recommendations and personality-based rec-
ommendations in our experiments, there were no significant differences in accu-
racy between the two. This can imply that personality-based recommender sys-
tems are not inherently riskier or more vulnerable to personality leakage than
traditional recommender systems while still providing improved performance. In
practical terms, this can mean that incorporating personality into recommender
systems does not inherently present heightened ethical concerns regarding pri-
vacy. Nonetheless, it is important to be privacy aware when developing recom-
mender systems, as the experiments revealed potential information leakage. By
focusing on privacy awareness, developers can effectively find a balance between
providing personalized recommendations and respecting user privacy, as well as
protecting against data inference.

7.6 Future Work

To enhance the accuracy and reliability of personality inference, other feature
representations beyond counting the occurrences of each genre in the top 10 rec-
ommendations may be considered. Future experiments can explore alternative
approaches and assess the representativeness of genres in inferring personality.
This could involve various genre-counting methods or even exploring alternative
ways to represent the recommendations beyond genre-counting. It is important
to consider whether the chosen representation captures sufficient information to
accurately infer personality traits. Additionally, it may be valuable to examine the
feature selection and whether certain genres should be excluded from the analy-
sis, as certain genres could be more strongly correlated with specific personality
traits. Sometimes, irrelevant features can negatively impact the performance of
a model. Table 3.1 can serve as a starting point to identify potential correlations
between genres and personality traits. By refining the representation of recom-
mendations, we can gain a deeper understanding of the relationship between rec-
ommendations and personality, ultimately improving the accuracy of personality
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inference.

In our study;, the classifiers were used in their original form without hyperparame-
ter tuning. However, it is worth noting that the choice of hyperparameters heavily
influences the performance of classifiers. Therefore, future research can explore
the impact of different hyperparameters, such as regularization strength or max
iterations, to identify the optimal set of hyperparameters that maximize the Clas-
sification Accuracy of personality inference. By fine-tuning the hyperparameters,
it is possible to enhance the performance of the classifiers and potentially achieve
better results in inferring personality traits compared to our experiments.

As previously mentioned, another Personality-based Recommender System (PBRS)
that utilizes personality traits differently than the PBRS created by Lu and Kan
[71] might reflect personality more accurately. For example, using a PBRS trained
on more comprehensive personality information, like the more extensive Big Five
inventory instead of the Ten Item Personality inventory, may yield more accurate
personality data into the recommender system. Alternatively, experimenting with
a PBRS based on an entirely different algorithm than the NCF could also be ben-
eficial. By implementing a recommender system that places greater emphasis on
personality, it is possible that the potential information leakage associated with
personality traits could have been more evident.

In future research, there is a potential for further exploration of resampling tech-
niques beyond the simple strategies explored in this thesis. Our findings indicated
that oversampling yielded better results compared to undersampling, but under-
sampling also showed promise. The extent of oversampling impacted the observed
improvements, suggesting the need for methods that strike a balance by applying
oversampling up to a certain threshold and undersampling to prevent significant
alterations to the trainset. Additionally, exploring alternative ratios beyond the 1:1
ratio could provide valuable insights. If further research on resampling techniques
does not yield increased classification accuracy, ensemble methods can be con-
sidered. Ensemble methods can potentially enhance the performance of a single
classifier by combining multiple base classifiers that outperform any independent
classifier.






Chapter 8

Conclusion

This thesis aimed to study how accurately one can infer users’ personality traits
from their top n movie recommendations and examine the impact of different
personality trait splits on accuracy. The study also investigated how integrating
personality traits into a recommender system influences the inference from the
movie recommendations. Furthermore, the research explored how resampling
techniques affect the classification accuracy and AUC of personality inference from
the same recommendations.

Further, RQ1.1 looked at how different personality trait splits affected the accu-
racy of predicting those traits. The results showed that accuracy improved when
the number of classes was lower, indicating that simpler splits made more accu-
rate predictions. This was true whether the predictions were based on ratings or
randomly generated suggestions, suggesting that more than just the recommen-
dations affect accuracy. However, one trait, Agreeableness, had lower accuracy
when split into only two categories than when divided into three, showing that
the balance of traits can affect accuracy. The study emphasized the importance of
handling imbalanced traits carefully and weighing the trade-off between simplic-
ity and accuracy in practical applications. Future research should explore alterna-
tive personality trait splits that balance simplicity and accuracy while still being
complex enough to make the inferred personality useful.

RQ2 looked at whether adding personality traits to a recommender system would
make it better at accurately inferring personality. However, the findings showed
that including personality information did not make a significant improvement in
accuracy. At times, the accuracy even decreased when personality information was
added. Although these results suggest that information leakage does not increase
when incorporating personality, one might be wary that other factors contributed
to the results. For example, the problems identified in the earlier RQs may still
persist, or the incorporated personality information in the recommender system
may not accurately reflect the user’s personality or overshadow other important
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factors captured by the ratings.

Lastly, RQ3 looked at how resampling techniques affect the accuracy of personal-
ity inference from movie recommendations. Our observations showed that using
techniques like undersampling and oversampling generally led to decreased clas-
sification accuracy, though some exceptions existed. The AUC, on the other hand,
increased in half of the cases. Traits with less skewness were more responsive
to resampling, while heavily skewed traits showed less consistent effects. Over-
sampling tended to produce better outcomes than undersampling, but excessive
oversampling seemed to interfere with the benefits of resampling.

In conclusion, this thesis examines the possibility of inferring users’ personality
traits based on the top 10 movie recommendations. The findings suggest that there
may be some information leakage from personalized recommendations about one’s
personality traits. Still, there is no definite or conclusive approach to making in-
ferences based on them. The accuracy of personality inference depends on factors
such as the classifier used, choice of personality trait splits, and trait imbalance.
Including personality information to generate recommendations did not signifi-
cantly improve the accuracy of inferring personality traits. The practical implica-
tions of these findings indicate that although incorporating personality traits in
a recommender system leads to improved recommendations, it does not signifi-
cantly compromise user privacy compared to traditional recommender systems.
Lastly, the effectiveness of tested resampling techniques varied.

It must be noted that this research has certain limitations. The dataset used was
small and skewed, which could affect how applicable the results are in other
situations. It is also possible that the results were influenced by biases in the
sample and imbalanced personality traits in the data. More research is neces-
sary to confirm and expand upon these findings using more extensive and diverse
datasets, preferably in other domains as well. Furthermore, investigating differ-
ent personality-based recommender systems and classification methods that can
handle imbalanced classes could yield more information about how accurately
personality traits can be inferred from recommendations.

This study contributes to the understanding of privacy concerns and limitations as-
sociated with movie recommendations. It is important for developers to be aware
of the potential privacy risks and to inform users about the possibility of per-
sonality inference. This thesis indicates that movie recommendations should be
protected and safeguarded in the same way as other sensitive information, such
as user ratings and user personality traits themselves.
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Appendix A

Recommender System Evaluation
Results

This appendix provides a complete overview of the evaluation results for the
Lenskit and Surprise algorithms. To access the code for generating and evaluating
recommendations, please refer to the GitHub repository.

Table A.1: Evaluation metrics of the recommender algorithms from Lenskit train-
ing on Rating data (Personality2018 ratings). All algorithms with five folds.

Algorithm Precision@10 | Recall@10 | F1

als.BiasedMF (feature=50, regularization=0.1) | 0.029 0.006 0.009
als.ImplicitMF (features=10, reg=0.1, w=40) 0.205 0.066 0.100
FunkSVD (features=50, reg=0.015) 0.070 0.006 0.011
item_knn.ItemItem(nnbrs=10, msize=None) 0.003 0.00 0.000
basic.PopScore(quantile) 0.388 0.073 0.123
basic.Popular 0.384 0.071 0.120
basic.Random 0.003 0.000 0.001
user_knn.UserUser(nnbrs=10, min_sim=0) 0.000 0.000 0.000

Thttps://github.com/hanntorj/masters-thesis.git
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Table A.2: Evaluation metrics of the recommender algorithms from Lenskit train-
ing on Rating-extended data (both Personality2018 and Movielens ratings). All
algorithms with five folds.

Algorithm Precision@10 | Recall@10 | F1

als.BiasedMF (features=50, regularization=0.1) | 0.016 0.011 0.013
als.ImplicitMF (features=10, reg=0.1, w=40) 0.112 0.090 0.100
item_knn.ItemItem(nnbrs=10, msize=None) 0.006 0.001 0.002
basic.PopScore(quantile) 0.135 0.074 0.096
basic.Popular 0.135 0.074 0.096

Table A.3: Evaluation metrics of the recommender algorithms from Surprise
training on Rating data (Personality2018 ratings).

Algorithm Precision@10 | Recall@10 | F1

BaselineOnly 0.825 0.293 0.433
CoClustering 0.809 0.287 0.424
KNNBaseline 0.843 0.300 0.443
KNNBasic 0.855 0.317 0.463
KNNWithMeans | 0.822 0.298 0.437
NMF 0.815 0.287 0.424
NormalPredictor | 0.687 0.215 0.327
SlopeOne 0.824 0.290 0.429
SVD 0.870 0.303 0.449

Table A.4: Evaluation metrics of the SVD algorithms from Surprise training on
Rating-extended data (both Personality2018 and Movielens ratings).

Algorithm | Precision@10 | Recall@10 | F1
SVD 0.756 0.573 0.652




Appendix B

Inference Results

This appendix presents inference results from Orange Data Mining in full. Rele-
vant information is presented in Chapter 6. F1, precision, and recall are calculated
as a weighted average for all classes.
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B.1 Experiment 1

Mcfr\del AUC CA  F1 Precision Recall Mc»/\del AUC CA F1  Predsion Recall
kNN 0.518 0.322 0321 0.334 0322 kNN 0.500 0.267 0.259 0.258 0.287
Logistic Regression 0.534 0406 0.332 0.285 0406 Logistic Regression 0.443 0.239 0.158 0.119 0.229
Naive Bayes 0.512 0.061 0.089 0.167 0.061 Naive Bayes 0485 0.211 0.191 0.193 0.211
Neural Network ~ 0.492 0.306 0.293 0.286 0.306 Neural Network 0461 0.217 0.192 0.184 0.217
Random Forest 0.542 0.311 0.292 0278 0.311 Random Forest 0497 0.222 0.203 0.216 0.222
SVM 0516 0.272 0.258 0253 0272 SVM 0493 0.278 0.267 0261 0.278
(a) Openness (b) Conscientiousness
Mc/r\del AUC CA  F1  Precsion Recall Mc/r\del AUC CA F1 Precision Recall
kNN 0.491 0.217 0.207 0.206 0.217 kNN 0.481 0.250 0.238 0.234 0250
Logistic Regression 0.483 0.200 0.165 0.142 0.200 Logistic Regression 0.487 0.356 0.222 0.189 0.356
Naive Bayes 0.538 0.222 0.224 0.229 0.222 Naive Bayes 0.446 0.222 0.185 0.178 0.222
MNeural Network 0515 0.211 0.191 0182 021 Neural Network 0.470 0.278 0.250 0.234 0.278
Random Forest 0.541 0.183 0.170 0.162 0.183 Random Forest 0.524 0.289 0.249 0.225 0.289
SVM 0.491 0.200 0.187 0.187 0.200 SVM 0.526 0.256 0.255 0.257 0.256
(c) Extraversion (d) Agreeableness
Mc/r\del AUC CA  F1  Precision Recall
kNN 0.495 0.183 0.182 0.193 0.183

Logistic Regression 0.505 0.233 0.196 0171 0.233
Maive Bayes 0.499 0.206 0.206 0229 0.206
MNeural Network  0.484 0.217 0.210 0208 0217
Random Forest 0.476 0.156 0.149 0.153 0156
SVM 0.516 0.233 0.230 0228 0233

(e) Neuroticism

Figure B.1: Classifying users with seven-class personality trait split based on ran-
dom (Normalpredictor from the Surprise python package) recommendations.
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Ma\del AUC CA  F1  Precision
kMM 0508 0322 0317 0328
Logistic Regression 0.516 0.239 0.191 0.162
Maive Bayes 0522 0.233 0.263 0314
Neural Network 0538 0.261 0.349 0341
Random Forest 0.530 0.206 0.2% 0.287
SWM 0.506 0.228 0.322 0.340

(a) Openness

Mc/»:jel AUC CA F1  Precision
kNN 0.515 0.200 0.184 0.170
Logistic Regression 0.518 0.278 0.238 0.259
Maive Bayes 0.558 0.222 0.207 0.215
Neural Network 0.495 0.244 0.218 0.206
Random Forest 0.557 0.256 0.238 0.228
SWM 0.489 0.267 0.247 0.256

(c) Extraversion

Model

kNN

Logistic Regression

Naive Bayes

Neural Network

Random Forest

SVM

Recall
0.322
0.239
0.233
0.361
0.306
0.328

Recall
0.200
0.278
0.222
0.244
0.256
0.267

AUC
0.533
0.554
0.525
0.498
0.504
0.529

CA
0.233
0.233
0.222
0.239
0.194
0.200

Mc/»\del AUC  CA F1
kNN 0.526 0.239 0.222 0215
Logistic Regression 0.525 0.233 0.163 0218
Naive Bayes 0.510 0.194 0.158 0.151
Neural Network 0.508 0.233 0.209 0.230
Random Forest 0.503 0.256 0.224 0.227
SVM 0.553 0.239 0.193 0.275
(b) Conscientiousness
Mc/»\del AUC CA  F1  Precsion
kNN 0.526 0.339 0.311 0.293
Logistic Regression 0.514 0.372 0.269 0.236
Naive Bayes 0.523 0.311 0.289 0.281
Neural Network 0.526 0.294 0.251 0.230
Random Forest 0.500 0.333 0.299 0.290
SVM 0.492 0.244 0.242 0.244
(d) Agreeableness
F1  Precision Recall
0.223 0.225 0.233
0.203 0.292 0233
0.217 0.291 0.222
0.215 0.205 0.239
0.179 0.174 0.194
0.188 0.188 0.200

(e) Neuroticism
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Precision Recall

0.239
0.233
0.194
0.233
0.256
0.239

Recall
0.339
0.372
0.311
0.294
0.333
0.244

Figure B.2: Classifying users with seven-class personality trait split based on
rating-based recommendations (SVD with random-state=0 from the Surprise
python package) recommendations.
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Mc/r\del AUC CA  F1  Precsion Recall M:;\del AUC CA F1 Precision Recall
kNN 0.507 0.500 0.497 0494 0.500 kNN 0.515 0.467 0.449 0433 0467
Logistic Regression 0.485 0.561 0.442 0470 0.561 Logistic Regression 0.504 0.567 0.423 0439 0.567
Naive Bayes 0496 0.533 0.483 0.521 0.533 Naive Bayes 0.445 0.528 0.438 0417 0.528
Neural Network 0494 0.522 0513 0.508 0.522 Neural Network 0.475 0.511 0481 0458 0511
Random Forest 0.537 0.550 0.532 0.529 0.550 Random Forest 0.510 0.539 0.500 0475 0539
SVM 0.464 0.550 0.544 0540 0.550 SVM 0.479 0450 0.440 0455 0450
(a) Openness (b) Conscientiousness
Mc/r\del AUC CA  F1 Precision Recall Model AUC CA F1 Precision Recall
kNN 0464 0.389 0.389 0.389 0.389 kNN 0489 0722 0.700 0684 0.722
Logistic Regression 0.493 0.539 0.377 0.290 0539 Logistic Regression 0.492 0.789 0.696 0622 0.789
Naive Bayes 0.535 0.511 0.444 0419 0511 Naive Bayes 0469 0.789 0.696 0622 0.789
Neural Network ~ 0.550 0.511 0.495 0486 0511 Neural Network 0464 0.750 0.687 0.650 0.750
Random Forest 0.557 0.500 0.472 0.462 0.500 Random Forest 0.564 0.783 0.703 0680 0.783
SVYM 0.447 0.394 0.400 0421 039% SVM 0451 0.606 0.628 0.656 0.606
(c¢) Extraversion (d) Agreeableness

Model AUC CA  F1  Precision Recall

kNN 0.516 0.433 0435 0436 0433

Logistic Regression 0.510 0.578 0.468 0.511 0.578

Naive Bayes 0.511 0.550 0.478 0479 0550

Neural Network  0.505 0.489 0.459 0440 0.489
Random Forest 0.495 0.489 0.454 0432 0489
SVM 0.559 0.356 0.360 0440 0.356

(e) Neuroticism

Figure B.3: Classifying users with three-class personality trait split based on ran-
dom (NormalPredictor from the Surprise package) recommendations.
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Model

AUC CA F1  Precision

kNN 0.492 0.506 0.502 0.499

Logistic Regression 0.572 0.572 0.495 0.536

Maive Bayes 0.571 0.533 0.532 0.538

Neural Network 0.598 0.622 0.614 0.612

Random Forest 0.496 0.528 0.517 0.513

SVM 0.451 0.500 0.4%6 0.532
(a) Openness

Model AUC CA F1 Precision

kNN 0.455 0.372 0.359 0346

Logistic Regression 0.490 0.500 0.375 0.342

Maive Bayes 0.528 0506 0.441 0433

Neural Network 0.531 0.472 0429 0399

Random Forest 0.483 0439 0412 0.389

SVM 0.502 0.417 0.432 0451

(c) Extraversion
Mc?del

kNN

Logistic Regression 0.530 0.544 0.409

Naive Bayes

MNeural Network

Random Forest

SVM

Recall
0.506
0.572
0.533
0.622
0.528
0.500

Recall
0.372
0.500
0.506
0472
0439
0417

AUC  CA

0.479 0.438 0.438

0.526 0.556 0.486
0.456 0.461 0428
0.470 0.472 0452
0.506 0.500 0.471

Mr?del AUC  CA F1  Precision
kNN 0.539 0.483 0470 0472
Logistic Regression 0.527 0.556 0.450 0.442
Naive Bayes 0.482 0.500 0.440 0418
Neural Network 0.495 0.506 0.474 0.484
Random Forest 0.479 0.461 0.420 0.471
SVM 0.558 0.439 0439 0.456
(b) Conscientiousness
Mc/r\del AUC CA F1  Precision
kNN 0.504 0.717 0.672 0.639
Logistic Regression 0.593 0.789 0.696 0622
Naive Bayes 0.579 0.756 0.679 0617
Neural Network 0.585 0.744 0.706 0.680
Random Forest 0.491 0.733 0.082 0.646
SVM 0.594 0.661 0.676 0.698
(d) Agreeableness

F1  Precision Recall

0438 0439

0.388 0.544

0.504 0.556

0405 0461

0.448 0472

0469 0.500

(e) Neuroticism
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Recall
0483
0.556
0.500
0.506
0.461
0439

Recall
0.717
0.789
0.756
0.744
0.733
0.661

Figure B.4: Classifying users with three-class personality trait split based on
rating-based (SVD with random-state=0 from the Surprise python package) rec-

ommendations.
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Mc/»\del AUC CA  F1 Precsion Recall Mc/r\del AUC CA  F1 Precsion Recall
kNN 0443 0.844 0.788 0775 0.844 kNN 0.558 0.583 0.572 0572 0583
Logistic Regression 0492 0.850 0.781 0722 0.850 Logistic Regression 0.541 0.583 0.440 0.549 0.583
Naive Bayes 0.433 0.850 0.781 0722 0.850 Naive Bayes 0.538 0.589 0.539 0.567 0.589
Neural Network ~ 0.482 0.856 0.811 0.823 0.856 Neural Network ~ 0.539 0.594 0.578 0.581 0.594
Random Forest 0.516 0.850 0.781 0722 0.850 Random Forest 0.470 0.483 0462 0455 0483

SVM 0.507 0.544 0.610 0754 0544 SVM 0.469 0544 0498 0505 0544
(a) Openness (b) Conscientiousness

Model AUC CA  F1 Precision Recall Model AUC CA  F1 Precision Recall

kNN 0.549 0,622 0.602 0.589 0.622 kNN 0.512 0.517 0.516 0.515 0517

Logistic Regression 0.425 0.711 0.591 0.506 0.711 Logistic Regression 0471 0.578 0.514 0.516 0578

Naive Bayes 0487 0706 0.623 0640 0706 Naive Bayes 0.549 0.600 0589  0.586 0.600

Neural Network 0469 0.639 0.592 0569 0.639 Neural Network 0.507 0.511 0.506 0.503 0.5M
Random Forest 0456 0.656 0.598 0.574 0.656 Random Forest 0.556 0.550 0.554 0.559 0550

SVM 0478 0.528 0.549 0591 0528 SVM 0.503 0517 0.523 0541 0517
(c¢) Extraversion (d) Agreeableness
el
Model AUC  CA F1  Precision Recall
kNN 0453 0.644 0.616 0.602 0.644

Logistic Regression 0474 0.706 0.584 0498 0.706
Naive Bayes 0415 0.683 0.573 0493 0.683
Neural Network ~ 0.536 0.639 0.599 0.581 0.639
Random Forest 0463 0.689 0.609 0.608 0.689
SVM 0.505 0.539 0.559 0.605 0.539

(e) Neuroticism

Figure B.5: Classifying users with binary-class personality trait split based on
random (NormalPredictor from the Suprise python package) recommendations.
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Model

AUC CA  F1  Precision Recall
kNN 0466 0.844 0.788 0739 0.844
Logistic Regression 0.492 0.861 0.797 0.742 0.861
Naive Bayes 0479 0.856 0.794 0741 0.856
Neural Network 0.520 0.856 0.804 0.791 0.856
Random Forest 0.502 0.856 0.804 0.791 0.856
SVM 0.507 0.594 0.656 0.766 0.594
(a) Openness
Mé\del AUC CA F1  Precision Recall
kNN 0.559 0.667 0.611 0.593 0.667
Logistic Regression 0.628 0.711 0.591 0506 0711
Naive Bayes 0.638 0.728 0.644 0724 0728
Neural Network 0554 0.683 0.609 0.596 0.683
Random Forest 0.595 0.678 0.624 0612 0.678
SVM 0.481 0.556 0.575 0615 0.556
(c) Extraversion
Mé\del AUC CA

kNN

Logistic Regression

Naive Bayes

MNeural Network

Random Forest

SVM

0.483 0,633 0.580

0.398 0.650 0.597
0.565 0.489 0.509

0.519 0.694 0.578
0.452 0.672 0.605
0.507 0.672 0.605

Maodel

AUC CA  F1  Predsion
kNN 0.490 0.550 0.531 0.531
Logistic Regression 0.580 0.600 0.491 0.626
Naive Bayes 0.585 0.606 0.552 0.595
Neural Network 0.480 0.550 0.502 0.511
Random Forest 0.553 0.589 0.566 0.572
SVM 0.641 0411 0.409 0.406
(b) Conscientiousness
Mc/»::!el AUC CA  F1  Precision
kMM 0.545 0.583 0.583 0.582
Logistic Regression 0.539 0.550 0.508 0.500
Naive Bayes 0.485 0.544 0.525 0517
Meural Network 0.550 0.556 0.553 0.551
Random Forest 0.562 0.567 0.559 0.555
SVM 0423 0461 0.468 0.484
(d) Agreeableness

F1  Precision Recall

0554 0.633

0495 0.694

0591 0.672

0591 0.672

0576 0.650

0.545 0.489

(e) Neuroticism
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Recall
0.550
0.600
0.606
0.550
0.589
0411

Recall
0.583
0.550
0.544
0.556
0.567
0.461

Figure B.6: Classifying users with binary-class personality trait split based on
rating-based (SVD with random-state=0 from the Surprise python package) rec-

ommendations.
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B.2 Experiment 2

“~
Model AUC| CA | F1 | Predsion | Recall Model AUC CA F1 Precision Recall
kNN 0509 0306 0301 0297 0306 KNN 0464 0183 0174 0169 0.183
Logistic Regression 0.478 0.372 0.316 0.299 0.372 Logistic Regression 0.524 0.278 0.193 0207 0278
Naive Bayes 0492 0.028 0050 0243 0028 Naive Bayes 0509 0206 0201 0210 0206

Neural Network 0470 0317 0288 0278 0317 Neural Network 0490 0217 0184 0180 0217

Random Forest 0.500 0.356 0.325 0.307 0.356 Random Forest 0.558 0.256 0.233 0229 0256

SVM 0.480 0.300 0.2871 0.277 0.300 SVM 0,509 0.256 0230 0234 0256
(a) Openness (b) Conscientiousness
Mc/»\del AUC CA  F1  Precision Recall Mé\del AUC CA F1  Precision Recall
kNN 0.509 0.228 0.220 0.228 0228 kNN 0.480 0.267 0.245 0239 0267
Logistic Regression 0.523 0.217 0.185 0209 0217 Logistic Regression 0.544 0.367 0.270 0.334 0367
Naive Bayes 0.535 0.194 0.200 0210 0.194 Naive Bayes 0.542 0272 0.272 0287 0.272
Neural Network 0.497 0.172 0.159 0.153 0.172 MNeural Network 0.514 0328 0.296 0290 0328
Random Forest 0.515 0.194 0.186 0.187 0.194 Random Forest 0.529 0.289 0.255 0.237 0.289
SVM 0.521 0.178 0.154 0.158 0.178 SVM 0.493 0.244 0.234 0243  0.244
(c¢) Extraversion (d) Agreeableness

Mc/r\del AUC CA  F1  Precsion Recall

kNN 0.546 0.217 0.208 0.213 0.217

Logistic Regression 0.492 0.217 0.179 0.162 0.217

Naive Bayes 0.563 0.206 0.216 0.252 0.206

Neural Network ~ 0.504 0.233 0.220 0.227 0.233
Random Forest 0.553 0.306 0.298 0.308 0.306
SVM 0.534 0.222 0.213 0.210 0.222

(e) Neuroticism

Figure B.7: Classifying users with seven-class personality trait split based on
personality-based (NCF+soft-labeled [71]) recommendations.
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Mé\del
kNN
Logistic Regression
Naive Bayes
Meural Network
Random Forest

SVM

Mc::lel
kNN
Logistic Regression
Naive Bayes
Neural Network
Random Forest

SVM

AUC CA H

0.481 0.522 0.504
0.441 0.556 0.467
0.454 0456 0.440
0.458 0.511 0.490
0.463 0.528 0.500
0.489 0.544 0.513

(a) Openness
AUC CA FI

0.527 0450 0.455
0551 0517 0.397
0.529 0472 0.424
0.493 0483 0.437
0.554 0517 0.481
0.492 0356 0.371

Precision
0.500
0.494
0457
0.485
0.499
0.516

Precision
0.460
0.469
0.400
0441
0457
0.392

(c) Extraversion

Mc/»\del
kNN
Logistic Regression
Naive Bayes
Neural Network
Random Forest

SVM

(e) Neuroticism

Recall Mc/»\del AUC CA F

0.522 kNN 0.534 0.506 0.487 0470
0.556 Logistic Regression 0.500 0.572 0.435 0.498
0.456 Naive Bayes 0.517 0.500 0.442 0414
0.511 Neural Network 0.533 0.539 0494 0471
0.528 Random Forest 0.500 0.506 0.467 0.441
0.544 SVM 0.484 0472 0.458 0.452

(b) Conscientiousness
Recall Mc/r\del AUC CA  F1  Precision
0.450 kNN 0.527 0.717 0.680 0653
0.517 Logistic Regression 0.614 0.783 0.693 0.621
0472 Naive Bayes 0.618 0.744 0727 0.710
0.483 Neural Network  0.632 0.772 0.733 0722
0.517 Random Forest 0.576 0.756 0.704 0678
0.356 SVM 0.690 0.694 0.707 0727
(d) Agreeableness
AUC CA  F1  Precision Recall

0.571 0.500 0.486
0.531 0.567 0.449
0.572 0.517 0.480
0.545 0.550 0.526
0.509 0.517 0470

0.498 0461 0.482

0.480
0.486
0472
0.535
0.449
0.522

0.500
0.561
0.517
0.550
0.517
0.461

105

Precision Recall

0.506
0.572
0.500
0.539
0.508
0472

Recall
0.717
0.783
0.744
0772
0.756
0.694

Figure B.8: Classifying users with three-class personality trait split based on

personality-based (NCF+soft-labeled [71]) recommendations.
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Mc/r\del
kNN
Logistic Regression
Naive Bayes
MNeural Network
Random Forest

SVM

Mc/»\del
kNN
Logistic Regression
Naive Bayes
Neural Network
Random Forest

SVM
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Precision Recall

AUC CA F1

0.575 0.833 0.783 0738
0.463 0.861 0.797 0.742
0.535 0.844 0.788 0739
0.511 0.850 0.791 0.740
0.559 0.850 0.797 0.740
0.433 0.783 0.763 0.744
(a) Openness

AUC CA F1  Precision
0.594 0.661 0.627 0.613
0.643 0.706 0.588 0.505
0.644 0.694 0.609 0.604
0.557 0.678 0612 0.598
0.543 0.672 0.596 0.569
0,517 0583 0.592 0.604

(c¢) Extraversion
Mc/;\del

kNN

0.833
0.861
0.844
0.850
0.850
0.783

Recall
0.661
0.706
0.694
0.678
0.672
0.583

AUC
0.483

Logistic Regression 0.513

Naive Bayes

Neural Network

Random Forest

SVM

0.532
0.483
0.521
0.548

N
Maodel

AUC CA H
KMN 0.525 0.561 0.532 0.537
Logistic Regression 0.506 0.583 0.440 0.549
Naive Bayes 0.395 0.539 0.485 0491
Neural Network 0.528 0.578 0.542 0.555
Random Forest 0.476 0.572 0.547 0.552
SVM 0436 0444 0442 0473
(b) Conscientiousness
Mc/»\del AUC  CA F1  Precsion
kNN 0.564 0.578 0.580 0.582
Logistic Regression 0.516 0.583 0.564 0.560
Naive Bayes 0.533 0.561 0.560 0.560
MNeural Network 0.567 0.583 0.584 0.584
Random Forest 0.511 0.528 0.528 0.529
SVM 0.481 0.511 0.516 0.554
(d) Agreeableness
CA  F1  Precision Recall
0.628 0.582 0.558 0.628
0.711 0.597 0.795 0.711
0.633 0.575 0.544 0.632
0.672 0.584 0.553 0.672
0.667 0.618 0.606 0.667
0.517 0.528 0.543 0.517

(e) Neuroticism

Precision Recall

0.561
0.583
0.539
0.578
0.572
0.444

Recall
0.578
0.583
0.561
0.583
0.528
0.511

Figure B.9: Classifying users with binary-class personality trait split based on
personality-based (NCF+soft-labeled [71]) recommendations.
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B.3 Experiment 3

Ma\del AUC CA F1  Precision Recall
kNN 0494 0.650 0.6% 0.766 0.650
Logistic Regression 0.486 0.544 0.615 0754 0544
Naive Bayes 0473 0.533 0.605 0737 0533
Neural Network ~ 0.531 0.722 0.741 0762 0.722
Random Forest 0.555 0.844 0.812 0797 0.844
SVM 0439 0.622 0676 0.766 0.622

(a) Openness

Mé\del AUC CA  F1  Precsion Recall
kNN 0.539 0.472 0.4%6 0577 0472
Logistic Regression 0.596 0.544 0.566 0.634 0.544
Naive Bayes 0.652 0.572 0.592 0.65% 0.572
Neural Network  0.526 0.589 0.600 0.616 0.589
Random Forest 0.568 0.633 0.618 0.607 0.633
SVM 0486 0.456 0.478 0.572 0.456

(c) Extraversion
Mc/»\del

kNN

Naive Bayes

Neural Network

Random

SVM

0.458 0.506 0.550
Logistic Regression 0.532 0.578 0.613

Forest

AUC CA

0.476 0533 0.576
0.461 0.628 0.644
0.470 0628 0.636
0.560 0.589 0.623

~
Maodel

AUC CA  F1  Precsion

kNN 0.555 0.556 0.539 0.546
Logistic Regression 0.516 0.517 0.515 0.514
Naive Bayes 0.521 0.544 0.545 0.545
Neural Network 0.502 0.506 0.492 0.493
Random Forest 0.506 0.550 0.516 0.536
SVM 0.517 0.533 0.533 0.532

(b) Conscientiousness

Mc/r\del AUC CA F1  Precision

kNN 0.560 0.533 0.528 0.549
Logistic Regression 0.532 0.533 0.534 0.537
Naive Bayes 0.557 0.550 0.549 0.549
Neural Network 0.545 0533 0.531 0.530
Random Forest 0.487 0522 0483 0.508
SVM 0.495 0.472 0.468 0.467

(d) Agreeableness

F1  Precision Recall
0.506
0.578

0.682
0.673
0.674 0.533
0.663 0.628
0.645 0.628

0.684 0.589

(e) Neuroticism

107

Recall
0.556
0.517
0.544
0.506
0.550
0.533

Recall
0.533
0.533
0.550
0.533
0.522
0.472

Figure B.10: Classifying users with binary-class personality trait split oversam-
pled to a 1:1 ratio, based on rating-based (SVD with random-state=0 from the
Surprise python package) recommendations.
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Model
kNN
Logistic Regression
Maive Bayes
MNeural Network
Random Forest

SVM

Mé\del
kNN
Logistic Regression
Naive Bayes
Neural Network
Random Forest

SVM
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AUC CA FR1

0.594 0.639 0.693
0.442 0.472 0.551
0.480 0.517 0.591
0.494 0.528 0.600
0.597 0.522 0.593

0.500 0.533 0.605

(a) Openness
AUC CA  Fi
0.533 0.450 0.458
0.613 0.544 0.566
0.595 0.494 0.516
0.511 0539 0.560
0.564 0.556 0.576

0.434 0433 0452

Precision
0.798
074
0.746
0757
0.79
0774

Precision
0.619
0.629
0.611
0.606
0.635
0.566

(c¢) Extraversion

Model

kNN

Logistic Regression 0.532 0.572

Naive Bayes

MNeural Network

Random Forest

SVM

Model

Recall AUC  CA F1  Precision Recall
0.639 kNN 0.595 0578 0.567 0572 0578
0472 Logistic Regression 0519 0.500 0.501 0502 0.500
0.517 Naive Bayes 0.534 0.494 0.496 0501 0.494
0.528 Neural Network ~ 0.526 0.494 0.495 0502 0494
0.522 Random Forest  0.528 0.517 0.515 0530 0517
0.533 SVM 0.444 0422 0.416 0433 0422
(b) Conscientiousness
Recall Model AUC CA F1 Precision Recall
0.450 kNN 0.573 0.483 0478 0494 0483
0.544 Logistic Regression 0.538 0.550 0.549 0.548 0.550
0494 Naive Bayes 0.543 0.594 0.595 0.597 0.594
0.539 Neural Network ~ 0.520 0.517 0.507 0534 0517
0.556 Random Forest  0.532 0.561 0.559 0573 0561
0.433 SVM 0.512 0.472 0473 0474 0472
(d) Agreeableness

AUC CA  F1  Precision Recall
0.371 0344 0.379 0594 0.344

0611 0702 0572
0458 0544 0.585 0666 0.544
0.385 0439 0429 0614 0439
0381 0.400 0.453 0583 0.400
0.511 0556 0.596 0695 0.556

(e) Neuroticism

Figure B.11: Classifying users with binary user distribution undersampled to a
1:1 ratio, based on rating-based (SVD with random-state=0 from the Surprise
python package) recommendations.
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Ma\del AUC CA F1  Precision Recall
kNN 0.563 0.667 0.710 0776 0.667
Logistic Regression 0.469 0.528 0.601 0.749 0.528
Naive Bayes 0.530 0.578 0.643 0777 0578
Neural Network 0.586 0.772 0.774 0776 0772
Random Forest 0.544 0.822 0.803 0789 0.822
SVM 0.438 0.522 0.596 0.733 0522

(a) Openness

Mé\del AUC CA  F1  Precsion Recall
kNN 0.463 0.467 0.491 0.560 0467
Logistic Regression 0.651 0.594 0.613 0.686 0594
Naive Bayes 0.561 0.550 0.571 0.637 0550
Neural Network ~ 0.530 0.550 0.560 0.572 0.550
Random Forest 0.495 0.584 0.582 0572 0594
SVM 0.446 0.483 0.506 0.594 0483

(c) Extraversion
Mc/»:jel

kNN

Naive Bayes
Neural Network

Random Forest

SVM

0.544 0.522 0.566
Logistic Regression 0.644 0.600 0.636

AUC CA

0.608 0.594 0.629
0.553 0.622 0.644
0.554 0.706 0.704
0512 0.544 0.586

Mc/r\del AUC CA K1 Precsion
kNN 0.447 0.500 0.481 0.483
Logistic Regression 0.505 0.483 0.482 0.482
Naive Bayes 0.538 0.517 0.517 0.517
Neural Network 0.497 0.494 0479 0479
Random Forest 0.504 0.522 0.480 0.497
SVM 0.495 0.556 0.556 0.557

(b) Conscientiousness

Mc/r\del AUC CA F1  Precision
kNN 0.566 0.539 0.539 0.545
Logistic Regression 0.574 0.583 0.583 0.583
Naive Bayes 0.547 0522 0.523 0.526
MNeural Network 0.558 0.556 0.556 0.556
Random Forest 0.549 0.561 0.538 0.556
SVM 0.500 0.489 0.489 0.495

(d) Agreeableness

F1  Precision Recall
0.683
0.731

0.698

0.522
0.600
0.594
0673
0.703
0.679

0.622
0.706
0.544

(e) Neuroticism
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Recall
0.500
0483
0.517
0494
0.522
0.556

Recall
0.539
0.583
0.522
0.556
0.561
0.489

Figure B.12: Classifying users with binary user distribution oversampled to a 1:1
ratio, based on personality-based (NCF+soft-labeled [71]) recommendations.
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Model AUC CA  F1  Precision Recall
kNN 0.520 0.550 0.619 0.755 0.550 KNN
Logistic Regression 0.473 0.467 0.546 0731 0467

Mé\del AUC CA  F1 Precision Recall

0.508 0522 0515 0515 0522
Logistic Regression 0.482 0.489 0.488 0.500 0489
Naive Bayes 0569 0.557 0633 0782 0.567 Naive Bayes 0.537 0539 0539 0549 0539

DT e GIE) B @S WY 05 Neural Network 0497 0472 0471 0483 0472

Random Forest 0.556 0.556 0.622 0.803 0556 Random Forest 0.560 0.511 0.509 0.525 0511

SVM 0402 0.350 0.425 0701 0350 SUM 0.548 0.550 0.548 0.565 0.550
(a) Openness (b) Conscientiousness
Model AUC CA  F1  Precision Recall Model AUC CA  F1 Precision Recall
kNN 0462 0456 0478 0572 0456 KNN 0492 0522 0516 0537 0522
Logistic Regression 0.650 0.572 0.592 0675 0572 Logistic Regression 0.546 (0.517 0.516 0516 0517
Naive Bayes 0.595 0.528 0.548 0.641 0.528 Naive Bayes 0.563 0.550 0.551 0.552  0.550
Neural Network ~ 0.526 0.472 0.491 0603 0472 Neural Network ~ 0.521 0517 0516 0524 0517
Random Forest 0454 0439 0.458 0.570 0439 Random Forest 0535 0478 0470 0490 0478
SVM 0.466 0.400 0.397 0.580 0.400 SVM 0.494 0.589 0.589 0.590 0589
(c) Extraversion (d) Agreeableness
Mc/»\del AUC  CA F1  Precision Recall
kNN 0.474 0.439 0.481 0.667 0.439

Logistic Regression 0.628 0.583 0.621 0.712 0.583
Naive Bayes 0.579 0.533 0.576 0.681 0.533
Neural Network ~ 0.490 0.483 0.530 0.660 0.483
Random Forest 0.553 0.489 0.531 0.697 0.489
SVM 0.576 0.506 0.550 0.639 0.506

(e) Neuroticism

Figure B.13: Classifying users with binary user distribution undersampled to a
1:1 ratio, based on personality-based (NCF-+soft-labeled [71]) recommendations.



Appendix C

Orange Data Mining

This appendix contains snapshots of the Orange Data Mining file used to conduct
the experiments. The file can be downloaded from the GitHub repository!.

Thttps://github.com/hanntorj/masters-thesis.git
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C.1 Experiment 1 and 2
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Snapshot of the Orange Data Mining file used in Experiments 1 and

Figure C.1
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Chapter C: Orange Data Mining

C.2 Experiment 3

8

Users (1-7 split)

g

Users (three-way split)

B

Users (binary spit)

Figure C.2: Snapshot of the Orange Data Mining file used in Experiment 3.
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