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Abstract

This master’s thesis investigates the reliability of digital substations utilizing the IEC 61850 process
bus. The digital substation, characterized by enhanced interoperability and real-time performance,
relies heavily on this process bus for effective communication and information exchange within the
system. However, the transition from conventional to digital substations raises concerns about the
reliability of power systems. This study investigates the reliability attributes of digital compared to
a conventional substation along with an analysis of how different process bus architectures impact
the system’s reliability, with an examination of the High-availability Seamless Redundancy (HSR)
and Parallel Redundancy Protocol (PRP) protocols. The study employs reliability block diagrams
to conduct this reliability analysis and to also evaluate maintenance times, and resilience of non-
repairable versus repairable systems. The research also identifies and analyzes potential failure
modes in digital substations.

Findings from the study indicate that the reliability of a conventional substation surpasses that of
a digital one due to fewer points of failure. Yet, the research reveals potential enhancement of the
digital system’s reliability where it was found that the incorporation of duplicate components, star
Ethernet topology, and the PRP protocol is a good option. The failure modes analysis revealed
that the Ethernet communication network introduced with the process bus is the greatest vulner-
ability in the digital substation. Although, an efficient network topology integrated with robust
redundancy protocols could improve reliability. This study, therefore, suggests that a combination
of PRP protocol with a star Ethernet topology could be a promising solution for enhancing the
reliability of digital substations.
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1 INTRODUCTION

The rapid evolution of technology has significantly influenced the power sector, leading to the
development of new technologies that further enhance interoperability and real-time performance.
With these new technologies, there is an increased emphasis on communication and information
exchange within the power systems. One technology that stands out in this realm is the digital
substation and its use of the IEC 61850 process bus.

The IEC 61850 process bus presents a new approach to substation communication, altering the
components, monitoring, control, and protection systems employed in substations [1]. Along with
these alterations comes a set of challenges as the process bus needs to be able to handle large
amounts of data quickly, work in real-time, be reliable and available, and be cost-effective. It can
be difficult to achieve all of these goals at the same time because they sometimes conflict with
each other [2]. The implementation of new components and given the process bus’s key role in
substation systems raises questions regarding the impact of this standard on the reliability of power
systems.

1.1 Assignment

This thesis aims to investigate these reliability uncertainties by addressing the following assign-
ments:

• Develop reliability models for digital substations and compare this with the conventional
substation. Will a digital substation result in reduced or increased reliability? And how will
this depend on the reliability of the individual components involved?

• Reliability analysis and evaluation of different communication infrastructures and IEDs with
different architectures of process bus.

• Identification of the failure modes in a digital substation.

1.2 Scope

This project explores the reliability of digital substations in comparison with conventional sub-
stations, focusing on the importance of process bus architecture and other related elements. It
acknowledges that conducting a reliability analysis of a digital substation reflecting real-world con-
ditions would be extremely complex due to the intricate interactions of various elements within the
substation. Instead, this study aims to identify reliability tendencies that may reflect real-world
scenarios. The scope of the research covers several aspects as detailed below:

To address the assignment of performing a reliability analysis and evaluation of different commu-
nication infrastructures and process bus architectures the following method will be employed:

The research will examine the dynamic interaction between High-availability Seamless Redundancy
(HSR) and Parallel Redundancy Protocol (PRP) protocols in the context of different process bus
architectures. The influence of these protocols on the reliability of the process bus is a central
consideration.

Given the distinct architectural designs of the PRP and HSR systems — with PRP systems de-
signed around a star topology and HSR systems based on a ring architecture — a comparative
analysis will be performed. The goal is to understand how these different topologies and their
corresponding protocols impact the reliability of the process bus.

In order to answer the assignment: Does a digital substation result in reduced or increased reliabil-
ity compared to a conventional substation? Two distinct substation designs will be developed: one
employing an IEC 61850 process bus to represent the digital substation, and another represent-
ing a conventional substation. These protection systems will be structured similarly to make the
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comparison of their reliability attributes straightforward. The two systems are compared by giving
them the same protection coordination and then seeing which coordination system is the most
reliable. By applying this method, the research aims to reveal distinctions in reliability between
the two types of substations.

Additionally, this research also includes a comparative analysis of the maintenance times and the
resilience of non-repairable versus repairable systems. By comparing maintenance times between di-
gital and conventional substations, it may be possible to determine the effects of the new monitoring
systems in the digital substation. Simultaneously, by incorporating an analysis of non-repairable
and repairable systems, the study aims to provide a broader perspective on the reliability of digital
substations under varied architectures.

Finally, identification and analysis of potential failure modes in digital substations will be under-
taken to better understand the vulnerabilities of these systems. The research aims to compile a list
of failure modes that may appear in digital substations. This list will be based on the literature
review and will be revealed in the ”Reliability Theory” chapter. This is because it was felt that
this was better from a structural point of view.

The research does not extend to other aspects of digital substation design or operation beyond
those specified above. The focus remains on digital substation reliability.
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2 BACKGROUND

2.1 Literature Review

This literature review is structured into two distinct sections, each focusing on a fundamental
aspect of process bus functionality - reliability and failure modes. The division into two sections
is required because of the different methodological approaches applied in the investigation. The
first section delves into the reliability of the process bus, explaining the findings and methods
applied in recently published papers on the subject. The second section delves into failure modes,
investigating papers to identify the potential failure modes for a process bus.

2.1.1 Literature Review on Reliability In The IEC 61850 Process Bus

This review summarizes the key findings from several relevant studies and evaluates their meth-
odologies with the goal of establishing the method for this research objective.

Many research papers, including [1], [2], [3],[4], [5], and [6], has examined the reliability of various
process bus architectures. Notably, these studies have consistently used reliability block diagrams
as a methodological approach, confirming the usefulness of this method.

The study by [3] is of particular relevance as it calculates the mean time to failure (MTTF) and
availability of different process bus architectures, namely cascade, ring, and star, using reliability
block diagrams. The star architecture was found to have the highest MTTF and availability, which
suggests that the chosen architecture could significantly influence process bus reliability.

This notion is supported by [1], which evaluated the reliability of a digital substation considering
different topologies. Utilizing reliability block diagrams combined with Monte Carlo simulation,
the study found that the ring architecture process bus is a reliable and cost-effective topology.
Furthermore, they proposed the use of parallel redundancy protocol (PRP) based architectures as
a solution for meeting the reliability and performance requirements of substations.

Reliability evaluations have also considered component redundancy and communication. [4] pro-
posed a redundant process bus architecture and found that the failure of any component, commu-
nication link, or even an entire protection system does not impact the reliability of the protection
system.

Various studies have compared the reliability of different architectures. [5] used a reliability block
diagram to examine the reliability of various Ethernet architectures for process buses. They found
that the star-ring and redundant ring architectures provided higher reliability and availability
compared to the cascaded and ring architectures.

These studies collectively highlight the importance of the architecture decision for enhancing the
reliability and efficiency of the process bus. However, a significant gap appears to be present in
the existing literature. Notably, no studies were identified that directly compared the reliability
of a digital substation with a conventional substation. The existing research largely focuses on
optimizing digital substations, with [6] providing the only indirect comparison. This research gap
underlines the necessity for direct comparison studies, which could provide vital insights into the
advantages and disadvantages of digital and conventional substations.

2.1.2 Literature Review on Failure Modes In The IEC 61850 Process
Bus

Investigating the reliability of digital substations by identifying the possible failure modes is a
recurring theme in many of the reviewed papers. For instance, the paper ”Testing Reliability
Performance of IEC 61850-Based Digital Substations” [7] offers a method for assessing digital
substation reliability through simulated failure scenarios. The study considers two significant
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cases - heavy network load and packet loss (SV) - and their impacts on substation functionality.
Its findings suggest that the failure likelihood increases with data load, highlighting the need for
efficient network traffic control with Virtual Local Area Network (VLAN) use and priority tagging
for time-sensitive information [7]. This idea is supported by the paper ”Reliability evaluation
of centralized protection system in smart substation considering the impact of communication
message” [8], which emphasizes the importance of optimizing network traffic flow to enhance the
reliability of substations.

A deep dive into specific failure modes in digital substations is provided by the paper ”Failure
Modes in IEC 61850-Enabled Substation Automation Systems” [9]. It categorizes failures into
four types: physical, logical, software, and operational revealing that network structure and data
communications are the most vulnerable areas of a Substation Automation System (SAS) [9]. This
conclusion is shared by the ”Reliability Investigation Of Digital Substation Networks Design Using
FMEA Technique” [10], which used the Failure Modes and Effects Analysis (FMEA) to identify
the communication network as the most vulnerable area for critical failure modes.

The implications of latency on substation automation systems are explored in ”Latency Consid-
erations in IEC 61850-Enabled Substation Automation Systems” [11]. The paper underscores
that latency can lead to serious consequences, including incorrect readings, missed events, and
an adverse impact on the performance of protective IEDs. This research underscores the urgency
of addressing latency, proposing strategies such as improving network infrastructure, adopting
real-time communication mechanisms, and utilizing data compression techniques to reduce data
transfer volumes [11].

The paper ”A methodology for the evaluation of the message transmission delay over IEC 61850
communication network — a real-time HV/MV substation case study” [12] further delves into
latency issues, providing a methodology to evaluate message transmission delay and underscoring
the effectiveness of tools like Wireshark in examining network traffic and identifying delay causes.

Moreover, the ”Performance of IEC 61850-9-2 Process Bus and Corrective Measure for Digital
Relaying” [13] study highlights how data link speed and network background traffic can influence
packet loss and delays. It reveals that the maximum sampled value delay could reach up to 26
ms and an average of 6 consecutive sampled values could be lost per second in a 345 kV/230 kV
substation [13].

Packet loss and its effects on the performance of IEC 61850-based digital substations are further
discussed in ”Testing Reliability Performance of IEC 61850-Based Digital Substations” [14]. This
research emphasizes that packet loss can lead to delayed and inaccurate data delivery, compromising
the reliability and safety of the substation. It is also pointed out that multiple consecutive packet
losses can cause a maximum operation delay of 20ms, and a cyclic suppression after each message
could significantly mitigate this issue [14].

The evaluated papers emphasize the importance of implementing reliable hardware and software,
optimizing network design, and effectively managing network traffic. The key to this analysis is
identifying failure types and their possible effects. These contributions are certainly valuable, yet
they are scattered across several different publications. The scattered nature can make it more
difficult to comprehend all potential failure scenarios in digital substations.

2.2 Motivation

The importance of process bus architecture in enhancing the reliability and efficiency of a digital
substation is evident in the reviewed literature. An examination of these works reveals a gap in
the existing literature; there is an apparent lack of direct comparison between the reliability of
a digital substation and a conventional one. To address this knowledge gap, this study aims to
offer a comparative reliability assessment between digital and conventional substations. This, it is
hoped, will shed light on the vulnerabilities and limitations of digital substations, contributing to
the broader literature on substation reliability.

Moreover, the literature review revealed that the use of HSR and PRP has been thoroughly evalu-
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ated. These protocols have proven their effectiveness in enhancing the reliability of digital substa-
tions. However, an area that remains relatively less explored is how varying process bus architecture
and Ethernet topology impact the reliability of these protocols and the overall reliability of the
process bus. Such an analysis might improve the understanding of how these protocols adapted to
various architectural environments and how that affects system reliability.

The digital substations also involve the integration of new monitoring functions, which directly af-
fect the maintenance and reliability of the substation. Therefore, a comparison of the maintenance
times between a conventional substation and a digital substation is a vital component of under-
standing the overall reliability of these new systems. In addition, to provide a broader perspective
on the reliability of digital substations a comparison between non-repairable and repairable systems
is necessary.

Lastly, the literature review makes clear how crucial it is to recognize different failure types and
their potential effects in order to maintain the reliability of digital substations. However, the
fact that these observations are scattered among several publications makes it difficult to have
a complete grasp of potential failure scenarios. In order to address this dispersion, this research
intends to centralize the information and create a list of failure modes in digital substations. This
will create a centralized archive where failure modes in digital substations can be located, making
the existing literature more easily accessible.

2.3 Hypothesis

Three related hypotheses form the basis of the investigation. First, it is anticipated that the
incorporation of the process bus introduces additional complexity and potential points of failure to
the substation automation system, thereby affecting its reliability when compared to conventional
substations. The hypothesis also speculates that the Ethernet communication network, a core
element of the process bus, may represent a significant vulnerability in the digital substation
setup. It is also proposed that the architecture of the process bus may have a large impact on the
overall reliability of the substation and on the performance of the HSR and PRP protocols.
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3 THEORY ON SUBSTATIONS

This chapter will shed light on the conception and functionality of digital substations, contrast-
ing them with their conventional counterparts to highlight their characteristics and advantages.
The primary source of the content in this chapter is the specialization project titled ”Theoretical
Framework and Methodology Assessment for Calculating Reliability in an IEC 61850 Process Bus”
[15]. Chapter 3.2 and 3.8.2 are new, while section 3.8.2.1 is from the specialization report but has
been greatly changed. As well as structural improvements have been made.

These sections are included in this thesis to provide completeness, as understanding digital sub-
station reliability demands an understanding of how digital substations work. As written in [16],
”Probability theory is simply a tool that enables the analyst to transform knowledge of the system
into a prediction of its likely future behavior.”

3.1 Substations in General

A substation is a crucial part of the electrical grid, as it is responsible for stepping down high-
voltage transmission lines to lower-voltage distribution lines. As the substation is such a critical
component in the power system, there is a lot of use of protective equipment, such as [17]:

Circuit breakers: These are used to protect the substation equipment from damage caused by
electrical faults or overloads.

Protective relays: These are used to monitor the substation equipment for any abnormalities and
to automatically disconnect the equipment in the event of a problem.

Instrument transformers (CT/VT): They convert current and voltage to a lower magnitude so that
relays and meters are able to measure the values.

Busbars: These are conductive metal bars that are used to distribute power to different parts of
the substation.

Disconnect switches: These are used to isolate sections of the substation for maintenance or repair
work.

Earthing switches: are a type of electrical switch that is used to connect a conductor to the earth.
This is typically done for safety reasons, as it provides a low-resistance path for electrical currents
to follow in the event of a fault, such as a short circuit.

Lightning arrester: Diverts the electrical energy from a lightning strike away from the equipment
and to the ground.

Substations can have many different architectures as different voltage levels require different designs
[18].

In figure 8 a two-busbar substation system can be seen. The purpose of connecting a substation to
multiple busbars is to provide multiple paths for electricity to flow through the substation. This
allows the substation to distribute power more efficiently, and it can also increase the reliability
of the electrical grid by providing backup paths for electricity to flow in the event of a failure on
one of the busbars. Additionally, connecting a substation to multiple busbars can make it easier
to manage the flow of electricity through the substation, which can help to prevent overloads [17].

7



Figure 1: Line diagram of a substation [5], [6].

3.2 Power System Protection

A power system protection scheme is a coordinated set of protective devices, such as relays, sensors,
and circuit breakers, designed to detect, identify, and isolate faults in an electrical network. The
main objective of a protection scheme is to keep the power system stable by isolating only the
components that are under fault, whilst leaving as much of the network as possible in operation
[19].

Relays are essential components in power system protection, designed to detect and isolate faults
to maintain the stability, safety, and reliability of the electrical grid. Once a fault is detected,
protective relays analyze the changes in electrical parameters and determine the type and location
of the fault. After identifying the fault, the relay sends a trip signal to the corresponding circuit
breaker. The circuit breaker then opens, disconnecting the faulty section from the rest of the power
system. This process minimizes damage to equipment and prevents the fault from spreading to
other parts of the network [19].

3.2.1 Protection Coordination

Protection coordination in a power system refers to a strategic arrangement of protective devices
such as circuit breakers, fuses, and relays/IEDs to ensure a sequence of operations that minimizes
the effect of faults within the system [19].

In a power system, Protection is set up in zones to reduce the area of the electrical system that
is disconnected when a malfunction occurs. This principle is displayed in Figure 2. Each zone is
protected by dedicated protection devices, such as relays and circuit breakers, that are specifically
designed and coordinated to respond to faults within that zone. To ensure comprehensive pro-
tection, the protection zones often overlap. Overlapping zones help avoid any unprotected areas
within the power system and provide backup protection. If a fault occurs in the overlapping region,
protective devices from both zones can detect and isolate the fault [19].
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Figure 2: Zones of protection in a power system [19]

3.2.2 Backup Protection

Backup protection is a secondary system designed to operate if the primary relay protection fails
or is unable to isolate the fault. It provides an additional safety measure to ensure the stability of
the power system. There are two types of backup protection: local backup protection and remote
backup protection [19].

Local backup protection: Local backup protection is installed within the same protection zone as
the primary protection. It is designed to act if the primary protection fails to operate or does not
isolate the fault within the required time. Local backup protection usually involves time-delayed
relays or relays with less sensitivity than the primary protection, giving the primary protection a
chance to operate first [19].

Remote backup protection: Remote backup protection relies on neighboring protection zones to
provide backup protection. If both primary and local backup protections fail to operate, remote
backup protection detects the fault and sends a trip signal to the circuit breakers in the neighboring
zones [19].

Each protective relay must have a minimum of two protection zones. The first zone covers 80%
of the length of the power path, while the second zone covers 120%. Apart from these two zones,
a third zone serves as a backup, which extends backward and acts as a safeguard for the bus bar
located behind the relay [19]. These protection zones are illustrated in figure 3 and 4
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(a) (b)

Figure 3: The three zones of distance relays

Figure 4: Overlapping zones

The scenario in figure 4 illustrates how backup protection can enhance the reliability and security
of a power system. Consider the case where fault 1 occurs as depicted in figure 4. In this situation,
relay 21b is responsible for tripping to isolate the fault. However, if relay 21b fails to do so, the
backup protection mechanism comes into play, and relay 21a will trip to clear the fault.

3.3 Substation Automation System (SAS)

This chapter is highly based on information from [20]. Initially, electric power substations were
operated manually by operators who monitored and controlled the electrical equipment using
mechanical and electromechanical devices. The substation automation system (SAS) is a system
that helps operate and maintain the electric power transmission and distribution system safely
and reliably by automating certain tasks. One way it does this is by replacing the traditional
mechanical relays with intelligent electronic devices (IEDs). IEDs can do many tasks at the same
time, such as monitoring, protection, control, and communication.

The substation automation system (SAS) is organized into three hierarchical levels: the station
level, the bay level, and the process level. The three levels are illustrated in figure 5.
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3.3.1 The station level

of the substation automation system is responsible for the supervision, monitoring, and other tasks.
It is usually located in a special room where authorized engineers, technicians, and operators can
work and perform tasks such as inspecting the primary equipment and configuring devices and
equipment through engineering software. The station staff uses human-machine interfaces (HMIs)
to monitor the substation and send commands to its devices and equipment, and they can also
use computers to access log databases with records of events that have occurred at all levels of the
substation.

3.3.2 The bay level

of the substation automation system contains protection and control IEDs. These devices can
work independently to clear faults at the process level as well as receive data at the station level.
The devices at the bay level usually have local human-machine interfaces that can be accessed by
technicians for maintenance purposes.

Figure 5: The three levels of the substation automation system [21].

3.3.3 The process level

The process level is part of the substation that contains the primary equipment, such as switchgear
and transformers. This equipment is responsible for the main functions of the substation. The size
and functionality of the substation automation system depend on the size, function, and technology
of the process level.

3.4 Conventional Substation

The type of SAS depends on the level of automation and the technology used for communication
and data exchange [20]. In figure 6 one can see how the levels of automation have evolved through
the years. In this report, a conventional substation is defined as a substation that utilizes a station
bus for automation but not a process bus, as can be seen in the 1995 column in figure 6. In such a
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system, the instrument transformers and circuit breakers are connected directly to the relays using
cobber wires, and it operates on analog signals.

Figure 6: The evolution of the substation [22]

In a conventional substation, instrument transformers are typically based on electromagnetic prin-
ciples. A CT works by wrapping a conductor carrying the current to be measured around a core,
which creates a magnetic field. This magnetic field is then used to induce a current in a secondary
winding that is proportional to the current in the primary winding [23]. The secondary winding is
connected to a meter or other device, which can then measure the induced current and calculate
the magnitude of the primary current [19].

A VT works by stepping down the voltage to a safer and more manageable level, which can then be
measured by a meter or other device [23]. The voltage transformer consists of a primary winding,
which is connected to the high-voltage circuit, and a secondary winding, which is connected to the
measuring device [19].

In figure 7 a conventional substation system is presented. Here, intelligent electronic devices (IEDs)
are microprocessor-based and have many features, but they are connected using copper wires.
Digital communication between the IEDs is possible using the station bus but the communication
protocols differ between manufacturers [3] making it difficult to connect devices from different
suppliers. In this architecture, the IEDs send data about substation events and equipment status
to the station level and exchange events and status with other IEDs at the same level via the
station bus. Conventional instrument transformers are still used in the switchyard.
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Figure 7: Conventional cabling system [20]

The differences between a conventional and digital substation will be discussed in chapter 3.6, but
first, it is necessary to introduce the digital substation.

3.5 Digital Substation

A digital substation refers to a substation that utilizes the IEC 61850 standard for communication
processes, interoperability, and automated engineering processes. In a digital substation, the copper
wires are replaced by fiber optic cables, which enable the use of the process bus and devices
such as merging units and Ethernet switches. The fiber-optic-based system enables high-speed
communication within the substation devices. Optical fibers are tiny glass strands that act as light
waveguides. The ability to transmit light over long distances can be exploited to create optical
communication links that have a huge capacity for information transfer and built-in immunity to
electromagnetic interference [20].

An illustration of a digital substation is presented in figure 8. In a digital substation, merging
units (MUs) and breaker IEDs are connected to the instrument transformers (preferably NCITs)
and switchgear and are responsible for converting the analog voltage and current signals to digital
format and controlling the circuit breakers.

Figure 8: IEC 61850 digital substation topology [24]
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The three levels of the digital substation are connected with each other using two local area
networks (LANs). The first LAN, called the process bus, connects the process level to the bay
level. The second LAN is called the station bus and connects the bay level to the station level.
These LANs are communication networks that enable the connection between the major switchyard
equipment—voltage transformers, current transformers, circuit breakers, disconnectors, etc.—and
the protection, measurement, and control IEDs.

The three levels of the digital substation are connected with each other using two local area
networks (LANs). The first LAN, called the process bus, connects the process level to the bay
level. The second LAN is called the station bus and connects the bay level to the station level.
These LANs are communication networks that enable the connection between the major switchyard
equipment—voltage transformers, current transformers, circuit breakers, disconnectors, etc.—and
the protection, measurement, and control IEDs.

3.6 Comparison Between Digital and Conventional
Substations

Compared to a digital system, a conventional substation has no ability to convert signals from
analog to digital. This means that a conventional substation operates without the use of merging
units, Ethernet switches, or time synchronization sources. Instead, the conventional substation
connects the circuit breakers and current transformers directly to protective relays using copper
wiring. A conventional substation wiring network is therefore composed of extensive copper wiring
networks, which makes diagnostic procedures for fault scenarios time-consuming. The number of
copper wires increases depending on the function of the devices and can be much more expensive
to implement than a fiber optic network [22], as the networks are larger. The difference in the
cabling systems can be seen in figure 10. More than 30 tons of material can be saved in a digital
substation [25]. This facilitates less travel. The fiber optic installation reduces the cabling by 90%
and by the adoption of NCITs rather than conventional CTs, reduces the weight of CTs by 80%
[26]. IEC 61850-compatible devices don’t need as much manual configuration, which results in
lower installation costs.

The fiber optic LAN in a digital substation reduces infrastructure and installation costs as the
process bus eliminates the need to connect unique cables for every IED. Thus, there is less need
for trenching during installation and they are much lighter than copper wires[19]. An existing
IEC 61850-based network can be expanded without significantly affecting the equipment already
in place [19]. Fiber optic cables have much higher bandwidth, meaning they can transmit data at
much higher speeds. Also, fiber optic cables are considered more reliable as they are not affected
by electromagnetic interference which can cause data loss in copper cables. They are also much
safer to use as there is little chance of them overheating since they are non-conductive.
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Figure 9: Conventional vs. digital substation [27]

The communication language implemented by the IEC 61850 standard allows for interoperability
between devices from different manufacturers. In a conventional system, there was no common
communication language, thus devices were only able to communicate with other devices that were
produced by the same manufacturer. This lack of sufficient communication infrastructure means
that the conventional substation has limited access to real-time data regarding changes in load
and system operating conditions. Messages between devices could get lost due to interference or a
fault. As a result of this lack of situational awareness, the substation is more vulnerable to frequent
disruptions that might cause blackouts [28].

Device names are not predetermined by either the user or the device manufacturer. They are
presented in a power system context and stated in the standard, enabling the engineer to under-
stand the significance of the data right away.

As mentioned, in a conventional substation the CTs, VTs, and CBs are connected directly to the
IEDs using cobber wiring. The IEDs in a digital substation are connected to the circuit breakers
and instrument transformers using a process bus, which enables them to communicate with each
other and with other components within the substation. This enables the IEDs to provide a
coordinated and integrated protection and control system for the digital substation [20]. The
difference in the wiring systems can be seen in figure 10
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(a) conventional cabling system (b) Digital cabling system

Figure 10: Conventional vs digital cabling system [20]

3.6.1 Analog Vs. Digital Signals

A conventional substation operates using analog signals while a digital substation uses digital
signals. Figure 11 illustrates the difference between the two signals. The distinction between these
two is that digital signals are discontinued and operate using binary format (zeros and ones), they
can only be represented with fixed values. In contrast, analog signals are continuously changing
and have a sinusoidal shape.

Figure 11: Difference between analog and digital signal [29]

Using digital signals in a substation offers several advantages over analog signals. Digital signals
are more accurate and precise and are less prone to error or degradation over distance or time.
They can be easily transmitted and processed using computers, which allows for greater flexibility
in the design and operation of substations [30].

Another advantage of digital signals is their ability to prevent data loss. Analog signals can be lost
or distorted during transmission because they are prone to electromagnetic interference. Digital
signals, on the other hand, use error-correction techniques to ensure the integrity of the data and
reduce the risk of data loss [31].

Digital signals are also more secure than analog signals. They can be encrypted to protect against
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unauthorized access, making them well-suited for use in substations where sensitive data may be
transmitted [30].

3.6.2 Electromechanical Vs. Non-Conventional Instrument Transformer

In a conventional substation instrument transformers are based on electromechanical principles
which have some disadvantages as it is necessary to have a large iron core in order to avoid sat-
uration during faults [19]. The core is also a source of inaccurate measurements during normal
operation due to eddy currents and flux reminiscence [19]. The wiring systems within the trans-
formers can also overheat and degrade the measurement performance [19]. Conventional instrument
transformers are typically designed to perform a single function, such as current or voltage meas-
urement. The basic concept of an electromechanical current transformer is illustrated in figure
12

Figure 12: Electromechanical current transformer [19]

Digital substations can use non-conventional instrument transformers (NCITs). The IEC 61869-9
[32] is an international standard that specifies the requirements for instrument transformers used
in metering and protection applications for the IEC 61850 standard. The goal of the standard
is stated as ”To provide a product standard for instrument transformers with a digital interface
according to the IEC 61850 series” and ”To reduce the engineering amount required to achieve
interoperability for the digital interface between instrument transformers and equipment that uses
the digital signals”[32]. The basic concept of the NCIT is illustrated in figure 24. Here, the NCIT
is connected to multiple phases and uses an internal merging unit to convert to digital signals.

Non-conventional instrument transformers (NCIT) are based on digital technologies, such as micro-
processors and software algorithms, and require no iron core. Thus, it can overcome the limitations
of the conventional instrument transformer [19]. NCITs are typically able to provide higher accur-
acy and stability, as they are based on digital technologies and can be calibrated and compensated
for environmental factors [22]. NCITs are typically able to perform multiple functions, such as
protection, control, and measurement. This enables NCITs to provide a more versatile and flexible
measurement system compared to conventional instrument transformers [19]. NCITs are connec-
ted to the process bus in a digital substation, which enables them to communicate with other
substation components and provide a coordinated and integrated measurement system.

Since NCITs can replace conventional measuring transformers, the footprint of primary switchgear
can be lowered. Traditional VTs are large, heavy components, however new sensor technology
for voltage measuring allows for significantly smaller equipment [22]. Additionally, since all NCIT
adjustments may be completed with software and their hardware can be standardized, a shorter
overall delivery time can be achieved [22].
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Figure 13: Concept of a NCIT [32]

3.7 IEC 61850

The IEC 61850 standard [33] was developed to secure high-speed communication between digital
substation equipment by defining communication protocols, data models, and communication re-
quirements between IEDs [3]. The standard, titled ”Communication Networks and Systems in
Substation,” was issued by IEC Working Group TC57 and presented in 2003. Before this stand-
ard, there was no common communication protocol, therefore different manufacturers created their
own protocols, which prevented devices from different manufacturers from communicating with one
another [3]. The standard’s development was guided by three main objectives [33]; facilitate com-
munication between IEDs made by various manufacturers. Technology advancements shouldn’t
cause the standard to become obsolete, and the standard should allow for the independent imple-
mentation of needed features.

IEC 61850 offers a detailed model for how data organization for power system devices should
be similar across all types and brands of equipment. This enables the next level of substation
automation systems as the devices can configure themselves, eliminating a lot of the laborious
non-power system configuration work [19]. For instance, if a CT/VT is connected to an IEC 61850
relay, the relay can recognize this module and, without human input, assign it to a measurement
unit [34]. The standard consists of multiple parts, each covering an individual aspect of the digital
substation system. The mapping of these parts is shown in figure 14.
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Figure 14: Structure of the IEC 61850 Standard [35].

3.7.1 Data Model

The data model is defined in the IEC 61850-7-3 and 61850-7-4. It defines the structure and organ-
ization of the data exchanged between devices in the digital substation, as well as the rules and
protocols for exchanging and processing the data [19]. All IEDs must adhere to this shared com-
munication language, which provides consistency across the substation and creates interoperability
between devices from different manufacturers [19].

Figure 15: Data model levels of hierarchy 15.

In figure 15 the hierarchical level of the data model is presented. This explanation of the data
model is based on information from [19]. The data model starts with a physical device, which
is typically an IED and is defined by its IP address. Within a physical device, there are one or
more logical devices, which again contain logical nodes. A logical node consists of four prefixed
characters that specify what task the IED must complete. The first letter represents the group
indicator. The next three letters represent what purpose the logical node has. For instance, if an
IED receives a logical node containing the letters PTOC, the ”P” means that it has something

19



to do with protection, and ”TOC” stands for time over-current. Thus, PTOC means that there
are required protective functions for over-current. Data objects are stored within the logical nodes
and can contain multiple elements of data, such as measured values, system information, physical
device information, status information, and more. In table 1 the group designator for logical node
categories is tabulated.

Table 1: Logical node categorisation [19]

Logical node groups Group designator

System logical nodes L
Protection functions P

Protection related functions R
Supervisory control C

Generic function references G
Interfacing and archiving I

Automatic control A
Metering and measurement M

Switchgear X
Instrument transformer T

Power transformer and related functions Y
Further power system equipment Z

3.7.2 OSI Model for Communication

Within a digital substation, transferring messages from one device to another is the definition of
communication [19]. The communication procedure might take place between two devices or over
larger networks. Time synchronization and language issues could come up during this communic-
ation procedure [19].

In order to deal with these issues, the International Standards Organization (ISO) introduced the
open system interconnection model (OSI) in 1984 [19]. This model is the foundation of the IEC
61850 communication protocol. In table 2, the seven layers of the communication process are
listed. Each of these layers specifies how data is processed along the various transmission phases
[19].

Table 2: The 7 layers of the OSI model [19]

Layer Name Function

7 Application layer Communication application
6 Presentation layer Encryption and data representation
5 Session layer Inter-host communication
4 Transport layer End-to-end connections and reliability
3 Network layer Logical addressing
2 Link layer Physical addressing
1 Physical layer Media, signal, and binary transmission

The seven layers of the model are [19]: The physical layer, which deals with the physical connection
between devices, such as cables and connectors. In the case of a process bus, it is fiber optic cable.
The data link layer ensures that data is transmitted reliably between devices on the same network
[36]. The network layer routes data between different networks; this is normally done using an
IP address [19]. The transport layer is responsible for sorting and managing the data packets
when they arrive and presenting the data in the correct sequence to the correct destination [19].
The session layer ensures that the connections are operating correctly [19]. The presentation layer
translates data into a format that can be understood by the application layer. The application
layer provides services to the user, such as email and web browsing [19].
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3.7.3 Communication Services

In order to identify between applications and manage traffic flow, the IEC 61850 standard specifies
five different types of communication services [28].

• Manufacturing Message Specification (MMS)

• Generic Object Oriented Substation Event (GOOSE)

• Generic Substation Status Event (GSSE)

• Sampled Values (SV)

• Time Synchronization (TS)

The ISO 9506 standard covers the MMS protocol. The MMS messages serve as a communication
service between the bay level and the station level devices and can be used for a variety of applic-
ations, such as human-machine interfaces, supervisory control, data acquisition, and configuring
devices [20]. MMS is carried through the transmission control protocol (TCP), which is a com-
munication protocol used to transmit data over a network in a reliable manner by establishing an
end-to-end connection and ensuring that data is delivered in the proper sequence [37].

Event and status data are exchanged using the GOOSE and GSSE services. Together, they are
called generic substation events (GSE). GOOSE messages can carry multiple data types, including
digital, analog, binary, and integer values. While GSSE only includes binary state messages [20].
The GOOSE messages take advantage of multicast services, which enable the delivery of the same
message to numerous IEDs at once [37]. IEDs can publish and subscribe to GOOSE and GSSE
messages to exchange data and make decisions based on the received data [20]. When an event
occurs, the messages are immediately transmitted, and they are then repeated with a growing time
interval from Tmin to Tmax. The Tmax repetition continues indefinitely until a new event occurs,
at which point the repetition rate is reset to Tmin [28]. Consequently, high-speed communication
for locking switchgear is possible with GOOSE messages [37]. This process is defined in the IEC
61850 standard and ensures a highly dependable GOOSE delivery system.

Sampled values are a digital representation of the measured current, voltage, and frequency [20].
The process bus is used to transfer sampled values from the merging units to the protection and
control IEDs. The unidirectional multicast communication method is used to send sampled values.
When a merging unit employs this technique, it can send data simultaneously across the process
bus to numerous recipient IEDs by using a multicast address [20]. Instead of sending separate
messages to each IED separately, this enables the merging unit to send a single message to a
number of IEDs at once.

In substation automation applications, many time-sensitive messages have a Time-To-Live (TTL)
field, which denotes that the message will lose its significance if it is not delivered within a given
timeframe [28]. For instance, the trip/close commands must be sent to the appropriate IEDs within
5 ms for 50Hz systems to carry out the necessary operations [28]. Consequently, as shown in table
9, the IEC 61850 standard establishes transfer time standards for SAS applications.

Table 3: IEC 61850 transfer time requirements [28]

Services Transfer Time (ms)

SV 3-10
GOOSE, GSSE 3-100

MMS 20-100

GOOSE and SV messages are used for time-sensitive tasks, including protection trip commands
and analog measurements. Because of this, GOOSE and SVs are highly prioritized, and the
transmission control protocol (TCP) doesn’t meet the requirements for protection applications [20].
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Therefore, GOOSE and SV messages skip some of the layers within the ISO communication model,
which results in low-latency, high-speed data transportation with no requirements for confirmation
[28]. This makes GOOSE and sampled value message transmission much faster than the other
communication services within the IEC 61850 standard, as is depicted in figure 16. The MMS
communication service goes through all 7 layers of the ISO model.

Figure 16: IEC 61850 protocol stack [19]

3.7.4 Time Synchronization Source

A typical IEC 61850-based substation measures parameters at several physical locations. To achieve
proper application performance, these measured parameters must be precisely time-synchronized
to a shared time reference. A digital substation needs appropriate time synchronization to cor-
rectly analyze faults and incidents and to operate correctly [28]. If time synchronization fails, the
performance of the merging units may be affected. When global synchronization is restored after
synchronization drift, the time sequence of SV data may become disorganized. This could block
protection functions until the time sequence is recovered or lead to unwanted protection function
activities. Local time servers or clocks may be synchronized by using timing signals from a GNSS
(global navigation satellite system) [28]. In figure 17 the concept of time synchronization is presen-
ted. The common standard for all devices is the external global primary reference. The master
clock/local primary reference) is a clock that is located in the substation and is synchronized to
the global primary reference. The end devices can be synchronized with the master clock by us-
ing several distribution architectures. [38] defines the accuracy of time synchronizations as ”the
difference in time between the global primary reference and the end device”.

Figure 17: Time synchronisation block diagram [38]

In substation automation, the two most utilized protocols for time synchronization are the global
positioning system (GPS) and the Precision Time Protocol (PTP) [28]. When utilizing GPS,
devices are equipped with GPS, which means that they are able to communicate with satellites
that are synchronized at the same time. This time is used as the reference clock for all the devices
and ensures that the process bus is properly synchronized [39]. PTP is designed to be utilized in
a ping-pong manner, where data frames are sent and received between the master clock and end
devices [38]. In addition, PTP allows for the use of several master clocks to provide redundancy
and enables end devices to choose the best master clock for synchronization [38].
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3.8 The IEC 61850 Process bus

The process bus is a high-speed communication Ethernet network defined in the IEC 61850-9-2
standard. The term ”process bus” refers to the fiber-optic LAN that connects the process-level
devices to the bay-level devices. The process bus exchanges old copper wires with a fiber optic
network which greatly reduces cost while at the same time enhancing the communication flexibility
within the network [3]. The messages transmitted over the process bus are termed GOOSE and
Sampled Values (SV) [3]. The five most vital devices of the process bus are depicted in green
in figure 18. These devices include the time synchronization source, merging unit, breaker IED,
protection IED, and control IED.

Figure 18: Block diagram indicating vital devices of the process bus [40]

In the process bus, merging units and breaker IEDs collect information about the status of
switchgear and instrument transformers and send it to protection and control IEDs at the bay
level using the IEC 61850 communication protocol [41]. The protection and control IEDs use this
data to identify issues and manage the power system. They also send information to a human-
machine interface (HMI) at the station level using IEC 61850 [41]. A time synchronization server
keeps all of the devices in sync. The following chapters will provide an explanation of the most
vital devices in the process bus excluding the time synchronization source as it has already been
explained in chapter 3.7.4.

3.8.1 Ethernet Switches

In the case of a process bus, Ethernet switches (ES) are devices that are used to connect IEDs to
the local area network (LAN). The switches receive data from IEDs and forward the data to the
correct destination using MAC addresses. [42]

3.8.2 Ethernet LAN

The process bus uses a Layer 2 Ethernet network. Layer 2 Ethernet refers to the second layer of
the OSI (Open Systems Interconnection) networking model, which is responsible for providing a
reliable communication service between devices on the same local network. In the context of a
process bus, Layer 2 Ethernet is a networking technology used to connect IEDs within a substation,
allowing them to exchange data and communicate with each other [43].

Layer 2 Ethernet uses a variety of protocols and technologies, including Ethernet, MAC (Media
Access Control) addresses, and VLANs (Virtual Local Area Networks), among others, to ensure
that data is transmitted efficiently and securely between devices.
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According to [14], using a Virtual LAN (VLAN) may be a way to improve reliability in digital
substations. A VLAN divides a physical network into numerous separate sub-networks. Data
traffic and time-sensitive data, such as trip commands, can be prioritized using VLANs. This
enables relevant messages to be forwarded first and reduces the likelihood of delay or congestion
caused by non-critical traffic.

3.8.2.1 Ethernet Network Architecture

The way in which the devices in a network are connected to each other is referred to as its topology.
For an Ethernet network, there are numerous potential network topologies, and each of these has
a unique effect on the network’s reliability [44]. In general, a network with a redundant topology,
where there are multiple paths between devices, is more reliable than a network with a non-
redundant topology, where there is only one path between devices. According to the findings in
the literature review, there are three main Ethernet architectures that can be used in a process
bus: cascade, star, and ring.

In cascade architecture, all Ethernet switches are connected in a chain, as shown in figure 19. This
architecture is relatively cheap compared to a ring or star system, but consequently, it will result
in a higher time delay. [5].

Figure 19: Cascade [3]

In a star architecture, all components are individually connected to one central Ethernet switch.
This switch acts as a central point of communication, routing data from one device to another[5].
The advantage of a star topology is that it is relatively easy to set up and manage, and it allows
for easy expansion of the network [3]. Using this typology creates a weak point in the scheme,
which is that message transmission is dependent on only one switch. If this switch fails, the entire
network will be disrupted [4].
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Figure 20: Star topology

Ring architecture creates a closed-loop LAN. Loops are not supported by Ethernet switches because
messages could continue to cycle indefinitely [4]. Consequently, IEEE 802.1W introduced the use
of Rapid Spanning Tree Protocol (RSTP) [45]. This protocol enables switches to identify loops
and stop the circulation of messages. During this protocol, the Ethernet switches temporarily
disable some of the redundant devices, putting them in a backup state, and thus breaking any
loops in the system. This means that in the event of a communication cable failure, the LAN can
be reconfigured with the aid of RSTP[4]. As a result, even after the failure, the fault system will
continue to work. Consequently, a single communication cable failure won’t have an impact on the
protection mechanism. [3].

Figure 21: Ring topology

In a ring architecture, the Ethernet switches are connected in a loop, and managed switches with
Rapid Spanning Tree Protocol (RSTP) are used to ensure network reliability and fault tolerance.

This incorporates n-1 redundancy to the system, the ”n” refers to the total number of components
in the system (in this case, Ethernet switches). ”n-1” means that the system can continue to
operate even if one of the components fails. This level of redundancy is achieved in the ring
architecture because of the looped structure and the RSTP [5].

To illustrate this, consider a scenario where there are four Ethernet switches; A, B, C, and D
connected in a ring. In normal operation, the data flows in the following order: A → B → C →
D → A. If one of the switches fails (e.g., switch B), RSTP will detect this failure and reconfigure
the network so that the communication path bypasses the failed switch. The new communication
path will be A → C → D → A and only 3 out of the 4 Ethernet switches are now required for
inter-bay communication [46].

This n-1 redundancy in ring architecture ensures that the system remains operational even in the
event of a single switch or connection failure. However, it’s essential to note that this level of

25



redundancy is limited to a single failure; if multiple failures occur, the system may not be able to
maintain its functionality [46].

3.8.3 IEDs

An IED is a general term for relays that use digital technology. An ”intelligent electronic device”
(IED) may monitor processes and execute electrical protection or control tasks in power systems.
Sensors and power sources feed data to IEDs. IEDs can send control commands, such as tripping
circuit breakers if they detect voltage, current, or frequency abnormalities. They can also raise or
lower voltage levels in order to maintain the desired level. IEDs used in the IEC 61850 standard
and their functions are listed in table 4.

Table 4: Different types of IEDs

IED Type Function

Merging Unit Converts analog signals to digital form
Protection IEDs (Prot. IED) Perform protection functions
Control IEDs (Ctrl. IED) Monitoring and metering functions
Breaker IEDs (Brkr. IED) Operate and trip the breakers

The sampling rate refers to the rate at which a system or device measures or captures data. In
the context of a process bus, the sampling rate refers to the frequency at which IEDs measure
and capture data from sensors and other devices connected to the electrical equipment in the
substation [47]. IEC 61850-9-2 specifies two different sampling rates for IEDs in process buses [40]:
one of 80 samples per frequency cycle which is used for simple protection and control applications,
and another of 256 samples per frequency cycle for high-frequency applications like power quality
monitoring and high-resolution oscillography. The frequency in Europe is 50 Hz, which means that
the sampling rate of the process bus is either 4000 Hz or 12 500 Hz [40].

Figure 22 illustrates the various communication services that the IEDs in the process bus employ.
The protection and control IEDs can communicate with both GOOSE and sampled value services,
unlike the merging unit, which is only concerned with sampled values, and the breaker IED, which
only uses GOOSE messages.

Figure 22: What communication services the IEDs use [48].
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3.8.3.1 Merging Unit

The merging units (MUs) transmit sampled values (SV) of phase currents and phase voltages to
the protection and control IEDs. This concept can be seen in figure 23. They are what connect the
instrument transformers to the process bus. A MU can also receive data from several instrument
transformers originating from a single bay [38]. A MU may be a component of a non-conventional
instrument transformer (NCIT), which directly transforms optical signals into digital form, or it
may be a distinct stand-alone merging unit (SAMU), which is used to convert analog signals from
conventional instrument transformers [32].

Figure 23: The concept of a merging unit [20]

Figure 24, shows various scenarios for digital protection, where the primary differences between
conventional and modern protection designs can be seen. At the top of figure 24 a conventional
protection design is shown. Here, currents and voltages are measured using conventional instrument
transformers. The analog signal is converted to digital form inside the IED [38]. A MU is introduced
in the next section of the figure, which demonstrates how much less burden the new IED has in
comparison to the IED based on conventional principles. The NCITs are introduced at the bottom
of the figure; with these devices, the MU simply functions to adjust digital signals and has much
less responsibility [38].
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Figure 24: Different possibilities of digital protection [38]

Because of its weight and size, NCIT has a significant impact on the substation yard because it
can be fixed directly to other major equipment or placed on considerably lighter foundations [22].

3.8.3.2 Breaker IED

By transmitting IEC 61850 trip commands to primary switchgear and returning position status
to the protection and control IEDs, a breaker IED serves as an actuator and sensor gateway [2].
A breaker IED is also referred to as an intelligent breaker controller (IBC). The breaker IED will
convert the commands from IEC 61850-9-2 format to binary contact signals that can be used to
trip the coils in the primary equipment like the circuit breaker, disconnector, and earthing switch
[49].

The circuit breaker IED’s functions include receiving trip messages, determining end-to-end (ETE)
delays, and sending multicast GOOSE/GSSE events to other protection IEDs and station PCs [50].
ETE delay is the period of time between the creation of the message at the transmitting IED’s
application layer and its arrival at the receiving IED’s application layer [50].

When a circuit breaker IED receives a GOOSE message, it can use the information contained in
the message to update its internal state and take appropriate action [49]. For example, if a circuit
breaker IED receives a GOOSE message indicating that the current flowing through a power line
has exceeded a certain threshold, the IED can automatically trip the circuit breaker to interrupt
the flow of current and prevent damage to the power system [49].

Protection IEDs will identify a power system fault when it happens and send a trip command to
the breaker IED. The associated circuit breakers are tripped by the breaker IED. The appropriate
control IEDs will also receive the new circuit breaker status once the circuit breaker trips. [49]

The breaker IED may act as both a subscriber and a publisher simultaneously for GOOSE commu-
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nication, allowing it to simultaneously receive and transmit GOOSE signals [49]. As a publisher,
the breaker IED continuously distributes the status data gathered from the circuit breakers to all
other IEDs on the process bus, allowing all subscriber IEDs to receive these messages and ob-
tain real-time information about circuit breaker position status and some other information. The
breaker IED, as a subscriber, receives GOOSE control commands from connected publishers and
uses these commands to determine its appropriate response. [49]

3.8.3.3 Control and Protection IEDs

In a process bus, both control and protection IEDs play important roles in ensuring the reliability
and performance of the power system. The protection IED can use the process bus to communicate
with other devices in the system and respond to electrical faults, while the control IED can use
the process bus to monitor and adjust the flow of electricity to ensure that the power system is
operating safely and efficiently. [40]

Protection IEDs receive SVs from the MUs, and they send/receive data to other IEDs to perform
protective functions. For example, if a protection IED detects a short circuit on the power system,
it may automatically send GOOSE messages to the breaker IED, which disconnects the affected
circuit to prevent damage to the equipment. [40]

A control IED, on the other hand, is primarily focused on monitoring and controlling the flow of
electricity through the power system [51]. They use the information to make decisions about how
to manage the flow of electricity. For example, a control IED might monitor the load on the power
system and adjust the flow of electricity to prevent overloads or other issues.
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4 THEORY ON RELIABILITY

This chapter will explain the critical aspect of reliability within power systems, starting with an
exploration of the general concept of reliability. Then, it delves into its specific role and importance
within the power systems context. Then an explanation of measures that can be taken in order
to improve reliability, such as maintenance and monitoring, redundancy, and cybersecurity. Then,
there is an explanation of the methodologies for calculating reliability. After this, the chapter
introduces a software called Relyence, a tool used specifically for reliability analysis. The chapter
concludes with a failure mode analysis.

For system design and operation management, reliability evaluation is crucial. The management
of system operation and maintenance can greatly benefit from an accurate reliability prediction.
In some situations, such as military situations, reliability is measured because lives are at risk. In
other instances, reliability has a more commercial application where it is used for cost analysis.
[52]

4.1 Power System Reliability

This chapter is from the specialization project titled ”Theoretical Framework and Methodology
Assessment for Calculating Reliability in an IEC 61850 Process Bus” [15].

The book ”Electric Power Grid: Reliability Evaluation” [52] defines the reliability of an electric
power system as ”the probability that an electric power system can perform a required function
under given conditions for a given time interval.” Power system reliability is subdivided into two
groups, namely, adequacy and security [53]. The ability of a system to meet operational costs or
consumer load demands is referred to as adequacy. Security is related to the system’s capacity
to react to dynamic or transient disturbances that may arise [53]. Most reliability evaluation
techniques are in the system adequacy domain. When calculating reliability in a power system,
it is mostly done in the steady state domain, meaning that the investigating system is showing
average behavior over a long period of time [52]. In reliability analysis, there are two categories
for classifying system states: success states and failure states. In a successful state, the system
is capable of doing its intended task, in contrast to a failed state, where it is not. Reliability
evaluation is mainly concerned with the system’s behavior in a failure condition. The book [52],
states that a thorough reliability assessment is indicated by finding the following fundamental
indices: the probability of failure, frequency of failure, mean cycle time, mean down time, and
mean up time.

The probability of failure is the probability that the system will fail. The frequency of failure is
the number of times the system is expected to be in the failure state per year. The system’s mean
cycle time measures the average time between failures. The mean downtime is the average time
spent in the failed state. The mean up time is the average amount of time the system remains in
a successful state. [52]

4.1.1 Assessing Reliability in a Process Bus

This chapter is from the specialization project titled ”Theoretical Framework and Methodology
Assessment for Calculating Reliability in an IEC 61850 Process Bus” [15].

There are various factors that can affect the reliability of a SAS, such as the reliability of the
individual components and how they are arranged in the system. According to [54], there are several
ways to measure the reliability of a SAS, including mean time to first failure, mean time to failure
(MTTF), failure rate, and availability. In the literature review it was also discovered that there
were several practical analytical methods for calculating reliability in an Ethernet communication
architecture including reliability block diagrams [3] and the reliability function [6].

According to the IEC 61850 standard, ”there shall not be a single point of failure that will render
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the substation inoperable” [33]. However, as the standard does not specify a requirement for
redundancy applications, it is up to the substation engineers to choose the ideal level of redundancy.
As a result, reliability is one of the most challenging aspects of the digital substation design [55].
Data can be collected to assess past performance or to predict future performance. In general,
to predict a system’s future behavior, it is necessary to look at past experiences and use data
with appropriate reliability models, techniques, and equations. Thus, the quality of a reliability
assessment heavily depends on the data available for the investigated system. The idea that the
objective of reliability evaluation is to identify the system that offers the highest reliability is a
frequent misconception. It’s crucial to keep in mind that the objective is to identify the system
with the ideal or required reliability, not the system with the highest reliability [52]. One can
think of reliability as a restriction within which other parameters can be altered or improved. For
instance, a generally acknowledged benchmark for power generation reliability is a loss of load of
one day per ten years [52]. Also, reliability can be used for cost optimization. Figure 25 represents
the relationship between cost and reliability. The cost of the investment and the cost of failure
combine to make up the total cost. The investment cost often increases as more reliability is
required. On the other hand, the cost of failures to the consumer typically decreases with more
reliable systems. The lowest total cost results in the optimal level of reliability [52].

Figure 25: Relationship between cost and reliability [56]

4.2 Improving Reliability

Improving reliability is a continuous effort to minimize the probability of failures and reduce their
impact. This chapter will explore various strategies and techniques that can be used to enhance
the reliability of a process bus. Generally, there are several standard ways to improve the reliability
of a system. For a process bus, these measures may include:

• Redundancy: This can be achieved by having multiple systems or components that can take
over in case of failure.

• Maintenance and Monitoring: Regular maintenance and testing of equipment can help
identify and address potential issues before they become serious problems. And monitor-
ing systems can help identify and diagnose problems in real-time, allowing for quick response
and repair.

• Cyber-security: Implementing strong cybersecurity systems to protect against cyber threats
is important to ensure the reliability of the digital substation.
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4.2.1 Redundancy

This chapter is from the specialization project titled ”Theoretical Framework and Methodology
Assessment for Calculating Reliability in an IEC 61850 Process Bus” [15].

The duplication of essential elements or functions within a network is referred to as redundancy
[57]. Substation devices must continuously publish important data, and any form of data loss
is unacceptable [19]. As the Cigre report ”Experience Concerning Availability and Reliability of
DSAS” states, ”Redundancy for protection devices has been selected by utilities as the key factor
to achieving a high level of DSAS reliability” [18]. Generally, there are two ways of improving
the reliability of a power system: using more reliable components and adding redundancy. Com-
ponents are often off-the-shelf devices and may not have the desired reliability requirements, thus,
redundancy is more effective [19]. A fully redundant system can continue operating in the event of
failure. This lessens network downtime while preventing data loss and potential threats to people’s
safety and property. The possibility of carrying out maintenance while the network is active is an
added benefit [58].

This section is about the different redundancy methods that are optional for the optical fiber
network in a process bus. A digital substation is a very time-critical system, which means that
the recovery time and frame loss during faults are critical elements since the devices within the
system are heavily dependent on correct time synchronization [19]. The IEC 62439-3 standard [55]
introduces a redundancy mechanism for Ethernet networks. In table 5, one can see the frame loss
and recovery time of the redundancy protocols discussed in the IEC 62439-4 standard [19]. As one
can see, the PRP and HSR protocols are of special interest as they offer no frame loss and zero
recovery time during faults.

Table 5: Typical recovery times for redundancy protocols [19]

Protocol Description Frame Loss Recovery Time

IP IP routing Yes 30 seconds
STP Spanning Tree Protocol Yes 20 seconds
RSTP Rapid Spanning Tree Protocol Yes 2 seconds
CRP Cross-network Redundancy Protocol Yes 1 second
MRP Media Redundancy Protocol Yes 200 milliseconds
BRP Beacon Redundancy Protocol Yes 8 milliseconds
PRP Parallel Redundancy Protocol Yes 0 seconds
HSR High-availability Seamless Ring Yes 0 seconds

4.2.1.1 Parallel Redundancy Protocol (PRP)

This chapter is from the specialization project titled ”Theoretical Framework and Methodology
Assessment for Calculating Reliability in an IEC 61850 Process Bus.” [15]

The parallel redundancy protocol is the reference standard for star-topology networks and offers
network reliability by simultaneously publishing the identical message to two LANs [4]. The first
message is accepted by the receiving device, while the second message is discarded [38]. In PRP
networks, the dual-port IEDs are always active and transmitting data packets, ensuring that there
is always a redundant communication path available in case of a fault. This eliminates the need
for a switch-over and results in zero recovery time delay and no loss of frame rate [4].
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Figure 26: Typical typology of a PRP system [59]

In a PRP network, each node is connected to two independent LAN networks via Doubly Attached
Nodes with PRP (DANP) [44]. A DANP is connected to two independent, parallel-operating local
area networks (LANs) called LAN A and LAN B, which have the same topology. The same frame
is sent over both LANs by the source DANP, and over a certain amount of time, the destination
DANP receives it from both LANs consumes the first frame and discards the duplicate. The
two LANs are taken to be fail-independent and have no connectivity to one another. In a PRP
network, one of the two packets is always available, even during a fault, and there is zero recovery
time [4]. Single points of failure, such as a shared power source or a direct connection that fails and
brings both networks to a halt, can defeat redundancy [55]. Nodes with a single port can also be
connected to PRP networks by using a ”redundancy box” that connects the node to both LANs.
Additionally, a PRP network can utilize HSR within the two individual LANs [4]. In figure 27 a
process bus utilizing PRP is depicted. In this figure, there are no single points of failure, leading
to the assumption that the reliability of this system would be very high.

Figure 27: Process bus with PRP
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4.2.1.2 High-Availability Seamless Redundancy (HSR)

Devices connected to HSR networks form a ring network. In this ring, devices will transmit inform-
ation in both directions using Doubly Attached Nodes with HSR (DANH) [44]. After receiving the
first transmission, a receiving DANH will discard the second message [38]. HSR protocol requires
fewer Ethernet switches, however, according to [4] in HSR, the amount of traffic processed at every
node is much greater than in PRP resulting in latency delays. This is because every IED must
process every piece of data twice, even if it isn’t intended for that specific IED [60]. The larger the
size of the HSR network, the greater the delay, as the number of nodes in the network grows [19].
The network’s available bandwidth is reduced as a result. Singly attached nodes (SAN), such as
maintenance laptops or printers, cannot be added straight into the ring. Since they only have one
port and are unable to support DANH, they must be paired with redundancy boxes (RedBoxes)
in order to transport message packets in both directions within the ring network. Additionally, a
Redbox is required for communication between the HSR process bus and the station bus [61].

Figure 28 shows a typical HSR ring typology. Here, a MU transmits two messages, each carrying
the destination MAC address (address for one specific device). When a destination DANH receives
two identical messages, it distinguishes one from the other by its sequence number. The destination
IED will pass the first message to its upper layers and ignore the second. Appropriate redundancy
protocols can automatically rearrange the ring in the event of a break at one point, ensuring that
the data will still reach its destination by sending it back in the opposite direction. [19]

Figure 28: Typical typology of a HSR process bus [59]

4.2.1.3 Partially Redundant Systems and Binomial Distribution

In partially redundant systems, the overall functionality of the system is maintained even if some
components fail [62]. An example of this is a ring network topology incorporating HSR. In this
case, each switch is connected to two other switches, creating a circular path for data transmission.
When all four switches are working correctly, the system operates at its full capacity. However,
in the event of a single switch failure, the ring system can still maintain data flow between the
remaining three switches because of the duplicated message in the opposite direction.

The binomial distribution is used in the context of partially redundant systems to calculate the
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probability of the system working under different scenarios, such as when at least a certain number
of components has to be operational [62]. It is a probability distribution that models the number
of successes (in this case, working components) in a fixed number of trials (total components),
given the probability of success for each trial (probability that a component works) [62].

The binomial probability formula is used to calculate the probability of exactly k successes (work-
ing components) in n trials (total components), given the probability of success for each trial
(probability that a component works). The formula is as follows [46]:

P (X = k) = C(n, k) ∗ pk ∗ q(n−k) (1)

Table 6: Probability notation and terms

Symbol Definition

P(X = k) The probability of obtaining exactly k successes in n trials.
n The total number of trials (total components).
k The number of successes (component working) we are interested in.
p The probability of success in a single trial.

(1-p) The probability of failure in a single trial.
C(n, k) The number of combinations of choosing k successes from n trials.

C(n, k) = n!/(k! ∗ (n− k)!) (2)

4.2.1.4 Comparison Between HSR and PRP

The 2018 IEEE paper ”Modeling and Performance Analysis of Data Flow for HSR and PRP under
Fault Conditions” [57] compares the advantages and disadvantages between HSR and PRP in a
process bus. The paper found that HSR networks can connect to fewer devices than a PRP network
and they use more of their available bandwidth. When a single link within the network fails, the
HSR network takes longer to transmit data than the PRP network. Overall, the PRP network
performs better in terms of device connection and data transmission speed.

4.2.2 Maintenance and Monitoring

The performance and reliability of a substation hinge largely on the effectiveness of its mainten-
ance strategies. Several key factors influence the duration and effectiveness of maintenance and
repair activities in a substation system, which include the monitoring system, service agreement,
availability of replacement components, and the readiness of skilled personnel.

The industry generally agrees that maintenance strategies for digital substations cannot be the
same as those used for conventional substations and must be adjusted to meet their specific re-
quirements [63]. The maintenance strategies depend on various characteristics of the substation,
such as the substation’s type, size, complexity, reliability, and performance [63].

According to [63], there are three main types of maintenance:

• Preventive maintenance

• Corrective maintenance

• Condition-based maintenance
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Figure 29: Life cycle of a DSAS [63].

In figure 29 the life cycle of a DSAS is depicted. Once it enters its in-service period, it will be in
operation for approximately 20 years [63]. During this phase, the utility may perform maintenance
activities such as preventive maintenance (to prevent equipment failure) and corrective maintenance
(to repair any equipment that has failed).

Preventive maintenance is done within defined time periods or based on the advice of a manufac-
turer to verify that equipment is working correctly and within given tolerances. Digital substations
rely heavily on solid-state components (non-rotating parts). Due to this, preventive maintenance
is often limited to visual inspections and checks of memory buffers. Utilities also program periodic
testing of IEDs based on their strategies and vendor recommendations [63]. The frequency of
maintenance varies from one year to 12 years, depending on utility strategy or fault statistics.

Corrective maintenance is event-driven and must be done after a malfunction or the detection
of a failure of a system or device. Corrective maintenance is often initiated by the substation’s
self-supervision after detecting a failure or malfunction. Corrective maintenance requires verifying
spare part availability and accessibility, maintenance staff skill and training, vendor support if
needed, updated documentation and procedures, and tool and software availability [63].

Corrective maintenance, which only takes action after a component fault or breakdown occurs,
and preventive maintenance, which is performed at predetermined intervals without considering
the real-time condition of the equipment, have both been found to be expensive and inefficient
strategies [64]. To address these limitations, the concept of condition-based maintenance (CBM)
has emerged, which relies on continuous monitoring of equipment to assess its condition and initiate
maintenance actions accordingly.

Condition-based maintenance is done by the digital substation’s self-supervision features, which
offer the chance to eliminate or minimize breakdowns and extend preventive maintenance intervals.
By monitoring equipment conditions and initiating maintenance based on its actual needs, CBM
can increase equipment and power availability [64]. This indicates that compared to conventional
substations, where faults may go unnoticed for a long time, the mean time to repair is considerably
shorter [63].

CBM relies on monitoring selected parameters of the equipment to continuously assess its ongoing
condition. Maintenance actions are then initiated based on the present needs of the equipment’s
condition. The self-supervision system expands its monitoring beyond the IEDs, enabling pro-
tection and control equipment to evaluate the network’s state and guide event-driven targeted
maintenance. It ensures the integrity and accuracy of instrument transformers and merging units.
[65] It verifies on-load direction and calculates load impedance for availability while also monitoring
the performance of the process bus communication channels and all internal and external commu-
nication infrastructure. Additionally, self-supervision checks the integrity of the circuit breakers
and provides diagnostic functionalities for IEDs, station computers, and gateways. This extensive
monitoring can optimize the trade-off between preventive and corrective maintenance, leading to
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potential cost savings and improved reliability compared to conventional time-based management
[65].

Monitoring: Monitoring in digital substations can be referred to as ”online monitoring” because
it involves real-time, continuous observation and analysis of the operating conditions of electrical
equipment without the need to shut down the system or interrupt the power supply [65]. This
is achieved by utilizing IEDs and advanced sensors that continuously collect and process data.
Thus, the monitoring of digital substations involves the strategic installation of sensors and IEDs
to gather real-time data from both primary and secondary equipment, such as circuit breakers and
transformers, allowing for quick response and repair.

As the circuit breaker IED serves as a bridge between the circuit breakers and the secondary
equipment, such as protection and control IEDs, the online monitoring unit is often incorporated
into the circuit breaker IED, or it can be a separate unit [65]. This is depicted in figure 30.

(a) Separate online monitoring

(b) Integrated online monitoring

Figure 30: Circuit breaker IED online monitoring [65]

Online monitoring is achieved through a variety of advanced functions like one-touch sequence
control, source-end maintenance, intelligent alarm and fault comprehensive analysis, and load
optimization control. These functions automate various tasks, reduce workload, and ensure the
reliable operation of the substation [65]:

One-Touch Sequence Control [65]: This is a standard function of digital substations that automates
various operation tasks according to a predefined sequence of operations. This means that multiple
control steps can be executed at once with just one command, improving efficiency and reducing
the chance of human error. Before each step, the sequence control system automatically checks
against anti-misoperation lockout logic to ensure the operations are safe and correct.

Source-End Maintenance [65]: This involves providing a variety of self-describing configuration
parameters from the substation, which serve as the data source for a centralized control system.
Standard configuration files, including those detailing the main wiring diagram and network topo-
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logy, can be generated at the substation. This approach reduces the maintenance workload and
ensures consistent system models and data across all substations and main stations.

Intelligent Alarm and Fault Comprehensive Analysis [65]: This system analyzes alarm data and
combines it with a knowledge base for fault processing. To give a thorough study of errors, it
merges multiple data sources, including alarm data, fault reports, and waveform recordings. This
provides a wide range of failure analysis functions, from fault diagnosis and location to equipment
operation monitoring.

Optimization Control of Intelligent Load [65]: A Voltage Quality Control (VQC) module that is
built into the substation controller software is used for this. VQC ensures that the voltage levels
in the substation stay within a specified range to maintain high-quality, stable, and efficient power
delivery. The VQC module can adjust the voltage levels by controlling various equipment in the
substation based on real-time data and setting target values.

4.2.3 Cybersecurity

This chapter is based on information from the article ”Cyber-security in Substation Automation
Systems” [66].

The use of IEC 61850 standard networks reduces costs but also introduces new digital vulnerab-
ilities, as information packets can be easily intercepted, altered, or even replaced. Cyber-security
intrusions could disrupt the normal functioning of a digital substation, causing outages or malfunc-
tions that would negatively impact its reliability. For example, unauthorized access, manipulation
of data, or malicious software could cause malfunctions in the control equipment, resulting in
incorrect measurements, miscommunication, or even system shutdown.

In recognition of these challenges, the IEC TC57 Working Group 15 has been developing cyberse-
curity standards for power system communications. The IEC 62351-6 standard specifies security
mechanisms for IEC 61850 communications, recommending the use of cryptography algorithms
for device protection. The challenge lies in implementing these algorithms on substation devices
with limited memory and processing power. The standard recommends a combined approach for
message authentication and integrity in power system communications. This approach involves
the use of Message Authentication Codes (MACs), which are computed using the Secure Hash
Algorithm (SHA) to ensure the integrity of the message. MACs are short pieces of information
that confirm the message’s authenticity and integrity, as they are derived from both the message
and a shared secret key. SHA is a family of cryptographic hash functions. These functions take an
input (in this case, the message) and return a fixed-size string of bytes, with even a minor change
in input producing a significantly different output. To further enhance security, the computed
MAC is digitally signed using the RSA (Rivest, Shamir, and Adleman) public key. This digital
signature process provides an additional layer of authentication, confirming that the message was
created by a known sender and has not been altered during transmission.

However, this security method has some limitations, primarily due to its use of RSA (Rivest,
Shamir, and Adleman) digital signatures. RSA is a public-key cryptosystem used for data encryp-
tion and digital signatures. However, it requires significant computational resources, especially for
key lengths considered secure in modern systems. The text mentions that even with high-end pro-
cessors in substation equipment, some RSA signatures can’t be computed and verified within the
strict time constraints required by the GOOSE protocol. This is because RSA operations involve
large mathematical computations, which are resource-intensive and thus slow.

The time taken to compute and verify RSA digital signatures can therefore become a bottleneck,
slowing down communication and making this method suboptimal for scenarios requiring near
real-time responses, such as digital substation systems.

The text suggests the implementation of Elliptic Curve Digital Signature Algorithms (ECDSA) in
dedicated crypto cores. ECDSA is a public-key cryptography method that offers similar levels of
security to RSA but with shorter keys, making computations quicker and less resource-intensive.
This could provide the necessary latency times required by IEC 61850 for fast messages.
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4.3 Calculating Reliability

In this chapter, methods for calculating reliability metrics will be presented.

4.3.1 Exponential Distribution and Failure Rate

Failure rate (λ), denoted in equation 3 [67], is one of the most widely utilized reliability assessment
methods. The failure rate is the frequency at which failures occur, the number of failures per unit
time [5]. The exponential distribution is a statistical model that uses independent intervals with
constant failure rates to explain the likelihood of an event occurring over a continuous period of
time [68]. In reliability analysis, the exponential distribution is a commonly chosen model due to its
simplicity and the assumption of a constant failure rate, which is often a reasonable approximation
for certain stages of a system’s lifecycle. The concept of a constant failure rate arises from the
Bathtub Curve, a graphical representation of the failure rates over time for a typical system or
product[5].

λ =
1

MTBF
(3)

Figure 31 shows the typical failure rate of an electrical component. The figure is divided into
three distinct regions. Region 1, the start-up phase, is characterized by a higher failure rate due
to manufacturing mistakes or improper design. Region 2, the useful life period, is characterized
by a constant failure rate. Region 3, the wear-out phase, is characterized by a high failure rate
brought on by aging [69]. For many complex systems like digital substations, the majority of their
operational life is spent in the useful life period, where the failure rate is approximately constant.

Figure 31: Bathtub Curve [69]

The exponential distribution is therefore a useful model because it provides a good approximation
for the behavior of systems in this useful life period. To elaborate further, the exponential dis-
tribution assumes that failures occur independently and randomly over time due to its inherent
memoryless property. This means that the system does not ”remember” when the last event oc-
curred. The chance of failure in the next unit of time is always the same, regardless of how long it
has been since the last failure [68]. The constant failure rate assumption simplifies calculations and
allows for straightforward reliability predictions. In other words, the chance of a system failure in
the next instant does not depend on how long it has already been operating [68].

However, this model and the assumption of a constant failure rate will not accurately represent
the system during the start-up phase or wear-out phase, when failure rates are not constant.
Hence, while the exponential distribution is a good starting point, it’s important to remember its
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limitations and consider more complex models like the Weibull distribution which will be explained
in chapter 4.4.1.

4.3.2 The Hazard Rate Function

The hazard rate provides the rate at which a component or system fails at a specific time t, given
that it has survived up to that time. In other words, it represents the instantaneous probability
of failure at a specific time, given that the system has survived up to that time. The hazard rate
can vary over time, indicating changes in the risk or failure intensity [52]. For example, for a
component within a substation, the hazard rate would indicate the likelihood of a fault happening
at any given moment, considering the time it has been in operation. In contrast, the failure rate
provides an average measure of failure occurrence and assumes a constant failure rate over time.
The failure rate would indicate, on average, how many components within the substation would
be expected to fail over a certain period.

The hazard rate at time t, denoted by h(t), is calculated as the probability density function, divided
by the survival function [52].

h(t) =
f(t)

S(t)
(4)

Where:

• h(t) represents the hazard rate at time t.

• f(t) represents the probability density function (PDF) of the event at time t.

• S(t) represents the survival function and gives the probability of a component or system
surviving beyond a specific time point [52].

Probability Density Function: The PDF provides a mathematical representation of how fail-
ure events are distributed across a time interval. It allows for an understanding of the shape,
concentration, and behavior of the failure distribution, providing insights into the likelihood and
patterns of failure occurrences [70].

4.3.3 The Reliability Function

The Reliability Function can be defined using the exponential distribution, assuming that the
system or component under study has a constant failure rate over time. The reliability function
gives the probability of a system not failing over a specified time period t [52].

The reliability function is given in equation 5. The function shows how reliability decreases over
time and gives a long-term perspective, illustrating the overall likelihood of a system operating
without failure up to a specific time. It depicts the system’s survival over time, taking into account
the constant failure rate [5].

R(t) = e−λi∗t (5)

λ = Failure rate
t = Period under consideration

Equation 5 shows that as time (t) increases, e(−λ∗t) decreases. In other words, the reliability of the
system or the probability that the system will perform without failure up to time t decreases as
time progresses. However, the rate at which these failures are expected to occur remains constant.
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This is the hallmark of the exponential distribution: while the probability of failure decreases
over time, the failure rate remains constant. This constancy is because, under the exponential
distribution assumption, the system does not have a ”memory” of the past. The chance of failure
in the next unit of time is always the same, no matter how long the system has already been
running without failure [68].

4.3.4 Reliability Block Diagram

Reliability block diagrams (RBDs) are often used when calculating the reliability of a system
because they provide a simple, graphical representation of the components of the system and the
ways in which they can fail. This can make it easier to identify potential problem areas and
evaluate the overall reliability of the system [52].

Additionally, RBDs can provide more detailed and accurate predictions of system reliability than
other methods, such as fault trees. This is because RBDs take into account the dependencies
between different components of the system, as well as the likelihood of each component failing.
By contrast, fault trees are limited in their ability to consider the interactions between different
components and may not provide as accurate a prediction of system reliability [52].

A reliability block diagram demonstrates how a system fails as a result of component failure. Each
block represents a single device, the only two states of which are working and failing. By joining
blocks in either series or parallel, the system reliability block diagram is created [52]. A single
component failure in a series connection will result in system failure. Failure of all components in
a parallel connection will result in system failure [52]. According to [5] other reliability evaluation
techniques, such as fault trees, cut sets, and path sets, all have different layouts but may produce
the same outcome as a reliability block diagram.

4.3.4.1 Series Connection

Two components are in series if the failure of either one will cause the system to fail. An example
of a series connection is shown in figure 32

Figure 32: Series connection [5]

The reliability function of a series-connected system is as follows [5]:

Rs(t) = R1(t)R2(t) = e−λ1te−λ2t = e−(λ1+λ2)t (6)

4.3.4.2 Parallel Connection

Two components are in parallel if both must fail for the system to fail. An example of a parallel
connection is shown in figure 33
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Figure 33: Parallel connection [5].

The reliability function of a parallel-connected system is as follows [5]:

Rp(t) = R1(t) +R2(t)−R1(t)R2(t)

= e−λ1t + e−λ2t − e−(λ1+λ2)t
(7)

4.3.5 Mean Time To Failure (MTTF)

One of the most commonly used reliability measurement methods is mean time to failure (MTTF).
MTTF provides the typical amount of time that an object works without failure [3]. In general, a
system with a high MTTF is considered more reliable than one with a low MTTF, as it is expected
to operate for a longer period of time before experiencing a failure. Every piece of equipment will
eventually break down, but using MTTF one can prepare for this and take action beforehand.
Knowing how to calculate MTTF will allow one to replace speculation with trustworthy, actual
data for analysis. This will therefore result in better decisions on maintenance, planning, and
repairs [71]. The same idea is frequently represented as the mean up time (MUT) in order to avoid
confusion. The equations for MTTF are taken from [3].

In relation to the failure rate function, the mean time to failure is given as:

MTTF =

∫ +∞

0

R(t)dt (8)

As the failure rate function is constant during the useful life period, MTTF is given as:

MTTF =
1

λ
. (9)

To calculate the MTTF of a series-connected system, such as in figure 32, the following equation
can be used:

MTTFs =
1

λ1 + λ2
=

MTTF1 ·MTTF2

MTTF1 +MTTF2
(10)

In a two-component parallel system, such as that shown in figure 33, MTTF can be calculated
using the following equation:

MTTFp =
1

λ1
+

1

λ2
− 1

λ1 + λ2

= MTTF1 +MTTF2 −
MTTF1 ·MTTF2

MTTF1 +MTTF2

(11)

Here, MTBF is the total time available for system operation (MTBF = MTTF + MTTR), and
MTTR is the average time taken to repair the system after a failure occurs.
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4.3.6 Mean Time Between Failure (MTBF)

Mean Time Between Failures (MTBF) refers to the average amount of time that passes between
one system breakdown and the next. The calculation of MTBF is rather straightforward. It is
achieved by dividing the total operational hours of an asset by the number of failures experienced
during that period. It’s essential to note that this calculation only takes into account unplanned
maintenance, excluding scheduled maintenance like inspections, recalibrations, or preventive parts
replacements [72].

MTBF =
Number of operational hours

Number of failures
(12)

4.3.7 Mean Time To Repair (MTTR)

Mean Time to Repair (MTTR) represents the average time taken to repair a failed component and
restore it to full functionality [3]. Lower MTTR values are generally considered desirable, as they
indicate a more efficient and faster repair process, which contributes to higher system reliability.
In contrast, higher MTTR values indicate longer periods of downtime, leading to reduced system
availability, increased costs, and potential disruptions in operations [3].

To calculate MTTR, one can use the following formula [3]:

MTTR =
Total Time Spent on Repairs

Number of Repairs
(13)

MTTR provides insights into the expected downtime of the system or component. This helps in
predicting the total time a system is expected to be out of service, which can be crucial for planning
and optimizing maintenance schedules. MTTR directly impacts the availability of a system. The
quicker a system can be repaired and made operational, the higher its availability will be. Including
MTTR in your analysis allows you to assess the effectiveness of redundancy and fault tolerance in
your system. Identifying components with high MTTR values and significant impacts on system
performance can help you design additional redundancy or improve component reliability to reduce
the risk of system failure [23].

4.3.8 Availability

In contrast to the reliability function where one measures the frequency of failure, availability is
a measurement of the percentage of time a device is operational within a year. For example, if a
device has a 90% guaranteed availability, the annual downtime could be as much as 876 hours [73].

In a series-connected system, availability is assessed by the use of equation 14 [5].

As = A1 ∗A2 (14)

In a parallel-connected system, availability is assessed by the use of equation 15 [5].

AP = A1 +A2 −A1 ∗A2 (15)

Availability can also be expressed using MTBF and MTTR [5]:

A =
MTBF

MTBF +MTTR
(16)
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4.3.9 Annual Downtime

Annual downtime is a measure of the total amount of time that a system is unable to perform its
intended function over the course of a year.

The relationship between availability and annual downtime is inverse. In other words, as availability
increases, annual downtime decreases. This is because a system with a higher availability is able
to perform its intended function more often, and therefore experiences less downtime [3].

Annual downtime can be calculated using the availability of a system [3].

Annual downtime = (1− availability) ∗ 8760 (17)

In this equation, annual downtime is expressed in hours, and availability is expressed as a decimal.
8760 is the number of hours in a year.

4.4 Other Reliability Assessment and Probability Distribu-
tion
Methods

In this chapter, other reliability assessment methods than reliability block diagrams are presented
along with a probability distribution alternative to the exponential distribution.

4.4.1 Weibull Distribution

Weibull analysis is a form of probability distribution used to predict failure and reliability trends
by analyzing life data such as times of product failures during use. The Weibull analysis allows
for the prediction of reliability performance based on data captured during actual use, enabling
forecasts of a product’s life, failure rate, reliability and mean life. The data needed to perform
a Weibull analysis includes life data such as times of product failures during use and associated
operating and environmental conditions. From the sample data graphs can be generated, and
future performance can be analyzed and predicted. [74]

In Weibull distribution, the scale parameter (represented by the symbol β) and shape parameter
(represented by the symbol η) are used to describe the distribution of failure times in a system. The
scale parameter determines the time scale of the distribution, while the shape parameter describes
the rate at which the failure rate changes over time. [75]

The relationship between the scale and shape parameters and the failure rate can be summarized
as follows:

The scale parameter β is related to the average lifetime of the system. A larger value of β indicates
a longer average lifetime of the system. The shape parameter η is related to the shape of the failure
rate curve. A value of η greater than 1 indicates an increasing failure rate over time, a value of η
equal to 1 indicates a constant failure rate over time (i.e., the system has a ”memoryless” failure
rate), and a value of η less than 1 indicates a decreasing failure rate over time. [75]

Therefore, in general, as the scale parameter β increases, the failure rate of the system will decrease.
Meanwhile, the shape parameter η can affect the failure rate in a more complex way, depending
on its value relative to 1. [75]

4.4.2 Markov Chain

This section is based on information from the book ”Electric Power Grid, Reliability Evaluation”
[52]. A Markov chain is a mathematical model that undergoes transitions from one state to another
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within a finite or countable number of possible states. A Markov chain is a model used to predict a
future state based on the current state, without any consideration for how we arrived at the current
state. Each transition in a Markov chain is determined by a set of probabilities that depend solely
on the current state, not on the history of past states. This property, often referred to as the
Markov Property or memorylessness, is a defining characteristic of Markov chains. In reliability
analysis, Markov chains can model the reliability of systems by representing the various possible
states of a system (such as operational, partially operational, or failed) and the probabilities of
transitioning between these states. Markov chains are especially adept at modeling the transition
of systems from one state to another. In a substation, the equipment could be in various states,
not just fully operational or failed. For example, a component might be in a degraded state where
it is operating, but not at full capacity. Markov chains can effectively model these state transitions
and give a more accurate picture of the system’s reliability.

Markov chains model the transitions between states using probabilities. Each state in the chain
has a certain probability of moving to each of the other states. There are two primary ways to
represent the states and probabilities of transitioning from one state to another of a system in a
Markov chain. These two ways are through a transition probability matrix and a state transition
diagram. The transition probability matrix is a square matrix where each entry represents the
probability of transitioning from one state to another.

To illustrate an example of the transition probability matrix an example of a substation with three
possible states is considered. Here, the substation can be in the following states:

• Fully Operational (FO)

• Partially Operational (PO)

• Non-Operational (NO)

The transition probability matrix for this Markov chain might look something like table 7.

Table 7: Transition probability matrix

FO PO NO
FO 0.9 0.1 0.0
PO 0.2 0.7 0.1
NO 0.0 0.6 0.4

Here, each row represents the current state of the substation, and each column represents the next
possible state. The numbers in each cell represent the probability of transitioning from the current
state to the next state.

For example, if the substation is fully operational, there is a 90% chance that it will stay fully
operational and a 10% chance that it will become partially operational in the next time step.
There’s a 0% chance it will go directly from fully operational to non-operational in one step.

On the other hand, a state transition diagram is a visual representation of the various states in
a system and the probabilities of transitioning from one state to another. The diagram consists
of nodes and arrows, where each node represents a state and each edge represents the transition
from one state to another. Nodes are the points or dots in the diagram. Each node represents
a possible state in the system. Arrows are the lines or paths connecting the nodes. Each arrow
represents a possible transition from one state to another. An arrow is accompanied by a number,
which represents the probability of that transition. Figure 34 illustrates a state-transition diagram
of a three-state system. Here, the probability of going from state 1 to state 2 is 50%, and the
probability of the system staying at state 1 is 25%.
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Figure 34: State-transition diagram of a three-state system. [52]

Essentially, Markov chains use probabilities to simulate the transitions between states over time.
Each step in the simulation follows the probabilities in the transition probability matrix or the
state-transition diagram to decide the next state. By running this simulation over many steps, one
can get a sense of the long-term behavior of the system.

4.4.3 Monte Carlo Simulation

Monte Carlo simulation can be applied when the system or model under investigation is deemed too
complex to be solved by an analytical approach. In general, Monte Carlo modeling can simulate any
system that exhibits any kind of random behavior. When evaluating a system’s reliability, Monte
Carlo simulation is used to determine how the system’s reliability is affected by the unpredictable
failures of its components [52].

At the core of a Monte Carlo simulation is the concept of random number generation, which plays
a role in simulating system states. The probability distributions of a system, which theoretically
reflect the behavior of its individual components, are obtained using these random numbers. In a
system with multiple independent components, a system’s reliability can be examined by simulating
the behavior of each component separately and observing the overall system performance.

The book ”Electric Power Grid, Reliability Evaluation” [52] explains the basic principles of Monte
Carlo simulation in power systems, using an example of a system with two parallel components.
Through Monte Carlo simulation, a mathematical model of this system can generate hypothetical
historical data, which in turn can be used to estimate system reliability. This history of component
failures and repairs is called a realization of the stochastic process.

At the start of the simulation, component 1 is considered functional. A random number, along
with the component’s uptime probability distribution, is used to determine when this component
will fail. Likewise, a random number helps generate a probable duration for the component’s
repair time. The process is repeated for component 2. Overlap in failure durations between the
two components represents periods of system failure, given that both components are needed for
the system to function successfully. This simulation process can be repeated to create multiple
realizations of the system’s history, from which reliability measures can be derived. This process
highlights the essence of Monte Carlo simulation, which involves creating realizations of a system’s
stochastic process and extracting reliability parameters from these realizations. [52]
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4.5 Non-Repairable Vs. Repairable Systems

Non-repairable and repairable systems are two classifications of systems based on how they respond
to failures. These classifications have significant implications for system reliability and performance
measurements, particularly those related to MTTF and MTBF.

Non-repairable Systems: As the name implies, these are systems that, once they fail, are not
repaired but rather replaced. The most common steady-state measure for non-repairable systems
is the MTTF, which represents the average time that the system is expected to operate without
failure. For non-repairable systems, the MTTF is a critical measure because it helps estimate
the expected operational lifetime of the system. After a failure, the system is replaced, and a
new operational life begins. The results from a reliability analysis of non-repairable systems will
primarily provide an understanding of the system’s lifespan under certain conditions. For instance,
the analysis might reveal that a specific type of lightbulb, on average, functions for 1,000 hours
before failure.

Repairable Systems: These are systems that are repaired and returned to service when they
fail. The steady-state measure for repairable systems is the MTBF, which measures the average
time between failures. MTBF includes the operational time as well as repair time, reflecting the
actual time between failures, regardless of whether the system is operating or under repair. Since
these systems are repaired, not replaced, upon failure, their overall operational lifespan can extend
significantly beyond the MTBF, assuming repairs are effective. Reliability analysis for repairable
systems provides insights not just into the expected operational lifespan of components (like with
MTTF), but also into the frequency and duration of downtime for repairs. For example, the
analysis might reveal that a specific type of industrial machinery, on average, operates 5,000 hours
between failures, with a typical repair time of 10 hours.

Time-Based Metrics Relevant for Non-Repairable and Repairable systems: In non-
repairable systems, the hazard rate is equal to the failure rate, and the reliability is equal to the
availability, this is due to the absence of repair activities. While in repairable systems, the hazard
rate and failure rate will differ because the hazard rate considers both the occurrence of failures
and the repair activities, while the failure rate only represents the rate of failures without repair.
Typically, the repair process will make the hazard rate fluctuate as it provides an opportunity to
restore the system’s functionality. Additionally, the presence of repair activities will have the same
effect on the availability, as it also considers the time required for repair and restoration. As a
result, the reliability and availability differ in repairable systems.

4.6 Relyence Software

Relyence is a computer program that provides reliability analysis tools for complex systems. It
offers several different assessment tools such as Reliability Block Diagrams (RBD), reliability pre-
diction, and Failure Mode and Effects Analysis (FMEA). The program costs money and for this
study, it has been paid for an analysis using RBD.

There are several advantages to using a computer simulation to calculate the reliability of a digital
substation, including accuracy, scalability, and visualization. Relyence can provide a more accurate
and detailed prediction of the reliability of a digital substation compared to analytical methods,
as it can take into account a wide range of factors and variables that may affect the reliability of
the digital substation [76], such as the MTTR. A computer simulation is also more flexible and
adaptable than analytical methods, as it can be easily modified or updated to reflect changes in
the design or operating conditions of the digital substation.

In addition, a computer simulation can be easily scaled up or down, making it possible for the
simulation to provide accurate predictions of the reliability of the digital substation for a variety
of operating conditions and configurations [77].
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4.6.1 Reliability Block Diagram in Relyence

Relyence’s RBD is a powerful tool that combines an intuitive diagramming interface with a robust
calculation engine. This software suite provides detailed system modeling and comprehensive
reliability and availability metrics, making it a valuable asset for any reliability professional[78].

The software’s interface is designed for easy construction and editing of block diagrams, with
abilities that automatically organize diagrams for optimal readability and clarity. Users can define
the properties of system components, including redundancy configurations and repair distribution
models [78].

The calculation engine of Relyence RBD can compute a broad set of reliability and availability
metrics. Depending on the complexity of the system model, the software can employ analytical
techniques, simulations, or a combination of both to ensure efficient and accurate computation.
Results are displayed in both tabular and graphical formats and can be exported to various formats,
such as PDF and Excel, for further analysis.

One of the standout features of Relyence RBD is its support for analyzing the impact of redundancy
in system configurations. This allows for detailed ”What-If?” calculations and the evaluation of
various design alternatives, offering invaluable insights for optimizing system reliability.

4.6.1.1 Building and Analyzing RBDs Using Relyence

Relyence RBD software is designed to make the RBD analysis process easier and more efficient.
To perform RBD analysis using Relyence, the steps presented in figure 35 are required:
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Figure 35: How to perform RBD analysis in Relyence [79]

The first step is building a graphical system model, which involves using the software’s diagramming
tool to visually represent the components of the process bus and their relationships. An example
of this is shown in figure 36.
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Figure 36: Reliability block diagram in Relyence

The next step is to define system properties: This means defining the failure and repair-related
information for each component. This information can be obtained from various sources, like
scientific journals.

In figure 37 the properties window in Relyence is shown. This is where one can add the component
parameters, such as failure rate and MTTR.

Figure 37: Properties window in Relyence

Next, perform analysis This means that once the calculation inputs are defined, Relyence’s cal-
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Figure 38: Relyence example report

culation engine is used to compute the reliability and availability metrics. Depending on the
complexity of the system model, RBDs may be analyzed using analytical techniques, simulation,
or a combination of the two.

Lastly, the results are shown in a report, which automatically appears after the calculations are
done. A sample of such a report is shown in figure 38. This report can also be converted to an
Excel file, which will make it easier to review and evaluate using graphs.

4.6.2 Steady-State Vs. Time-Based Analysis

In Relyence, both steady-state metrics and time-based metrics are used, but they offer different
perspectives on the system’s reliability.

A steady-state reliability analysis assumes that the system is in a constant, unchanging state. It
provides a snapshot of the system’s reliability at a specific point in time, ignoring any changes
that may occur over time. This assumes that the system has been operating for a sufficiently
long period of time such that its transient behavior (short-term effects of initial conditions) has
decayed and the system is operating in a stable manner. Steady-state metrics include in Relyence
are MTBF, MTTF, and steady-state availability.

While on the other hand, time-based reliability analysis considers how the reliability of a system
changes over time, taking into account events such as aging, usage, and maintenance that can
affect the system’s performance. These metrics consider the reliability of a system over a specific
period of time, from the moment it starts operating (t = 0) until a certain end time (t = T). The
time-based metrics included in Relyence are as follows:

• Reliability
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• Unreliability

• Failure rate

• Equivalent failure rate

• Availability

• Unavailability

• Mean availability

• Mean unavailability

• Hazard rate

• Failure frequency

• Total downtime

• Expected number of failures

Put simply, steady-state metrics give a long-term average view of system reliability, while time-
based metrics provide a more dynamic picture, reflecting the system’s reliability over specific time
intervals. Both types are important and complementary for a complete reliability assessment.

4.7 Failure Modes in Digital Substations

A failure mode analysis is fundamental to this thesis, providing insights into potential system
vulnerabilities. Given the fact that the identification of these failure modes is primarily based
on an extensive literature review, this analysis will be presented entirely within this ”Theory on
Reliability” chapter. This approach was chosen to maintain the structural integrity of the thesis,
ensuring a smooth and logical flow of information. Encapsulating the entire failure modes analysis
within this section also allows for a more focused and coherent explanation of the topic.

The process bus architecture offers several advantages over the conventional substation design,
such as improved interoperability. However, it also introduces some unique failure modes that are
not present in conventional substations. Because the process bus relies on digital communication,
it is vulnerable to failures in the communication network, which may cause delays, packet loss, and
network congestion. These failure effects can lead to inaccurate measurements, delays in protection
operations, and loss of control signals, which can affect the reliability and safety of the substation.
This study will focus on issues related to the process bus, such as communication failures and
failures in the components of the process bus. The failure modes are divided into the following
categories: component failures and communication failures. But before mentioning any specific
failure modes there is a need for an overview of digital substation failures.

4.7.1 Understanding Component Failures in Digital Substations: An
Overview

Component failure in the process bus refers to any malfunction or breakdown in the individual
hardware or software components that make up the bus. Hardware failures include problems
with physical components such as the merging unit, Ethernet switch, protection IED, control
IED, circuit breaker IED, and fiber optic wires. Software failures refer to the errors, bugs, or
malfunctions that occur in computer software programs of the IEDs, resulting in the software not
functioning as intended.

The survey in the Cigre paper ”Experience concerning availability and reliability of DSAS” [80]
revealed that digital substations generally have high availability, with the majority of respondents
reporting availability rates above 99%. However, a significant number of respondents also reported
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reliability issues, with the devices suffering most of the faults being protection IEDs, control IEDs,
and fiber optic wires. Table 8 displays the results from the survey conducted in the report on the
most common failures in digital substations.

Table 8: Most common component failures in DSAS [80].

Component Percentage of failures

Control IED 26.9%
Fiber optic wires 22.6%
Protection IED 14.4%
Ethernet switch 14.1%

4.7.1.1 IED Failures

IEDs are responsible for collecting data, running commands, and controlling the circuit breaker.
Due to this, failures in any of these components can have severe impacts on the operation of the
substation. According to [9], there are two types of failures that can occur in IEDs: revealed
failures and hidden failures. Revealed failures occur when an IED fails to collect data from the
electrical switchgear or to transfer commands received from HMIs to the interface devices. With
multi-functional IEDs, a single failure can cause all functions provided to the system to become
disabled. Hidden failures, on the other hand, remain hidden during normal operation of the power
system and are only exposed when failures occur. These failures can cause the substation to either
not perform its intended operation when it is needed or to perform an operation when it is not
needed.

Protection IED failures are mostly hidden failures, meaning that a failure in the power system can
occur, but the IED either cannot detect it or cannot respond to it [9]. To prevent hidden failures,
IEDs usually integrate self-testing and diagnostics to help with preventive failure detection.

The merging unit gathers multiple analog inputs from switchgear equipment and produces time-
synchronized digital outputs that transmit data to the process bus through the Ethernet network.
Interruptions in data transmission from the MUs to the receiving IEDs can cause malfunctions in
control and protection. A faulty merging unit might produce inaccurate or out-of-sync data, leading
to incorrect decisions by protection IEDs. This not only affects the performance of the substation
but also potentially increases wear and tear on equipment, thereby increasing maintenance costs
and decreasing equipment lifespan.

4.7.1.2 Fiber Optic Cables and Ethernet Switches

Fiber optic cables connect all components in the process bus together. If a cable between two nodes
becomes disconnected or unplugged, a portion of the network becomes separated from the rest and
loses communication. A solution to this problem is to implement redundant paths in the Ethernet
network so that the data communication systems can use other paths in case of failure. Some
transmission companies stated that rodents are the main cause of the fiber optic cable problem,
but bad quality in the installation of the network could also be a cause of the high failure rate for
physical communication links [80].

Regarding performance, the optical fibers and the Ethernet switches impose a small delay. Ethernet
switches process every message received or transmitted by each IED. It takes time for a switch to
process messages, and this introduces a short but unavoidable processing delay. A message may
need to go through several switches in a network to reach its destination. So the more switches
there are in the system, the greater the delay in data transmission.
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4.7.2 Component Failures Modes

This chapter will mention the common component failures that may occur in an IEC 61850 process
bus found in the literature review. According to [9], the component failures that may occur in a
digital substation can be divided into the following categories:

• Ethernet network failure.

• Operational failure.

• Software failures.

• External Failures.

4.7.2.1 Cable Failures

Faulty Cables Cables can fail due to damage, wear and tear, manufacturing defects, or errors
in the installation or maintenance of the communication cabling.

Inappropriate Physical Network Design To ensure optimal network performance, several
limits must be considered in the communications network design. If these limits are not taken
into account, the network’s performance will be considerably lower than expected. The Ethernet
network detects collisions using carrier-sense multiple access with collision detection (CSMA/CD)
technology. When the length of a segment or network exceeds the IEEE standard maximum,
the probability of collision increases. Collisions within the Ethernet network can result in runts
(packets smaller than the minimum packet size) and giants (packets exceeding the maximum packet
size). Choosing the appropriate cable lengths for a DSAS minimizes the risk of these failures. For
example, the IEEE limits the 100BASE-TX segment in the Ethernet network to 80 meters. Adding
a switch reduces cable length and therefore the collision risk, but the additional device also has its
own failure rate and reduces overall system reliability. [9]

4.7.2.2 Operational Failures

Operational failures in a power system can result from the incorrect design of the DSAS, leading
to unintended operations.

Misconfigured Settings Each device within a substation requires specific configuration soft-
ware with specific parameters, known as configurations and settings, to function properly. If these
values are incorrect or missing, the device may not work or malfunction. IEDs require a large
amount of data to be transmitted for their configurations. While creating basic specifications for
IEDs is relatively straightforward, the process is time-consuming and requires significant input
data. A reliable tracking system is necessary to ensure proper settings are applied to the IEDs and
to assist with troubleshooting in the event of issues. [9]

Commissioning Issues Commissioning refers to the process of ensuring that the device has
been installed correctly and is operating as intended. The objectives for commissioning IEDs are
to test the interlocking, control, and protection logic. This requires validation and verification
of all controls, inputs and outputs, indications, and switches. This testing is necessary to verify
the correct operation of the IEDs. The most common issue encountered during this process is
uncertainty. This uncertainty can stem from the intricate complexity of the IEDs, which include
advanced software and hardware components that may behave unpredictably during testing. Vari-
ability in device configuration, due to a multitude of customizable settings and parameters, can
also contribute to unpredictable outcomes. Furthermore, IEDs’ interactions with other networked
devices might yield unexpected behavior, adding to the uncertainty. [9]
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4.7.2.3 Software Failures

In digital substations, software plays a crucial role but also poses a risk of failure that traditional
hardwired systems do not face. This section covers the two main types of software failures in
digital substations:

Code Faults Each IED has specialized software to implement its logic, and a deep understanding
of programming is required to take advantage of the many features and flexibility of modern IEDs.
The risk of failure is linked to various factors, such as the number of variables, inputs and outputs,
operation codes, operands, subroutines, and keywords. More complex software designs increase
the likelihood of failure. [9]

Database Failures Each piece of software has a database designed to store large amounts of
data, which grows as new data from the power system is collected. To ensure reliability and safety,
this data needs to be stored on a secure and spacious drive. Any disruption or mismatch in the
database can directly impact software performance, and crashes can result in significant data loss.
To maintain cybersecurity, database connections must be secure to prevent unauthorized access.
[9]

4.7.2.4 External Faults

The operation of digital devices and networks can be impacted by non-technical failures due to
certain conditions.

Loss of Power One of the main external failures is a loss of power, which can be caused by
issues in the power distribution system, switchovers, surges, or intolerably high voltages. Even a
momentary loss of power can reset devices, leading to system failure. The failure is more destructive
with IEDs and network switches, as these devices not only provide protection but also control and
data acquisition. To mitigate the impact of power loss, a backup battery or redundant power
source, such as a battery station, may be necessary. [9]

Aging Other factors that can induce environmental failures involve the accelerated aging of
equipment, which is increased by ambient conditions such as temperature and moisture. Over time,
these conditions can speed up the wear and tear process, leading to the gradual deterioration of
communications equipment, wiring, and switches. Additionally, the accumulation of dirt and dust
can compromise the performance of electronic components. This could result in overheating and,
in extreme cases, even cause a fire. Hence, environmental factors like temperature and moisture
significantly contribute to the life expectancy and functionality of digital substation equipment.
[81]

4.7.3 Communication Failure Modes

The process bus relies on an Ethernet network to enable communication between IEDs and
switchgear instruments. This means that a process bus consists of vast networks of switches and
fiber-optic cables. Like any communication network, Ethernet networks can experience failures
that can impact the performance and reliability of the process bus. Communication failures refer
to any issues with the communication network, including issues with the communication protocols
used to transmit data between devices. Communication failures can disrupt the flow of information
between devices, causing data errors, delays, or the loss of communication altogether. This chapter
is about what consequences failures in the communication process between the components of the
process bus may cause. From the literature review, it has been found that common communication
failures in an Ethernet network can be placed in the following categories:
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• Data transfer failure.

• Loss of synchronization.

• Heavy network loads

4.7.3.1 Data Transfer Failures

Data delivery in a digital network is not automatically ensured by just connecting two points;
specific conditions must be met to ensure proper communication. Data communication failures are
different from network structure failures in that there is no tool to identify them. As a result, logical
connectivity issues tend to be more complex and challenging to diagnose, isolate, and solve than
network structure problems. The following sections describe a few data communication challenges
in digital substations.

Defective Network Interface Cards (NICs) Most problems that affect data communication
in a digital substation occur at the physical layer of the Open System Interconnection (OSI) model,
which includes NICs (a hardware component that provides the interface between an IED and the
process bus). One common network failure is ”jabbering”. This is typically caused by faulty
NICs. Although Ethernet networks are generally considered reliable and fast, they can still be
susceptible to jabbering. This occurs when a device re-transmits a packet that other devices do
not understand, leading to network congestion and a loss of performance [9].

Uncalibrated instruments Instruments that have not been correctly calibrated can lead to
inaccurate measurements. The effects of these errors might appear in a number of ways, such
as inaccurate data being communicated or devices breaking down and causing messages to be
repeated, a condition known as repetition. Incorrect calibration may also result in extra data
being unintentionally added during transmission, corrupting the data. In some cases, data could
be received in the wrong sequence which can lead to mistakes in the interpretation of the data [82].

Cyberattack Unauthorized access to the communication network can result in security breaches
or data theft. Attackers may attempt to alter data as it is being transmitted, this can result in
miscommunication and incorrect decision-making. Additionally, bit errors within the message
frame have the potential to corrupt data, compromising the reliability of the entire communication
system. Lastly, incorrect addressing brought on by unauthorized network access might result in
message frames reaching the wrong recipients, creating more disruption and potential harm [9].

Upgrade and Compatibility Issues Even if the configurations of two components match, they
may still not receive the same responses when communicating with a single node. Compatibility
problems can occur due to upgrades in hardware, software, or firmware, such as in IEDs, switches,
or servers. Upgrading firmware can be a time-consuming task that stops substation operation for
several hours, and there’s a possibility that the IED will not be able to effectively communicate
with existing IEDs after upgrading [9].

4.7.3.2 Loss of Synchronization

IEC 61850 mandates that sampled value data must be synchronized at the process level. If the
synchronization source fails or malfunctions, the devices in the substation will no longer be syn-
chronized with each other, rendering the collected data useless for wide-area monitoring and con-
trol purposes. There are numerous circumstances under which time synchronization can encounter
problems, and these largely hinge on the type of time synchronization protocol utilized. If Pre-
cision Time Protocol (PTP) is employed, there’s a risk that the master clock might malfunction,
delivering incorrect time readings to the merging unit [9].
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4.7.3.3 Heavy Network Loads

Oversubscription of bandwidth This situation arises when the bandwidth demand exceeds
the available capacity. Consequently, congestion ensues, leading to the potential dropping of some
data packets. The consequences are substantial, as it not only disrupts smooth data transfer but
can also lead to significant loss of crucial data, affecting the overall operations of the substation
[14].

Broadcast storms Occur when a broadcast packet is continually forwarded by a network switch
or router, flooding the network with excessive traffic. This overflow can slow down the network
significantly and even result in packet loss, impairing communication, and operations within the
digital substation [14].

4.7.4 Ending Effects of Communication Failures

This section covers packet loss, latency, and network congestion, three common symptoms of
network failures. Although these events are sometimes seen as failures in and of themselves, it is
more accurate to view them as effects of underlying network failure.

4.7.4.1 Packet Loss

One of the most common communication issues in Ethernet networks is packet loss. Packet loss
occurs when one or more packets of data sent between devices fail to reach their intended destina-
tion. In an IEC 61850 process bus, packet loss can lead to data corruption, delay, and disruption
of the communication flow between the IEDs and the switchgear instruments [83]. Packet loss can
happen due to network congestion, device failure, or faulty cabling.

In a process bus, the SV messages may not always reach their destination due to packet loss.
SV messages contain a sample counter that indicates the number of samples taken within a one-
second window. This counter increments from 0000 to 3999 and resets at the top of every second,
depending on the system frequency and publication rate (e.g. 50Hz and 80 samples/cycle) [14].
The merging units use the sample counter to detect packet loss. When an SV message is lost,
analog data is lost at the merging unit, potentially leading to delayed protection actions. The
tolerance for consecutive missing or invalid samples varies between IEDs and different functions.

4.7.4.2 Latency

Another common communication failure in Ethernet networks is latency. Latency is the delay
that occurs between the time a packet is sent and the time it is received. In an IEC 61850 pro-
cess bus, latency can cause a delay in the transmission of data, leading to synchronization errors
and miscommunication between the IEDs and switchgear instruments [84]. There are two types
of latency in the network: constant latency and variable latency. Constant latency is related to
inherent delays in nodes and connections and depends on the physical structure of the network
and bandwidth. It is calculable and predictable. Variable latency depends on traffic and network
loading and can significantly degrade throughput and increase latency during simultaneous com-
munications or network failures. In time-critical tasks, such as power system protection, latency is
a crucial issue, and protective devices must operate quickly, reliably, and with deterministic timing.
Latency increases even further in the event of a failure in an intermediary device or connector,
which requires data to travel a less optimal alternate path and increases hop counts and traffic
delays [9].

In a process bus, the smallest unit for data exchange is a logical node (LN), which represents a
virtual description of device functions. The IEC 61850 standard outlines performance requirements
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for data exchange between LNs, specifying transfer time in terms of the transmission data. These
transmission time requirements are shown in table 9. This means that network delay is not only
dependent on the local and remote IEDs but also on the processing times of active components such
as routers and switches. These components can significantly contribute to network transfer time
delays, limiting functional performance due to the availability and latency imposed by the commu-
nication network and its configuration. Two critical networks are identified: the Ethernet-based
substation LAN and the time synchronization network. Both networks must remain operational
at all times and are often not segregated, making them vulnerable to common failures. [14].

Table 9: IEC 61850 transfer time requirements [28]

Services Transfer Time (ms)

SV 3-10
GOOSE, GSSE 3-100

MMS 20-100

Messages that are critical for protecting the power system have strict requirements for how quickly
they need to be transmitted. These messages are divided into different types and performance
classes, with faster transmission times for the most important messages. If different types of
messages are sent over the same network, the network must be designed to meet the requirements
of the most sensitive message. The messages that require the quickest transmission times are for
tripping, blocking, and sampling. These messages are classified as types 1A, 1B, and 4 and are
sorted into different performance classes. Performance classes P1 and P7 require transmission
times of less than 3 milliseconds, while classes P2 and P3 require 10 or 20 milliseconds [14].

4.7.4.3 Network congestion

Network congestion is another communication failure that can occur in Ethernet networks. Net-
work congestion happens when the amount of traffic on the network exceeds its capacity, causing
communication failures that can lead to system instability, data corruption, and equipment failure
[85]. The maximum amount of data that can be transferred over a given network is known as the
”bandwidth.” In a digital substation, a 100 Mbps process bus is usually sufficient [86]. According
to the work done in [14], failure is low when network traffic is below 50 Mbps. As more data
occupies the bandwidth, the probability of failure increases exponentially. However, SV messages
typically occupy the majority of the bandwidth. A single SV stream message consists of 160 bytes
at 80 samples per cycle, which takes up approximately 5% of the total bandwidth. The remaining
bandwidth is affected by the size and publication rate of GOOSE messages published by IEDs.
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5 METHOD

This chapter describes the approaches used to investigate the reliability differences between Eth-
ernet typologies, HSR and PRP protocols, and conventional and digital substations. The entire
process is conducted using the Relyence software. The exponential distribution is assumed on all
failure rates.

The methodology chapter begins with an explanation of why the controller IED was disregarded
from the analysis and then an explanation of the use of Relyence. Following this, the chapter
presents the data utilized for the analyses, detailing the specifics and the source of the information.
The chapter then shifts to a comparison of HSR and PRP, additionally, it will present a method
for comparing two different HSR networks. Next, an approach is outlined for comparing digital
and conventional substations. The method includes an analysis of two line diagrams, focusing on
their design.

5.1 Disregarding The Controller IED

The essential protective and breaker control functions are carried out by protection and circuit
breaker IEDs. The controller IED might serve additional roles not specific to the immediate pro-
cess bus operation. This could be why you might disregard the controller IED when analyzing the
core operation of an IEC 61850 process bus. Despite being a vital part of the overall substation
automation system, its importance was downplayed in this research, which focused on the immedi-
ate operation of the process bus, the interaction of protective devices, and the activation of circuit
breakers. Therefore, in the context of this investigation, the controller IED can be ignored.

5.2 The Use of Relyence

Relyence is used to make all reliability block diagrams as well as to calculate all reliability results
in this report. The process of creating an RBD in Relyence is explained in chapter 4.6.1.1. Figure
39 illustrates the calculation window in Relyence. Here, one can select the simulation time as well
as the output results one wants from the software. The simulation time for this research is 250.000
hours. The metrics selected for calculation are shown in table 10 and 11:

Table 10: Selected time-based metrics

Metric Description

Reliability The probability of a system running without failure for
a specific time period.

Failure rate The probability of system failure at a particular time.
Availability The probability of the system working at a given time.
Total Downtime The total expected downtime over a predetermined

period.
Expected number of failures Predicted system failures within a specific timeframe.
Hazard rate The probability that failure occurs at a specific time.

Table 11: Selected steady-state metrics

Metric Description

MTTF Mean time to first failure
MTTR Mean time to repair
MTBF Mean time between failure

Availability The likelihood of the system being operational
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Figure 39: Calculating reliability block diagram in Relyence

5.3 Data

In this research, a distinctive approach is applied to the data utilized for digital and conventional
substations due to the significant technological differences between the two. Two separate data sets
are employed, each representing the unique parameters and characteristics of the respective station
types and derived from different sources. The differences in cable systems make this especially
relevant. While fiber optic wires are used in digital substations, copper wires are mostly used
in conventional substations. As a result, IEDs in conventional substations are thought to be less
reliable. By taking this into account, the study will not neglect the cable systems of the two
substations.

The digital substation reliability parameters are retrieved from the scientific articles ”Estimation
of Digital Substation Reliability Indices” [6] and ”Switchgear Optimization Using IEC 61850-9-2”
[87]. The parameters can be found in table 12. The article [87] gives NCITs an MTBF of 2 628 000
hours (300 years), a 31.39% increase from a conventional instrument transformer as given in table
14. Although the article does not provide a detailed justification for the specific MTBF values, it
emphasizes that the main purpose is to illustrate the potential improvements in availability when
using NCITs and IEC 61850 communication.
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Table 12: Digital substation reliability parameters

Component Failure Rate MTBF (hours) MTTR (hours)

Protection IED 0.07 125,000 48
Merging Unit 0.07 125,000 48
Ethernet Switch 0.025 344,827 48
Time Synchronization 0.07 125,000 48
Breaker IED 0.07 125,000 48
NCIT 0.0038 2,628,000 48

Multiple HSR networks are used in these analyses. Given that all IEDs have the same failure rate
of 0.07, the probability of at least 5 out of 6 switches working in the system depicted in figure
45b can be calculated using equations 1 and 2. The probability that one IED works is 0.93. The
method on how to calculate the reliability parameters of these networks is as follows:

Exactly 5 out of 6 switches are working:
P (X = 5) = C(6, 5) ∗ p5 ∗ (1− p)(6−5) = 6 ∗ (0.93)5 ∗ (0.07)1

All 6 switches are working:
P (X = 6) = C(6, 6) ∗ p6 ∗ (1− p)(6−6) = 1 ∗ (0.93)6 ∗ (0.07)0

Now, the probabilities of the two scenarios are summarized to get the probability of at least 5 out
of 6 switches working:

P(at least 5 working) = P(X = 5) + P(X = 6)

Calculate the probabilities:
P (X = 5) = 6 ∗ (0.93)5 ∗ (0.07)1 = 0.2922 P (X = 6) = 1 ∗ (0.93)6 ∗ (0.07)0 = 0.6471

Summarize the probabilities:
P(at least 5 working) = 0.2922 + 0.6471 = 0.94

Thus, the probability of at least 5 out of 6 switches working is 0.94. Then the failure rate is 0.06
and the MTBF is 146 000 hours or 16.67 years. The reliability parameters of the HSR networks
used in this research are listed in table 13.

Table 13: Reliability parameters for the HSR loops

Component Failure Rate MTBF (hours) MTTR (hours)

2/3 IEDs must function 0.014 625,089 48
5/6 IEDs must function 0.06 146,000 48
3/4 Ethernet switches must function 0.0038 2,308,804 48

The conventional substation reliability parameters are retrieved from [87], [88] and [89] and can
be seen in table 14.

From a reliability point of view, IEDs in conventional and digital systems have the same reliability
if wiring systems are neglected (assuming that cables are 100% reliable). The article ”Switchgear
Optimization Using IEC 61850-9-2” [87] mentions the expected differences in MTBF between
IEDs that are connected to a conventional substation and a digital substation. Since the IEDs
in a conventional station are connected using a wide net of copper cables, the expected failure
rate will be higher than that in an IEC 61850-enabled substation. According to [87] the MTBF
of a digital substation has a 70.45% increase compared to a conventional substation. Siemens has
calculated that their SONO 3000 conventional current transformer has an MTBF of 2 000 000
hours (228.31 years) which equals a failure rate of 0.005 [89]. For simplicity, it is assumed that a
voltage transformer has the same MTBF as a current transformer.
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Table 14: Conventional substation reliability parameters

Component Failure Rate MTBF (hours) MTTR (hours)

IED 0.1 88 062 96
Current Transformer 0.0050 2 000 000 96
Voltage transformer 0.0050 2 000 000 96
Circuit breaker 0.013317 750 944 96

5.4 Comparing the Redundancy Protocols

In this chapter, a comparative analysis of the reliability differences between a no-redundancy, HSR,
and PRP process bus systems is presented. To achieve this, process bus systems with no redundancy
protocol as well as process bus systems based on HSR and PRP principles were designed, with
two systems for each. Reliability block diagrams for each system were created, serving as the
basis for calculations and evaluation of the system’s performance. By utilizing Relyence software,
reliability calculations were conducted to thoroughly assess and compare the dependability of both
HSR and PRP process bus systems. PRP systems are designed with a star topology, whereas
HSR systems adopt a ring architecture. Consequently, a comparative analysis of how the different
topologies affect the reliability of the process bus may be established. This analysis also contain
an analysis comparing non-repairable with repairable systems. Meaning, each system is analysed
twice, one where the components are repairable with an MTTR of 48 hours and one where they
are non-repairable.

The systems under investigation are assessed in their steady-state conditions, meaning that the
systems are not experiencing any significant disturbances or changes in their operating conditions.
Importantly, this steady-state analysis assumes an absence of faults, focusing strictly on the op-
erational state where the systems are functioning as designed. It does not indicate that these
systems are inherently faultless, but rather constrains the scope of the study to normal, fault-free
operational conditions.

5.4.1 The No Redundancy Protocol Process Buses

Figure 41 shows a basic process bus system with its corresponding reliability block diagram, this
system has no redundancy. In this configuration, there are two bays. The primary objective is
to evaluate the efficiency and reliability of this simplified design in comparison to more complex
process bus systems which utilize PRP and HSR protocols.
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(a) No redundancy process bus

(b) RBD of no redundancy process bus

Figure 40: Design and reliability block diagram of no protocol process bus

(a) No redundancy protocol with component redundancy process bus

(b) RBD of no redundancy protocol with component redundancy process bus

Figure 41: Design and reliability block diagram of no redundancy protocol with component re-
dundancy.
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5.4.2 The PRP and HSR Process Buses

This study involves the design of four systems to investigate the reliability of PRP and HSR
protocols within an IEC 61850 process bus. Each system has been designed with two bays for
consistency and ease of comparison. Two of these systems employ PRP protocols - one designed
with component redundancy and the other without, while the remaining two systems implement
HSR protocols, likewise distinguished by the presence or absence of component redundancy. In
this context, component redundancy means that there is a duplicate for every component within
the system.

5.4.2.1 PRP Process Buses

In the PRP systems illustrated in figures 42a and 43a, both configurations ensure that all IEDs
are connected to two separate Ethernet LANs, providing independent communication paths.

Figure 43a demonstrates the first PRP system, which comprises two bays and no component
redundancy. Within this configuration, the merging units, breaker IEDs, and protection IEDs
establish dual connections to the switches using star architecture. Each merging unit is connected
to its own individual time sync source.

In contrast, the second PRP system, depicted in Figure 42a, incorporates component redundancy.
The inclusion of component redundancy introduces a new layer of complexity to the communic-
ation infrastructure. Nevertheless, the dual connections for the merging unit, breaker IED, and
protection IEDs are retained by introducing two new Ethernet switches. Here, each bay consists of
two switches connected in a star formation, guaranteeing consistent redundancy and fault tolerance
in both systems. Now, the merging units in the same bay share a time sync source.

(a) PRP process bus with no component redundancy

(b) RBD of PRP process bus with no component redundancy

Figure 42: Design and reliability block diagram of PRP process bus with no component redundancy

64



(a) PRP process bus with component redundancy

(b) RBD of PRP process bus with component redundancy

Figure 43: Design and reliability block diagram of PRP process bus with component redundancy

5.4.2.2 HSR Process Buses

The systems depicted in figures 44a and 45a employ the HSR protocol to ensure continuous and
uninterrupted communication between the IEDs in a loop topology.

Both systems consist of two bays, but in the system shown in figure 44a there is no component
redundancy thus, there the system only contains 6 IEDs connected in a loop, in addition time sync
sources are connected to each merging unit. In contrast, the second HSR system, illustrated in
figure 45a, utilizes component redundancy meaning that there are 12 IEDs connected in a loop,
potentially affecting its reliability compared to the no component redundancy system.
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(a) HSR process bus with no component redundancy

(b) RBD of HSR process bus with no component redundancy

Figure 44: Design and reliability block diagram of HSR process bus with no component redundancy

(a) HSR process bus with component redundancy

(b) RBD of HSR process bus with component redundancy

Figure 45: Design and reliability block diagram of HSR process bus with component redundancy

5.4.3 Comparing HSR networks

Additionally, there will also be a reliability analysis performed on the two HSR networks. This is
to see what effect network complexity and additional components will have on the reliability of the
HSR protocol. The analysis will be done on the two HSR networks in the process buses in figures
44 and 45. The analysis is done in Relyence which has already calculated the reliability metrics of
the two HSR loops.
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5.4.4 Reliability Block Diagrams for the Redundancy Protocol Analysis

The reliability block diagrams serve to illustrate an understanding of each system’s architecture
and its impact on the overall reliability of the process bus network. The reliability block diagrams
for all systems focus on the reliability of bay 2, which serves as a representative example for other
bays, as they consist of identical components and have the same reliability characteristics. All
RBDs are made in Relyence as well as all calculations.

5.4.4.1 The PRP RBDs

In the RBD in figure 42b all IEDs are connected in series but the merging unit sends two messages
to the two separate Ethernet switches creating parallel connections.

The second PRP system features the merging units sending messages to two separate Ethernet
switches, and providing independent communication paths. If one switch fails or a communication
path is interrupted, the other switch can continue to facilitate communication between the IEDs.
This is why all IEDs are connected in parallel in the second PRP system, in figure 44b.

5.4.4.2 The HSR RBDs

RBD for the HSR systems is shown in figure 44b and 45b. In the first figure all IEDs are connected
in series and at least 2 out of the 3 of the remaining IEDs in the loop must function for the system
to work. In contrast, for the system in figure 45b, all components have a parallel connection
and at least 5 out of the 6 remaining IEDs in the loop must function. This is because the loop
topology ensures that even if one IED fails, the other two can still maintain communication and
data transmission through the alternative path.

5.5 Comparing Conventional and Digital Substation

To assess the reliability of both the digital and conventional substations two different substations
have been designed: One is connected to an IEC 61850 process bus for the digital substation and
the second is a conventional substation. The digital substation is illustrated in figure 46, while the
conventional is in figure 47. The two protection systems are designed in a similar way to facilitate
the comparison of their reliability attributes. By comparing these two substations, it may become
possible to reveal the reliability differences between the IEC 61850-based digital substation and its
conventional counterpart. This analysis is done on only repairable systems.

In both substations, there are a total of three bays. Bay one is a transformer bay and consists
of one merging unit and one circuit breaker IED which are connected to two circuit breakers and
NCITs on opposite sides of the transformer. The connection of these IEDs incorporates differential
protection for the power transformer, which ensures effective protection coordination. In the digital
configuration, the IEDs in bay A only subscribe to Ethernet switches A1 and A2, which implies
that protection IED A sends GOOSE signals to both circuit breakers A and B. Bays two and three
are line bays. In the digital substation, each of these bays is equipped with two Ethernet switches.
One Ethernet switch connects to the merging unit and breaker IED, while the other corresponding
switch links to the protection IED.

The digital substation utilizes HSR in its process bus for communication purposes. Comprising a
total of 6 Ethernet switches, the HSR loop enhances the reliability of communication and control
within the system. Furthermore, the digital substation incorporates the use of NCITs to achieve
improved accuracy and performance.

The conventional system is a much simpler system as it does not consist of a process bus, here,
the IEDs are simply connected to VTs, CTs, and circuit breakers using copper cables. Bay one
consists of one IED connected to switchgear on opposing sides of the power transformer. The line
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bays consists of one IED connected to CTs, VTs, and CBs. The IEDs are further connected to
the station bus using copper cables. The IEDs are also here interconnected with each other using
copper cables, meaning they can subscribe to each other.

Figure 46: Digital protection system

Figure 47: Conventional protection system

5.5.1 Defining Protection Coordination Within the Systems

Remote backup protection is explained in chapter 3.2.2. Essentially, if a fault were to occur in one
of the distribution lines, the associated circuit breaker should trip. If the breaker in the distribution
line fails to operate due to a malfunction, the next breaker in the hierarchy should then operate as
a backup. This strategy prevents unnecessary widespread outages and ensures optimal continuity
of service.
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In figure 48 the protection zones of the two stations are established. In this figure, each bay has
its own individual zone while zone 4 illustrates remote backup protection.

Figure 48: Protective zones in the power system

In these power system designs, communication is achieved between the IEDs installed across dif-
ferent bays. This communication ensures that when one IED malfunctions, another IED from a
neighboring bay can step in to mitigate the issue. The neighboring IED will take the appropriate
action based on the nature of the fault or the specific equipment involved.

To address a malfunction, the neighboring IED may either operate the circuit breaker within the
bay where the faulty IED is located, or it may operate the circuit breaker within its own zone
depending on the type of malfunctioning. This coordinated response helps maintain the stability
and reliability of the power system while minimizing the impact of faults on the overall network.

Consider an example to illustrate the protection coordination of these substations. In this example,
the IEC 61850 process bus in figure 46 is in focus:

Suppose a fault occurs in Bay 2 and protection IED C fails to function properly. In this scenario,
the SV message from MU C can be rerouted to protection IED B as an alternative. Upon receiving
the SV message, protection IED B takes action by sending a GOOSE message to Breaker IED C,
which consequently triggers the opening of the corresponding circuit breaker.

5.5.2 Equipment Malfunction Scenarios

To investigate the difference in reliability between the two systems, they are looked at during
different equipment malfunction scenarios. Reliability block diagrams are then created to look at
how the protection coordination within the systems would respond to these failures. The protection
coordination in the two systems is designed in a similar manner in order to accurately compare
the reliability of the two systems.
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(a) Overcurrent fault digital

(b) Overcurrent fault conventional

Figure 49: Overcurrent fault in bay 2

One such scenario involves a circuit breaker malfunction during an overcurrent fault in bay 2
illustrated in figure 49. In both the conventional and digital systems, when this fault occurs it
should trip circuit breaker C, but as it malfunctions the protection coordination has to step in.
For the digital station, the GOOSE message has to be rerouted through the HSR process bus to
Ethernet switch B. Subsequently, it reaches breaker IED B, which then opens circuit breaker B as
an alternative. This protective coordination is illustrated with RBD in figure 50.

Figure 50: CB failure, digital
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On the other hand, in the conventional substation, if circuit breaker C fails, IED C sends a message
to IED B, instructing it to close circuit breaker B as a backup measure. This protective coordination
is illustrated with RBD in figure 51.

Figure 51: CB failure conventional

Another scenario is the malfunction of an IED. Consider the overcurrent fault scenario in figure 49
happens again. In this situation, IED C in the conventional station experiences a malfunction. As a
result of the malfunction, it is assumed that IED C is unable to send a signal to IED A to intervene.
Consequently, the instrument transformers in Bay 1 are required to detect the overcurrent in Bay 2.
Upon receiving the overcurrent measurements from the instrument transformers, IED A responds
by opening the circuit breaker in bay 1. This process is illustrated with RBD in figure 52

Figure 52: IED failure conventional

For the digital system, IED C malfunctions and fails to close its corresponding circuit breaker
during a fault in bay 2. Then, breaker IED A must come into play and close its circuit breaker.
The GOOSE message sent to breaker IED C must be rerouted to bay 1 and breaker IED A. Breaker
IED A then will open its associated circuit breaker to mitigate the fault and maintain the power
system’s stability.

However, this comes with a drawback: breaker IED A’s activation also results in disconnecting bay
3, where there is no fault. This consequence negatively impacts the system’s overall performance
and availability.

Figure 53: Merging unit failure
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6 RESULTS

This chapter presents the findings of the analysis conducted to compare the redundancy protocols
PRP and HSR as well as with the no-redundancy protocol systems along with the results from
the digital versus conventional substation comparison. The graphs plotting the reliability of the
systems denote the reliability function, while the graphs plotting the hazard rate denote the hazard
rate function.

6.1 Results From The Redundancy Protocol Comparison
Analysis

For the redundancy protocol analysis, the results are structured into sections covering repairable
and non-repairable systems separately as different metrics are relevant for each. For repairable
systems, the steady-state results of interest include MTBF, MTTR, and steady-state availability,
while time-based results include availability, expected number of failures, total downtime, and
hazard rate. Conversely, for non-repairable systems, the steady-state focus lies on MTTF, while
time-based results include total downtime, reliability, and failure rate. This is explained in chapter
4.5. These sections are further divided into subsections dedicated to ”Results for systems without
component redundancy” and ”Results for systems with component redundancy” in each.

Steady-state results are presented in tables, whereas time-based results are depicted using graphs.
The complete set of time-based results can be found in the appendix.

6.1.1 Repairable Systems

6.1.1.1 Steady-State Results for Repairable Systems Without Component
Redundancy

Table 15: Steady-State Results for Repairable Systems Without Component Redundancy

Metric Value

MTBF 287867.004735
MTTR 48.099817

Steady State Availability 0.998100

(a) Steady state results for the no redundancy protocol system

Metric Value

MTBF 313211.520173
MTTR 47.895211

Steady State Availability 0.997900

(b) Steady state results for PRP with no component redundancy, repairable

Metric Value

MTBF 298340.294628
MTTR 47.895211

Steady State Availability 0.997900

(c) Steady state results for HSR no component redundancy, repairable

72



6.1.1.2 Time-Based Results for Repairable Systems Without Component Re-
dundancy

(a) Availability for repairable systems without com-
ponent redundancy

(b) Expected number of failures for repairable sys-
tems with no component redundancy

(c) Total downtime for repairable systems with no
component redundancy.

(d) Hazard rate for repairable systems with no com-
ponent redundancy.

Figure 54: Time-Based Results for Repairable Systems Without Component Redundancy
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6.1.1.3 Steady-State Results Repairable Systems With Component Redund-
ancy

Table 16: Steady-state results for repairable systems with component redundancy.

Metric Value

MTBF 120388.648598
MTTR 47.978860

Steady State Availability 0.999767

(a) Steady state results for no protocol repairable systems with component redundancy.

Metric Value

MTBF 123422.518338
MTTR 48.317526

Steady State Availability 0.999700

(b) Steady state results for repairable PRP component redundancy.

Metric Value

MTBF 67600.921141
MTTR 48.407558

Steady State Availability 0.999167

(c) Steady state results for HSR with component redundancy repairable.
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6.1.1.4 Time-Based Results for Repairable Systems With Component Re-
dundancy

(a) Availability of repairable systems with compon-
ent redundancy

(b) Total downtime for repairable systems with com-
ponent redundancy

(c) Expected number of failures for repairable sys-
tems with component redundancy

(d) Hazard Rate for repairable systems with com-
ponent redundancy

Figure 55: Time-Based Results for Repairable Systems With Component Redundancy
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6.1.2 Non-Repairable Systems

As mentioned in chapter 4.5, the time-based metrics reliability and availability are equal to each
other as well as the hazard rate and the failure rate. Therefore, in this section, the results for the
hazard rate and the availability is not directly shown but they are assumed to be the same as the
failure rate and reliability.

6.1.2.1 Steady-State Results for Non-Repairable Systems Without Compon-
ent Redundancy

Table 17: Steady-State Results for Non-Repairable Systems Without Component Redundancy

(a) Steady state results for no redundancy protocol system without component redundancy

Metric Value

MTTF 28653,249064

(b) Steady state results for PRP without component redundancy

Metric Value

MTTF 30851,519654

(c) Steady state results for HSR no component redundancy

Metric Value

MTTF 29762,062905
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6.1.2.2 Time-Based Results for Non-Repairable Systems Without Compon-
ent Redundancy

(a) Total Downtime for non-repairable systems
without component redundancy

(b) Reliability for non-repairable systems without
component redundancy

(c) Failure rate for non-repairable systems without
component redundancy

Figure 56: Time-Based Results for Non-Repairable Systems Without Component Redundancy
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6.1.2.3 Steady-State Results for Non-Repairable Systems With Component
Redundancy

Table 18: Steady-State Results for Non-Repairable Systems With Component Redundancy

Metric Value

MTTF 41125,311872

(a) Steady state results for no redundancy protocol system with component Redundancy

Metric Value

MTTF 55838,229047

(b) Steady state results for PRP component redundancy with component redundancy

Metric Value

MTTF 43262,982394

(c) Steady state results for HSR with component redundancy

6.1.2.4 Time-Based Results for Non-Repairable Systems With Component
Redundancy

(a) Total Downtime of non-repairable systems with
component redundancy

(b) Failure rate for non-repairable systems with com-
ponent redundancy

(c) Reliability for non-repairable systems with com-
ponent redundancy

Figure 57: Time-Based Results for Non-Repairable Systems With Component Redundancy
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6.2 Results From the HSR Network Comparison Analysis

This section unveils the findings of the analysis conducted on the two HSR loops, one consisting of 6
IEDs and the other comprising 12 IEDs. The objective is to investigate how increased components
and complexity impact the reliability of the HSR protocol. In Relyence, only time-based results
were accessible for this analysis, which are presented in the form of graphs. Notably, the HSR loop
with 6 IEDs represents a network where 2 out of 3 must function properly, while the HSR loop
with 12 IEDs constitutes a network where 5 out of 6 IEDs must work.

(a) Reliability comparison of the two HSR loops (b) Availability comparison of the two HSR loops

(c) Total downtime comparison of the two HSR loops (d) Expected number of failures comparison of the
two HSR loops

Figure 58: Time-based results from the two HSR loops, one where 2 out of 3 IEDs must function,
the other where 5 out of 6 must function.
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6.3 Results From the Substation Comparison Analysis

For the substation comparison analysis, only repairable systems are analyzed. Thus, the results
are structured into sections covering results from the two malfunction analyses and then into the
subsections of steady-state results and time-based results. Here, maintenance is in focus, the digital
systems were given an MTTR of 48 hours, while the conventional systems were given an MTTR
of 96 hours.

Steady-state results are presented in tables, whereas time-based results are depicted using graphs.
The complete set of time-based results can be found in the appendix.

6.3.1 Circuit Breaker C Malfunction

6.3.1.1 Steady-state results

Table 19: Steady state results for circuit breaker C malfunction in conventional substation

Metric Value

MTTF 75076,508503
MTBF 81850.733
MTTR 95,164993

Steady State Availability 0.998600

Table 20: Steady state results for Circuit Breaker C malfunction in digital substation

Metric Value

MTTF 37365,489749
MTBF 44317,038924
MTTR 47,988550

Steady State Availability 0.998930
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6.3.1.2 Time-based Results

(a) Reliability comparison between digital and con-
ventional station

(b) Availability comparison between digital and con-
ventional station

(c) Total downtime comparison between digital and
conventional station

(d) Expected number of failures comparison between
digital and conventional station

(e) Hazard rate comparison between digital and con-
ventional station

(f) Failure rate comparison between digital and con-
ventional station

Figure 59: Time-based results for circuit breaker 3 malfunction
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6.3.2 IED C Malfunction in Conventional Substation and Merging Unit
C Malfunction in Digital Substation

6.3.2.1 Steady-state Results

Table 21: Steady state results for IED C malfunction conventional

Metric Value

MTTF 145184,694026
MTBF Unable to Calculate
MTTR Unable to Calculate

Steady State Availability 1

Table 22: Steady state results for merging unit C malfunction digital

Metric Value

MTTF 50359,670096
MTBF 211696,201663
MTTR 47,795562

Steady State Availability 0,999773
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6.3.2.2 Time-based Results

(a) Reliability comparison between digital and con-
ventional station

(b) Availability comparison between digital and con-
ventional station

(c) Total downtime comparison between digital and
conventional station

(d) Expected number of failures comparison between
digital and conventional station

(e) Hazard rate comparison between digital and con-
ventional station

(f) Failure rate comparison between digital and con-
ventional station

Figure 60: Time-based results from merging unit C malfunction in digital and IED C malfunction
in conventional
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7 DISCUSSION

This discussion chapter delves into the findings of the study, analyzing the results and discussing
the limitations of the analysis. The chapter is organized into multiple sections, each focusing on a
specific area.

The chapter begins by discussing the challenges of acquiring data on process bus components,
highlighting the lack of historical data. Then, there is an explanation of why reliability block
diagrams were chosen as the methodology. The discussion then delves into the redundancy pro-
tocol comparison analysis, summarizing the results and further discussing the findings. Then, the
comparison of digital and conventional substation systems is presented, evaluating the results and
a discussion of the impact of maintenance time. Potential vulnerabilities that are found from the
results are then given. Finally, the chapter discusses the limitations of the method used, thereby
pointing out possible inaccuracies in system reliability estimation due to simplifications.

7.1 Obtaining Data

Obtaining data on the components of a process bus can be challenging. Neither IEC 61850 nor
IEEE provides specific failure rates, MTBFs, or availability for the devices and systems it covers.
The 2017 Cigre report ”Experience Concerning Availability and Reliability of DSAS” [18] states
that ”The use of process bus is at the top of the list of features not yet exploited enough by
vendors and utilities, at the moment the process bus implementations are mostly limited to some
pilot substations.” Thus, the process bus is a fairly new concept, and historical data on equipment is
hard to find. The source of data on MTBF, availability, and failure rate for process bus components
used in this research is scientific and technical articles published in academic journals. The data
used for calculations are not based on any analysis of the specific equipment and are not applicable
for real use.

The absence of real-world data could introduce a significant level of uncertainty in the results.
The failure rates, MTBF, and availability derived from these data may not accurately represent
the actual behavior of the equipment under study. This could then lead to overestimations or
underestimations of the reliability metrics, thereby leading to less accurate results.

While the data does not directly reflect specific equipment or real-world use, it is important to
note that the results can still contribute valuable insights into the reliability tendencies of digital
substations. This information can aid in identifying potential patterns, trends, and behaviors of
these systems. Therefore, while interpreting these findings requires careful consideration, they can
still provide valuable insights into the reliability of these redundancy protocols.

7.1.1 The High IED Failure Rate

The failure rate used on IEDs and time synchronization source (TS) in digital substations was
retrieved from [6]. This failure rate is high in relation to the other components in the substation
system. The reason for this is that IEDs and the time synchronization source are thought to
be relatively unstable. This is so because IEDs have a lot of hardware and software operations
[90]. Additionally, they are relatively new equipment types. Furthermore, there is a chance that
the TS’s global time reference will experience interference, be jammed, or be blocked [1]. These
high failure rates suggest that these components represent weak links in the system, potentially
compromising overall reliability. As a result, the reliability analysis might project a less optimistic
outcome.

7.2 Why Reliability Block Diagrams Was Chosen

Reliability block diagrams were chosen as the method for analyzing reliability in this research.
This is due to a multitude of reasons. These reasons stem from the complex nature of digital

84



substations and the insights gained from the literature review.

Firstly, the structure of RBDs provides an uncomplicated graphical and mathematical model,
outlining how individual components contribute to the success or failure of an entire system.
This makes them particularly suitable for representing complex systems like substations, thereby
providing clarity and simplicity to the reliability assessment. Furthermore, RBDs can handle a
variety of system setups, demonstrating flexibility. This flexibility makes them a good tool for
analyzing a variety of architectural circumstances. From the articles [1], [4] and [2] for instance, it
was found that RBDs have been used successfully to analyze the reliability of various process bus
topologies. This successful application of RBDs in prior research underscores their usefulness in
analyzing the reliability of the process bus in digital substations.

7.3 Examining the Results from the Redundancy Protocol
Comparison

This chapter examines the results of the analysis comparing the reliability of the no redundancy
protocol, HSR, and PRP used in the IEC 61850 process bus. The chapter starts with a summary
of the results. These summaries are organized based on whether the systems are repairable or
non-repairable, and subsequently by the level of redundancy, beginning with repairable systems
that lack component redundancy.

In the analysis, every system has two bays and there are two systems designed for every redund-
ancy protocol, one without component redundancy and the other with it. This method is used
to assess how the implementation of more components affects the functionality and resilience of
the redundancy protocols. By utilizing these designs, the study aims to identify any potential
advantages and disadvantages that may be present in each system. A better knowledge of how
redundancy mechanisms handle system complexity and potential weak points may result from this
comparison.

The reason behind designing four systems is that it allows for a consideration of a broader range of
potential configurations. While there are numerous architectural configurations for implementing
PRP and HSR in a process bus, this study aims to examine some representative architectures that
can serve as a basis for understanding the overall reliability of these two protocols.

7.3.1 Summary of Results from Repairable Systems

7.3.1.1 Without Component Redundancy

The results for the systems without component redundancy can be seen in table 15 and figure
54. The results show similar trends for all systems, but there are some small differences. The
no redundancy protocol system exhibits high availability (mostly 0.99) but varies more than the
other two protocols with an average of 0,998356 over the 200 000 hours. It also has the highest
downtime (333 hours) and it anticipates more frequent system failures approximately once every
3.3 years. The HSR protocol shows more stable availability with an average of 0,998505 and a
similar trend in the hazard rate (0.32-0.35) to the previous system. This accumulates to a lower
total downtime (320 hours), and it expects fewer failures - once every 3.4 years. Meanwhile, the
PRP protocol stands out, the availability is about the same as for the HSR, but it has a lower
hazard rate (0.29-0.35) indicating reliable system stability. It also has the lowest downtime (308
hours), and the least frequent failures, occurring approximately once every 3.57 years. For the
MTBF the PRP exhibits an 8.80% increase, while the HSR system only produces a 3.64% increase
from the no redundancy protocol system.
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7.3.1.2 With Component Redundancy

The results for the repairable systems with component redundancy can be viewed in figure 55 and
table 16. Figure 57a shows that the no redundancy protocol system exhibits a high availability
with an average of 0,999649. Its hazard rate ranges between 0.063 and 0.104. Over time, both
total downtime and expected failures increase linearly. The figure also shows that the HSR protocol
doesn’t improve availability which now has an average of 0,999305 and fluctuates more than in the
previous system. The hazard rate and the total downtime increase as well. Possibly due to added
complexities with the protocol. The system grows more complex with all 12 IEDs interconnected,
leading to higher downtime and expected failures. According to the results, PRP offers marginally
higher availability of 0,999616 and a more compact hazard rate (0.0737-0.0867), suggesting that
redundancy aids in maintaining a lower, more consistent risk of failure. Total downtime is lower
compared to the HSR system but similar to the no redundancy system, with no significant impact
on the total number of failures over time. Looking at the MTBF, the PRP system offers a slight
improvement from the no redundancy protocol system being at 123 422 hours (2.52% increase)
while the HSR system is much lower than the two other systems being at 67 600 hours which is a
43.87% decrease.

7.3.2 Summary of Results from Non-Repairable systems

7.3.2.1 Without Component Redundancy

The results for the non-repairable systems without component redundancy can be viewed in table
17 and figure 56. These results show only a slight difference between the three systems. Figure
56b reveals that the reliability of the no redundancy protocol system experiences a decline in
reliability over time, decreasing to 0.13% after 200,000 hours while figure 56c shows that it has a
constant failure rate of 0.349. The HSR system shows similar deterioration but with slightly better
performance, reducing reliability to 0.12% and a failure rate of 0.336 failures. The PRP system’s
reliability decrease is slower, reaching 0.11%, and has an increasing failure rate, starting at 0.320
failures and rising to 0.338 failures. The steady-state results show that there is a minimal increase
in MTTF for the two protocols with an increase of 7.68% for the HSR system and a 3.86% increase
for the PRP system.

7.3.2.2 With Component Redundancy

The results for the non-repairable systems without component redundancy can be viewed in table
18 and figure 57. The no redundancy protocol system sees a decrease in reliability to 0.1856%
after 200,000 hours of operation. Its failure rate, beginning at 0.08, escalates until stabilizing at
around 0.34. The HSR system displays marginally better reliability, reaching around 0.2048%
after 200,000 hours. Its failure rate increases slightly more to approximately 0.361545. Conversely,
the PRP system maintains higher reliability, at approximately 0.7789% after 200,000 hours, with
a slower increase in failure rate, peaking at around 0.310777. The Steady-state results show a
marginal improvement for the HSR system with only a 5.18% increase in MTTF, while the PRP
system shows a 35.79% increase in MTTF from the no redundancy protocol system.

7.3.3 Evaluating the Results from the Redundancy Protocol Compar-
ison

Based on the results presented, there are several elements that can be further discussed regarding
the different protocols’ performances and the impact of added system complexity.

Among the three protocols, the PRP protocol generally demonstrates superior performance. The
PRP systems consistently maintain the highest availability, the lowest hazard rate, the least down-
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time, and the least frequent failures. It also shows significant improvement in MTBF and MTTF
compared to the no-redundancy system, especially when component redundancy is applied.

The HSR protocol shows improvement over the no redundancy protocol in terms of availability and
fewer failures, but it is typically surpassed by PRP. This is particularly evident in the repairable
system with component redundancy in figure 55, here, the system seems to struggle with the
increased complexity. The reliability is greatly reduced, and its hazard rate and downtime increase.
This is due to the complexity of the HSR network. The HSR system with component redundancy
is interconnected between the two bays, meaning that the reliability block diagram consists of
more IEDs than the equivalent PRP and no redundancy protocol RBDs. With this increase in
components, there is an increase in the total number of points that could potentially fail. This
means there are more opportunities for something to go wrong.

The PRP system is designed in such a way that there is no interconnection between the bays,
which results in a more reliable system, mainly because the PRP system’s reliability block dia-
gram consists of fewer IEDs than the HSR. This simplicity reduces potential points of failure and
complexity. Due to the PRP system’s absence of interconnected bays, it is probable that the
comparison between HSR and PRP may be skewed, it’s important to consider that each system’s
design aligns with its underlying principles. The PRP system was designed to provide redundant
paths for every component in the process bus which was possible without interconnecting the two
bays, which makes it inherently less complex than the HSR system resulting in a more reliable
system.

7.3.3.1 About the Constant Failure rate

In figure 56c one can see that the failure rate of the no redundancy protocol and HSR process bus
are constant while the failure rate of the PRP system increases with time. The explanation for this
is that in a system with only series connections, all components need to function for the system to
function. A failure in any component leads to a failure of the entire system. The overall system
failure rate is essentially the sum of the individual component failure rates. If all components have
a constant failure rate, the system failure rate will also be constant. The failure rate of a system
with components arranged in series doesn’t change with time because the failure of one component
doesn’t affect the failure rate of the others. Keep in mind that this is only true for systems using
constant failure rates like exponential distribution.

On the other hand, in parallel configurations, the system will continue to function as long as at
least one component is functioning. When one component fails, the others must bear the full
load, and their failure rates increase. Over time, as more and more components fail, the surviving
components are increasingly likely to fail, and the system failure rate increases.

7.3.3.2 Discussing the High Availability

A significant factor in the overall system availability is the MTTR. The longer the MTTR, the
more downtime the system would experience, and hence the lower the availability would be. The
availability in all systems is always above 0.99, which is high and does not accurately depict the
real world. This is because the MTBF for these systems is considerably higher than the MTTR.
Specifically, in order to achieve an availability of at least 0.99, the MTBF would need to be at least
99 times the MTTR.

The availability equation (16) further clarifies the relationship between MTBF, MTTR, and system
availability. By dividing the MTBF by the sum of MTBF and MTTR, the equation determines
the availability. Consequently, a larger difference between the MTBF and MTTR leads to higher
availability. The assumed MTTR of 48 hours served as a reference point to demonstrate the
significance of a shorter repair time on digital substations. But in this assumption, the calculations
fail to accurately simulate real-world scenarios.

Thus, the success of these designed systems in achieving such high availability can be attributed
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to the substantial difference between the MTBF and MTTR. While a shorter MTTR generally
contributes to higher system availability, it is crucial to consider the real-world variability of repair
times when evaluating the availability of a system. In reality, the MTTR can vary significantly
depending on various factors, including the complexity of the system, availability of spare parts,
the skill level of maintenance personnel, and operational constraints. By assuming a fixed MTTR,
the analysis overlooks the variability and uncertainty associated with repair times.

This limitation impacts the accuracy of availability calculations and the assessment of system
performance. Since the MTTR is a crucial component in determining system availability, an
assumed fixed value fails to capture the realistic downtime.

7.3.3.3 Comparing Non-Repairable with Repairable Systems

As explained in chapter 4.5, the main difference between non-repairable and repairable systems lies
in how downtime affects the overall system’s operation. For non-repairable systems, once a failure
occurs, the system cannot be restored to its original operating condition. As a result, MTTF is the
key measure of reliability, indicating the expected time to the first failure. In contrast, repairable
systems can be restored to full functionality after a failure, meaning the system’s uptime can be
increased with maintenance and repair, therefore the key measures of reliability for these systems
are MTBF. If the MTBF is only slightly higher than the MTTF, that suggests that a significant
portion of the system’s time is being spent in a state of repair rather than operation. If MTBF is
significantly higher than MTTF, that would mean less time is spent in repair relative to operational
time, increasing the system’s overall availability.

From the results it can be seen that the MTBF is significantly higher than the MTTF for all
scenarios, showing that despite failures, the system spends more time being operational than
in a failed state. This is especially true when component redundancy is introduced. This is a
strong indication that repairable systems, especially those with component redundancy, have better
reliability than their non-repairable counterparts. Like the high availability, the superior MTBF for
the repairable systems can be attributed to the low MTTR and the quick recovery capabilities of
the digital substation. This underscores the value of the advanced monitoring system of the digital
substation, which opens the opportunity to facilitate rapid repair processes, ultimately increasing
the overall operational time and system reliability.

The availability results provided for the non-repairable and repairable systems allow for a compar-
ison of their respective performance. For the non-repairable system, the availability values range
from 1.000000 to 0.001319. As time progresses, the availability decreases. This suggests that the
system is more prone to failures as time goes on and eventually becomes less reliable.

In contrast, the repairable systems exhibit consistently high availability values. The availability
ranges from 1.000 to 0.991. This indicates that the repairable system maintains a high level of
operational readiness throughout the observed time period. The availability remains close to 100%
over time, indicating that the system experiences very minimal downtime or failures. This suggests
that the repairable system is designed to be more reliable and resilient, as it can undergo repairs
and restore functionality when failures occur.

7.3.4 Comparing the HSR Networks

Figure 58 provides a comparative view of the HSR loops for systems with component redundancy
and those without component redundancy. The first system requires at least 2 out of 3 IEDs to
function, while the second system needs at least 5 out of 6 IEDs to work.

Here’s the examination of the results from each system:

For the first system (2 of 3 IEDs must work): The reliability gradually decreases to 0.726182 at
the end of the study period, which indicates the probability that the system has not failed in the
time range. The availability generally remains very close to 1, indicating a high level of system
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availability throughout the period. This suggests that the system is highly available, typically
returning to a functional state relatively quickly after any failures. The total downtime reaches
a maximum of 15,087746 hours at the end of the period. The expected number of failures also
gradually increases over time, reaching 0.318100 by the end of the period, implying that we expect
around 0.318100 failures to occur over the 200,000 hours.

For the second system (5 of 6 IEDs must work): The reliability declines to 0.254142 at the end
of the study period, much lower than the first system. This suggests that this system is less
reliable than the first one over the long term. The availability also here remains close to 1, but it
experiences more dips compared to the first system. This suggests that while the system is highly
available, it may experience brief periods of unavailability more frequently than the first system.
The total downtime is significantly higher than for the first system reaching 65.67 hours after 200
000 hours of operation. The expected number of failures reaches 1.363100 at the end of the period,
again much higher than the first system, suggesting that more failures are expected in this system
over the same time period.

When comparing the systems, it appears that the first system (2 out of 3 IEDs must work) is more
reliable than the second system (5 out of 6 IEDs must work) over the studied time period. This
might seem counterintuitive, as systems with more components, like the second system, are often
thought to be more reliable. However, in this case, the reliability of the second system is lower due
to its higher threshold for functioning; it needs 5 of 6 IEDs, whereas the first system only needs
2 of 3 IEDs. The increased number of components in the second system does not lead to more
redundancy but instead results in more potential points of failure.

If it is assumed that all components have the same failure rate, as the number of components
increases, the likelihood of at least one component failing also increases. In the first system, where
2 out of 3 IEDs must work, the system can tolerate a failure rate of up to 33% at any given time
and still be functional. However, in the second system, where 5 out of 6 IEDs must work, the
system can only tolerate a failure rate of 16.7%. Therefore, the second system is more susceptible
to failure due to its lower tolerance for component failure.

From this, it can be drawn that having more components in an HSR loop can decrease the reliability
of the network due to the increased possibility of at least one component failing, especially when
a significant number of these components must function for the system to work. Therefore, while
the HSR protocol’s redundancy principle supports high reliability, it’s essential to manage the
number of components within the network carefully. There should be a balance between adding
redundancy and maintaining a level of simplicity to ensure high reliability.

7.4 Examining the Results from the Substation Comparison

This chapter delves into the findings derived from the comparative analysis of digital and con-
ventional substation systems. The discussion starts with a systematic comparison of the results,
beginning with outcomes from the circuit breaker malfunction analysis, followed by the comparison
of the IED and merging unit malfunction results. Subsequently, the influence of the maintenance
time on the two systems is examined. The chapter then explores the vulnerabilities revealed by
the results.

As a methodological refresher: The two systems are compared by giving them the same protection
coordination and then seeing which coordination system is the most reliable.

This chapter examines the results of the analysis from the substation comparison analysis. The
chapter starts with a systematic comparison of the results. Starting with the results from the
circuit breaker malfunction and then the results from the IED and merging unit malfunction.
After this, it will be looked at what effect the maintenance time of the two systems had. and then
a discussion on the vulnerabilities that the results present. A reminder of the method is: The
two systems are compared by giving them the same protection coordination and then seeing which
coordination system is the most reliable.

Additionally, it should be mentioned that in both digital and conventional systems IEDs are
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present. However, the MTBF and failure rate assigned to these components differs between the
two systems. This differentiation is intentional and was done to illustrate the availability differences
between these system setups and to underscore the benefits of employing NCITs, fiber optic cables,
and IEC 61850 communication protocols.

7.4.1 Comparing the Results from the Circuit Breaker Malfunction Ana-
lysis

Steady-State Results: The steady-state results from the Circuit Breaker C Malfunction Analysis
can be viewed in table 19 and 20. The conventional substation’s steady-state results exhibit
an MTTF of 75 076.51 hours, an MTBF of 81 850.73 hours, an MTTR of 95.16 hours, and
a steady-state availability of 99.86%. Conversely, the digital substation displays an MTTF of
37 365.49 hours, an MTBF of 44 317.04 hours, an MTTR of 47.99 hours, and a steady-state
availability of 99.89%. These results demonstrate that the conventional substation tends to operate
longer without failure, but when a failure occurs, the digital substation is repaired and restored
more quickly. Despite the digital substation’s shorter MTTF and MTBF, its efficient repair and
maintenance process maintains a high steady-state availability, slightly edging out the conventional
substation.

Time-Based Results: The time-based results from the Circuit Breaker Malfunction Analysis can
be viewed in figure 59. The conventional substation showcases better long-term reliability with
a terminal reliability of 0.07 at 200 000 hours, versus 0.002475 for the digital substation. It also
has a slower increase in failure rate (0.123 to 0.138) than the digital substation (0.226 to 0.323).
Despite this, both systems maintain a high availability of around 0.999 due to efficient repairs.
Interestingly, the digital substation, despite its higher failure rate, experiences less total downtime
(217.3 hours) than the conventional substation (236.2 hours) by 200 000 hours, hinting at more
efficient repairs. The conventional substation also presents fewer expected failures (2.47 vs 4.52)
and a lower hazard rate. Thus, despite quicker repair times in digital substations, conventional
ones exhibit superior reliability and lower failure rates over the operation time.

7.4.2 Comparing the Results from the IED and Merging Unit Malfunc-
tion Analysis

Steady-State Results: The steady-state results from the IED and Merging Unit Malfunction Ana-
lysis can be viewed in table 22 and 21. The conventional substation has a higher MTTF of 145
184 hours versus the digital substation’s 50 359.67 hours, implying it operates longer before facing
a failure. The digital substation, with an MTBF of 211 696.20 hours, suggests a longer interval
between failures, whereas the conventional substation’s MTBF couldn’t be determined, hinting
at infrequent failures or limited observation time. Repairs are done faster in the digital substa-
tion with an MTTR of 47.80 hours, whereas the conventional substation’s MTTR couldn’t be
assessed. Nevertheless, both systems maintain high steady-state availability - an impeccable 1 for
the conventional substation and 99.98% for the digital substation.

Time-Based Results: The time-based results from the IED and Merging Unit Malfunction Analysis
can be viewed in figure 60. The conventional substation retains higher reliability, ending at around
23.7% at 200 000 hours versus the digital substation’s 0.6%. Despite increased failure rates for
both, with the conventional substation ending at 0.096 and the digital substation slightly higher,
their availability remains high (perfect 1 for conventional and above 0.9996 for digital), showing
effective repair strategies. Downtime increases due to repair needs, with the digital substation
showing more because of its higher failure rate. Expected failures rise as components age, being
more substantial in the digital substation, indicative of its higher failure rate. The hazard rate
follows a similar pattern, suggesting a higher risk for the digital substation due to its increased
failure rate.
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7.4.3 Evaluating the Results from the Substation Comparison Analysis

It’s important to note that the findings do not represent the absolute values of the reliability
metrics. Instead, they illustrate the reliability trends, thereby allowing for a comparative analysis
between the two types of substations.

According to the results, the conventional substation generally exhibits superior MTTF and MTBF,
which implies that they operate longer before encountering a failure and have a longer interval
between failures. In the IED and Merging Unit Malfunction Analysis the MTBF was not determ-
inable for the conventional substation, This is due to the perfect availability of the system which
will be further discussed in section 7.4.3.2.

When considering the time-based results, conventional substations also consistently show super-
ior reliability over a longer period, with slower increases in failure rates, lower hazard rates, and
fewer expected failures over time. This points to fewer malfunction events in conventional systems
compared to digital ones over an extended operational timeframe. In contrast, digital substations,
while suffering more frequent failures, demonstrate their strengths in MTTR and overall system
availability. The shorter MTTR of digital substations implies a more efficient repair and main-
tenance process, leading to less total downtime over the course of operation in figure 59c. This
increased maintenance efficiency is a key attribute of digital systems, where advanced diagnostic
tools and automated repair processes can identify and fix issues quickly, thereby minimizing disrup-
tion. Even though digital substations show a faster reliability decay over time due to their higher
failure rates, the average availability of the digital substation is higher than the conventional in
the circuit breaker 3 malfunction analysis. This is also thanks to the digital substations’ effective
monitoring strategies.

The conventional substation appears to outperform in overall reliability. It displays a greater
tendency to operate for longer periods without failure, less frequent failures, and superior reliability
in the long term. Therefore, based on the presented results, it can be asserted that the conventional
substation is more reliable than the digital substation.

7.4.3.1 Comparing the Maintenance Times

From figure 59b the availability between a conventional and digital substation can be seen. Here,
the meaning is to show what effect the difference in maintenance time will have on the availability
of the two systems. The conventional system was given an MTTR of 96 hours while the digital
system was given half that. Now, the question is how big of an effect this will have on the complete
availability of the system.

The conventional system has an average availability of 0.998890, while the digital system, with
a shorter MTTR, has an average availability of 0.998939. The difference is minuscule (around
0.005%), and only makes up to 10 more hours of uptime for the digital station over the course
of the 200 000 hours. In principle, a shorter MTTR should lead to higher availability because
the system is restored to a working state more quickly after a failure. However, this isn’t the
case according to the results, this is because the system’s availability is not only dependent on
how quickly a failed system can be repaired but also on how often failures occur (failure rate).
As the digital system has a higher failure rate than the conventional one in both investigations
the availability is not much greater even though it has half the MTTR. Implying that the added
maintenance strategies of the digital system have only a small effect on the availability compared
to a conventional system. This is due to the extra components and extra failure points in the
digital system.

7.4.3.2 Discussing the Perfect Availability

The analysis of the IED and Merging Unit Malfunction points to an unusual result - the availability
of the conventional substation is calculated to be 1. This implies the substation was available 100%
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of the time during the analysis period, which is an extraordinarily high level of performance.

This availability figure also impacts the calculation of other significant parameters such as MTBF
and MTTR. Due to the perfect availability, the software couldn’t derive these values, implying
that there might be insufficient failure events to analyze these parameters. Similarly, the total
downtime, expected number of failures, and hazard rate are approaching zero, all of which again
are highly unusual outcomes in a real-world setting.

The high availability of the conventional substation can be traced back to the components used
in the system’s Reliability Block Diagram (RBD). As Relyence calculates the availability of the
system with equation 16 the reason behind this perfect availability is revealed. These components
possess exceptionally high MTBF combined with a relatively low MTTR (only 96 hours). This
means that the components in the system rarely fail, and when they do, they are quickly repaired
and brought back online. This creates a system that will fail after an extraordinarily long time,
as the simulation time for this analysis is only 200 000 hours the availability becomes a perfect 1.
Additionally, the decimal points used when calculating availability in Relyence are 6 digits. This
should have been sufficient precision.

The perfect availability score of the conventional substation, while remarkable, must be treated
with care. While it is possible for a system to have a high MTBF and low MTTR, these results
are considered to be near impossible and do not at all reflect the real world

7.5 Unveiling the Vulnerabilities of Digital Substations Re-
vealed by the Results

The transition from conventional to digital substations leads to an increase in system complexity
and a shift of potential vulnerabilities and failures. These vulnerabilities are reflected in the results
as well as in the failure modes analysis.

7.5.1 The Vulnerability of Added Points of Failure

The data reveals that conventional substations seem to have superior MTTF and MTBF compared
to digital substations, indicating they typically operate longer without experiencing a failure. The
conventional substation exhibits superior long-term reliability, maintaining significantly higher
reliability at 200,000 hours. In addition, despite having faster repair times, the digital substation
experiences more total downtime over this period. By looking at these results it is obvious that
the conventional substation is a more reliable system. This reveals an important vulnerability of
digital substations, namely the addition of multiple components.

Digital substations introduce a higher number of components compared to conventional ones, which
inherently increases the potential points of failure. This vulnerability arises from the complex
nature of digital systems and the interdependencies among their various components. In contrast,
conventional substations have a simpler architecture with fewer components, leading to a reduced
likelihood of failures. From this point of view, the analysis suggests that while digital substations
offer benefits such as more efficient fault diagnosis processes, their inherent complexity, due to the
integration of more components, leads to more frequent and new failure modes.

However, it is crucial to note that this analysis is based on a simple version of the digital substation
architecture that lacks component redundancy and employs a ring Ethernet architecture. As a
result, this analysis only provides a partial perspective on the reliability of digital substations.
The digital substation, as observed in this study, merely adds more components to the system,
thus creating more potential points of failure. The reasoning is straightforward: an increase in
system components leads to more potential points of failure. Each additional piece of hardware or
software amplifies the overall system’s failure rate, reducing the MTBF and MTTF. This is what
leads to a reduction in reliability compared to conventional substations.

Yet, the reality can differ greatly as there exist multiple strategies to account for this increase
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in potential points of failure in digital substations. Various redundancy protocols and Ethernet
architectures can be employed to manage and mitigate this risk. As the results show, the reliability
of the process bus is greatly affected by the redundancy protocol used, and the topology of the
system. And the process bus offers many architecture alternatives as well as the HSR or PRP
protocols which again can be further enhanced with a hybrid system [5]. So as the digital substation
offers great flexibility in the design there might be a potential to compensate for the increased
points of failure and enhance the reliability beyond what is seen in this report and perhaps beyond
a conventional system.

As such, even though digital substations contain more components and, on the surface, seem to
be less reliable, as the articles [3], [1], and [5] show, their flexible design alternatives and extensive
use of redundancy protocols can offer high, and potentially superior, reliability.

7.5.2 The Vulnerability of the Communication Network

From the failure modes analysis, it was found that one of the most vulnerable areas in a digital
substation is related to digital communication and the communication network. Digital substations
bring forth the process bus and a fiber optic communication network, which, in turn, introduce a
new set of vulnerabilities due to the increased dependence on a fully operational communication
network. Since the functionality of the substation is so tightly linked to digital communication,
any instability or inefficiency in the data transmission can have a substantial effect on the overall
reliability. In contrast, conventional substations’ reliability is more closely tied to the robustness
of their physical components.

As a result of this dependence on the communication network, the substation is now susceptible to,
among other things, latency, packet loss, and network congestion. According to the findings of the
failure modes studies, creating a solid communication architecture that would enable smooth data
packet delivery is crucial to addressing these vulnerabilities. This means that the design process
for digital substations must now take a broader approach. Incorporating the correct redundancy
level, selecting the right Ethernet topology, and implementing monitoring and recovery mechanisms
are all essential design considerations for achieving the desired reliability. As well as considering
cybersecurity to ensure the security of the station. By carefully planning and implementing a
reliable network topology, it is possible to mitigate some of the vulnerabilities introduced by the
transition from conventional to digital substations.

In order to design such a network the findings in this research can be helpful. As it is found
that a PRP network combined with a star Ethernet architecture will offer a very reliable system
topology. The findings also highlight the necessity for a balanced approach in system topology
design, where the advantages of additional redundancy are balanced against potential reliability
difficulties brought on by increased complexity, as observed in the HSR system where all bays were
interconnected.

7.6 Limitations

This chapter attempts to explore the limitations of the reliability analysis employed in this study.
The addition of this section became crucial for addressing a crucial issue - the method’s clear
simplicity.

While simplicity often renders a method user-friendly it will also often provide some shortcomings.
In this context, the simplicity of the reliability analysis performed in this study might not fully
reflect the intricate realities of the system under consideration. There’s a risk that this simplicity
might contribute to a wrong estimation of the system’s reliability. Therefore, in an effort to provide
a more balanced view, this chapter explicitly identifies the limitations of the method employed.
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7.6.1 The Limitations of Reliability Block Diagrams

Reliability block diagrams are the foundation of the analysis method used in this study. While
these are effective tools in offering a general perspective of a system’s reliability, they are not
without their drawbacks. RBDs often present an oversimplified view of the system, thereby failing
to take into consideration the dynamic nature of system components and their interdependencies.
This lack of insight compromises the accuracy of the reliability analysis.

Understanding the dynamics and interdependencies between individual components is crucial for
capturing the complete reliability of complex systems like digital substations. Dynamics refer to
how the components change and evolve over time. Interdependencies, on the other hand, imply
that the functionality or performance of one component could directly affect or be influenced
by other components within the same system. Thus, overlooking these factors could lead to an
oversimplified analysis, ultimately misrepresenting the true state of the system.

RBDs tend to perform an analysis on a function-by-function basis without considering the potential
cascading impact of the loss of one function on subsequent functions. Moreover, RBDs represent
a system in only two states; operational (up) and non-operational (down), thereby ignoring the
reality that a system can have various degrees of failure. For instance, a partial failure might occur
where some functions of a component are malfunctioning, while others remain operational. This
diverse range of failure scenarios is not accurately represented in a traditional RBD approach.

For these reasons, researching more complex methods becomes essential. When examining such
a complicated system, Markov chains, and Monte Carlo simulations can both offer significant
value. Markov chains, for example, can account for the many different states a system can be in
and the transitions between these states over time, thus capturing the dynamics of the system.
Moreover, the Markov chain can model interdependencies between components, providing a more
realistic representation of the system’s reliability. The transition probabilities in a Markov chain
describe the likelihood of moving from one state to another. These probabilities can be given by
the dependencies between components. For example, if the failure of an IED drastically increases
the likelihood of circuit breaker failure, this would be reflected in the transition probabilities from
states where the IED is operational, to states where it has failed. A state in a Markov chain
can also represent various levels of component degradation. This means that the Markov chain
can model a component as it degrades from fully operational, through various stages of reduced
efficiency, to completely failed.

On the other hand, Monte Carlo simulations stand out for their ability to model a broad array of
scenarios, effectively handling the dynamic and interdependent nature of system components. They
offer a more accurate depiction of the time-dependent behavior of components, considering factors
such as aging, wear and tear, and maintenance activities. Unlike RBDs, these simulations are not
restricted to binary ’up’ or ’down’ states and can thus represent various degrees of functionality and
failure states. Additionally, like the Markov chain, they can capture the complex interdependencies
within the digital substation, acknowledging the potential cascading impact of a failure in one
component on the rest of the system.

Models that fail to consider these interdependencies and dynamics, like reliability block diagrams,
can provide a limited and potentially misleading view of system reliability. They treat components
independently and ignore the reality that a component’s reliability is often interwoven with the
functioning of others.

7.6.2 The Limitations of MTTR

MTTR provides a generalized view of maintenance efficiency by calculating the average repair
time [3]. Using this provides some drawbacks, primarily because MTTR overlooks the variability of
repair times. Since it’s an average, it may mask instances where repair times fluctuate significantly.
Some failures might require quick fixes, while others may demand prolonged repair periods due to
their complexity or the availability of spare parts. A singular average value could obscure such
variables, failing to give insights into the failure’s severity
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It offers an average time value but fails to detail the causes of failures or the exact nature of
repairs conducted. It does not reveal the context of the repairs, whether they were complex or
simple. This lack of detail can prevent an understanding of the system’s reliability and hinder the
development of effective preventive maintenance strategies.

Furthermore, MTTR’s focus is inherently on corrective maintenance after a failure has occurred,
which means it does not account for preventive maintenance efforts [91]. Therefore, in the context
of digital versus conventional substations, it fails to capture the real effects of the preventive
maintenance done by the digital substations monitoring systems and the improvement in system
reliability this offers. Consequently, the benefits of the advanced monitoring system including fewer
breakdowns, reduced maintenance costs, and improved system availability, may not be reflected
properly when using MTTR. Additionally, a substation may be a system with frequent but quick
repairs that may yield a low MTTR, mistakenly implying a high-reliability system. However, the
frequent need for repairs might suggest poor system reliability, despite the rapid repair time.

Thus, the MTTR’s simplicity may render it unsuitable for complex systems. The single average
value fails to capture the complexities of substation reliability, limiting the results of an MTTR
analysis.

7.6.3 The Limitations of Exponential Distribution

Exponential distribution was used as the time model for the failure rate in this research. This
is a mathematically convenient method and has its limitations, for instance, the assumption of
”memorylessness”. This means that no matter how long a component has been operating without
failure, the failure rate remains the same. Using this assumption the analysis fails to capture the
dynamics of the system. Meaning, it fails to capture how the components change over time. For
instance, an increased load on the substation might speed up wear and tear on the components.
This results in aging and the components become more prone to failures, which is a pattern
that the exponential distribution cannot capture. It also fails to capture the start-up phase of a
system where the failure rate is at a decreasing phase. Another limitation is that the exponential
distribution can’t account for any dependency between components. For example, the failure
rate of one component might be affected by the state of another component, or by environmental
conditions, or maintenance activities. Therefore, while the exponential distribution can be useful
for modeling the failure behavior of components in simple systems, it may not capture the full
complexity and dynamics of substations.

An alternative to exponential distribution is the Weibull distribution which was discussed in chapter
4.4.1. This probability distribution method can provide a more realistic and accurate failure rate
model compared to the exponential distribution. The Weibull distribution, with its shape and
scale parameters, can effectively model increasing failure rates to simulate the aging of equipment.
Furthermore, the Weibull distribution can capture the effects maintenance activities have on the
failure rate, in contrast to the exponential distribution where it always remains constant. But since
this analysis only focused on the useful life period it was felt that the exponential distribution was
a reasonable assumption.
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8 CONCLUSION

To achieve the intended purpose of the study reliability block diagrams of several process bus
systems have been built and analyzed. Also, line diagrams of both a digital and conventional
substation have been created and analyzed in order to prove the reliability difference between the
two systems.

The results clearly show that a conventional substation is more reliable than a digital substation.
This is thanks to the implementation of a process bus in a digital substation, which introduces
additional potential points of failure, which increases the overall probability of failure for the
substation system. However, there is a potential to enhance the reliability of the digital system, as
this study shows introducing duplicate components, star Ethernet topology, and the PRP protocol
will increase the reliability of the process bus, suggesting a potential way to improve the robustness
of the digital system.

In the case of digital communication, it exposes the digital substation to a new set of vulnerabilities.
Notably, the failure modes analysis revealed that the Ethernet communication network presents
the most significant vulnerability in the digital substation. This necessitates a solid communication
architecture that ensures smooth data packet delivery and incorporates proper redundancy levels,
and an appropriate Ethernet topology.

In conclusion, the conventional substation seems to have higher reliability, but designing a digital
substation that integrates efficient network topology with robust redundancy protocols can enhance
reliability. The combination of PRP and star Ethernet topology could be a promising solution to
achieve this objective.

8.1 Further Research

Further research could make use of other reliability assessment methods like the Markov chain
method to explore the dynamics and interdependencies between the components of the process
bus. Also, going further into depth on what effect the communication network and data model
have on the reliability of the protection system would be of great interest. This investigation leads
to further questions, for instance; Do the IEC 61850 protocol, data model, and the fact that the
IEDs operate with binary language create a more responsive and reliable protection system? And
how much more reliable do the IEDs become when operating with this protocol? To what level do
the fiber optic cables enhance the reliability of the IEDs?

Further research could also take a cost analysis into consideration. As explained in chapter 4.1.1,
the investment cost increases as more reliability is required. It would be interesting to find out
what the optimal relationship between cost and reliability is. Also, what are the financial benefits
of utilizing a digital system in contrast to a conventional one? Are they more expensive to build
or are they cheaper to run?
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Appendix

A Repairable Systems

No Redundancy Protocol Results

Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures

0 1,000000 0,349000 1,000000 0,000000 0,000000
10000 0,705393 0,349000 0,998200 17,139963 0,358000
20000 0,497579 0,349000 0,998100 34,218001 0,707600
30000 0,350989 0,349000 0,998200 51,256810 1,067600
40000 0,247585 0,349000 0,998300 68,287070 1,418800
50000 0,174645 0,349000 0,997900 85,206070 1,770500
60000 0,123193 0,349000 0,997800 102,266601 2,116700
70000 0,086900 0,349000 0,998100 119,383579 2,461700
80000 0,061298 0,349000 0,998100 136,070625 2,811900
90000 0,043240 0,349000 0,998000 153,183734 3,155500
100000 0,030501 0,349000 0,998600 170,593169 3,510500
110000 0,021515 0,349000 0,998100 187,994484 3,864500
120000 0,015177 0,349000 0,998000 204,093167 4,207100
130000 0,010705 0,349000 0,998700 219,844908 4,544600
140000 0,007552 0,349000 0,997800 236,991575 4,900500
150000 0,005327 0,349000 0,998900 253,716882 5,247300
160000 0,003758 0,349000 0,998000 270,149895 5,595400
170000 0,002651 0,349000 0,998400 287,258567 5,945900
180000 0,001870 0,349000 0,998800 304,241521 6,299600
190000 0,001319 0,349000 0,998600 320,811700 6,646600
200000 9, 303023E − 004 0,349000 0,999100 337,801288 6,996000

Table 23: Time-based results for no redundancy protocol, repairable, no component redundancy

PRP without component redundancy
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Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures

0 1,000000 0,320000 1,000000 0,000000 0,000000
10000 0,725556 0,321612 0,998800 15,199267 0,319900
20000 0,525618 0,323094 0,998400 30,332743 0,636100
30000 0,380235 0,324461 0,998300 46,124031 0,967200
40000 0,274702 0,325725 0,998800 61,122595 1,284100
50000 0,198218 0,326898 0,998000 77,260833 1,613800
60000 0,142868 0,327987 0,998200 92,442083 1,939800
70000 0,102865 0,329002 0,998700 107,885816 2,260200
80000 0,073991 0,329949 0,998500 123,454930 2,585900
90000 0,053172 0,330835 0,998400 138,385164 2,902900
100000 0,038179 0,331664 0,998900 153,935373 3,232700
110000 0,027391 0,332443 0,998100 169,382449 3,547300
120000 0,019637 0,333174 0,998000 185,523236 3,878000
130000 0,014068 0,333863 0,998300 200,896961 4,197700
140000 0,010071 0,334512 0,998400 216,019319 4,512100
150000 0,007206 0,335124 0,997800 231,858499 4,836300
160000 0,005152 0,335702 0,998300 247,016297 5,151900
170000 0,003682 0,336250 0,999200 262,072092 5,472200
180000 0,002630 0,336768 0,998300 277,615406 5,790200
190000 0,001878 0,337259 0,998100 292,306397 6,099600
200000 0,001340 0,337725 0,998200 307,707838 6,422300

Table 24: Time-based results for PRP with no component redundancy, repairable

HSR with no component redundancy

Time Reliability Failure Rate Availability
Total

Downtime

Expected
Number of
Failures

0 1,000000 0,335998 1,000000 0,000000 0,000000
10000 0,714625 0,335998 0,999200 16,218450 0,338000
20000 0,510689 0,335998 0,998100 32,427011 0,682500
30000 0,364951 0,335998 0,997500 47,905343 1,012300
40000 0,260803 0,335998 0,997800 64,687701 1,355300
50000 0,186376 0,335998 0,998500 80,443903 1,682100
60000 0,133189 0,335998 0,998600 97,105383 2,021300
70000 0,095180 0,335998 0,998400 113,228114 2,356700
80000 0,068018 0,335998 0,998500 129,879572 2,690900
90000 0,048607 0,335998 0,998800 145,223695 3,015000
100000 0,034736 0,335998 0,998500 161,147769 3,350800
110000 0,024823 0,335998 0,998300 177,124272 3,682400
120000 0,017739 0,335998 0,998400 193,333786 4,018600
130000 0,012677 0,335998 0,997500 210,149354 4,359500
140000 0,009059 0,335998 0,999000 226,449880 4,697500
150000 0,006474 0,335998 0,998200 242,703624 5,040000
160000 0,004626 0,335998 0,998500 259,204521 5,382600
170000 0,003306 0,335998 0,998500 275,386344 5,716900
180000 0,002363 0,335998 0,997900 291,532656 6,050400
190000 0,001688 0,335998 0,998000 307,754870 6,380600
200000 0,001207 0,335998 0,998000 322,990314 6,711400

Table 25: Time-based results for HSR no component redundancy, repairable
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A.0.1 Repairable Systems With Component Redundancy

No Redundancy Protocol with component redundancy

Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures

0 1,000000 0,080000 1,000000 0,000000 0,000000
10000 0,871765 0,182674 0,998600 3,823763 0,083100
20000 0,704515 0,233079 0,998300 7,792131 0,167400
30000 0,545369 0,271753 0,999700 11.493518 0,249000
40000 0,410755 0,293717 0,999300 15,104743 0,325000
50000 0,303783 0,308709 0,999500 19,021929 0,407000
60000 0,221850 0,319262 0,999700 22,884945 0,482500
70000 0,160579 0,326854 0,998400 25,652418 0,560200
80000 0,115471 0,332399 0,999600 30,535668 0,641300
90000 0,082638 0,335497 0,999400 34,320357 0,722900
100000 0,053931 0,339549 0,999300 38,453013 0,305100
110000 0,041914 0,341838 0,999400 42,122254 0,835000
120000 0,029752 0,343561 0,999800 46,053544 0,965600
130000 0,021087 0,344864 0,999400 50,177738 1,047500
140000 0,014928 0,345851 0,999800 53,944838 1,128700
150000 0.010559 0,346600 0,999700 57,598111 1,208600
160000 0,007464 0,347170 0,999500 61,691549 1,295300
170000 0,005274 0,347604 0,998600 65,472928 1,379300
180000 0,003725 0,347934 0,999500 69,232544 1,459300
150000 0,002630 0,348187 0,999700 72,832515 1,538300
200000 0,001856 0,348379 0,999500 75,535203 1,517300

Table 26: Time-based results for no redundancy protocol repairable system system with component
redundancy.
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PRP with component redundancy

Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures

0 1,000000 0,080000 1,000000 0,000000 0,000000
10000 0,906102 0,115881 0,999300 4,332732 0,084800
20000 0,794937 0,144923 0,999800 8,115133 0,165200
30000 0,679256 0,168869 0,999500 12,057434 0,247200
40000 0,567829 0,188915 0,999800 15,893449 0,327500
50000 0,465999 0,205909 0,999600 19,407235 0,404400
60000 0,376461 0,220468 0,999700 23,062897 0,481100
70000 0,300037 0,233054 0,999400 26,872845 0,559100
80000 0,236334 0,244019 0,999600 30,942017 0,646800
90000 0,184254 0,253636 0,999700 34,983626 0,727700
100000 0,142359 0,262121 0,999600 38,829310 0,808700
110000 0,109114 0,269645 0,999800 42,903222 0,891400
120000 0,083041 0,276348 0,999800 46,585432 0,967000
130000 0,062799 0,282343 0,999200 50,659045 1,050400
140000 0,047222 0,287725 0,999800 54,650610 1,128600
150000 0,035327 0,292573 0,999800 58,674107 1,213500
160000 0,026308 0,296951 0,999100 62,536612 1,293000
170000 0,019509 0,300916 0,999900 66,251245 1,371400
180000 0,014413 0,304516 0,999800 70,339584 1,452700
190000 0,010612 0,307791 0,999500 74,357805 1,533700
200000 0,007789 0,310777 0,999700 78,477575 1,615000

Table 27: Time-based results for repairable PRP system with component redundancy.
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HSR with component redundancy

Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures

0 1,000000 0,148493 1,000000 0,000000 0,000000
10000 0,846810 0,182763 0,999100 7,293022 0,149400
20000 0,695379 0,210322 0,999100 14,613927 0,302300
30000 0,556956 0,232901 0,999200 22,361713 0,457500
40000 0,436993 0,251683 0,999200 29,054533 0,598100
50000 0,337007 0,267504 0,999200 36,353194 0,750400
60000 0,256131 0,280973 0,999500 43,570418 0,900800
70000 0,192249 0,292545 0,998800 50,675136 1,047200
80000 0,142753 0,302563 0,999200 57,669344 1,189300
90000 0,105014 0,311295 0,999100 64,479737 1,332700
100000 0,076622 0,318950 0,999200 71,770765 1,481200
110000 0,055506 0,325696 0,999200 78,904939 1,633500
120000 0,039955 0,331667 0,998800 86,177932 1,789200
130000 0,028599 0,336974 0,999300 93,593379 1,944300
140000 0,020369 0,341707 0,999600 100,970281 2,095900
150000 0,014442 0,345942 0,999400 108,306727 2,245100
160000 0,010199 0,349741 0,999300 115,465506 2,391600
170000 0,007176 0,353159 0,999200 122,392954 2,538100
180000 0,005033 0,356241 0,999300 129,242980 2,686000
190000 0,003520 0,359025 0,999000 136,146140 2,837000
200000 0,002455 0,361545 0,999500 143,715671 2,987500

Table 28: Time-based results for HSR with component redundancy Repairable
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B Non-Repairable Systems

B.0.1 Non-Repairable Systems Without Component Redundancy

No protocol no Component Redundancy

Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures.

0 1,000000 0,349000 1,000000 0,000000 0,000000
10000 0,705393 0,349000 0,705393 1558,543239 0,294607
20000 0,497579 0,349000 0,497579 5603,997954 0,502421
30000 0,350889 0,349000 0,350889 11403,702375 0,649011
40000 0,247585 0,349000 0,247585 18440,843793 0,752415
50000 0,174545 0,349000 0,174645 26350.853530 0,825355
60000 0,123193 0,349000 0,123193 34876.605957 0,876307
70000 0,065800 0,349000 0,085900 43835,674950 0,913100
80000 0,051298 0,349000 0,051298 53103,114883 0,938702
90000 0,043240 0,349000 0,043240 62s85,655772 0,956760
100000 0,030501 0,349000 0,030501 72220,652543 0,969499
110000 0,021515 0,349000 0,021515 81963,191177 0,973485
120000 0,015177 0,349000 0,015177 91781,572752 0,984823
130000 0,010705 0,349000 0,010705 101653,460467 0,589295
140000 0,007552 0,349000 0,007552 111563,091044 0,992448
150000 0,005327 0,349000 0,005327 121499,345175 0,984573
160000 0,003758 0,348000 0,003758 131454,379378 0,996242
170000 0,002651 0,349000 0,002551 141422,660914 0,997349
180000 0,001870 0,349000 0,001870 151400,287026 0,988130
190000 0,001319 0,349000 0,001319 161384,504738 0,996681
200000 9, 303023E − 004 0,349000 9, 303023E − 004 171373,372119 0,989070

Table 29: Time-based results for No protocol, non-repair, no Component Redundancy
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PRP With No Component Redundancy

Time Reliability Failure Rate Availability
Total

Downtime

Expected
Number of
Failures

0 1,000000 0,320000 1,000000 0,000000 0,000000
10000 0,725556 0,321612 0,725556 1444,320905 0,274444
20000 0,525618 0,323094 0,525618 5241,304753 0,474382
30000 0,380235 0,324461 0,380235 10750,690381 0,619765
40000 0,274702 0,325725 0,274702 17504,206546 0,725298
50000 0,198218 0,326898 0,198218 25160,138834 0,801782
60000 0,142868 0,327987 0,142868 33469,633244 0,857132
70000 0,102865 0,329002 0,102865 42251,797532 0,897135
80000 0,073991 0,329949 0,073991 51375,363968 0,926009
90000 0,053172 0,330835 0,053172 60745,224057 0,946828
100000 0,038179 0,331664 0,038179 70292,566838 0,961821
110000 0,027391 0,332443 0,027391 79967,673512 0,972609
120000 0,019637 0,333174 0,019637 89734,664192 0,980363
130000 0,014068 0,333863 0,014068 99567,675384 0,985932
140000 0,010071 0,334512 0,010071 109448,083494 0,989929
150000 0,007206 0,335124 0,007206 119362,491406 0,992794
160000 0,005152 0,335702 0,005152 129301,270622 0,994848
170000 0,003682 0,336250 0,003682 139257,507108 0,996318
180000 0,002630 0,336768 0,002630 149226,240052 0,997370
190000 0,001878 0,337259 0,001878 159203,912770 0,998122
200000 0,001340 0,337725 0,001340 169187,977103 0,998660

Table 30: Time-based results for PRP with no component redundancy, non-repairable
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HSR With No Component Redundancy

Time Reliability Failure Rate Availability
Total

Downtime

Expected
Number of
Failures

0 1,000000 0,335998 1,000000 0,000000 0,000000
10000 0,714625 0,335998 0,714625 1506,631553 0,285375
20000 0,510689 0,335998 0,510689 5437,060415 0,489311
30000 0,364951 0,335998 0,364951 11099,594805 0,635049
40000 0,260803 0,335998 0,260803 17999,934661 0,739197
50000 0,186376 0,335998 0,186376 25784,840929 0,813624
60000 0,133189 0,335998 0,133189 34201,880240 0,866811
70000 0,095180 0,335998 0,095180 43070,657465 0,904820
80000 0,068018 0,335998 0,068018 52262,257779 0,931982
90000 0,048607 0,335998 0,048607 61684,555460 0,951393
100000 0,034736 0,335998 0,034736 71271,715186 0,965264
110000 0,024823 0,335998 0,024823 80976,689410 0,975177
120000 0,017739 0,335998 0,017739 90765,856788 0,982261
130000 0,012677 0,335998 0,012677 100615,190676 0,987323
140000 0,009059 0,335998 0,009059 110507,521042 0,990941
150000 0,006474 0,335998 0,006474 120430,577753 0,993526
160000 0,004626 0,335998 0,004626 130375,592272 0,995374
170000 0,003306 0,335998 0,003306 140336,298382 0,996694
180000 0,002363 0,335998 0,002363 150308,218092 0,997637
190000 0,001688 0,335998 0,001688 160288,151316 0,998312
200000 0,001207 0,335998 0,001207 170273,811198 0,998793

Table 31: Time-based results for HSR no component redundancy, non-repairable
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B.0.2 Non-Repairable Systems With Component Redundancy

No Redundancy Protocol With Component Redundancy

Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures

0 1,000000 0,080000 1,000000 0,000000 0,000000
10000 0,871765 0,182674 0,871765 576,286179 0,128235
20000 0,704615 0,238079 0,704615 2687,863428 0,295385
30000 0,545369 0,271753 0,545369 6454,498951 0,454631
40000 0,410755 0,293717 0,410755 11696,961566 0,589245
50000 0,303788 0,308709 0,303788 18146,675276 0,696212
60000 0,221860 0,319262 0,221860 25537,567856 0,778140
70000 0,160579 0,326854 0,160579 33640,653669 0,839421
80000 0,115471 0,332399 0,115471 42272,146176 0,884529
90000 0,082638 0,336497 0,082638 51290,404118 0,917362
100000 0,058931 0,339549 0,058931 60589,046737 0,941069
110000 0,041914 0,341838 0,041914 70089,547394 0,958086
120000 0,029752 0,343561 0,029752 79734,634706 0,970248
130000 0,021087 0,344864 0,021087 89482,896886 0,978913
140000 0,014928 0,345851 0,014928 99304,576342 0,985072
150000 0,010559 0,346600 0,010559 109178,387971 0,989441
160000 0,007464 0,347170 0,007464 119089,158768 0,992536
170000 0,005274 0,347604 0,005274 129026,100294 0,994726
180000 0,003725 0,347934 0,003725 138981,556364 0,996275
190000 0,002630 0,348187 0,002630 148950,101516 0,997370
200000 0,001856 0,348379 0,001856 158927,895276 0,998144

Table 32: Time-based results for No protocol, non-repair, Component Redundancy
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PRP With Component Redundancy

Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures

0 1,000000 0,080000 1,000000 0,000000 0,000000
10000 0,906102 0,115881 0,906102 448,707619 0,093898
20000 0,794937 0,144923 0,794937 1935,066409 0,205063
30000 0,679256 0,168869 0,679256 4564,569036 0,320744
40000 0,567829 0,188915 0,567829 8335,379421 0,432171
50000 0,465999 0,205909 0,465999 13175,702724 0,534001
60000 0,376461 0,220468 0,376461 18974,223544 0,623539
70000 0,300037 0,233054 0,300037 25602,644636 0,699963
80000 0,236334 0,244019 0,236334 32931,011610 0,763666
90000 0,184254 0,253636 0,184254 40837,188732 0,815746
100000 0,142359 0,262121 0,142359 49211,973820 0,857641
110000 0,109114 0,269645 0,109114 57961,186540 0,890886
120000 0,083041 0,276348 0,083041 67005,804906 0,916959
130000 0,062799 0,282343 0,062799 76280,952966 0,937201
140000 0,047222 0,287725 0,047222 85734,303149 0,952778
150000 0,035327 0,292573 0,035327 95324,265230 0,964673
160000 0,026308 0,296951 0,026308 105018,190883 0,973692
170000 0,019509 0,300916 0,019509 114790,721821 0,980491
180000 0,014413 0,304516 0,014413 124622,341916 0,985587
190000 0,010612 0,307791 0,010612 134498,150969 0,989388
200000 0,007789 0,310777 0,007789 144406,852652 0,992211

Table 33: Time-based results for PRP component redundancy, non-repairable
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HSR With Component Redundancy

Time Reliability Failure Rate Availability Total Downtime
Expected
Number of
Failures

0 1,000000 0,148493 1,000000 0,000000 0,000000
10000 0,846810 0,182763 0,846810 760,841782 0,153190
20000 0,695379 0,210322 0,695379 3057,084787 0,304621
30000 0,556956 0,232901 0,556956 6809,259181 0,443044
40000 0,436993 0,251683 0,436993 11856,002962 0,563007
50000 0,337007 0,267504 0,337007 18002,554967 0,662993
60000 0,256131 0,280973 0,256131 25052,026942 0,743869
70000 0,192249 0,292545 0,192249 32823,234297 0,807751
80000 0,142753 0,302563 0,142753 41159,098011 0,857247
90000 0,105014 0,311295 0,105014 49929,010118 0,894986
100000 0,076622 0,318950 0,076622 59027,701753 0,923378
110000 0,055506 0,325696 0,055506 68372,355402 0,944494
120000 0,039955 0,331667 0,039955 77899,067170 0,960045
130000 0,028599 0,336974 0,028599 87559,304243 0,971401
140000 0,020369 0,341707 0,020369 97316,692535 0,979631
150000 0,014442 0,345942 0,014442 107144,274222 0,985558
160000 0,010199 0,349741 0,010199 117022,260600 0,989801
170000 0,007176 0,353159 0,007176 126936,245170 0,992824
180000 0,005033 0,356241 0,005033 136875,814975 0,994967
190000 0,003520 0,359025 0,003520 146833,490863 0,996480
200000 0,002455 0,361545 0,002455 156803,930650 0,997545

Table 34: Time-based results for HSR with component redundancy non-repairable
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