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Abstract

Passive recording systems have become increasingly popular and important in various
marine acoustic and geophysics branches. Data from these systems provide valuable
information and can be used in various applications, e.g., to characterize whales, earth-
quakes, or, more generally, the subsurface. These applications contain different frequency
ranges, and various recording systems have been developed to capture them all. For ex-
ample, strainmeters are sensitive to the lowest frequencies, like those generated by Earth’s
tide, while hydrophones, geophones and broadband seismometers can pick up higher fre-
quencies, such as those produced by whales and small-magnitude earthquakes. Hence,
the choice of receiving system depends on the application. These systems contain point-
sensors, therefore making it challenging to sufficiently instrument the whole world. This
is mainly due to the cost of installation and maintenance, hence leaving the world sparsely
instrumented. In recent years, new technologies have been developed to increase instru-
mentation. One example is Permanent Reservoir Monitoring (PRM) systems, which have
been installed near oil and gas fields to improve recovery. Such a system typically contains
1000s of 4-component sensors per PRM system and is placed near interesting features in
the subsurface. Another example is Distributed Acoustic Sensing (DAS), which has, in
recent years, emerged as a new technology to help increase the density of sensors world-
wide. The receiver unit, the DAS interrogator, is connected to an optical fiber within
a fiber telecommunication cable. This can re-purpose the fiber to a distributed sensor,
sensing acoustic signal every meter for up to 150 km, thus creating a far-reaching, easily
accessible receiver unit.

This thesis consists of several manuscripts investigating how dense passive receiver arrays
can extract information from the water column through whale songs and the subsurface
through different seismic waves. Most of the work has focused on DAS data from three
datasets. The first DAS dataset was acquired in 2020 in Svalbard by re-purposing one of
two telecommunication cables connecting Longyearbyen and Ny-Alesund. The data were
used to study the signals from a local earthquake. Standard preprocessing techniques were
used to enhance the on-set of P- and S-waves, which were further used to locate the event.
The obtained epicenter location was compared to those found using conventional receiver
systems. The second DAS dataset was acquired in 2022 in Svalbard by re-purposing
both telecommunication cables connecting Longyearbyen and Ny-Alesund. We used data
recorded on the cables to track up to eight whales for five hours, using two different loc-
alization methods. Additionally, seismic shots from a single air gun were used as ground
truth information to assess the accuracy of the tracking methods. The third DAS data-
set was acquired using a dedicated fiber in Rissa, Norway, trenched roughly 40 cm into
a known quick clay area. This data were used to monitor the quick clay as a new road
was built on top of the clay by investigating changes in the shear-wave velocity depth
profile. Inversion of the dispersion curves of Rayleigh waves was used to estimate the
shear-wave velocity profiles. Moreover, the Rayleigh waves were generated from sledge-
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hammer shots and the ambient background noise. The final dataset used in this thesis was
recorded on a PRM system South of the Oseberg C platform in the Norwegian North Sea
at a water depth of 107 m. The data were used to estimate the average quality factor of a
sedimentary package under the platform by applying a spectral ratio of earthquake signals
recorded on a station pair, one station placed on sediments near the Oseberg C platform
and one on bedrock in Bergen, Norway. Three different earthquakes were analyzed.

By studying the local earthquakes in the Svalbard 2020 dataset, we showed how a simple
beamforming procedure could find the direction of the earthquake, the apparent velocity
and help to increase the onset of P- and S-waves. In addition, we could estimate the
epicenter location of a local earthquake within ~17 km of the estimates from conventional
receiver systems.

Using the two fiber cables in Svalbard, we could see when the various whales vocalized
whilst accurately locating them. A dedicated single air gun fired at known positions close
to the fibers allowed us to estimate the average localization error to be ~100 m. These
capabilities demonstrate the potential for near-real-time whale tracking using DAS that
could be applied anywhere in the world where whales and fiber-optic cables are present.

Using the Rayleigh waves recorded in the quick clay DAS data, we could estimate shear-
wave velocity depth profiles over a seven-month acquisition period. The obtained disper-
sion curves, and shear-wave velocity profiles, showed small time-lapse variation during
the acquisition period, suggesting that the construction work did not alter the quick clay’s
property. Nevertheless, the obtained results capture the non-repeatability effects within
the acquisition period and provide reference curves for the study at undisturbed condi-
tions.

From the Oseberg PRM data, we found average (), and ()5 values for the sedimentary
sequence underneath the PRM system. The (), values were found to be more scattered and
hence more uncertain than the )5 values due to the P-wave being closer to the background
noise level. The quality factors for one of the studied earthquakes were found to be 92418
for the P-wave and 84 £ 13 for the S-wave, suggesting more attenuation of S-waves than
P-waves in this sedimentary layer.
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Chapter 1

Introduction

1.1 Motivation

Passive recording of acoustic and seismic data provides valuable information on vari-
ous processes. The main goal of the work performed during this Ph.D. project has been to
examine the potential of state-of-the-art dense passive receiver systems, focusing on fiber-
optic sensing and conventional 4-component systems for both bioacoustic and geophys-
ical applications. Dense receiver arrays give valuable information about the impinging
wave field, which cannot be captured by individual sensors spread over large areas. By
exploiting a large number of receivers in such arrays, more statistically significant estim-
ates can be obtained, and local variations in the wave field caused by local structures in
the subsurface can be observed. However, the instrumentation worldwide is generally
sparse, and much important information is not recorded. This undersampling depends on
geographical location, which can usually be attributed to how accessible and acoustic-
ally/seismically interesting a specific area is. The ocean is an example of an acoustically
active domain, but undersampled due to accessibility issues. The undersampling issue is
typically a question of cost, often in terms of the price of installation and maintenance,
and how many sensors are needed to be installed/maintained. For example, in an inactive
region, the sensor deployment is often not cost-efficient, as the effort of instrumenting the
area is greater than the value of the information recorded, or it is simply too expensive to
keep the sensors operational. For remote geographical areas, the cost rapidly increases.
Even though there is valuable information to be recorded, keeping a sufficient number of
receivers running for the needed time window might not be realistic. In recent years, new
technologies have been developed to increase instrumentation worldwide, where Distrib-
uted Acoustic Sensing (DAS) is one of the latest examples. The DAS interrogator, holding
the source laser and the receiver unit, contains all the hardware and is placed at the ter-
mination point of the fiber-optic cable, generally in an easily accessible area, such as in a
room where the fiber cable terminates. The convenient placement of the interrogator unit
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will decrease the cost associated with installation and maintenance whilst generating data
quickly available for post-processing and analysis. The cost will rapidly increase if the
fiber cable installation is part of the experiment, especially when it needs to be trenched
into the sea floor, and the interrogator unit is still relatively expensive. However, more
than 1.3 million km of fiber-optic cable is already in the oceans alone, which could be
re-purposed as sensor arrays. The longest portion of a fiber cable an interrogator unit
manages to cover is, to date, between 120 and 150 km. Having dense channel sampling
for such distances will considerably contribute to mitigating the undersampling problem,
which is especially important for the ocean, where the cost of installing and maintaining
receiver systems is greater than onland.

This thesis is a paper collection of several independent papers. It starts by introducing
various theories and concepts which provide valuable background information to the pa-
pers. Then it continues describing the motivation of the work, and finally, a summary of
the individual paper. After the introduction, the individual papers are given in separate
chapters. In the final chapter of the thesis, concluding remarks are given together with a
description of other work carried out during the Ph.D. and a future outlook.

1.2 Sensing systems

To map the sounds produced in the air around us, underneath our feet and above our
heads, we need various recording systems that capture the signals and convert them into a
format that can be interpreted and studied. The most obvious sound sensor is the human
ear. The ear is an efficient transducer converting sound pressures into neural-electrical
signals and is capable of discriminating sounds between 20 Hz and 20 kHz. Other receiver
systems complement the frequency range of the human ear and can record signals from
all environments with a great dynamic and frequency range, capturing both infra- and
ultra-sounds (below 20 Hz and above 20 kHz, respectively). The ocean, the solid earth,
and the atmosphere are examples of sound environments.

In geophysical applications, we are interested in ground motion, or particle displacement,
which is normally recorded on the lower portion of the frequency spectrum, typically from
1075 (Earth tides) to 1000 Hz (body waves from earthquakes with magnitudes less than
2). The amplitude range over these frequencies is vast, with a highly frequency-dependent
background noise level. This background noise limits the particle displacement we can
measure, and the lowest is typically 1 nm and the longest 1 m (giving a dynamic range of
10%; Havskov and Alguacil (2010, Chapter 1)). Given the vast frequency range and the
large dynamic range, it is hard to construct receivers that measure all ground motions or
even portions of them.

Another fundamental problem is that the particle displacement cannot be measured dir-
ectly. The most common way of obtaining the displacement is to record the particle
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acceleration instead and integrate it twice
. 2
i o< fou, (1.1)

where u denotes the particle displacement, the dots the differentiation with respect to time,
and f the frequency. We can identify another issue from this equation: low-frequency dis-
placement will produce low acceleration. Therefore, a seismic receiver needs an extensive
dynamic range to capture all signals within the different frequency bands. In principle, it
should be able to record the small accelerations at low frequencies and not saturate when
recording the large accelerations at high frequencies. However, building a stable sensor
that can capture all the wanted frequencies is difficult, and various recording systems cov-
ering different portions of the frequency spectrum are therefore available (Havskov and
Alguacil 2010).

The most popular receivers for geophysical exploration are the hydrophone (recording
acoustic pressure) and the geophone (recording particle velocity or acceleration), from
which strong motion signals at frequencies above the 2 to 14 Hz band can be recorded
(depending on the natural frequency of the receiver). The broadband seismometer is nor-
mally used for earthquake applications, recording small ground motion for frequencies
between 3 mHz and 100 Hz. To record the lowest frequencies, strainmeters are used.
These sensors can measure from a few Hz down to periods of years. More recently, Dis-
tributed Acoustic Sensing (DAS) has emerged as a technology capable of capturing a wide
range of frequencies from pHz to kHz (Waagaard et al. 2021, Williams et al. 2022).

These geophysical recording systems will be introduced in the following sections.
1.2.1 Conventional recording systems
Hydrophones

Hydrophones respond to variations in acoustic pressure by converting a small length
change of a particular material into an electrical signal proportional to the amplitude
of the impinging pressure wave. There are different types of hydrophones on the mar-
ket constructed for different applications, and the most common are piezoelectric trans-
ducers/hydrophones and fiber-optic hydrophones. When the hydrophones are placed on
the sea floor over a long period, the conventional piezoelectric hydrophones might be-
come unreliable due to possible electrical leakage, corrosion, or general sensor degrad-
ation. To overcome these issues, new hydrophones employ fiber-optic systems with no
electrical components or electrical power requirements in the water. The required elec-
tronics are in the interrogator system onshore. These should be more reliable on the sea
floor (Langhammer et al. 2010, Landrg and Amundsen 2018).

A piezoelectric transducer can be used as both source and receiver. The latter is primarily
used in geophysical applications, mainly within the ocean domain and based on Micro-
Electro-Mechanical-Systems (MEMS). MEMS technology uses the techniques of micro-
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fabrication to make micro-scale transducers with the same or better performance than the
traditional transducers (Amiri et al. 2020). Such elements are small; one example is the
HTI-97-DA hydrophones (by High Tech (2023)) which have a cylindrical shape with a
length of 7.32 cm and a diameter of 2.54 cm. A piezoelectric transducer records the pres-
sure wave in the water through the deformation the wave induces on the piezoelectric
material. This mechanical deformation will create an electrical voltage that can be recor-
ded and saved. Since the recorded electrical voltage is proportional to the amplitude of
the pressure wave, it can be readily converted back when processing the recorded voltage
data. Many piezoelectric materials exist and come in different geometrical shapes, like
rods, cylindrical tubes, and many others. Common materials include synthetic ceramics,
such as lead zirconate titanate (PbZrTis or simply PZT; Hovem (2012, Chapter 8.2)).

Piezoelectric hydrophones are used in a wide range of applications, including, but not
limited to, bioacoustic monitoring, target detection, underwater acoustic communication,
and subsurface exploration. For example, Hendricks et al. (2019) used four icListen HF
hydrophones to track killer whales, fin whales, and humpback whales in the Squally Chan-
nel on the West coast of Canada. Hydrophones are used in several receiver array systems
for subsurface exploration and monitoring. They are used in hydrophone streamers in
marine geophysical acquisitions and as one of the 4-components in Life-of-Field Systems
(LoFS), also known as Permanent Reservoir Monitoring (PRM) systems.

In recent years, the fiber-optic hydrophone has become increasingly popular, especially
for applications where hydrophones must be placed on the sea floor. Fiber-optic hydro-
phones make up a cylinder made of a plastic-like material with fiber coiled around the
cylinder. The hydrophone responds to a change in the length of the cylinder as the pres-
sure wave passes it. This length change can be measured using the shift in the reflection
time (or phase delay) between two identical Bragg grating! on opposite sides of the fiber
coil. Hence, the change in length in the fiber is proportional to the amplitude of the pres-
sure wave (Landrg and Amundsen 2018).

Geophones

Geophones respond to vibrations in the ground, for example, those generated by earth-
quakes, a person walking, or a moving car. The geophone converts the ground motion,
either particle velocity or acceleration, into voltage, which is recorded and saved. This is
done by investigating how the voltage deviates from a known baseline level. The most
basic geophone is a coil suspended around a permanent magnet. When the coil moves
relative to the magnet, a voltage is created and can be saved to disk. The main limitations
of this system are the excursion of the coil and the limited frequency response. The lim-
ited excursion is due to the coil only being able to move relative to the permanent magnet.

'A fiber Bragg grating is a fiber where the refractive index changes from high- to low-index along
its length (about 1 cm). This modulation in refractive index acts as a light reflector that reflects certain
wavelengths and transmits others. For more derails see Hartog (2017) or Landrg and Amundsen (2018).
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In contrast, the limited frequency is related to the response of the sensor system rolling
off under its natural frequency. Several improvements have been introduced to reduce
these limiting factors; two examples are: (1) Barzilai et al. (1998) added a separate dis-
placement measurement to improve the response for lower frequencies; (2) Brincker et al.
(2005) used the geophone as is and applied an inverse filter to improve the low frequen-
cies response. Various geophones are available with different natural frequencies. The
standard sensors are built to have a natural frequency between 4 and 10 Hz (Hearn et al.
2019), with some as low as 2.5 Hz (Seis Tech 2023).

MEMS geophones, or accelerometers, are other types of ground motion recording sys-
tems. The main difference to the conventional geophone is that this system is smaller and
responds primarily to particle acceleration. The MEMS technology typically converts the
ground motion to an electrical response through an active feedback circuit to maintain the
position of a small piece of material (e.g., silicon). This electrical response is proportional
to the ground particle acceleration.

Fiber-optic accelerometers measure the particle acceleration of the ground, similar to
MEMS accelerometers. In the same way as the fiber-optic hydrophones, the accelero-
meters do not have any electronics present or any electrical power requirements. The
main difference is that the accelerometer is a directional system that aims to measure ac-
celeration in three orthogonal directions, normally East-West, North-South, and vertical
components. To measure the directional acceleration, the fiber-optic system uses two half-
spheres at each side of a rod. This design ensures that only seismic waves impinging the
system parallel to the rod are measured, whereas it is in-sensitive to waves hitting perpen-
dicular to the rod. When hitting the wave parallel to the rod, the coil length will change,
and the seismic signal can be measured. The sensor can be tuned to a flat frequency re-
sponse over a wide frequency range from 1 to 250 Hz (Langhammer et al. 2010, Landrg
and Amundsen 2018).

4-component Permanent Reservoir Monitoring (PRM) systems

It is increasingly normal to instrument the offshore oil and gas fields with 4-component
(4C) sensors containing one hydrophone and three orthogonal geophones. These usually
are laid out in massive arrays and called Permanent Reservoir Monitoring (PRM) systems.
The systems aim to improve oil and gas recovery by optimizing the placement of produc-
tion and water injection wells, increasing the yearly saving by reducing the drilling cost
of new wells, and providing better sensor position repeatability for time-lapse monitoring,
among other reasons.

The first full-field PRM system, containing 2400 4C component receivers, was introduced
over the Valhall field in 2003, where 120 km of seismic cables, covering 45 km?2, were
trenched roughly 1 m into the seafloor. One receiver unit contains a Deepener piezoelec-
tric pressure sensor and three orthogonal OMNI-X-LT geophones (Van Gestel et al. 2008,
Landrg and Amundsen 2018).
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In the Snorre ’focused seismic monitoring project, a sensor system entirely based on
fiber-optic sensor technology was deployed 3 km North of the Snorre A platform in 2003
(Thompson and Andersen 2008). The system consisted of two multicomponent fiber-optic
seismic cables, each containing 100 4C seismic sensors, three orthogonal fiber-optic ac-
celerometers, and a fiber-optic hydrophone. The cables were placed ’back-to-back” with
an inter-station spacing of 50 m, giving a total array length of roughly 10 km. The inter-
rogator unit for the system was placed on the platform. A related study before deploying
the fiber-optic systems showed it to have a similar performance to the conventional sys-
tems (Thompson et al. 2006). Later in December 2012, Statoil deployed a larger PRM
system on the Snorre license. This system covered an area of 195 km?, with 10000 seismic
receivers (Landrg and Amundsen 2018).

Another example is the PRM system installed in 2013 South of the Oseberg C platform.
This system contains 172 4C receivers connected by seismic cables laid outin a >V’ shape
(Bussat et al. 2016). This system uses three orthogonal MEMS VectorSeis sensors and an
HTI-97-DA High Tech Inc. hydrophone in one receiver node.

One of the newest 4C PRM systems is installed at the Johan Sverdrup oil and gas field.
This field is monitored by permanent 4C fiber-optical cables trenched into the subsurface.
A total of 380 km of fiber-optic seismic cables have been installed, holding over 6500
receiving stations and covering an area of more than 120 km? (Offshore-Energy 2019,
Fayemendy et al. 2021).

Strainmeter

Strainmeters are on the other end of the frequency spectrum compared to hydrophones
and geophones, measuring "ultra-low" frequencies (periods as long as years). The ba-
sic principle behind strainmeters is to measure the changes in the distance between two
points using some solid materials like an iron pipe or a quartz rod. Focusing on these low
frequencies, it captures signals originating from Earth’s tides and gradual displacement
build-up near plate boundaries and volcanoes.

One of the earliest strainmeters, made by Benioff (1959), was a 24 m long quartz rod
attached to the ground at one end and extended through a capacitance transducer on the
other end. Newer strainmeters, and hydraulic sensors, achieve a dynamic range of 130 dB
and a strain sensitivity of 10712, Other examples are based on laser technology and meas-
ure normal horizontal strain over longer distances, such as faults (Stein and Wysession
2003). Araya et al. (2017) presented a new example of a laser strainmeter that measures
the change in distance between two retroreflectors housed in two separate vacuum cham-
bers placed 1500 m apart. They reported that the lowest background noise obtained was
below 1072 in the mHz scale.
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Broadband seismometers

Modern broadband seismometers are usually based on the Force Balanced Accelerometer
(FBA) principle (Havskov and Alguacil 2010). The FBA consists of a spring, a force
coil around a mass, a displacement transducer with a capacitor, and a resistor. The final
component, a feedback coil, can exert a force equal to and opposite to the inertia force
generated by the particle acceleration. The displacement transducer sends a current to
the force coil through a resistor in a negative feedback loop. The current produces a
polarity opposite to the motion of the mass and hence tries to prevent movement from the
mass (with respect to the frame). The current is proportional to the ground acceleration,
and the voltage over the resistor directly measures acceleration. Havskov and Alguacil
(2010) noted that the low-frequency limit of broadband receivers is 0.0025 Hz and that
the dynamic range of FBA sensors is 106 — 108, The typical high-frequency limit is
100 Hz.

1.2.2 Distributed Acoustic Sensing (DAS)

Distributed Acoustic Sensing (DAS) technology has emerged over the last two decades as
a paradigm shift in remote sensing for many different applications. The DAS technology
evolved in the oil and gas industry using dedicated vertical fibers in downhole operations
(Mestayer et al. 2011). Later it was applied to horizontal fibers, and a range of examples
was investigated; earthquake seismology (Lindsey et al. 2017), near-surface monitoring
(Dou et al. 2017), passive acoustic monitoring of ships (Rivet et al. 2021), and whales
(Landrg et al. 2022, Bouffaut et al. 2022). As mentioned in Section 1.1, one of the major
limitations within conventional remote sensing is that only some geographical regions
are sufficiently instrumented. This generates a statistical bias in the reporting of a wide
range of acoustic and seismic signals. For the earthquake catalogs, the small-magnitude
local earthquakes might go undetected, while vital information from bioacoustic acoustic
signals might be missed in areas with few-to-no receivers. DAS is broadly considered part
of the solution to this issue, as it can interrogate down to mHz and up to kHz, covering
distances up to 150 km, with the spatial sample around one meter. The advantages of
using fiber-optic cables as sensing elements are that they are cheap, flexible, and durable,
with a lifetime somewhere between 25 and 40 years (most of the fiber installed 30 years
ago was expected to last 25-30 years, and the majority are still in operation).

For many applications, receivers every meter for up to 150 km is more than enough to
capture the wanted signals. However, other applications need a longer range. For instance,
some of the undersampled areas are at such distances from where the interrogator units
can be installed and cannot be reached with the current technology. When we want to
monitor the integrity of fiber cables, the current interrogation range will not suffice as
the cables are usually much longer than the 150 km range. It is worth noting that a high
noise region is present after ~100 km, depending on fiber quality, connector quality and
the interrogator unit used. However, the DAS technology is rapidly improving, and we
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can hopefully interrogate longer fiber cables soon. Another issue is that laser repeaters
are placed every 60-70 km, potentially stopping the laser signal and limiting the length
coverage. It is worth noting that the distance to the first repeater depends on the system
used, it might be as low as 50 km and as long as 100 km along some cables.

Rayleigh scattering

Rayleigh scattering is essential to the DAS measurement principles. It is the elastic dis-
tribution of light in all directions, caused by the refractive index being non-uniform on a
distance scale which is much smaller than the wavelength of the light sent into the fiber.
The portion of the light being scattered back towards the light source is referred to as
the Rayleigh backscattering. The non-uniform distribution of refractive index occurs dur-
ing fiberglass manufacturing, where thermodynamically driven density fluctuations, or
impurities, in the glass, are created (Hartog 2017).

Measurement principle of the OptoDAS interrogator

Many DAS interrogator systems are available and based on different optical approaches
and principles. DAS is also known by other names, such as Distributed Vibration Sensing,
Coherent Optical Time-Domain Reflectometery, Coherent Optical Frequency-Domain Re-
flectometery, or phase-sensitive Optical Time Domain Reflectometry (Lindsey et al. 2020).
In this section, we will focus our discussion on the measurement principle behind the Op-
toDAS interrogator, which is based on long-duration Linear Frequency Modulated (LFM)
optical pulses and coherent detection combined with a low noise fiber laser (Waagaard
et al. 2021).

Interrogation of an optical fiber is performed by sending LFM pulses into the cable and
recording the backscattered signal from the whole fiber for consecutive pulses. The in-
strument can compute phase changes by comparing the backscatter response from one
pulse to the next. Usually, light pulses are repeatedly sent with a free-space wavelength
(M\o?), in which the sampling period at the optical receiver is 1 x 1078 s (A7). This can
be used to find the spatial sampling interval (SSI) through

SSI = <c> A, (1.2)

2ng

where c is the speed of light in vacuum, and n, is the refractive index. These values
are normally set to ¢ = 299792458 m/s and n, = 1.47 (for SMF-28 fibers), which
gives a SSI ~ 1.02 m (Taweesintananon et al. 2021). If the cable lies perfectly still,
the backscatter response between two pulses is the same, and no linear phase change
will be observed. In contrast, when an acoustic or elastic wave hits the fiber cable (or

’The free-space wavelength is normally set to 1550 nm as this wavelength gives the minimum total loss
in the cable, corresponding to a ~0.18 dB loss per km. The total loss is a combination of scattering loss,
infrared absorption, and UV-absorption (Hartog 2017).
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is disturbed by some other source) at a specific position, it will slightly strain the fiber
at this point. This will induce a change to the position of inherent impurities, which
can be detected as a linear change in the phase response between the two consecutively
recorded backscattered signals. The interrogator extracts this rate of phase change, or the
time-differentiated phase (éz), for every spatial sampling location x along the cable. This
process is schematically depicted in Figure 1.1.

The time-differentiation process is done for the entire fiber length, where local impur-
ity position changes are measured within different scattering regions, resulting in strain
measurements as a function of time and fiber position. In the OptoDAS system, the dis-
tance between the center points of two adjacent scattering regions is defined as the spatial
sample separation, dz, as well as constituting the gauge length, GL (we will discuss the
GL in more detail in a later subsection). When the time-differentiated phase response is
computed, a spatial moving average is applied with an averaging length (/N,,,4) similar to
the gauge length, resulting in a spatially averaged time-differentiated phase (j)avg@ around
the location x. The spatial averaging is used to decimate the SSI to a desired spatial res-
olution and to suppress the Rayleigh fading effect’. For example, when a gauge length of
4.08 m is used, the new spatial resolution is calculated by averaging across four spatial
samples (Nqyg = 4; Taweesintananon et al. (2021)). After successfully applying the spa-
tial averaging, spatial differentiation between the average time-differentiated phase from
two adjacent spatial sampling locations (Na,, normally the same as N,4) is computed

Aqbl“ = d)avg,x—&—GL/Q - d)avg,x—GL/Qy (1.3)

where the GL = Na, x SSI, A(bz is the time-differential phase change data saved to the
disc, and z indicates spatial sampling location.

To convert the recorded time-differentiated phase change data to in-line strain, three signal
conditioning steps are usually needed:

1. The in-line strain rate (é11 ,) of position x can be computed from the time-differentiated

phase change (Taweesintananon et al. 2021):

Ao

TG A% (1.4)

é11,x =

where (* is the strain-optic coefficient (0.78 is used for silica fibers).

2. The data is normally phase wrapped along the spatial dimension, and spatial un-
wrapping is applied to the data. The unwrapping is done over a range defined in the
meta-data and depends on the measurement set-up.

3Rayleigh fading is a random attenuation of a signal from the destructive interference of multipath arrivals,
which will degrade the sensor performance (see, e.g., Lin et al. (2019)).
“The strain-optic coefficient ¢ is often described by the Pockel photoelastic constants (Pi1, Pi2) and the

2
Poisson’s ratio of the fiber material v. It can be computed by { = 1 — % [Pi2 — v(Pi1 + Pi2)].
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Figure 1.1: Distributed acoustic sensing measurement principle. The acoustic signal, in this case
from a whale, will displace the impurity (the orange dot) with a small length, A L. Two consecutive
laser signals are backscattered from two slightly different points along the cable, which can be
observed as a phase shift, At. This is illustrated by the two curves where the orange curve is
shifted relative to the original blue curve. By interrogating the phase shift, the length change in
the cable can be computed using the speed at which the laser travels within the fiberglass (c),
AL = cAt. Figure from Landrg et al. (2022).

3. The final step is an integration along the time axis to get the measurement in the
strain unit:

¢
611,90:/ €11,2dt. (1.5)
0

The output from the third step is the strain data analyzed in this thesis.

Various factors can help us understand the inherent restrictions of DAS. The first factor
is that the pulse has a finite travel distance within the cable (z,,4,) due to the laser en-
ergy being attenuated (scattered or absorbed) as it propagates through the cable. This
distance depends on the input laser energy, quality of the fiber, as well as the connect-
ors along the cable. Waagaard et al. (2021) have, to date, shown the longest achieved
interrogation range of 171 km using a low-loss cable. Commercial cables absorb more
of the input laser sweep, and the maximum range with signal above the noise floor is
approximately between 140 and 150 km (if a 0.19 dB/km is achieved). Additionally,
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the index of refraction dictates at which speed the laser propagates through the cable.
In the case of silica fibers, the refractive index is n, ~ 1.47. The laser speed is then
cn = ¢/ng = 3-108/1.47 = 2.04 - 10® m/s. The maximum fiber length possible to
interrogate (L) depends on the sampling frequency used (the interrogating optical pulse
interval) and ¢,, and can be computed by:

Cn
2fs
Therefore, if we want to interrogate 171 km the sample rate would be 598 Hz. However,
if we want to capture high frequencies, say a sampling frequency of 100 kHz, "only" the
first ~1022 m of the cable will be covered.

L= (1.6)

The gauge length

Gauge length (GL) may be the most crucial variable in an interrogation system, and a
poorly chosen value will distort the recorded signal and might render some data useless.
It is defined as the length of fiber over which distributed measurements are taken to obtain
the phase signal (Dean et al. 2017). A longer GL will result in a higher signal-to-noise
ratio (SNR) but at the cost of reduced resolution and increased signal distortion. The
optimal GL depends on the velocity and frequency of the wave under investigation. Dean
et al. (2017) found the optimal GL to be when the GL over wavelength ratio (GL/)\) is
=~(0.6. This leads to the following "rule-of-thumb" for choosing the optimal length value:

v

GLoptimum = 06?7 (17)
where v is the velocity and f the frequency of the wave studied. When (GL/\) approaches
one the signal becomes distorted.

Using a Ricker wavelet with a central frequency of 40 Hz and velocity of 1000 m/s, Dean
et al. (2017) investigated how the wavelet would respond in terms of SNR and resolution
to a variation of GLs. Increasing the GL reduced the high frequency content of the wavelet
and decrease the frequency of the notches. When wavelengths between 5 and 15 m were
used (resulting in GL/\ between 0.2 and 0.6), the wavelet was well represented with one
clear peak. However, when increasing the GL to 20 m the wavelet appeared to posses a
flat-topped appearance (GL/A = 0.8) before developing two peaks at a 25 m GL value
(GL/\ = 1.0), producing a distorted representation of the signal.

Directional response of DAS

DAS arrays measure the in-line stain component, i.e., one component of the 3D strain
tensor, and not 3D vector velocity, as is often the case for conventional geophone re-
ceivers. Hence, the DAS directional sensitivity is vital to understand as the array is only
sensitive to how the fiber is strained along the fiber direction. This sensitivity depends
on how the fiber cable is installed, i.e., if it is a straight line, slightly curved, or makes a
90° turn. For simplicity, we will limit this discussion to the former case.
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Figure 1.2: DAS directivity response of a straight fiber (the black line) to apparent compressional,
P, waves (A) and apparent transverse, S, waves (B; Li et al. (2022).

The directivity of DAS depends on the type of wave and the relative position between the
array and the source, i.e., the angle the incident wave hits the cable. For apparent P-waves
it is given as (Li et al. 2022, Chapter 1.1.2)

Dy(6) = cos? 0, (1.8)
where 0 is the angle of incidence. For apparent S-waves it is
D4(0) = sinf cosé. (1.9)

The resulting directionality patterns are depicted in Figure 1.2. Papp et al. (2017) test the
P-wave sensitivity in a laboratory experiment using walkaround geometry for the acquisi-
tion. They found the same patterns for P-waves as in equation (1.8), where the arrivals at a
90° angle (fiber perpendicular to the source direction) have the lowest amplitude with in-
creasing amplitude towards 0° and 180° (fiber parallel to the source direction). Moreover,
Papp et al. (2017) observe that the fiber is not sensitive to the P-wave polarity and cannot
distinguish between waves arriving from opposite directions.

1.3 Seismic wave propagation

A seismic source generates several seismic waves. Seismic waves are normally divided
into the compressional wave arrivals (also known as Primary waves, P-waves), the shear
wave arrivals (also known as transverse and Secondary wave, S-waves), and the slower
surface waves. These waves are separated by their particle motion and where they oc-
cur/propagate. The waves can be described in various media, with attributes dependent
on the medium under investigation. To highlight the basic wave propagation ideas used
in the acoustic and geophysical application studied in Chapters 2, 3, and 4, we limit the
discussion to the acoustic medium and the elastic isotropic case.
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1.3.1 Equation of motion

The equation of motion expresses Newton’s second law in terms of surface and body
forces and is given as (Stein and Wysession 2003, Chapter 2.4.1)

2
Vo(x,t) + f(z,t) = p(m)%u(m,t), (1.10)
where u(x,t) is the displacement vector as a function of the geographical coordinates
@ and time ¢, p(x) the density, o (x,t) the stress tensor and f(x,t) the body force, or
source, term. From hereafter, we will omit the arguments () and (x, t) to simplify the
notation and neglect the body force term. The displacement vector and the stiffness tensor
are first- and second-order tensors, respectively, and are given as

uy o11 012 013
u=u; = |uz|, 0 =0 = 021 O22 03|, (L.11)
u3 031 032 033

where the index in u; (¢ = 1,2,3) denotes the direction, while the indices in the stress
tensor o;; describe the stress applied in the 7 direction on the surface with normal j (j =
1,2,3).

Stress is related to strain through Hook’s law:
0ij = Cijri€rl, (1.12)

where Cjj, is the fourth-order elastic stiffness tensor and the strain €; can be expressed
in terms of the displacement components:

1 ouy, ouy

The fourth-order elastic stiffness tensor has 81 entries. However, due to symmetry in
the strain tensor and, by extension, the stress tensor, there are 21 independent elastic
components (which is the case for a triclinic medium). The elastic tensor can be written
as

[C11 Ciz Ciz3 Cia Ci5 Cis
Co1 Cay Caz Coy (o5 Cop
C31 O3 C33 (O34 C35 Csg
Cry = , 1.14
1 Cyn Cio Cu3 Cy Cus Cue (1.14)
Cs51 Cso Cs3 Css Cs5 Cse

Ce1 Cs2 Ces3 Css Ces Ceel

using a simplified notation of the full C;;; tensor, known as the Voigt notation. In equa-
tion (1.14) we have used the following: 11 — 1, 22 — 2,33 — 3, 23 — 4, 13 — 5,
12 — 6, 1i.e.,4j — [ and kl — J. In the case of an elastic isotropic medium, the elastic
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tensor is greatly simplified. Using the Lamé parameters (A and p), we can re-write the
elastic tensor and, for the sake of completeness, plug it into Hook’s law (equation (1.12))

o1 A+ 24 A A 0 0 0] [a
09 A A4 2u A 0 0 O €9
o3| A A A4+2u 0 0 0] |e3
g5 N 0 0 0 1% 0 0 €4 . (1.15)
o5 0 0 0 0 p O |es
| 06 | . 0 0 0 0 0 p] |esl

1.3.2 The acoustic wave equation

The simplest case of wave propagation is when there is no shear motion (1 = 0), where
pressure wave propagation in a fluid medium is investigated. For such cases, pressure is
normally used instead of displacement. There are three main reasons for starting with this
simple medium: (1) The equations are easier to understand and derive; (2) It is often used
in practice as a simple approximation of compressional-waves in solid models (Cerveny
2001); (3) It must be used when modeling signals in the water column.

One example of the acoustic wave equation (assuming constant density) is given as

1 9?2

Vipl(. 1) — s pap(@ ) = ~f(@.1), (1.16)

where p(x, t) is the acoustic pressure field in a three-dimensional (3D) spatial volume, ,
at time ¢, ¢(x) denotes the P-wave velocity, and f(x, t) the body force.

There are different methods of solving the acoustic wave equation. One example of such
a function is that of plane waves:

Pplain = Aexp(i(wt — k- x)) + Bexp(i(wt + k - x)), (1.17)

which are in- and out-going plane waves, where A, B are two complex constants, w
the angular frequency and k the angular wavenumber vector. However, in some scen-
arios, other representations of the wavefront are more realistic. For example, in the water
column, describing them as cylindrical or spherical waves gives better representations.
The type of radiation model used depends on the range in which the waves propagate, as
the horizontal dimension is much larger than the vertical. The wave will spread spher-
ically until it hits the sea floor and the ocean surface and can be treated as cylindrical
after.

In Chapter 2, we will use pressure waves propagating in the water column to track whales
and seismic signals produced by an air gun.
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1.3.3 Waves in an elastic isotropic medium

While acoustic media can describe wave propagation in the ocean, treating the earth as
an elastic isotropic medium provides a better approximation for seismic wave propaga-
tion. The equation of motion for an elastic isotropic medium can be written in terms of
displacement by combining equations (1.10), (1.12) and (1.13), and the relevant stiffness
components given in equation (1.15) (Stein and Wysession 2003, Chapter 2.4):

62

A+ 2u)V(V - u) — uV x (V x u) (1.18)

= oa
where - and x denote the dot and cross products, respectively. Equation (1.18) can be

rewritten using the relation between the particle displacement (u) and the scalar potential
(¢) and the vector potential (2)):

u=Vo+V xp. (1.19)

Inserting this into equation (1.18), rearranging the equation, and applying some vector
identities, we obtain

92 o2
V(A +20) V2 — paﬂgb] = -V x [w%p - pw'l,b} . (1.20)

By setting each of the brackets equal to zero, we can obtain two wave equations, one
scalar equation for compression waves and one vector equation for shear waves:

o, 102

Vid= 5529 (1.21)
5, 197

Ve = 7 52 ? (1.22)

where the velocities are given as a = ([A + 2u]/p)'/? and 8 = (u/p)'/?, for P- and
S-waves, respectively.

To better understand the nature of the P- and S-waves, we can investigate how their wave
equations react to plain wave propagation. This will reveal some fundamental properties
of their wave propagation in terms of their displacement polarization. By introducing a
plane wave propagating in the z-direction, we can introduce the scalar potential for the
harmonic P-wave and the vector potential for harmonic S-waves:
d(z,t) = Aexp(i(wt — kz)), (1.23)
P(z2,t) = (Ax>Ay>Az)eXp(i(Wt — kz)). (1.24)
Using that equation (1.19) can be divided into a displacement for the P- and S-waves, we
find that their respective displacement vectors are
upy(z,t) = Vo(z,t) = (0,0, —ik)Aexp(i(wt — kz)), (1.25)
us(z,t) =V x (z,t) = (ikAy, —ikAg, 0) exp(i(wt — kz)). (1.26)
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These equations show that the P-wave has a non-zero displacement component along the
propagation direction z. In contrast, the S-wave displacement is non-zero perpendicular
to the propagation direction. It is also worth noting that there is a dilatation present for
the P-wave displacement:

V- uy(z,t) = —k*Aexp(i(wt — k2)), (1.27)
whereas the S-wave displacement has no volume change:
V-ug(z,t) =0. (1.28)

This is one way of showing that the first arriving wave in an elastic isotropic medium
is a compressional wave and the secondary comprises two perpendicular polarized shear
waves.

In Chapter 4, we will investigate how P- and S-waves generated by local earthquakes can
be used to estimate the average attenuation of a sedimentary layer.

1.3.4 Surface waves

In addition to recording P- and S-waves, seismic sensors will detect waves trapped near
the Earth’s surface, or near layer boundaries, known as surface or interface waves. There
are two types of surface waves, Rayleigh and Love waves, named after their discoverers
and separated by their particle displacement patterns. Firstly, the displacement patterns
of the Rayleigh wave will be introduced by investigating it in a homogeneous half-space.
Secondly, the dispersion relation for Love waves in a layer over a half-space will be in-
troduced. In principle, the same procedures can be carried out to find the displacement
pattern of Love and Rayleigh waves, but with some modifications. Love waves do not
exist in a homogeneous half-space, and Rayleigh waves are not dispersive in this model.
Both need to be extended to a layer over a half-space model. Most generally, they need a
velocity structure that varies with depth. We will follow the notation of Stein and Wyses-
sion (2003, Chapter 2.7)) in the following paragraphs.

Rayleigh waves particle displacement

The term ’Rayleigh waves’ is used when the waves are trapped near the air-solid boundary.
Alternative names are used for waves along other layer interface types. For the fluid-solid
boundary at the sea floor, it is known as Scholte waves, and at the solid-solid boundary,
within the Earth, it is known as Stoneley waves (Ewing et al. 1957). Here, only Rayleigh
waves will be considered. In the case of a homogeneous half-space, Rayleigh waves
are a combination of compression motion and vertically polarized shear motion, i.e., SV
motion, and we can therefore investigate it in, for example, the x — z plane. To describe the
particle displacement of Rayleigh waves, we use the potentials for P- and SV-plane waves
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Figure 1.3: The basic behavior of surface waves. The particle displacement of the Rayleigh
wave along the surface displays its retrograde elliptical motion, and the maximum displacement
in the z-direction is 1.5 greater than the maximum in the x-direction. In this example, the wave is
propagating from left to right along the z-axis.

defined for a free surface boundary condition at z = 0, where z is positive downward

¢ =A-exp(i(wt — kyx — kyraz)), (1.29)
Y = B - exp(i(wt — kpx — kyrpz)), (1.30)

where A and B are constants, w is the angular frequency, k, the x-component of the
wavenumber, and

ra = (2/a® = 1)V, rg= (/8% — 1)1/2 (1.31)

where c, is the apparent velocity along the surface. For these potentials to describe
Rayleigh wave motion, i.e., energy trapped near z = 0, two conditions must be adhered
to: (1) the energy must not propagate away from the free surface, and (2) satisfy the free
surface boundary condition.

The first condition is known as the radiation condition and is met when the energy of
the wave decay with depth. This is the case when the argument in exp(—ik,7,2) and
exp(—ik,rgz) are negative real, which only happens when ¢, < 5 < a. We then get that

ro = —i(1—c2 /)2 rg=—i(1—c2/6%)Y2 (1.32)

which results in a negative real argument, and when substituted back into equations (1.29)
and (1.30), will result in an exponential decay of the potentials with depth.

The second condition is a boundary condition and is satisfied when o, and ¢, vanish at
the free surface. We use this to find the values of either A or B. The stress components
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at z = 0, expressed in terms of the potentials in equations (1.29) and (1.30), satisfy the
continuity equation (where the boundary condition is satisfied without an incident wave)

Ou,  Ou, 0%y 0% 0%
00z (7, 0,8) = p < 0z + Ox > —H <28x82 * 0x2 622> (1.33)
=2rA+ (1-713) B=0, (1.34)
du, *¢ 9% *¢ 0%
= [AN1+7r2)]+ 2wl A+ 2urgB =0, (1.36)

where § = V - w is the dilatation. This system of two equations has a nontrivial solu-
tion if its determinant is zero. The algebra will not be shown here, but a fourth-order
polynomial containing four roots is obtained by writing out the determinant (Stein and
Wysession 2003, Chapter 2.7). Each root corresponds to one possible apparent velocity
of the Rayleigh wave. However, only one satisfies the radiation condition, ¢, < (. This
root gives an apparent velocity of the Rayleigh wave ¢, = (2—2/+/3)3 = 0.9243, provid-
ing a simple relation between the apparent velocity of the Rayleigh wave and the velocity
of the SV-wave. Furthermore, we use this root to express B in terms of A:

62
B=A <2 - ﬁg) /(27“5). (1.37)

We insert this back into the potential and find the resulting displacement for the x- and
zZ-components:

Uy = gi - gf = Akg sin (wt — kyz) (exp(—0.85ky2) — 0.58 exp(—0.39k52)) ,
(1.38)

Uy = gf gﬁ = Ak, cos(wt — kyx) (—0.85 exp(—0.85k,2) + 1.47 exp(—0.39k,2)) ,
(1.39)

where the real parts of the displacement exponential have been taken, the displacement
pattern is harmonic waves propagating in the z-plane, decaying exponentially with depth
propagating with a retrograde particle motion (Stein and Wysession 2003, Chapter 2.7).
Figure 1.3 shows a numerical implementation of equations (1.38) and (1.39) and illus-
trates the retrograde motion of particle displacement colorcoded as a function of time
(one period in this case).

Love waves and the dispersion relation

Contrary to Rayleigh waves, Love waves have the same name for all interfaces and result
from interaction between horizontally polarized shear waves, SH-waves. The Love wave’s
particle motion is entirely horizontal, 90° relative to the propagation direction, and decays
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with depth. Another difference from Rayleigh waves is that the simplest case where Love
waves exist is in a layer over a half-space model. Generally, it exists in media where the
velocity structure varies with depth. To investigate the dispersion behavior of Love waves,
we introduce a sum of up- and down-going SH-wave in the top layer (1) and down-going
waves in the half-space (2):

uyl) = By exp(i(wt — kyx — kg1, 2)) + Baexp(i(wt — kgx + karp,2)),  (1.40)
(2) — B’ exp(i(wt — kot — kyrg,2)), (1.41)

Uy

where (1 is the shear-wave velocity in layer 1, 3 is the shear-wave velocity in layer 2. For
the layer over half-space medium, the boundary conditions needed to produce the Love
waves are: (1) the radiation condition where the energy should not travel into the half-
space as propagating waves. This is the case when ¢, < (2, and 75, = —i(1 — 2 /32)/?
(as in equation (1.32)). (2) The boundary condition at the free surface (z = 0) and at the
layer interface (2 = h) need to be satisfied. The traction force at the free surface should
vanish and be continuous for both the displacement and the stress components over the
z = h layer interface. Inserting the particle displacement into these conditions, we find
two new expressions (for more details, see Stein and Wysession (2003, Chapter 2.7)):

2By cos(kyrg, h) = B exp(—ikyrg,h), (1.42)
2ip1rg, By sin(kyrg h) = —porg, B’ exp(—ikzrg, h). (1.43)

By taking the ratio of these two equations (equation (1.43) by equation (1.42)), we find
the dispersion relation of the Love wave:

tan(kgrg, h) = — 202 (1.44)

ipirg,
which is an essential property of surface waves illustrating how Love waves in a layer
over half-space are dispersive, meaning that different frequencies propagate at different

apparent velocities®.

To find dispersion curves, we rewrite the dispersion relation in terms of the apparent
velocity (c,) and the angular frequency (w):

pa(l—2/BHY? h hofce N\
—, ¢ i 1 .
1
This equation is best solved graphically where the function of the left-hand side equals
the right-hand side, i.e., where they intersect. These points provide the modes of the

tan(wf) =

. o (1.45)

It is also worth noting that dispersion can be derived from reflection and transmission. This derivation
emerges from the radiation condition, ¢, < (2, which also means we are looking at critically reflected
SH-waves corresponding to a wave trapped within the layer with an evanescent wave in the half-space.
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Figure 1.4: Illustration of how dispersion curves are computed. A layer over half-space model is
used. Layer 1 is 20 m thick with a shear-wave velocity of 100 m/s and density of 1.825 g/cm?.
Layer two has a velocity of 250 m/s and a density of 1.9 g/cm®. (A, B, C, D) The left- (the blue)
and right-hand (the red) sides of equation (1.45) with their intersection points (black dots). When
there are several intersection, each is associated with a dispersion curve. (A) Using 5 Hz, (B)
10 Hz, (C) 15 Hz, (D) 20 Hz. (E) The dispersion curves are estimated by saving the velocity
values for each dot on the frequency range 1-20 Hz.

Love wave and can only be found on the interval defined by the tan function, as it is
only defined for real values. Hence, the available range is 81 < ¢, < (2. The tangent
function will have several repeating curves and several intersections between the curves
in equation (1.45). The number of tan graphs depends on the frequency used, and the
modes are, therefore, frequency dependent.

Figures 1.4A, B, C, D illustrate how equation (1.45) can be solved graphically for the
layer over half-space model. The medium parameters are chosen to be comparable to
the case investigated in the second paper of this thesis (Chapter 3), where the first layer
has a thickness of 20 m, S-wave velocity of 100 m/s and density of 1.825 g/cm?, while
layer two has a S-wave velocity of 250 m/s and density of 1.9 g/cm3. The blue and red
curves represent the left- and right-hand sides of the equation, and the black dots are their
intersection points. It also depicts how different frequencies produce a different number
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of modes and how we can find the dispersion curves by investigating several frequencies.
Extending the frequency interval to range from 1 to 20 Hz, we can find the dispersion
curve for the fundamental mode and the higher-order modes by saving the &(c,) values
for each frequency. The resulting dispersion curves are depicted in Figure 1.4E, where
the first mode from the left is the fundamental mode, followed by the higher-order modes.
A total of eight modes are present.

The dispersion observed in the layer over the half-space model is the simplest in which
surface wave dispersion occurs. It will also be a prominent effect in more complicated
models, where the properties vary with depth, and in such subsurface models, the dis-
persion curves will exist for both Love and Rayleigh waves. There are different ways
of computing these curves, where one approach extends the method just discussed by
introducing the necessary layer conditions. This is used in Chapter 3, where a different
number of horizontal homogeneous layers are used to estimate the shear-wave velocity
profile over seven months to map changes in a quick clay area.

1.3.5 The effect of viscosity on wave propagation

Before going into the details on the effect viscosity has on seismic wave propagation, we
will shortly discuss a simpler case, the damped harmonic oscillator. This oscillating sys-
tem provides a relatively easy way of understanding some fundamental concepts related
to viscosity and damping, which are also applicable to seismic processes.

The un-damped and damped harmonic oscillator

The un-damped harmonic oscillator is depicted in Figure 1.5A and composes a spring
with a stiffness constant x connected to a mass m. Using Newton’s second law, we can
describe the particle displacement of the mass through the following equation of motion:

d2
mﬁu(t) + ku(t) =0, (1.46)
where the second term is related to the restoring force of the spring. Since there is no
damping to the system, it will never stop once set in motion, which can be described
through

u(t) = Aexp(iwpt) + B exp(iwot), (1.47)

where A and B are constants, ¢ is time, and wy = (x/m)"/? is the natural frequency of
the system. Equation (1.47) has a general solution on the form

u(t) = Ag cos (wot). (1.48)

If we introduce a dashpot to the system with a damping factor  (see Figure 1.5B), the
mass will not oscillate forever. This damping term is proportional to the velocity of the
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Figure 1.5: A simple introduction to attenuation, and quality factor, through the un-damped (A)
and damped (B) harmonic oscillator. (C) The oscillations for various quality factors () = oo (un-
damped), @ = 10, and Q = 100. Note that the damping factor -y is inversely proportional to @,
@ = wo/~, where wy is the system’s natural frequency.

mass and will oppose its motion, which modifies the equation of motion:
—u(t) + = —u(t) + wiu(t) =0, (1.49)

where () = wq/7 is the quality factor. The general solution of this system can be found
by assuming that the particle displacement is given as

u(t) = Apexp(ipt), (1.50)

where p is a complex frequency. We will not go into the derivation here but rather give
the general solution directly (which can be obtained by inserting equatino 1.50 into equa-
tion (1.49), see Stein and Wysession (2003, Chapter 3.7)):

u(t) = Ag exp(—wot/2Q) cos(wt), (1.51)

where w = wo(1 — 1/4Q%)'/2.

Figure 1.5C shows the response of the damped harmonic oscillator to an impulse source
at time zero when @ = oo, Q = 10, and = 100. The main difference is that the
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exponential term in equation (1.51):
A(t) = Ag exp(—wot/2Q), (1.52)

expresses the decay of the signal’s envelope introduced by the dashpot. When Q = oo,
this term vanishes, and equation (1.51) breaks down to equation (1.48), meaning we have
the un-damped case. Another effect is that the natural frequency of the harmonic oscil-
lator changes depending on the value of the quality factor. We can observe in Figure 1.5
that a smaller () value means a higher attenuation, which conversely means that a higher
damping factor gives a higher attenuation, as expected.

Attenuation and physical dispersion

It is normal to consider seismic waves as acoustic or elastic, where the main attenuation of
the wave is through the geometrical spreading and losses over layer interfaces. However,
it is well known that dissipation (energy converted to heat) follows wave propagation.
Various disturbances within the Earth cause this dissipation; each converts some energy
to heat. Several mechanisms contribute to energy dissipation, generally collected under
the term internal friction (Ewing et al. 1957, Chapter 5.5). Internal friction has two main
effects: wave attenuation and physical dispersion.

The seismic attenuation is often described in terms of the quality factor (), a meas-
ure of the efficiency of the wave propagation, which is inversely related to attenuation.
Moreover, attenuation is often described as the anelastic structure of the Earth. It can be
further described as an analog to the elastic velocity structure, where () is the imaginary
part of the velocity (Stein and Wysession 2003, Chapter 3.7).

Physical dispersion is the second important consequence of seismic attenuation. We
already discussed dispersion when looking at surface waves, but the dispersion related
to attenuation and the dispersion from surface waves are different. For surface waves, the
dispersion (also known as geometrical dispersion) results from the subsurface having a
depth-dependent velocity structure. Surface waves at different frequencies sample differ-
ent parts of the subsurface (low frequencies penetrate deeper, while the high frequencies
focus on upper parts). Conversely, the intrinsic velocity of waves in the medium varies
with frequencies for physical dispersion.

To illustrate how physical dispersion results from attenuation, we look at how a seismic
wave, a delta pulse in this case, changes shape as it attenuates. The delta pulse is of
infinite height and unit area and is made up of waves of all frequencies, which can be seen
through its Fourier transform pair:

u(z,t) =0 (

We will start by looking at how the pulse attenuates when assuming no velocity dispersion.
To see the attenuation effect, we recall how the signal of the damped harmonic oscillator

t— %) +— F(w) = exp(—iwx/c). (1.53)
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decays as a function of time (equation (1.51)), but instead write it as a function of distance
(t = x/v; @ is assumed constant) and frequency:

A(w) = exp(—wz/20Q). (1.54)

From this equation, we can observe that higher frequencies decay faster with distance than
the lower frequencies. Multiplying equation (1.54) with the frequency response of the
delta pulse in equation (1.53) and taking the Fourier transform back to the time domain,
we find (Stein and Wysession 2003, Chapter 3.7):

u(z,t) = ((%)/((&)Z(j—tﬁ))/m (1.55)

which is a broadened version of the delta pulse, symmetric around ¢ = x/v. The problem
with this solution is that the tails stretch to infinity, meaning that some energy arrives
before the pulse arrives at a receiver and even before the earthquake has started. This is
an un-physical situation known as non-causality, meaning we cannot treat seismic wave
velocity as the same for all frequencies. Instead, we need physical dispersion, i.e., the
mechanisms that create attenuation must also prevent seismic waves from propagating at
the same speed. Dispersion makes the lower frequencies travel slower than the higher
frequencies, hence arriving later. From this, we can introduce a mathematical condition
that ensures causality of the arrivals: all u(x,t) = 0 when ¢ = z/cs < 0, where ¢ is
the velocity of the infinite-frequency wave, the first arriving frequency. For completeness,
it is useful to introduce a dispersion relation that takes the causality into account. One
such example is Azimi’s attenuation law given as (Aki and Richards 2002)

(W) = v (1 n le In <:}‘;>> : (1.56)

where vy and wq are the reference velocity and frequency. In this formulation, the high
frequencies arrive at, or soon after, the infinity-frequency wave and, subsequently, the
lower frequencies. The times of arrival depend on the () value.

In Chapter 4, we estimate the average P-wave quality factor (), and S-wave quality factor
Qs values for a sediment layer using a dense 4C ocean-bottom-node array installed on top
of the sediment layer and a reference broadband seismometer installed on bedrock.

1.3.6 Ray Tracing — an approximate solution to wave propagation

The wave equations can sometimes be challenging to solve, with analytical solutions only
existing for some specific models, initial conditions, and boundary conditions. Hence,
approximate solutions are often used, and in the most complex scenarios, they must be
used. Modeling the seismic wavefield is important in many branches of exploration and
earthquake seismology and can be done in many different ways. The most common meth-
ods are finite difference, finite element, and ray tracing. In this thesis, only the latter has
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been used and will be introduced in the following paragraphs (following the notation of
Cerveny (2001)).

To get an overall picture of the simplifications needed to get to a ray tracing system, we
start by introducing the general elastodynamic equation in terms of particle displacement:

Ouy, 0%u; .
V- (CZ]klafEl> + f’L =p o2’ 1= 172737 (157)

2

where Cjj1; are components of the elastic tensor and f; the Cartesian components of the
the body force (we assume a source free region, f; = 0, in the following discussion).

The elastodynamic equation represents a system of three coupled second-order partial
differential equations for the particle displacement vector w. Solving this problem is sig-
nificantly complex for most media, which leads us to the first approximation, namely the
high-frequency approximation. The high-frequency approximation requires a smoothly
varying medium, and the material properties, slowness, and amplitude vectors do not vary
significantly over a distance similar to the wavelength. Applying this approximation to
the elastodynamic equation, it is possible to derive equations controlling the traveltime
function of the ray (eikonal equation) and the amplitude function (transport equation) for
both P- and S-waves. For simplicity, we will show how this is done using the acoustic
wave equation, and a similar approach can be done for the elastic wave equation (see
Cerveny (2001, Chapter 2.4.2)).

We start by introducing an approximate time-harmonic high-frequency solution (a gener-
alization of the plane-wave approach):

p(xi,t) = P(x;) exp(—iw(t — T(x;))). (1.58)

To adhere to the high-frequency approximation condition, P(x;) and T'(z;) are smoothly
varying models. Note that ¢ = T'(z;) represents the moving wavefront and 7'(x;) is the

traveltime function. We insert this into the acoustic wave equation given in equation (1.16)
and find:

—W?P[(VT)? —1/c? + iw[2VP - VT + PV?T] + V2P = 0. (1.59)

This equation should be satisfied for all frequencies w, meaning each term in brackets
must be equal to zero. However, there are three equations and only two unknowns (7" and
P). As we are interested in high frequencies the first two terms will be most prominent,
and we require only these to be equal to zero (and neglect the third term). This leads to

(VT)? —1/c* =0, (1.60)
known as the eikonal equation, and

VP .-VT + PV*T =0, (1.61)
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known as the transport equation (Cerveny 2001, Chapter 2.4.1). As mentioned, a similar
approach can be carried out by inserting another generalized plane-wave solution into the
elastodynamic equation, which will, after some work, give similar eikonal and transport
equations for both P- and S-waves. In this work, we are interested in the traveltimes and
focus only on the eikonal equation.

The eikonal equation is still challenging to solve as it is a first-order non-linear partial dif-
ferential equation and, when solved, finds the wavefronts radiating from a seismic source.
The next step is to solve for the rays propagating perpendicular to these wavefronts. This
can be done in different ways, but the most common is to solve the eikonal equation in
terms of the characteristic curve producing 3D trajectories through the medium, i.e., the
ray paths (for a complete discussion, see Cerveny (2001, Chapter 3.1.1) and references
therein). This produces the ray equations, a system of ordinary differential equations.
These equations give the position x;(¢) of a ray at time ¢, given a P-wave velocity model
vp and a source position:

d

$$i(t) = vp(z:)°pi, (1.62)
d 1 0
%Pi(t) = —M%%(ﬂ?i)» (1.63)

where p;(t) denotes slowness as a function of time and z; is the Cartesian coordinate along
the ray. This can be numerically implemented using, e.g., the modified Euler method:

Tig41 = Tik + At@z(xi,k)pi,b (1.64)

1 0
m,kﬂ)) | (1.65)

p‘,k+1 - p‘,k - At (U
' ' Op (i 1) O ©

where k denotes the position along the ray and At is the time step.

1.4 Acoustic and elastic wave monitoring

An increased sensor coverage provides new possibilities in terms of monitoring as inform-
ation not available with single sparse receivers can now be captured. We use DAS data
for two monitoring studies, one to track whales in Isfjorden at Svalbard and the other to
monitor subsurface changes in a known quick clay area in Norway as a road was built on
top of the clay.

1.4.1 Whale monitoring

Baleen whales were brought to the brink of extinction during large-scale commercial
whaling, but many are now recovering (Thomas et al. 2016). Nevertheless, anthropo-
genic stressors associated with modern and industrialized ocean exploration still affect
the whale population. This is especially clear in the Arctic, an area with abundant baleen
whales, both endemic and boreal visitor species (Hamilton et al. 2021). Additionally, due
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to global warming, the sea-ice melt has increased in recent years (Stroeve et al. 2007,
Comiso et al. 2008). This melt will open new shipping routes, intensifying human activ-
ities in local species-rich areas. Increasing ship traffic will further increase the threat of
ship strikes, which is one of the main stressors for whales, in addition to entanglement in
fishing gear (Greene and Pershing 2004, Thomas et al. 2016). Global warming will also
induce alteration in sea-surface temperatures and circulation patterns. This could force
cetaceans to change their seasonal habits, such as the migratory route or force them to
change their feeding patterns (Van Gestel et al. 2008).

Considering the effects of increasing human activity in Arctic habitats and the potential
changes in whale migration, it is urgent to develop robust monitoring procedures to track
and map the changes in whale migration routes and habitats. The methods should also
enable close to real-time monitoring of the whale locations, which can be used to avoid
deadly ship strikes. There are several common tracking methods; some examples are
visual surveys (Cummings and Thompson 1971), satellite tracking (Lydersen et al. 2020),
and location estimation based on hydrophone data (McDonald et al. 1995). Long-term
installation of hydrophone arrays has been widely used for Passive Acoustic Monitoring
(PAM), but suffers from uneven spacing and general undersampling. DAS might be part
of the solution to this problem, as it provides a dense spatial sampling of receivers over
a long range. To monitor whales, accurate location methods are needed as well as an
estimation of the heading and speed. Hendricks et al. (2019) argued that an accuracy of
100 m is needed to perform real-time ship strike risk management for whales. One simple
location method is the grid search (see, e.g., Wilcock (2012)). This method will compute
the whale’s position and provides valuable information on the accuracy of the location
through mismatch maps. Another example that estimates the location heading and speed
is a state space model and Bayesian filtering approach (see, e.g., Eidsvik and Hokstad
(2000)).

1.4.2 Quick clay monitoring

Many devastating quick clay landslides have occurred in Norway the last 50-60 years.
These slides are triggered by changes in the near-surface properties through anthropo-
genic and/or natural impacts. Many factors play a role in triggering the clay liquefaction
associated with such events; examples are vibrations from earthquakes, alteration in the
material balance in the clay, massive rainfall over time, and/or local erosion (Gregersen
et al. 1981, Lundstrom et al. 2009, Ryan and Riekeles 2021).

Quick clay can only be found in areas that were previously covered by glaciers. The
clay was deposited on the seafloor as marine clay during or shortly after the last ice age.
The pore fluid of the marine clay deposit consisted primarily of salt water. When the
glaciers melted, the clay areas were uplifted due to isostatic rebound. After some time,
the area emerged from the sea and was no longer covered by saltwater. The marine clay
material was then exposed to freshwater that passed through the material. Over time, the
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salt leached out of the clay and became increasingly unstable; it turned quick. In such
quick clay, a little disturbance to the internal structure of the clay could cause it to liquefy
and flow, generating massive damage to the landscape and the local population.

In Norway, there have been several devastating quick clay landslides, and the most re-
cent example is the Gjerderum slide in 2020 (Ryan and Riekeles 2021). This slide had
very unfortunate consequences, where eleven people were killed, and it caused at least
875 MNOK worth of damages. This highlights the importance of developing robust mon-
itoring systems for such areas. Such a monitoring system can be based on different meth-
ods and set up in several ways. One possibility is to quantify the changes in the shear-wave
velocity depth profile in a time-lapse manner while processes previously known to trigger
events are ongoing. When an avalanche is triggered, the shear strength of the clay will
drastically decrease before the landslide and vanish when the clay liquefies. Since the
shear strength is related to the shear-wave velocity (see equation (1.22)), these changes
can be detected as changes in the shear-wave velocity. It is worth noting that the time scale
for these changes in shear modulus is unknown and represents a significant challenge in
such monitoring projects.

1.5 Thesis structure

The main part of this thesis consists of three independent papers, either published or sub-
mitted to peer-review journals, organized into separate chapters. Additionally, one paper
published and presented at the 83rd EAGE (European Association of Geoscientist and En-
gineers) annual conference and exhibition is presented in Appendix A. In Appendices E,
F, G, H the abstract of papers co-authored during the Ph.D. are given and a summary of
these papers are given in Section 5.2. A summary of the published/submitted papers is
presented in the following:

Chapter 2 presents how two parallel fiber-optic cables can be used to track whales sim-
ultaneously using two fiber-optic cables, over a distance range of 60 km. Two different
localization methods (a grid search and a Bayesian filter) are investigated and compared.
These methods are found to provide complementary information. The grid search estim-
ates individual locations (with detailed mismatch maps), which can be connected to tracks.
In contrast, the Bayesian filter estimates the tracks directly and the associated swim dir-
ection and speed. A total of eight fin whales were successfully tracked within a five hours
along cable section between 40 and 95 km from the interrogator unit. Additionally, we
used ground truth data from geo-referenced seismic shots to assess the accuracy of the
methods for both the locations and velocities obtained, finding the location accuracy to be
roughly 100 m.

In Chapter 3, we investigate the feasibility of using Rayleigh wave dispersion curves to
monitor a known quick clay area in Norway. The dispersion curves can be used to es-
timate the shear-wave velocity of the quick clay. As the shear stiffness is related to the
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shear-wave velocity and will drastically decrease before a quick clay landslide, a poten-
tial monitoring system can look for changes in the shear-wave velocity over time. We
test the concept by acquiring both active and passive data over seven months as a road
is constructed on top of the clay. Such construction activities might influence the mass
balance of the clay and potentially trigger a landslide. The data were recorded on a dedic-
ated DAS array trenched roughly 40 cm into the clay before the road construction started.
Shear-wave profiles were computed using two different surface wave inversion methods,
one linearized and one non-linear method. The time-lapse analysis of the obtained shear-
wave velocity profiles and the extracted dispersion curves show no significant variation in
velocity over the monitoring period. Nevertheless, the obtained velocity profiles can be
used as references to the current steady state of the quick clay.

In Chapter 4, we present a new spectral ratio method to estimate the average P- and
S-wave quality factors, @), and (), of the sedimentary package under the Oseberg C
platform in the Norwegian North Sea. Quality factors are important for more accurate
characterization of the subsurface and to obtain added information on physical processes
within the earth. However, few methods compute the average quality factor value in
sediments for both P- and S-waves. The proposed spectral ratio method uses data recorded
on a station pair, one on bedrock and one on sediments. Data from a 3C broadband
seismometer was used for the station placed on bedrock, and 172 4C receivers just south
of the Oseberg C platform were used for the station placed on sediments. Each receiver
gives individual () estimates ranging from 64 to 137 for P-waves and 29 to 123 for S-
waves. The @), estimates are more scattered, and hence, more uncertain than the Q)
values, due to the P-wave signal being closer to the background noise level. The method
can be used for various regions, using appropriate raypath configurations connecting the
source and the receiver.

In Appendix A, we describe a case study using a local earthquake recorded on a 120 km
DAS array in Svalbard, Norway. Standard preprocessing methods and a simple beam-
forming method are used to improve the signal-to-noise ratio of the earthquake to extract
better first-break arrivals, which are subsequently used in a grid search procedure to loc-
alize the event. The result is compared to those reported by the NORSAR and the Norwe-
gian National Seismic Network (NNSN). The locations are found to be similar in a 17 km
range of each other.

1.6 Contributions

The contributors to the papers presented in the thesis are as follows:

e Paper 1, Chapter 2: Simultaneous tracking of multiple whales using two fiber-
optic cables in the Arctic. Published in Frontiers in Marine Science.

This work was carried out by Robin André Rgrstadbotnen. Jo Eidsvik provided
the Bayesian Filter location method, which was adapted to the application in the
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paper. Marin Landrg, Jo Eidsvik, John Potter, and Léa Bouffaut participated as su-
pervisors. The rest of the authors participated in writing and editing the manuscript
and carrying out the data acquisition.

Paper 2, Chapter 3: Quick clay monitoring using distributed acoustic sensing: A
case study from Rissa, Norway. Submitted to Geophysics.

This work was carried out by Robin André Rgrstadbotnen. Hefeng Dong provided
the surface wave inversion methods, which were adapted to the applications in the
paper. Kenneth Duffaut provided the rock physics modeling. Hefeng Dong, Martin
Landrg, and Kenneth Duffaut participated as supervisors. The rest of the authors
participated in writing and editing the manuscript and carrying out the data acquis-
ition.

Paper 3, Chapter 4: Average (), and ()5 estimation in marine sediments using a
dense receiver array. Published in Geophysics.

This work was carried out by Robin André Rgrstadbotnen. Martin Landrg particip-
ated as supervisor.

Paper 4, Appendix A: Analysis of a local earthquake in the Arctic using a 120 km
long fiber-optic cable. Published and presented as conference paper in EAGE 83rd
annual conference & exhibition.

This work was carried out by Robin André Rgrstadbotnen. Marin Landrg particip-
ated as supervisor. The rest of the authors participated in writing and editing the
manuscript and carrying out the data acquisition.
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Published by Frontiers in Marine Science 28 April 2023 (Rgrstadbotnen et al. 2023)

Abstract

Climate change is impacting the Arctic faster than anywhere else in the world. As a re-
sponse, ecosystems are rapidly changing. As a result, we can expect rapid shifts in whale
migration and habitat use concurrent with changes in human patterns. In this context, re-
sponsible management and conservation requires improved monitoring of whale presence
and movement over large ranges, at fine scales and in near-real-time compared to legacy
tools. We demonstrate that this could be enabled by Distributed Acoustic Sensing (DAS).
DAS converts an existing fiber-optic telecommunication cable into a widespread, densely
sampled acoustic sensing array capable of recording low-frequency whale vocalizations.
This work proposes and compares two independent methods to estimate whale positions
and tracks; a brute-force grid search and a Bayesian filter. The methods are applied to
data from two 260 km long, nearly parallel telecommunication cables offshore Svalbard,
Norway. First, our two methods are validated using a dedicated active air gun experiment,
from which we deduce that the localization errors of both methods are 100 m. Then, us-
ing fin whale songs, we demonstrate the methods’ capability to estimate the positions and
tracks of eight fin whales over a period of five hours along a cable section between 40 and
95 km from the interrogator unit, constrained by increasing noise with range, variability in
the coupling of the cable to the sea floor and water depths. The methods produce similar
and consistent tracks, where the main difference arises from the Bayesian filter incorpor-
ating knowledge of previously estimated locations, inferring information on speed, and
heading. This work demonstrates the simultaneous localization of several whales over
a 1800 km? area, with a relatively low infrastructural investment. This approach could
promptly inform management and stakeholders of whale presence and movement and be
used to mitigate negative human-whale interaction.

2.1 Introduction

Baleen whales play crucial ecosystemic roles in the oceans, from predators to prey, cli-
mate regulators, nutrient reservoirs, niche constructors enhancing biodiversity, and con-
nectors between ecosystems (Roman et al. 2014, Lavery et al. 2014). After being brought
to the brink of extinction, many species are recovering following the cessation of large-
scale commercial whaling (Thomas et al. 2016). Nevertheless, their recovery is hampered
by anthropogenic stressors associated with modern and industrialized ocean exploitation
where pollution (acoustic, chemical, and thermal) coupled with ocean acidification, add to
the primary threats of ship strikes and entanglement in fishing gear (Greene and Pershing
2004, Thomas et al. 2016).

In the Arctic, the climate is changing faster than anywhere else in the world (IPCC 2022),
and the Svalbard archipelago is one of the fastest warming regions (Maturilli et al. 2013,
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Nordli et al. 2014). This can be observed in many ways; e.g., through the rapid retreat of
glaciers in the Svalbard area (Hagen et al. 1993, Schuler et al. 2020) and by the decrease
in Arctic sea-ice (Stroeve et al. 2007, Comiso et al. 2008). The “Atlantification” of the
Arctic alters sea-surface temperatures and circulation patterns, forcing some cetaceans
to change their seasonal habits; e.g., the timing of their migration, the migration route
itself, or even forcing them to seek alternative habitats (van Weelden et al. 2021). This
impacts both endemic Arctic species and boreal visitor species (Hamilton et al. 2021);
e.g., fin whales have recently been observed to change their observed presence in Arctic
regions from late spring/early summer to the fall to year-round (Klinck et al. 2012). At
the same time, human activities, their intensity, and impacts are also evolving with sea-ice
loss; e.g., with the impending development of cross-Arctic shipping routes and openings
for natural resource exploitation (Jaskolski 2021, Townhill et al. 2021). Hence, we can
expect that human activities will intensify in species-rich areas (Hamilton et al. 2021).

Considering the region’s dynamism, it is urgent to develop robust and scalable methods to
draw the baseline of species’ geographic range and habitat use to understand their ecology,
which is challenging for highly mobile and pelagic baleen whales (Ahonen et al. 2021).
The methods should also enable close to real-time monitoring to identify rapid changes
and mitigate anthropogenic impacts. A key element is to be able to evaluate whales’ po-
sitions both at large- and fine-scales. Current and common methods for tracking baleen
whales include visual surveys (Cummings and Thompson 1971), satellite tracking (Ly-
dersen et al. 2020, Hoschle et al. 2021) or deploying widespread arrays of hydrophones to
determine a whale’s position from time difference of arrival and hyperbolic intercepts of
its calls (McDonald et al. 1995). Nowacek et al. (2016) presents a review of recent tech-
nologies used for conservation-oriented behavioral studies of cetaceans while Harcourt
et al. (2019) focuses specifically on methods applied to the conservation of right whales.
Under the scope of localization and tracking, passive acoustic monitoring (PAM), using
long-term hydrophone installations or towing arrays during short field trial periods, has
proven reliable and cost-effective and has been used extensively since the late 1980’s to
quantify the seasonal presence of whales (Sirovi¢ et al. 2013, Ahonen et al. 2021) and
to estimate locations (see, e.g., McDonald and Fox (1999), Thode et al. (2000), Bouffaut
et al. (2021)). However, individual hydrophones are often unevenly spaced, making fine-
scale movement analysis difficult, and they are often sparse, resulting in undersampling
of the vast ocean habitat of baleen whales (Ahonen et al. 2017; 2021). The sparse instru-
mentation can be largely attributed to the cost of purchasing, installing and maintaining
these systems and the finite life span of their batteries. Therefore, we are in need of
continuous-monitoring PAM systems that are cost-effective, spread over large areas and
with sufficient spatial density to fill the gaps in existing capabilities. In addition, it would
be highly desirable to be able to get measurements in near-real-time, rather than having
to wait until recording instruments are recovered.

Over the last two decades, a new technology, Distributed Acoustic Sensing (DAS), has
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emerged as a game-changer in remote acoustic sensing, with the potential to fill many
of the monitoring gaps in the ocean. Connecting an ‘interrogator’ to the end of a ‘dark’
(unused) fiber in a fiber-optic cable allows acoustic data to be acquired continuously. Vir-
tual acoustic sensors can be generated at spatial intervals along the cable as frequently as
every meter, for up to 171 km along the fiber (Waagaard et al. 2021). Over 1.3 million
km of offshore telecommunication cables are installed worldwide, creating an opportun-
ity to increase remote acoustic sensing coverage both onshore and offshore. Currently,
these virtual sensors do not have the sensitivity to rival dedicated hydrophones. However,
with thousands lying along an extended cable, the beamforming gain available through
signal processing, together with the ability to ‘focus’ on sources using the very long
array, offers unique potential. DAS technology has already been applied to many dif-
ferent fields ranging from earthquake seismology (Lindsey et al. 2017) to geophysical
exploration (Mestayer et al. 2011, Taweesintananon et al. 2021), near-surface monitoring
(Dou et al. 2017), oceanography (Taweesintananon et al. 2023), water-born sound sources
(Matsumoto et al. 2021), and passive acoustic monitoring of ships (Rivet et al. 2021) and
baleen whales (Bouffaut et al. 2022, Landrg et al. 2022). Until recently, DAS has been
collected from single fibers. However, there is growing interest in combining two differ-
ent fibers, either in the same or in separate telecommunication cables, when configuration
and access allow it (Wilcock et al. 2023).

Fiber-optic cables are often trenched for protection against anchoring and fish trawling.
Depending on the sea bed type, the cables are usually laid in a line that covers the shortest
possible distance to minimize cost and reduce latency. When interrogating straight-line
cable segments, we generally encounter the well known left-right ambiguity (also known
as 180° ambiguity) associated with linear arrays, in which it is impossible to determine
which side of the array the source is located. Bouffaut et al. (2021) experienced this
problem when tracking whales using the inner cable between Longyearbyen and Ny-
Alesund from a similar experiment in 2020 and Landrg et al. (2022) had the same issue
when tracking a cargo ship. While it may sometimes be possible to resolve the left-right
ambiguity if the environment breaks the symmetry, the only sure solution is to make
the array two-dimensional. This can be achieved by curving the array (as it negotiates a
‘corner’, for example) or using a second array separated by a sufficient distance to provide
aresolvable time of arrival difference, yet close enough to receive the same source signals.
We exploit the availability of two such cables in this work.

We investigate and compare two different methods to track baleen whales using DAS:
a Grid Search (GS) method (Havskov and Ottemoller 2010) and a Bayesian Filter (BF;
see, e.g., Siarkkd (2013)). These two methods were applied to data recorded on two fiber-
optic cables connecting Longyearbyen and Ny—Alesund in the Svalbard archipelago (Fig-
ure 2.1). We first exploited the ground truth generated by a single geo-referenced air gun
source for calibration and evaluation of the accuracy of these two methods. A small air
gun was used, in accordance with the permissions given by the authorities in Svalbard, to
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Figure 2.1: An overview map of the study area. (A) The fiber-optic telecommunication cables
are located between Longyearbyen and Ny-Alesund. Starting in Longyearbyen, the cables enter
the Adventsfjorden 5 km after the interrogator unit; they then cross Isfjorden into the open ocean,
bypassing Prins Karls Forland before entering the Kongsfjorden north of the settlement at Ny-
Alesund. The entire length of both telecommunication cables was interrogated using four inter-
rogator units. However, only data from the two units located in Longyearbyen have been used in
this work. (B) The ocean depth profiles along the fiber paths, the cables are trenched an additional
0-2 m into the seafloor.

minimize disturbance and potential harm to marine life. Then, over a 5.1 h period recor-
ded on a 60 km portion of the cable, up to eight fin whales (Balaenoptera physalus) were
successfully tracked.

The chapter is organized into five main parts. First, the distributed acoustic sensing data
are presented, where the experimental set-up, the air gun, and fin whale data are intro-
duced. The second part contains information on the methods used to obtain the results.
The data conditioning, time of arrival picking and computation of empirical detection
range are first presented, followed by the localization methods, the GS and the BF. Then,
the results from the air gun and fin whale tracking are given, as well as individual fin
whale song characteristics. The results are discussed in part four. Firstly, the localization
errors are discussed, followed by comparing the two localization methods and, finally,
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DAS-based localization for whale conservation. We conclude the chapter by presenting
the conclusions.

2.2 Distributed acoustic sensing data

2.2.1 Experimental set up

Currently, it is common practice to include more optical fibers than initially required
within one fiber-optic telecommunication cable, to enable network growth and increase
redundancy at a minimal incremental cost. Using Alcatel Submarine Network Opto-
DAS interrogators, we tapped into two out of 24 standard single mode G.652D fiber
bundles within each of two existing submarine telecommunication cables connecting
Longyearbyen and Ny—/f\lesund in Svalbard, Norway (Figure 2.1). The OptoDAS in-
terrogators send linear optical frequency-modulated swept pulses into the fiber and in-
terrogate the Rayleigh backscattering caused by inherent inhomogeneities in the fibers
(Waagaard et al. 2021). Such inhomogeneities are displaced by, e.g., acoustic waves from
whales impinging on the fiber, which can be detected as phase changes in the Rayleigh
backscatter. The time-differentiated phase is obtained by continuously comparing the
backscattered response from one pulse to the next. This is typically done in two steps:
first, the phase is spatially differentiated between regularly spaced channels along the op-
tical fiber, then compared to the next pulse’s response. The time differentiated phase is
stored by the interrogator and later converted to fiber strain during the data processing (for
more information on this conversion, see, e.g., Hartog (2017)). Normal signal strength de-
cay along the fiber is about 0.2 dB/km, depending on the quality of the optical fibers and
connectors. The returned signal strength from 100 km is, therefore, ~ —40 dB with re-
spect to 1 km. To date, the maximum cable length that has been interrogated with a signal
above the noise floor is 171 km, applying low-loss cables. On commercial telecommu-
nication cables, the range is typically 140-150 km (Waagaard et al. 2021). Therefore, to
collect data on the entire 260 km length of each separate telecommunication cable, four
interrogator units were deployed; two in Ny-Alesund and two in Longyearbyen, one for
each direction on each telecommunication cable. Both optical fibers were dark, i.e., not
used for data transfer. We denote the two telecommunication cables as the ‘inner cable’
(the cable closest to Prins Karls Forland) and the ‘outer cable’ (the cable furthest from
Prins Karls Forland; see Figure 2.1). The first 5 km portions of the telecommunication
cables at the Longyearbyen and Ny—z&lesund ends are trenched on land. The subsequent
248 km portion of the inner cable and the 252 km for the outer cable are sub-sea cables
buried 0-2 m below the seafloor. Only data recorded on the sub-sea part of the telecom-
munication cables have been analyzed in this work.

The four interrogators were installed over two periods in the summer of 2022. The first
interrogator started recording in Ny-Alesund 02 June 20222 and is still recording as of
21 April 2023. The latter three were installed roughly two months later, the first two in
Longyearbyen on 17 August 2022 and the last unit on 19 August 2022 in Ny-Alesund.



2.2. Distributed acoustic sensing data 37

The OptoDAS interrogators were each connected to a different optical fiber within the
inner and outer telecommunication cables. The same optical fiber was not used with more
than one interrogator for two reasons: (1) The laser pulses emitted by an interrogator at
one end of a fiber could damage a unit connected to the same fiber at the other end. (2)
There could be unknown interference effects arising from two overlapping laser pulses
traveling in opposite directions in the same fiber. All four interrogators used a gauge
length of 8.16 m with virtual channels sampled every 4.08 m over a 136 km distance. The
recorded data were transferred near-real-time to NTNU in Trondheim, Norway, using the
network infrastructure described in Landrg et al. (2022). The data were also saved locally
on Network Attached Storage (NAS) discs on the interrogator units as a backup. We
used light pulses with a free-space wavelength of 1550 nm with a sampling period of
1 x 10~% s at the optical receiver. The data were recorded at a sampling frequency of 625
Hz. The interrogated distance ensured that the entire length of both telecommunication
cables was covered, with a ~10 km overlap east of Prins Karls Forland (roughly +5 km of
the 127 km mark in Figure 2.1A). The three interrogators installed in mid-August recorded
data continuously for roughly two months (with some breaks due to, e.g., power outages)
before being shipped back to mainland Norway. Only data recorded by the interrogators
in Longyearbyen have been analyzed in this work.

2.2.2 Air gun data

A dedicated air gun survey was performed on 06 September 2022 to allow us to estimate
the errors related to the two localization methods used in this work. Permission was given
by the authorities in Svalbard to minimize disturbance and potential harm to marine life.
No whale vocalizations were observed in the DAS data from the survey period. The air
gun was towed 10 m behind the ship, which recorded its position every second from an
onboard Global Positioning System (GPS).

The chamber of the air gun was 0.1311 m? (20 in®), and the average chamber pressure
used was 12000 kPa (120 bar), producing a source of 100-200 kPa-m (1-2 bar-m; the
pressure one meter from the source, corresponding to 220 dB re. 1 pPa at 1 m). Note
that fin whale source levels observed along the Norwegian coast is reported to be 190.5 &
7.4 dB (Garcia et al. 2019). The air gun shots produced a valuable data set that we have
used to calibrate the analysis in this paper.

The air gun data were acquired for roughly 3.5 h on 06 September 2022 with an inter-
shot interval of ~60 s (with some longer breaks due to malfunctions in the acquisition
system), resulting in a total of 183 shots. For this work, we selected a 41-shot sub-set
covering source locations above each cable and in between (see Figure 2.2). When fired
directly above one of the cables, an air gun signal could be observed over ~6 km in each
direction along the cable as well as on the adjacent fiber-optic cable if the inter-cable
distance was lower than 6 km (for an example of a recorded air gun shot, see Supplement
Material Figure B.1). It is possible to increase the detection range by applying a filter in
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Figure 2.2: Tracking the air gun with known shot locations. (A) Overview of the first 35 km
section of cables, showing ship track, color-coded from dark to light (by origin time of shots)
overlaid with the estimates from the grid search (GS; big gray circles) and the Bayesian filter (BF;
small blue circles). (B) The associated velocities of the ship are estimated by the BF with the same
color coding as (A). (C) The error between the estimated location and the known position of the
ship at the shot origin time. (D) RMS mismatch from GS overlaid by the error ellipse (1x, 2x, 3x
standard deviation) from the BF based on a representative shot with an error (100 m) close to the
mean error of all shots.

the frequency-wavenumber domain (f — k filter), which provides processing gain.
2.2.3 Fin whale data

To test our methods for baleen whale tracking, we selected a 5.1 h portion of the DAS
dataset acquired on 22 August 2022 that proved to contain 1808 fin whale 20 Hz-calls.
Note that we performed laser sweep calibrations on both interrogator units between 11:13
and 11:23 on that day. The fin whale song is described in the literature as a series of 20-
Hz-centered down sweeps of ~1 s duration (Thompson et al. 1992, McDonald et al. 1995).
These calls, thought to be produced only by males, have been recorded around Svalbard
between July and September/October (Ahonen et al. 2021), in association with local ship-
based visual surveys. A subset of 188 calls was used to demonstrate the feasibility of
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Figure 2.3: Distributed acoustic sensing recording of fin whale vocalizations on two fiber-optic
cables on 22 August 2022 at 12:27:57 UTC. (A, B) Spatio-temporal (¢ — x) representation of three
simultaneously vocalizing whales on the inner cable (A) and the outer cable (B) between 50 and
100 km. Waveforms (C, D) and corresponding spectrograms (¢ — f; E, F) at 59.52 km, represented
by the white dashed line in (A, B), displaying portions of two series of fin whale 20 Hz calls and
a back-beat at ~95 is recorded on both cables with an average inter-call interval of 13 s. The
spectrograms were computed using a Hann window of 512 samples with 98% overlap.

using two parallel fiber-optic cables to track several whales simultaneously.

Figure 2.3 shows an example of a fin whale 20 Hz-call series recorded over a 90 s time
window on both the inner and outer cables between 50 and 100 km on 22 August 2022 at
12:27:57 UTC, where (A, B) are spatio-temporal representations underlining the presence
of at least three vocalizing whales at ~60 km, ~80 km and ~95 km, (C, D) the waveforms
of the calls emitted by the whale at 60 km and (E, F) the associated spectrograms. Note
that the distances given (in this case, 50 to 100 km) are the length of fiber from the
interrogator to the channel recording the vocalization.

From the repetitive 20 Hz down-sweep signals, their frequency span (between [18-25] Hz)
with a duration less than 2 s and average inter-call intervals of 13 s (for the whale at 60 km;
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the whales at 80 km and 95 km have respective average intervals of 10 s and 9 s), we can
clearly identify these as characteristic fin whale 20 Hz song, as well as an example of a
back-beat at roughly 90 s (Watkins et al. 1987, Thompson et al. 1992)).

2.3 Methods

2.3.1 Data conditioning

The following preprocessing steps were carried out to prepare the data for analysis and
improve the signal-to-noise ratio (SNR). Initially, the time-differentiated phase was con-
verted to longitudinal strain (Hartog 2017). Then the data were resampled in time and
space to cover the regions of interest. Recorded air gun signals contained frequencies
between 5 and 45 Hz, and the sample rate was reduced by a factor of 5, from 625 Hz to
125 Hz. Similarly, the fin whale vocalization carried frequencies between 18 and 25 Hz
and was resampled by a factor of 8 to 78 Hz. The data were tapered and band-pass filtered
to focus on the frequency band of interest. A Tukey window was applied to the data and
subsequently bandpass filtered using a fourth-order Butterworth filter to focus on each
signal of interests’ dominant frequencies. The cut-off frequencies were chosen to focus
on the frequency range listed above. Next, a 2D median filter over 3x3 datapoints was
applied to suppress common-mode noise. Finally, a frequency-wavenumber (f — k) fan
filter was applied to preserve only acoustic waves propagating around sound speed in
sea-water and sediments, keeping everything with a propagation speed between 1000 and
3000 m/s.

2.3.2 Time of arrival picking

The data were visually inspected using spatio-temporal representations to identify signals
of interest (Bouffaut et al. 2022). This visualization gave an overview of the recorded
signals over several channels and was used by one observer to pick the first times of
arrivals manually. The first time of arrivals were chosen at a sudden amplitude and fre-
quency changes in the onset of the acoustic signal. To constrain the time of arrival picking
burden, a maximum of 12 arrival times were selected from both cables, with an average
inter-channel distance between the picks of 600 m (depending on the range from source
to receiver). An exact inter-channel distance was not used due to the variation of SNR
along the cable. We avoided using arrivals on the tail and focused on arrivals near the
apex to avoid picking in the portions of the data dominated by normal modes. However,
due to the known directivity of DAS arrays (see, e.g., Papp et al. (2017)), we did not pick
arrivals in close vicinity to the apex. When the signal quality from the two cables was
significantly different, which was often the case when a whale was vocalizing near one
cable, and at a greater distance to the other, fewer picks were selected from the cable with
the poorer quality. In the worst cases, we used only one pick from the cable with lower
signal strength only to resolve the left-right ambiguity.
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2.3.3 Track estimation

Two different localization methods were developed to estimate the source positions from
traveltime information detected at the fiber-optic cables: a Grid Search (GS) method and a
Bayesian Filter (BF). We denote the observed time of arrivals at the fiber channel locations
by Ti(gbs), ©=1,...,m5, 7 = 1,2. Here, index i refers to the channel used to pick the
time of arrival, and j denotes the telecommunication cable used (e.g., 7 = 1 corresponds
to the inner cable and j = 2 to the outer cable). Alternatively, one could list these arrival
times data in a length n; + ng vector, but the ¢ and j index clarify that data are acquired
and processed on two different cables.

In the forward model, we assume that a signal is emitted at time 7 from location (x, y, z),
where x and y are the geographical coordinates and z is the depth. We use a reference
depth of 2 = z,.s set to 20 m for whales (known to be a typical call depth for fin whales
(Stimpert et al. 2015)) and 3.5 m for the air gun (set prior to the acquisition). The the-
oretically modeled arrival time, 7T} ;(x,y), is computed from the origin time of the event
studied 7 and the traveltime for the Euclidean distance from the event to the receiver

ti,j(x’y):

Tij(w,y) = n+tij(z,y), 2.1
\/(‘T - xi,j)Q + (y - yi,j)2 + (Zref - Zi,j)Q
Up

tij(z,y) =

where (x; j, Vi j, 2i,j) is the coordinate of channel i at fiber j and v, = 1440 m/s is the
speed of sound in water. The sound speed is based on previous study of Arctic water
(Gavrilov and Mikhalevsky 2006) and the minimum error obtained in the air gun study.

2.3.4 Grid search position estimation

The GS method uses equally spaced grid points around a prior guess of the source loc-
ation. Such a systematic search computes the traveltime for all possible locations in a
survey area to find the best matching source location. This kind of GS procedure has been
adapted from earthquake seismology (see, e.g., Havskov and Ottemoller (2010)) and it has
been previously applied to earthquakes recorded on DAS arrays by Rgrstadbotnen et al.
(2022). GS methods are also commonly used for whale localization (see, e.g., Wilcock
(2012), Abadi et al. (2017)).

In this work, the grid points are defined from the channels receiving the first signal and laid
out on a horizontal grid of (z,y) coordinates. The grid points were set at 25 m intervals,
covering a 20 km by 20 km area centered around the receiving channel. For each element
of the grid, the reference time 7 is calculated by shifting the computed origin time to the
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‘correct’ timing, given by
T

ETER Z { vy tij(x y)] (2.2)

j=11i=1

When the theoretical traveltime and reference time in equation (2.2) are known for each
grid point, the root mean square (RMS) misfit between observed and computed travel-
times is given by

. 1/2 2
M) = (252) Sy I eyt @)

Jj=11i=1

where the normalization in the RMS computation is typically performed based on the
total number of time of arrival picks used, N = n; + no. The estimated location of the
source is the grid point with the lowest misfit, i.e., the global minimum RMS across the
GS volume. The misfit function depends on the geometry of the source, the time of arrival
picks, and cable pick locations.

Rather than evaluating the mismatch on a dense grid, Newton’s method can be used to
solve for the position (z,y). Using boldface for vectors and matrices, we start with an

initial guess for the position p® = (2°,4) and iterate by

Pi(pr=H1 " di(pr)

T r—1

- =1,.... 2.4
P =P [ 2 im0 b (2.4)
Here, [(z,y) = —O(x,y)/272 is a statistical likelihood version of equation (2.3), where

we assume that the traveltime observations are made with additive independent and Gaus-
sian distributed noise with variance 72. The guided search provided by equation (2.4)
converges within a few iterations . We denote the resulting optimum value by p. This
kind of optimization involves re-setting the reference time 7 (see equation (2.2)) at each
step of the iterative scheme. By investigating residuals from modeled and known air gun

shot positions, the noise standard deviation was found to be 7 = 5.4 ms.

A probabilistic view enables uncertainty quantification. In particular, the curvature of [(p)
at the optimum value can be used to assess the covariance matrix of the position. Together
with the optimum, this leads to a Gaussian approximation for the position:

oy s [®)]T
p~ N(p,X), 2——[ i’ ] , (2.5
where N (p, ﬁ]) denotes a normal distribution with mean p and covariance matrix 3 hold-
ing the variance and covariance of the position estimate. The ellipse-shaped contours of
the Gaussian probability density function (PDF) provide a comparison with that achieved
using the GS, as shown in Figure 2.2D. If there is prior information about the position p, a
Bayesian approach with a Gaussian approximation for the posterior PDF works similarly.
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2.3.5 State space model and Bayesian filtering

With the association of a state space model and a BF, we can connect the predictions at
different locations and also consistently estimate the source speed and direction. Similar
uncertainty assessments to traveltime data have been applied to, e.g., satellite positioning
accuracy (Yigit et al. 2014) and location estimation with borehole seismic data (Eidsvik
and Hokstad 2006).

Let si, k = 1, ... denote time steps and represent positions and swim velocities at time
sk by my = (zg, yg, uk, vg). Position pp = (xg, yx) and east and north velocities uy and
v} are next coupled over time in a state space model. Traveltime data Tl(jbks ) at time Sk
are modeled via the likelihood model (1) as described below equation (2.4). Note that
measurements carry direct information only about the position p;. However, now that a
model connects positions and velocities over time, data are implicitly informative about

all process variables.

For the dynamical model part, taking state variables from one time to the next, we assume
constant velocity and additive noise €, obtaining

my, = Ap_1ymp_1 + €, €~ N(0,S,_141), (2.6)
1 0 Ak—l,k 0
0 1 0 JAN
Ak =109 ¢ 1 0
0 0 0 1

where the time interval Ay_1;, = s — s,—1 and the matrix Sj_; j is a 4 x 4 positive
definite covariance matrix for the noise in this process model, accounting for potential
acceleration. Equation (2.6) defines a Markovian structure where the state at time sj
depends on the previous states only through the one at time s;_1. An associated formu-
lation of this model in equation (2.6) is provided by a conditional PDF p(my|my_1).
Initially, at the time of the first detection, we assume a vaguely informative prior model
my ~ N(u,X), where the mean p is composed of the average positions of the cable loc-
ations where the first picks are detected and with 0 velocity. The covariance matrix X is
set to have significant standard deviations (1000 m for positions and 5 m/s for velocities).

We denote all data available up to time s by

e=A{T0)s =1 G=1,2 K <k}
The data are assumed to be conditionally independent over time. With the Markovian
assumptions and that of conditionally independent measurements, methods from Bayesian
filtering allow us to estimate the location and velocity my, at a time s, given all data up to
that time & (see, e.g., Sarkkd (2013)). For efficient calculations that can be run online, we
fit a Gaussian PDF to the filtering distribution at each observation time. This represents
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extensions of equations (2.4) and (2.5), where the mean of the predictive distribution given
earlier data is used to initiate the Newton search. In terms of probability distributions, this
means we are approximating the filtering PDF p(my|Dy) by a Gaussian model. This
filtering procedure is run recursively over time steps k = 1,2, ..., and it offers a highly
applicable tool for conducting real-time analysis of the traveltime data.

By having positions and velocities in a state space model, we can obtain probabilistic state
estimates and associated uncertainties at any time sg, not only at the measurement sites
and times.

2.3.6 Computation of empirical DAS detection range

Using the estimated whale position (., Yu, Zre ¢ = 20 m) from either the GS or the
BF, we estimated an empirical detection range from this position to the position of the
DAS channel that detected the last whale signal (z; j,y; ;, 2 ;) before it is lost in the
background noise level:

T"max = \/(xw - xi,j)2 + (yw - yi,j)2 + (zref - Zi,j)27 2.7

where 7,4, denotes the maximum empirical Detection Range and is taken as a straight
line distance.

2.4 Results
2.4.1 Air gun tracking

The geo-referenced air gun survey detailed in Sections 2.2.2 is used to calibrate and evalu-
ate the error of both localization methods (Wuestefeld et al. 2018). Figure 2.2A shows the
track obtained from the ship’s GPS overlaid with the locations of the 41 shots as obtained
using the grid search (GS; Section 2.3.4) and the Bayesian filter (BF; Section 2.3.5). Fig-
ure 2.2B displays the BF estimate of the direction and speed of the ship for the whole
track. The warm color-scale indicates time on the GPS trajectory on both sub-figures.
Figure 2.2C displays the localization error of each method evaluated for air gun locations
10 m behind the ship’s GPS positions. Figure 2.2D shows the mismatch between observed
and calculated arrival times from the GS overlaid with error ellipses from the BE.

Both methods follow the ship’s track for the selected 3.5 h of recordings. The estimated
speed is roughly 1.8 m/s, which agrees with the average speed obtained from the GPS
position, 1.9 m/s (see supplemental material Figure B.1). There are three arecas where the
BF underestimates the ship speeds, each associated with the ship making a sharp turn or
a loop. In these cases, the BF predictably estimates the ship to travel a shorter distance
than it actually does. The estimated mean error standard deviation is 94.9£51.1 m and
108.8453.7 m for the GS and the BF, respectively. Errors are highest when the ship makes
turns and when the signal quality on one cable is poor.



2.4.Results 45

Time (min) after 12:05:57

A D B 10!
| 5 + Inner Cable | |
8679.2 a2 . : «  Outer Cable
T 8679 10/
x —_—
~ c
€ 8678.8 T gl
o 4=
2 &
= n
T 8678.6 2 gl
g [~
[
O 8678.4 al
8678.2 L Joe® jeas
2 i 1 L 1
466.4 466.6 466.8 467 467.2 o 2 4 6 8
General East (km) Time after 12:05:57 (min)

Figure 2.4: Prediction of whale location during an inter-series interval. (A) A subsection of a
whale track near the inner cable (the bold blue line; 12:06 — 12:14) with a 1 min 51 s inter-series
interval. BF tracks are computed roughly every 10 s, and in inter-pulse intervals, we predict the
position without updating (indicated by the hexagram). Diamonds indicate the predictions with
observed data, while the ellipses show 90% coverage regions constructed by the BF. (B) The
associated RMS amplitude of the calls used in the localization.

2.4.2 Fin whale tracking

Figure 2.4A shows the application of the BF to evaluate a fin whale track over an in-
terrupted series of calls (data at 12:07 to 12:14, later referred to as an 8 min portion of
whale track (B)) and 2.4B the corresponding RMS levels of the calls. The RMS levels are
computed in the spatio-temporal domain by a rectangular windowen closing the recorded
whale call. For example, for the whale call at 60 km in Figures 2.3A, B, a rectangular
window covering 5 km on each side of the apex and from the start of the apex to 6 s after
the apex is used.

Each diamond in Figure 2.4A indicates predictions based on observed data, while hexa-
grams represent intermediate predictions without observed data. The ellipses correspond
to the error expressed in the BF version of equation (5), with a 90% coverage region. The
plot shows a portion of whale B’s track lasting roughly 8 min and an Inter-Series interval
(IS) of 117 s. From the BF error ellipses, it is clear that the computed variances decrease
as the whale track builds up over many time steps. Locations are computed roughly every
10 s for the track. When the Inter-Call interval (ICI) is longer than 10 s, the BF predicts
the location based on the previous track locations and velocities without updated uncer-
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tainty. Here, we have an ISI of 2 min, and we compute 12 predictions with a straight-line
prediction and increasing uncertainty. When the whale vocalizes after the 2 min pause, the
BF finds this new position based on the last prediction, and the new location is within the
uncertainty of the prediction. This means that we are, most likely, still tracking the same
whale. However, the whale did change course, heading more West during the ISI and it
increased its swim speed somewhat, traveling slightly further than the BF prediction. We
are thus able to show that interruptions in vocalization can be associated with changes in
swim speed and direction.

Figure 2.5A shows the overview plot of all whale tracks colorcoded by the time of vo-
calizations, where Figures 2.5B, D, F, H are zoomed-in representations of the tracks, and
Figures 2.5C, E, G, I the directional swim speeds estimated by the BF. Following the pro-
tocol described in the previous paragraph, we found eight distinct whale tracks within the
five analyzed hours, denoted by the sequential letters (A) to (F) according to the time of
the first vocalization in each track.

Whale track (A) started at a distance of 50 km from the interrogator unit at 09:28 (all
times are given in UTC) and headed East for 72 min before contact loss. Just before
losing contact with whale (A), whale track (B) started at 54 km, heading North-West
for 160 min before the signal ceased. During this period, we also show the start of a
vocalization series from three other positions along the cable, around 60 km, 80 km, and
95 km (see Figure 2.3), associated with tracks (F), (D), and (E), respectively.

Whale track (C) started around 72 km and headed North. The contact lasted roughly
10 min from 11:23. The interrogator calibration mentioned in Section 2.2.3 happened
between 11:13 and 11:23, and vocalizations from both whale (B) and (C) were lost. No
calls associated with whale track (C) are observed in the data prior to 11:13.

Whale track (D) started just after whale track (C), at 11:42, at roughly 80 km from the
interrogator unit, lasting 113 min. This track went South before heading North-East over
roughly 7 km before looping back West before contact loss. A few vocalizations were
localized near track (C) but three hours later (14:20). They are denoted by track (H).

Whale track (E) started the furthest from the interrogator. Calls started at 12:20, South of
Prins Karls Forland at 95 km and were detected for 71 min. The background noise level is
significant at these long distances, making arrival time picking challenging, especially for
the outer cable due to elevated noise and the high inter-cable distance. This increased the
uncertainty of the estimated track. Nevertheless, the track headed East for roughly 2.7 km,
where it turned and shifted to the North-East. Considering the uncertainty mentioned
above and localization error of ~100 m, two whales could have vocalized simultaneously
and parted ways after 1.5 km, one continuing East and the other North-East.

Whale track (F) started at 62 km at 13:30, 18 min after the end of track (B), and headed
West. The 4.8 km distance between the two tracks would have required the whale of track
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Figure 2.5: Simultaneously tracking multiple whales using fiber-optic cables in the Arctic. (A)
Overview of a 60 km long section of the cables, showing the positions and tracks of up to eight
acoustically-detected whales, color-coded from dark to light over a 5.1-hour period. Note that the
GS and the BF have been plotted in the same color and shape to better illustrate the tracks. The
two dashed lines show an attempt to estimate an empirical whale detection range directly from the
DAS data using vocalizations every 10 min for each whale track. (B, D, F, H) Show zoomed-in
detailed positions and tracks of the four areas with whale detections. We use the same color coding
as in (A) for the BF, while GS has been plotted as black dots to better see the differences in the
estimated positions. (C, E, G, I) show the corresponding swim velocities as polar plots for these
tracks.

F Whale location 95 km

(B) to have more than doubled its maximum swim speed (from 2 m/s to 4.4 m/s). While
this is not entirely unrealistic (fin whales have been reported to be able to increase swim
speed between singing bouts (Clark et al. 2019)) we chose the conservative approach of
considering the two tracks separately.

The first column of Figure 2.6 shows the RMS of received fin whale vocalization amp-
litudes for whale tracks (B), (C), (D), (F), and (H) over the 5.1 h studied (for whales (A),
(E), and (G), see supplemental material Figure B.2), calculated as in Figure 2.4B. We as-
sume that a given fin whale produces 20 Hz songs with an almost stable source level over
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a short period (Watkins et al. 1987, Garcia et al. 2019). The peaks traced out by the RMS
values of detected strain reflect the fact that whale B crosses the outer fiber at a more per-
pendicular angle than the inner cable, the second peak being less sharp than the first. The
minimum strain at which we can detect the vocalizations is observed to be ~ 2 x 10711,
which constrains the maximum detection range. It is also interesting to note that the RMS
amplitude peak of the two whale B crossings are similar, indicating that the two cables
have similar sensitivities. The second column in Figure 2.6 shows a zoomed-in version of
the calls of whale tracks (B) and (D) to illustrate the ICI and the ISI (for the same plot for
whale tracks (A), (E), and (G), see supplemental Figure B.2).

We evaluated an empirical DAS detection range following Section 2.3.6, every 10 min, for
all whale tracks. The detection range is represented as white dashed lines in Figure 2.5A.
The obtained range does not monotonically decrease with fiber distance as whale track
(D) at 80 km shows a longer range, 9.4 km, compared to, e.g., whale track (H) at 60 km
with a range of 6.0 km. This suggests that other effects, such as coupling or the sediment
properties, play a role or that the whales we observed at 80 km produced higher intensity
calls than the whales at 60 km. This is not uncommon, e.g., Garcia et al. (2019) observed
a significant variation in call levels and estimated fin whale sound intensity levels along
the Norwegian coast to range from 186.3 £ 7.1 to 195.8 4+ 4.4 dB. Moreover, whale (E)
displays the lowest range (2.4 km). The large difference for whale (E) is believed to
mainly be due to the increased background noise level at the location.

2.4.3 Fin whale individual characteristics

Over the 5.1 h of analyzed data, five fin whale tracks were analyzed over a minimum of
45 min, providing insight on a few critical measurements for the species at the individual
scale, based on a male 20 Hz song. We analyzed the sounds associated with each fin whale
trajectory, reporting the total number of calls, average ICI, average ISI, and average swim
speed in Table 2.1. Averages are associated with their standard deviation denoted by the
+ symbol. Note that we excluded the first and last call series in each track as it is not
clear if they contain a complete set of vocalizations.

Blue whale song is geographically distinct with differences in call time-frequency char-
acteristics and repetition (ICI and ISI; McDonald et al. (2006)). Our description of fin
whale song follows Watkins et al. (1987), where a call series is defined as a group of at
least five fin whale vocalizations, ICI corresponds to the time stretch between two con-
secutive 20 Hz calls that are < 60 s, and ISI when the call interval is longer. Intervals
are measured on a spatio-temporal representation of the signals, where the reference tim-
ings are picked along the same channel. Note also that the interrogator calibration break
interval (11:13 to 11:23) was neither included in the ICI nor the ISI estimations.

While peak frequencies are fairly stable for fin whales, the most regionally-distinctive
parameter is the ICI, e.g., Delarue et al. (2009) used ICIs in the North East Atlantic for
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Figure 2.6: Observed RMS amplitudes of fin whale vocalizations in whale locations 60 km and
78 km (see Figure 2.5) computed by a rectangular window around the calls. (A, C) All RMS levels
from the vocalizations in the respective locations. (B, D) Zoomed-in versions to illustrate periods
with whale calls and the inter-series intervals.

stock differentiation. ICIs were found between 9.3 and 13.8 s, aligning with reports of
systematically shorter ICIs in the Barents sea, measured post-2017 close to ~10 s (Roma-
gosa et al. 2022). Focusing only on the tracks with more than five observed ISI, we denote
that the smallest interval was computed for whale (D; 96.9 s) and the longest for whale (B;
167.9 s), consistent with ISI reported by Watkins et al. (1987). ISIs varied substantially
along track (B) with a standard deviation of 124.5 s, whereas whale D had the smallest
ISI deviation of 22.2 s.

The BF uses 3—4 vocalizations to estimate swim direction. We found swim speeds between
1 and 3 m/s, with “instant” horizontal speeds between 1.24 m/s and 1.86 m/s (4.5-6.7
km/h). It is consistent with previously-reported fin whale swim speeds of 1.2-3.9 m/s
during vocal activity (McDonald et al. 1995, Clark et al. 2019), generally lower than
cruising speeds (Lydersen et al. 2020).
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Table 2.1: Information on the different whale tracks, displaying the call period, the inter-call
intervals, the inter-series interval, the mean swim speed and the number of calls during the different
intervals. ICI = Inter-Call Intervall, ISI = Inter-Series Interval, MSS = Mean Swim Speed.

Whale | Call period ICI Nealls ISI Niest | MSS
(s) (s) (m/s)
(A) 09:20-10:32 | 9.3£5.7 | 243 126.3 + 58.8 12 1.53
(B) 10:23-13:19 | 13.8 =4.3 | 452 | 167.94+124.5 | 17 1.40
©) 11:23-11:33 | 13.6 8.7 39 80.0 1 1.27

D) 11:42-13:33 | 11.7+£6.0 | 447 96.9 £ 22.2 19 1.86
(E) 12:20-13:31 | 10.0£7.4 | 324 116.7 £ 71.1 8 1.34
F 13:37-14:25 | 114+ 3.1 | 154 83.4+1.8 2 1.24
G) 13:58 - 14:29 | 11.24+2.8 | 137 - 0 1.70
H) 14:28 - 14:31 | 12.2+£5.6 12 - 0 1.56

2.5 Discussion

2.5.1 Localization error

We used the known ship’s GPS associated with the air gun data to evaluate the GS and
BF localization errors. The distance between the ship’s GPS position and the source was
compensated by moving the logged source position from the GPS 10 m behind the ship
following the known track. However, this is only a partial solution as the source will drift
with abrupt changes in ship’s heading and with variations in local conditions, e.g., ocean
currents and weather, during the acquisition. These variations could introduce some errors
into the air gun position estimate.

Comparing the errors in air gun position estimation to the errors in the telecommunica-
tion cable coordinates and the time of arrival picks, we consider the error in the air gun
shot location as negligible. The fiber track locations were logged while the cables were
trenched into the substrata. Moreover, the DAS system saves data into channels related to
the distance the laser has traveled along the cable, which must be calibrated to the known
telecommunication cable coordinates. As we know the coordinates along the fiber track,
we can compute distances along the cable that roughly correspond to the distances logged
by the interrogator equipment. However, the cable is not necessarily fully stretched; hence
the distance calculated from the known fiber track position could deviate from the dis-
tances logged by the interrogator unit. Using the geo-referenced shot position, a future
study could focus on developing an inversion procedure to match the distances that the
interrogator logs with the known cable positions and quantify the potential errors.

First arrival times were manually picked on conditioned spatio-temporal representations
of the data. We identify manual time-picking as a source of error directly related to the
apparent SNR. For a specific DAS configuration and stable source characteristics as in the
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air gun example, the SNR will change with the distance between the source and the fiber
(both on the horizontal plane and with changes in the water column depth), the ambient
noise but also, changes in DAS recording capabilities all along the fiber.

Considering the configuration of (1) a pelagic sound source in the 5—45 Hz (air gun) and
15-25 Hz (fin whale) frequency band, (2) bottom-mounted receivers and, (3) a constrained
detection range of 9.4 km we assumed a constant sound speed (and, therefore, straight
ray traveltime; see equation (2.1)) to limit the computational costs of the localization
methods. When estimating the air gun track, we tested various sound speeds and found
the value with the lowest error to be 1440 m/s. The obtained sound speed agrees with
average values given for sea-water at 4—6°C, which are typical for Svalbard (Timmermans
and Labe 2022), also used in previous studies of Arctic waters (see, e.g., Gavrilov and
Mikhalevsky (2006)). We carried out a simple test to see the change in average errors
between the known shot position and the estimated track. Increasing the sound speed by
25 and 50 m/s produced a 16 and 31 m increase in average errors. In the event longer
detection ranges were available or to reduce the obtained 100 m localization error, 3D
propagation modeling might be necessary to account for the complex bathymetry in fjord
environments (e.g., using BELLHOP (Ocean-Acoustic-Library 2022)), as highlighted in
neighboring fjords (Richard et al. 2023).

The typical depth range for fin whale vocalizations is between 15 and 30 m (Oleson et al.
2014). We investigated a similar depth range using the air gun data to quantify the errors
related to using a fixed source depth by changing the source depth of the air gun in the
localization algorithms to 20 m while keeping the sound speed constant at 1440 m/s. The
BF localization errors deviate less than 1 m, whereas the GS deviates with just over 1 m.
The very low deviations in errors are likely because we are investigating depth variation
well below the location accuracy.

2.5.2 Comparison of the localization methods

The two localization algorithms provide similar results for both the air gun and the whale
vocalization and show similar localization errors of 100 m. For the air gun track, the GS
showed a smaller error than the BF (Figure 2.2), whereas, for the whale tracks, the GS
generated positions that are more scattered than the BF (Figure 2.5). This is attributed to
the BF incorporating knowledge of previous locations, whereas the GS location estimates
are independent for each vocalization.

Because of the manual first time of arrival picking, the methods from raw data to a posi-
tion, swim speed and direction, and ultimately the tracks still need to be fully automated.
The manual picks were limited by the SNR of the observed signal, which translated into
a minimum received RMS strain of 0.2 x 10~'Y on Figure 2.6 which in turn limited the
detection and localization range to a maximum offset of 9.4 km from the fiber, for both
methods. For fin whales’ 20 Hz song, the arrival times selection could be automated, e.g.,
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by a time-frequency matched filter (also known as spectrogram correlation; Mellinger
and Clark (2000)) or by adapting recent advances in machine learning and convolutional
neural networks to analyze the large amount of DAS-collected data and detect whale calls
with high accuracy (Shiu et al. 2020). Automating the time of arrival picking could help
extend the localization’s spatial reach and potentially reduce the localization error.

The implementations of the algorithms used to find the tracks in this paper are computa-
tionally different. The GS is a brute force algorithm that finds arrival times for grid points
over a pre-defined area and uses, for instance, 1.9 s to locate one air gun shot. Conversely,
the BF is more computationally efficient and uses 0.15 s to locate one seismic shot. These
computational times denote the applicability and potential for near-real-time whale track-
ing. The computational efficiency of the methods strongly depends on the computer used,
the processing unit (CPU versus GPU), the programming language, and the algorithms’
efficiency, and it can be optimized for better performance.

Under the considerations of near-real-time tracking, the BF stands out as the most com-
plete method as it estimates the heading and speed of the whales in addition to its geo-
graphical position. In contrast, the GS only estimates the geographical position of the
whale call. However, it is a global optimization method with few assumptions in the in-
version procedure. It is limited by the grid spacing, the size of the area covered by grid
points, and the complexity of traveltime calculations. The latter limitation is also valid
for the BF. Additionally, it computes the misfit function for the whole grid area, which
might show features in the objective function not captured by the BF. This can serve as
a comparison to the BF (as done here) to find local minima in the grid area or provide
an accurate starting model for the BF (or a similar local optimization method dependent
on an accurate initial model). For example, when one cable is used, it will highlight the
left-right ambiguity problem in the misfit function. The contours from the GS position,
as depicted in Figure 2.2D, align well with the various error ellipses from the BF, which
indicates that the Gaussian approximation used in the BF is a good approximation for
situations like those studied here.

2.5.3 Implication of DAS-based localization for whale conservation

Telecommunication cables are available worldwide, and most new cables have more op-
tical fibers than required to create redundancy. These could be repurposed to create dis-
tributed sensors from their onshore termination point to the first repeater. However, there
are a limited number of places where two parallel fibers are laid a few km apart, as in
this study. Even with one fiber, we can still detect and estimate the direction (with a
left/right ambiguity) of vocalizing whales, with range inferred by, e.g., the received levels
and the directional ambiguity perhaps broken by an asymmetry in the bathymetry (see,
e.g., Bouffaut et al. (2022)). However, additional work is needed to quantify the instru-
ment response of DAS, its directivity, and sensitivity at higher frequencies to understand
which species can be monitored with this technology and under what circumstances.
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The localization accuracy of the two methods presented in this work has been shown
to be ~100 m while offering the possibility to localize whales over a ~1800 km? area
(considering whales being detected at a distance of up to 95 km from the interrogators in
Longyearbyen, with a detection range of ~9.4 km). This combination of spatial cover-
age, relatively low infrastructural investment, and potential for real-time monitoring could
bring great value to a range of coastal conservation applications.

For example, driven by the North Atlantic right whale case, several acoustic-based meth-
ods are being developed or applied to mitigate the risk of ship strikes (e.g., Gervaise et al.
(2021), Baumgartner et al. (2019)). For this application, real-time methods are essential,
and the obtained 100 m accuracy compares well with current practices (Hendricks et al.
2019). Such a collision management system is becoming increasingly important in the
Arctic, where the decrease in sea-ice coverage opens up new shipping routes that might
impact previously untouched whale habitats. At the same time, climate change is likely
causing whales to change their habitat use and migration behavior. By automating the
tracking procedure presented here, it would be possible to produce near-real-time tracks
of whales with species identification, swim speed, and direction. At the very least, this in-
formation could be used to inform local management and stakeholders of whale presence
and movement in a timely manner and at a very fine spatial resolution, supporting them
to take appropriate mitigation measures. Furthermore, detailed information on whale loc-
ations and behavior would support science-based decisions and the management of con-
servation areas where anthropogenic activities should be kept at a minimum. Svalbard is
a known summer feeding ground for baleen whales (Storrie et al. 2018), and mapping the
common or active feeding areas is important. A final possibility is to find information on
how whales respond to the changing marine ecosystem in the Arctic, induced by climate
change, which has already been shown to alter baleen whale behavior (Moore et al. 2019).
A global effort is needed to obtain such information, in which DAS systems can provide
detailed information through high spatial and temporal sampling.

2.6 Conclusion

Examining five hours of data from two fiber-optic telecommunication cables, we have
detected 1808 fin whale vocalizations. A subset of these data have been used to track
eight whales during this period, with up to four being tracked simultaneously at a detec-
tion range from the cable of up to 9.4 km. This capability opens up new possibilities for
detailed mapping of the presence and location of whales over large areas (at least 60 km
long and ~19 km wide) over long periods, in near-real-time. The simultaneous tracking
of multiple whales also has the potential to provide new insights into the behavior and
interaction between whales along a corridor up to ~9.4 km on either side of the cable.
Using shots from a single air gun towed behind a ship, we were able to calibrate our two
localization estimators (a grid search and a Bayesian filter) with deterministic signals of
similar source characteristics to fin whale calls and found both methods to be computa-



54 Paper 1: Simultaneous Tracking of Multiple Whales using two Fibre-Optic Cables in the Arctic

tionally efficient and accurate to ~100 m. Using two fiber cables, separated by a few km,
breaks the symmetry of a single straight-line array, resolving the usual left-right ambigu-
ity. The capabilities demonstrated here establish the potential for a near-real-time whale
tracking capability that could be applied anywhere in the world where there are whales
and fiber-optic cables. Coupled with ship detection, using a similar approach and/or with
fused data from other sources such as AIS, a real-time collision avoidance system could
be developed to reduce ship strikes.
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3.1 Abstract

Quick clay avalanche is one of the most devastating landslide types worldwide. Hence,
an early warning system is in demand to mitigate the fatal consequences caused by such
events. To address this, distributed acoustic sensing data are collected in an area contain-
ing quick clay deposits between July 2021 and February 2022 in Rissa, Norway, while
a new road is constructed on the quick clay. Road construction can induce unwanted
changes to the mass balance in the clay, and previous landslides have been triggered by
such changes. For this purpose, passive and active data are collected to test and compare
various analysis methods. Using extracted Rayleigh wave dispersion from active sledge-
hammer shots, shear-wave velocity depth profiles covering the first 15 m could be estim-
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ated and compared using a linearized and a non-linear surface wave inversion method.
Furthermore, ambient noise cross-correlation is used to obtain the dispersion from the
ambient noise and associated shear-wave velocity profiles, providing two possible data
collection methods for the early warning system. The obtained dispersion curves and
the estimated shear-wave velocity profiles show small time-lapse variation during the ac-
quisition period (up to approximately 23 m/s), where the variation is within one standard
deviation. Such a small variation suggests that the construction work and the extra load
added to the quick clay do not alter the quick clay’s properties. Nevertheless, the obtained
results capture the nonrepeatability effects within the acquisition period and provide ref-
erence curves for the study area at undisturbed conditions and valuable information for
future comparisons to refer to potential failure scenarios. This is the first step in exploring
an early warning system for quick clay landslides using fiber-optic cables. Further work
will investigate the possibility of automatizing the system and improving the accuracy of
the sensing system.

3.2 Introduction

In recent years, several devastating quick clay landslides have been triggered by changes
in the near-surface properties of the clay through anthropogenic and natural impacts. Dif-
ferent disturbances have been shown to trigger such liquefaction, e.g., vibrations from
earthquakes, altering the material balance in the clay by moving cubic meters of mass,
massive rainfalls over time, or erosion from a nearby drainage network (Gregersen et al.
1981, Lundstrom et al. 2009, Ryan and Riekeles 2021). In Norway, Sweden, and Canada
(and other countries previously covered by glaciers), the majority of the devastating land-
slides can be categorized as quick clay landslides (Lundstrom et al. 2009). There have
been several quick clay slides in Norway over the last 50-60 years. Examples are the
slides at Trogstad in 1967, at Rissa in 1978 (Gregersen et al. 1981), and most recently at
Gjerdrum in 2020 (Ryan and Riekeles 2021). Moreover, the shear strength of the clay will
drastically decrease before such landslides and vanish when the quick clay liquefies (see
NGI (2011) for a YouTube video of the Rissa landslide). The time scale for this change
in shear modulus is unknown and represents a significant challenge for such monitoring
projects as proposed here. As the shear-wave speed is related to the shear strength, the
quick clay changes can be monitored by investigating the changes in the shear-wave speed.
Therefore, developing an early warning system for quick clay landslides is possible.

Distributed acoustic sensing (DAS) has been shown to be an effective and appropriate
near-surface monitoring system (Dou et al. 2017). DAS can repurpose existing “dark”
fiber-optic (FO) cables (fibers not used for data transfer) or be part of a dedicated record-
ing system where FO cables are installed for a specific application. Both record inline
strain in the cable down to nano strain levels. Historically, DAS has been applied to ded-
icated vertical fibers in downhole operations (Mestayer et al. 2011) and has only recently
been applied to horizontal fibers. The DAS recording system has several advantages com-



3.2. Introduction 57

pared with conventional seismic sensors; it has a high temporal and spatial resolution,
with sample rates down to meters and up to kilohertz. It is a low-maintenance receiver ar-
ray with possibilities of short- to long-range monitoring by interrogating cables stretching
from 500 m (using a 100 kHz sample rate) to 150 km (approximately 667 Hz; Waagaard
et al. (2021)). DAS technology has already been applied to many disciplines, includ-
ing near-surface monitoring (Table 3.1), earthquake seismology (Lindsey et al. 2017),
geophysical exploration (Mestayer et al. 2011, Taweesintananon et al. 2021), water-born
sound sources (Matsumoto et al. 2021), and passive acoustic monitoring of ships (Rivet
et al. 2021) and baleen whales (Landrg et al. 2022, Bouffaut et al. 2022).

Currently, it is common to have more optical fibers than required for the installation of
telecommunication cables, as it incurs minimal additional cost and adds redundancy. In
terms of telecommunications applications, these additional fibers are typically left un-
used (dark) and can therefore be exploited for other applications, such as DAS. Altern-
atively, fiber cables can be installed as part of dedicated recording systems for a specific
application, such as in this study. The DAS interrogator (OptoDAS) used in this work
repeatedly sends linear frequency-modulated pulses into the fiber and interrogates the
Rayleigh backscattering caused by density fluctuations in the fiber (Waagaard et al. 2021).
These density fluctuations are displaced when, for instance, a seismic wave impinges upon
the fiber. Such displacements can be detected as phase changes in the backscattered light.
The time-differentiated phase is obtained by continuously comparing the backscattered
response from one pulse to the next. This is done by differentiating the phase spatially
between regularly spaced sections (channels) along the fiber in the backscatter response
for each pulse separately and subsequently comparing it to the backscatter response from
the next pulse. The number of channels over which the phase differentiation is performed
is called the gauge length (GL). The effect of a longer GL is an improved signal-to-noise
ratio (SNR) observed through stronger arrivals at higher velocities but at the cost of at-
tenuating shorter wavelengths. In addition, the time differentiation is done continuously,
at a rate no faster than the time between when the pulse is sent into the fiber and the time
at which the backscatter from the end of the fiber has propagated back to the interrogator,
constituting the maximal temporal resolution in the DAS data. The time-differentiated
phase is stored by the interrogator and is linearly related to the fiber strain. See Hartog
(2017) for more information on the conversion.

Previously, there have been several studies on near-surface changes using DAS and other
seismic receiver systems. Dou et al. (2017) use two perpendicular DAS segments to
image the changes in the shear-wave velocity profile in the near-surface using three weeks
of traffic noise. Rodriguez Tribaldos and Ajo-Franklin (2021) analyze five months of
ambient noise to monitor seismic velocity variation caused by groundwater changes in
Sacramento Valley, US. Shragge et al. (2021) do a case study for on-land DAS in Perth,
Australia, using low-frequency signals to show the potential of using DAS for large-scale
geophysical and geotechnical analysis finding shear-wave profiles more than 500 m into
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the subsurface. Furthermore, Cheng et al. (2021) use offshore fiber cables and ambient
noise interferometry from Scholte waves to create 2D shear-wave velocity images of the
near-surface shear-wave velocity in marine sediments, thereby improving constraints on
submarine features. Olafsdottir et al. (2018) carry out a multichannel analysis of surface
waves (MASW) using different geophone setups to find array configurations that increase
the dispersion images’ frequency bandwidth. Long et al. (2020) use hydrophone streamers
and MASW on two data sets from Ireland to find offshore shear-wave velocities from
Scholte wave recordings. See Table 3.1 for a comparison of the content in this paper to
other publications.

This paper aims to show how surface waves recorded on dedicated FO cables can be
used as part of a monitoring procedure to map the changes in quick clay attributes with
time, such as the shear stiffness and velocity, as a new highway is built on the clay. The
area under investigation consists of a 3—6 m sediment layer (including a 0.5-1 m top
layer of soil), followed by a 15 m thick marine clay and quick clay layer overlaying
glacial marine deposits (Solberg et al. 2012). The new road will introduce changes in the
mass load of the clay and can potentially induce unwanted alterations to the quick clay
properties. To address this, two different data sets are collected over seven months using
a dedicated FO array trenched in a known quick clay area: (1) using an active seismic
source, a sledgehammer on a steel plate, and (2) using different ambient noise sources,
directional industrial noise generated by the highway construction and isotropic ambient
noise from quiet evenings and weekends. We use a subset of this passive data set to
prove the feasibility of using passive seismic interferometry in such a monitoring system.
Furthermore, to find the variation in the quick clay layer, dispersion curves obtained from
the data sets are used as input to two different inversion algorithms, one linear and one
non-linear. These are compared to find the procedure best suited for the monitoring system
and to find potential alterations in shear-wave velocity over the seven-month period.

The paper is organized into four parts. The first part describes the data acquisition and data
analysis. In the second, the surface wave inversion algorithms are briefly presented. The
third part presents and discusses the results. Results from the active data and the back-
ground noise from quiet periods are presented and compared in the main text, whereas
results using the construction noise are presented in supplemental Material section C.1.
Finally, the conclusions are made.

3.2.1 DAS data acquisition
DAS data acquisition

To investigate different monitoring procedures for quick clay avalanches using FO cables,
time-differentiated phase data recorded by the OptoDAS interrogator are acquired in
Rissa, Norway (see Figure 3.1). The acquisition started in July 2021 and lasted until Feb-
ruary 2022, recording data using four 2.02 km long FO cables spliced together, providing
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Table 3.1: Content of this paper compared to other publications. AD = Active data, PD = Passive
data, SH = Sledghammer, SS = Seismic shots, FS = Frequency sweep, ES = Explosive source, VS
= Vibroseis, WD = Weight drop, EQ=Earthquake.

Citation DAS | AD PD Geology Time- #
lapse | modes

This paper X SH X Quick clay X 1-4

Dou et al. (2017) X X NA X 1-2

Shragge et al. (2021) X X Sediments 1

Olafsdottir et al. (2018) SS Silty sand 1

Martin et al. (2016) X X Permafrost X 1

Zeng et al. (2017) X FS X

Martin and Biondi (2017) X X NA X NA

Ajo-Franklin et al. (2019) X X Sediments X 1-3

Spica et al. (2020) X X Sediments 1-2

Renalier et al. (2010) SH X Clayey X 1
ES deposits

Song et al. (2021) X VS X NA 1

Maraschini and Foti (2010) WD Sediments 1-4
SH clayey sands

Arisona et al. (2017) SS Sediments

Yuan et al. (2020) X Traffic 2

EQ

a total cable length of 8.08 km. The cable layout is depicted in Figure 3.1C. The laser
sweep is sent through the interrogator unit into the first cable and propagates south into
well 1 (W1) and subsequently into well 2 (W2). When exiting well 2, it turns north and
travels on the same path until it reaches the northernmost yellow cross in Figure 3.1C, and
then it travels to the base, entering the next cable. The configuration path is repeated four
times. Data recorded on the first round (on a Corning loose tube cable) are studied in this
work. The cables are trenched at a maximum depth of 40 cm into the subsurface.

Active and passive data are acquired. A total of approximately 2340 sledgehammer shots
are recorded for the active data, with passive data recorded at intermittent intervals for
the whole seven-month period (with small breaks due to power outages). However, only
approximately 300 shots at roughly a 0.5 m distance from well 1 have been analyzed,
as well as 28 shots on the northern segment (see the yellow asterisk and the highlighted
sections in Figure 3.1C at the 1469 & 1752 m marks). In addition, a follow-up survey was
carried out on 22 March 2022 to investigate the effect of varying the GL during acquisition
(for the analysis of the various GL, see Appendix 3.A). The acquisition parameters are
listed in Table 3.2. Figure 3.2 depicts examples of the recorded data, from the active
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Figure 3.1: (A, B) Overview map indicating the study area, Rissa, in Norway (background map
from GEBCO (2021)). (C) Layout and annotation of the DAS fiber-optic cable (the red line). The
orange highlighted section depicts the segment inside the quick clay area used in the analysis in
this paper. The red highlighted (northern) section indicates the section used to analyze the area
outside the quick clay area. The annotations show the distances along the cable for a selection of
segments. Note that only the distances for the first route are depicted. Yellow crosses indicate the
cable portion corresponding to the distance marking, and the yellow square indicates the point at
which the laser enters and exits the northern part of the cable (satellite image from Google (2022)).

and passive periods, at a distance of 100-700 m along the cable from the interrogator to
get an overview of the typical signals present during the acquisition period. This study
mainly focuses on data recorded on a 168 m section of the Corning loose tube cable
inside an area containing quick clay. The segment starts when the cable exits well 1 at
a distance of 413 m (where the corresponding trace is used as trace O in the following
analyses), ending when entering well 2 at 581 m (as indicated by the orange segment in
Figure 3.1C). This segment is conveniently placed, as it is easy to define its start and end
points due to the clear presence of wells 1 and 2 in the data (see, e.g., Figures 3.2A, C).
The wells are observed as two low-amplitude regions at distances of 363—402 and 582—
695 m, respectively (the cable in well 2 goes up and down twice). They are drilled 19 m
into the quick clay to facilitate additional studies and provide information on subsurface
properties, such as the water table level and bedrock depth. Only information from the
drilling itself has been used here; the DAS data in the wells are outside the scope of this
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Figure 3.2: Observed data for three different days during the acquisition period in August 2021.
(A) Shots from a shot series in 12 August 2021. Two signals are evident. The first is the repeating
shots, and the second is a person walking along the cable (the linear event, the slope gives a speed
of ~ 4 km/h). In (B) and (C), two different days of ambient noise are depicted, without (B) and
with (C) construction work. The ambient noise without construction, referred to as quiet periods,
shows only isotropic noise. In the period with construction noise, it is evident when the work is
ongoing (higher amplitudes) and when there are breaks (lower amplitudes, similar to amplitudes
in B).

work.

The active data are acquired using sledgehammer shots on a steel plate. Figure 3.2A
displays example shots from 12 August 2021. Different types of shots at the same shot
position are carried out for each acquisition date: vertical blows (P-shots), horizontal
inline with the array (S-shots, H ), and horizontal cross-line with the array (S-shots, H,).
In practice, the P-shots are executed by the sledgehammer hitting the top of the steel
plate. In contrast, for the S-shots, the sledgehammer strikes the vertical sides of the steel
plates, parallel with the array for inline shots and perpendicular to it for crossline shots.
Figure 3.3A depicts one of the P-shots by well 1 from the acquisition in August 2021, and
clear dispersive Rayleigh waves can be observed. The dispersive data inside the black box



62  Paper 2: Quick clay monitoring using distributed acoustic sensing: A case study from Rissa,
Norway

40 400

350

/!

w
=]
=3

Time (sec)
dB (re. 1 nStrain)
N
[
=)

Phase velocity (m/s)
dB (re. max each frequency)

-60 50

400 450 500 550
Distance along cable (m) Frequency (Hz)

Figure 3.3: (A) One observed shot from 12 August 2021 with the area used to compute the
dispersion image indicated (the black trapezium). (B) Resulting dispersion image. Each frequency
is normalized by its maximum.

indicated in Figure 3.3A are used to compute the dispersion image shown in Figure 3.3B,
where the data outside the black box are muted. The dispersive behavior of the Rayleigh
wave is also clear in the obtained dispersive image, and several higher-order modes are
present. Furthermore, the different sledgehammer strikes are compared to find which shot
type provided the best dispersion image (see supplemental Figure C.5). Data recorded
for the inline S-shots showed the most energy, followed by the P-shots and the crossline
S-shots, consistent with the radiation patterns in Kéhler and Meissner (1983). However,
only the P-shots produced clear Rayleigh wave modes, whereas the inline and crossline S-
shots generated a mix between the Rayleigh and Love waves. Thus, the P-shots are used to
obtain the best Rayleigh wave dispersion image in this analysis and are recommended for
surface wave analysis similar to the one presented here. Moreover, the most predominant
noise generated during the data acquisition came from road construction, through trucks
and excavators. Due to these, some of the shots are masked by noise and unusable for
analysis. Even at distances of up to 500 m, the construction work rendered shots useless.
However, this could easily be circumvented by carrying out the shots during breaks in
work or outside working hours.

Figures 3.2B-C shows two examples of 1 h ambient noise used for the seismic interfer-
ometry to extract virtual shot gathers (VSGs). The first segment is acquired during a
weekend (14 August 2021), and the second during a weekday at the start of the road con-
struction (18 August 2021). Different events are clearly visible in the data. The noise
recorded during the weekend shown in Figure 3.2B is evenly distributed with low amp-
litude, while the industrial noise in Figure 3.2C shows high amplitudes when road con-
struction is ongoing. The site for acquiring data is, normally, a quiet area, as observed in
Figure 3.2B. Only a farmhouse is located close to the buried cables. In addition, a road is
located 150-300 m from the cable, and only a few cars pass even during workdays. Pass-
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Table 3.2: Acquisition parameters and periods for the data. All data are acquired with a temporal
sampling rate of 1000 Hz. Note that the acquisition on 22 March 2022 is solely to investigate the
effect of changing the gauge length and is not part of the monitoring study. A = active data, P =
passive data, CL = cable length, TSR = temporal sample rate, SSR = spatial sample rate, GL =
Gauge length.

Data Date CL | TSR SSR GL Shots
type (km) | (Hz) (m) (m) #
A 2021.07.01 8 1 4 1170 X
P 2021.07.05-07.24 6 2 3 - -
2021.08.10-08.12 - -
A 2021.08.12 6 2 3 250 X
P 2021.08.12-08.20 6 2 3 - 2021.08.14, 08.18
2021.09.08-09.15 8 2 3 - -
A 2021.09.15 8 2 3 73 X
P 2021.09.18-11.02 8 2 3 - 2021.09.18-19, 09.22
2021.10.09-10
A 2021.11.02 8 2 3 212 -
P 2021.11.02-11.30 8 2 3 - X
A 2021.12.01 8 2 3 214 X
P 2021.12.16-12.23 8 2 3 - -
2022.01.04-01.14 - -
2022.01.17-02.02 - -
A 2022.02.02 8 2 3 340 X
A 2022.03.22 8 1 2,4,6,8 | 480 X

ive data are acquired over time to investigate the possibility of monitoring changes in the
quick clay. Moreover, the passive data are acquired during quiet periods and construction
work. Quiet periods are here defined as periods with no construction work. Weekends are
chosen as the quiet periods to analyze as they provide the longest window with isotropic
noise sources uninterrupted by construction work. This work focuses on three separate
weekends for three consecutive months after the road work started (13—15 August 2021,
17-20 September 2021, and 8—10 October 2021). In addition, different periods of road
construction are studied to see how the position of the roadwork, relative to the segment
of interest, affects the interferometry results. Two instances are studied and presented in
supplemental Material section C.1: (1) when the road construction started by the barn
where the interrogator unit is installed (18 August 2021), 200 m from the studied seg-
ment slightly broadside, and (2) when the construction is broadside to the segment (22
September 2021).
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3.2.2 Data analysis
Phase velocity spectrum

The data are displayed in the phase velocity domain, also known as dispersion images,
for easier identification of the different modes present in the recorded surface waves.
Such images can be obtained from different methods. In this work, a 7 — p transform
(Verschuur 2013) is used (see supplemental Figure C.6). After computing the slant-stack,
the ray parameter is inverted, and a Fourier transform along the time-axis is applied to get
the phase velocity spectrum (vppase — f)-

Surface waves from active source

To display the active sledgehammer shots, some simple pre-processing steps are carried
out. (1) Data are converted from time-differentiated phase to fiber strain. (2) The mean
and linear trends are removed from the data. (3) A Tukey window is applied, and the data
are band-pass filtered using cutoff frequencies of 2 and 40 Hz.

In general, 40-50 shots are executed in each series for vertical and in/crossline hori-
zontal shots. All shots generate surface waves and show clear dispersive arrivals when
not masked by the construction noise. A window including dispersive arrivals is chosen
to capture the dispersion, as depicted in Figure 3.3. The data inside the window are then
transformed into the phase velocity spectrum to extract the different phase velocities used
to estimate the shear-wave velocity depth profiles (vs(2)).

Surface waves from ambient noise interferometry

Several steps are needed to obtain high-quality VSG, or Green’s functions, from the ambi-
ent noise interferometry. The first three steps are similar to the active acquisition: (1) data
are converted from time-differentiated phase to fiber strain, (2) the mean and linear trends
are removed, and (3) the data are tapered by a Tukey window and high-pass filtered with
a cut-off frequency of 1 Hz. In addition, (4) spectral whitening is applied by inversely
weighting the complex spectrum with a smoothed version of the amplitude spectrum to
produce a whitened version of the complex spectrum. This step is meant to broaden the
band of the ambient noise signal used in the cross-correlation and decrease the influence
of single-frequency sources (Bensen et al. 2007). Finally, (5) temporal normalization
is applied to reduce the effect of transient signals in the data, such as earthquakes and
instrument irregularities. This work tests both 1-bit normalization and running-absolute-
mean-normalization (RAMN). Both show similar results for the ambient noise, so the
more adaptable and flexible RAMN method is chosen. A running window of 25 samples
is used to compute the RAMN based on half the maximum period of the pass-band criteria
introduced by Bensen et al. (2007).

Passive seismic interferometry using noise cross-correlations is applied to estimate the
VSG and the Rayleigh wave dispersion. The channel on the segment investigated closest
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to well 1 (approximately 413 m along the cable) is chosen as the virtual source. The
ambient noise recorded on the virtual source is cross-correlated with the segment’s sub-
sequent channels to generate the common VSGs. Shot gathers for 3 s time slices in a
60 min window are computed and stacked to extract the Green’s functions. To enhance
the coherent arrivals and increase the SNR of the data, a Phase-Weighted Stack (PWS)
is applied (Schimmel and Paulssen 1997, Dou et al. 2017). From the VSG, it is possible
to pick the dispersion curves in the waveform data. The left and right sides of the time
lags are averaged, and the dispersive area is selected as in the active source example and
similarly transformed into the phase velocity spectrum. For the weekends, i.e., the quiet
periods, the mean stack is first computed for 1 h segments. The PWS is then applied to
the minimum amount of mean hourly stacks needed to enhance the surface waves in the
VSG. The DAS data from August had a lower noise level than, for example, September
and needed a 22 h stack compared with the 26 h stack for September to converge to a
stable VSG (see supplemental Figure C.7A). In contrast, the October stack required 30 h
(one possible explanation might be variations in weather conditions on the three dates,
see supplemental Figure C.8).

Figure 3.4 displays the VSG from the seismic interferometry for ambient noise from
a quiet weekend (14 August 2021, column one) compared to an active shot recording
(12 August 2021, column two). Note that the VSG has been band-pass filtered between
2 and 40 Hz to have a comparable bandwidth to the active shots. The ambient noise
from the weekend is isotropic, as seen through the symmetry in the retrieved Green’s
functions, producing well-resolved Rayleigh modes (see Figure 3.4D and supplemental
Figures C.9E, F). Note that the dispersion images are normalized independently at each
frequency (the normalization is similar to spectral whitening, highlighting a broader fre-
quency range). Moreover, there are two noticeable differences between the dispersion
curves from the active and ambient noise data: (1) active data contain higher frequen-
cies than the ambient noise data, and (2) the active shots hold more energy and provide
higher-order modes. The latter effect can be observed in Figures 3.2 and 3.4.

3.3 Surface wave inversion methods

The dispersion relations obtained from the active shots and the ambient noise interfero-
metry can be used as an input to inversion algorithms to estimate vy profiles of the near-
surface layers. Two different inversion procedures are carried out to obtain the velocity
profiles: (1) a linearized inversion (Caiti et al. 1994) and (2) a non-linear inversion, the
Adaptive Simplex Simulated Annealing (ASSA) hybrid inversion method (Dosso et al.
2001). These procedures were chosen as they are well-established methods already used
in various applications (see, e.g., Dong et al. (2006), Wu et al. (2020)). In addition, we use
two different inversion methods to compare their performance and estimated shear-wave
velocity profiles.
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Figure 3.4: Virtual shot gathers and resulting dispersion images for 14 August 2021 (column one).
A shot from 12 August 2021 for comparison (column two). (A) The two-sided VSG. (B) Muted
one-sided VSQG, i.e., the average of positive and negative time lags from the two-sided VSG. (C)
Observed dispersion arrivals from one shot, 12 August 2021 (D, E) The resulting dispersion image
overlaid with the extracted Rayleigh wave dispersion curves (black circles).

3.3.1 Linearized least-squares inversion

The linearized inversion uses the data’s dispersion characteristics to determine the near-
surface shear-wave model that best predicts the same observed dispersion curve. The
parameters that affect the propagation of elastic waves in the near-surface layers are the
compression wave velocity (vp), the shear-wave velocity (v;), the compression and shear
(Q-factor, and the density (p). Three assumptions are used in the inversion to simplify the
inversion and forward model. The non-linear inversion minimization problem is solved
using a deterministic optimization algorithm. It is initiated by a starting model, and an up-
date is sought in the neighborhood of this model. Adding the update to the initial model,
the model for the next iteration is found. This is repeated until predefined conditions are
met. Furthermore, the linear system is solved in a least-squares sense using singular value
decomposition (SVD). However, a part of the SVD is ill-conditioned, and regularization
needs to be introduced. Repeating this with a reasonable starting model, the algorithm



3.3. Surface wave inversion methods

67

Table 3.3: (A) Fixed and initial values used in the linearized inversion. (B) Fixed values and

constraints for ASSA.

(A) Linearized Inversion
Layer | v, (m/s) | p (kg/mS) vgo) (m/s) | Thickness, h (m)
1 600 1.825 100 4
2 770 1.85 130 4
3 930 1.875 160 4
4 1100 1.9 190 4
5 1270 1.925 220 4
6 1430 1.95 250 4
7 1600 2.0 280 4
(B) ASSA
Layer | v, (m/s) | p (kg/mS) vg (M/S) Thickness, h (m)
1 600 1.825 0-300 0-10
2 933 1.883 0-350 0-40
3 1266 1.942 0-500 0-40
4 1600 1.9 0-650 0-50

converges to the shear-wave velocity profile of the media. More information on the vari-
ous aspects of inversion can be found in Caiti et al. (1994).

To initiate the linearized inversion, fixed values and constraints to the P-wave velocity, the
density, number of layers, and layer thickness (k) are needed, as well as an initial model of
the shear-wave velocities. In this work, six homogeneous layers plus an infinite half-space
are used. The values chosen are listed in Table 3.3A, based on a geotechnical report by the
Norwegian Geotechnical Institute (NGI; L'Heureux et al. (2015)), work by L’Heureux and
Long (2017), and common P-wave velocities for clay (Sauvin et al. 2014, Salas-Romero
et al. 2016). However, it is worth noting that the P-wave velocity varies depending on
the clay content, porosity, water content, and overburden properties. Hence, the chosen
P-wave model might vary depending on local conditions.

Adaptive Simplex Simulated Annealing (ASSA)

This non-linear inversion is a hybrid algorithm that combines local downhill simplex and
fast simulated annealing adaptively to find the shear-wave velocities in a stratified me-
dia (Dosso et al. 2001). The ASSA algorithm uses a simplex of a predefined number of
models and randomly perturbs the parameters after a downhill simplex step. For this, the
random perturbations of the unknown parameters are used, and the trial models are either
accepted or rejected according to a Metropolis criterion. After a prescribed number of
perturbations, the control parameter is reduced. The process is repeated until the differ-
ence between the highest and lowest mismatch models relative to their average is less than
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a specified convergence factor (Li et al. 2012, Wu et al. 2020). More information on the
various aspects of the inversion can be found in Dosso et al. (2001).

In the non-linear inversion, the layer thickness and shear-wave velocity in each layer are
estimated parameters. In contrast, the P-wave velocity and the density of each layer are
considered constant because the dispersion curves are not sensitive to these parameters.
The lower and upper bounds of the estimated parameters and the fixed values of the P-
wave velocity and density for all the layers are listed in Table 3.3B. The chosen bounds
are based on the NGI report (L'Heureux et al. 2015) and are chosen sufficiently wide to
capture the velocities and layer thicknesses of the subsurface. A model with three hori-
zontally homogeneous layers overlying an infinite halfspace is chosen as the subsurface
thickness model (note that the number of layers and the constraints of the layer thickness
varied for some of the inversions due to the dispersion data’s resolvability). The choice
of the subsurface thickness model is based on the resistivity report given by Solberg et al.
(2012) and tests using different models. In these tests, the inversion consistently resolves
three layers which are hence used.

3.4 Results and discussion

In the following, the results from the active data using the first two modes will be presen-
ted and discussed (a discussion on the results using the other number of modes can be
found in Appendix 3.B). Subsequently, the results using the quiet periods will be presen-
ted (results from the construction noise are given in supplemental Material section C.1).
Then, the two will be compared, along with a time-lapse comparison between the results
from the different acquisitions.

3.4.1 Active Data

Figure 3.5 shows the average dispersion images (from all images obtained in one P-wave
shot series) for all acquisition days overlaid with the mean and standard deviation of the
extracted dispersion curves. The curves are found by computing the dispersion image
and picking the dispersion curves for each shot in a P-wave shot series. Subsequently,
the mean and standard deviation of the picked modes are calculated with an interval of
0.5 Hz. Similar to shots acquired in July, the estimated curves from all days show the
same trend with four modes within a comparable frequency range (approximately 5-35
Hz). Furthermore, additional shots were executed outside the quick clay area on the
northern segment of the array for comparison (see Figure 3.1C). The resulting dispersion
image shows more modes than obtained in the quick clay area, with higher frequencies
and an overall higher velocity (see supplemental Material section C.2).

The picked dispersion curves in Figure 3.5 are the input data for the linearized and non-
linear inversion. The inversion results using the first two modes for all acquisitions are
depicted in Figure 3.6 (see Appendix 3.B for inversion results using one, three, and four
modes). The shear-wave velocity depth profiles are obtained by applying the constraints,
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Figure 3.5: Average phase velocity spectrum from one active shot series from different days over-
laid with mean and one standard deviation computed using the four extracted dispersion curves.

fixed values, and initial models to the inversion algorithms. Figures 3.6A-F shows the
two observed modes from every acquisition, overlaid with the predicted modes from the
inversions. The fit between the observed and modeled modes agrees, with some outliers at
various frequencies. Figures 3.6G-L displays the resulting shear-wave velocity profiles,
where a similar trend is seen for all days. The final v profiles overlay a subset of the
velocity profiles used during the ASSA inversion to find the best-fitting velocity models
to illustrate the uncertainty in the estimates. It is worth noting the resolution general rule
stating that the fundamental mode is not sensitive to variation in material properties at
depths greater than 1/3 to 1/2 of the maximum resolved wavelength 1/3 to 1/2 of the
maximum resolved wavelength \,,,, (Olafsdottir et al. 2018). In the active shot data,
the average maximum wavelength for the fundamental mode is 39.2 m yielding a depth
resolution between 13.1 and 19.6 m. This is the trend observed in the the inversion results
using the fundamental mode only (Figure 3.B.1), where the velocities below approxim-
ately 15 m are more spread than that for shallow depths. Similarly, the best-resolved
thickness of the top layer is constrained relative to 1/3 and 1/2 of the shortest wavelength
Amin (Olafsdottir et al. 2018). The A,;, range for the measured fundamental mode is
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Figure 3.6: Observed and predicted dispersion curves for two modes from active data and the
associated inversion results. (A—F) The fit between the observed (the black) and the predicted (the
red for linearized, the blue for ASSA) dispersion curves. (G-L) The estimated shear-wave velocity
profiles from the linearized (L; the red) and ASSA non-linear (NL; the blue) inversion overlay
a subset of the velocity profiles (the black) generated by the ASSA inversion. The ensemble
illustrated the uncertainty of the parameter estimation.

3.6-6.3 m, providing a possible resolution between approximately 1.2 and 3.2 m. For
the non-linear inversion, the thickness of the first layer varies from 3 to 6 m. Moreover,
higher-order modes are known to resolve more of the near-surface shear-wave speed struc-
tures, penetrating deeper and providing smaller uncertainties of the estimates (Xia et al.
2003, Li et al. 2012). This effect is also observed in this work, especially prominent using
two modes (see Figures 3.7 and 3.B.4). Note that a fixed thickness of 4 m is chosen for all
layers for the linearized inversion. By investigating the obtained velocities in the different
layers, there are little variations between some of the layers. Therefore, the number of
layers could have been reduced, and similar results could have been obtained.

The non-linear inversion analysis provides sensitivity to each parameter. Thus, a multidi-
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Figure 3.7: Multidimensional sensitivity analysis using two and four modes for active shot data 12
August 2021 (A, B, C) Shear-wave velocity for layers 1-3 using two modes. (D, E, F) Shear-wave
velocity for layers 1-3 using four modes. (G, H, I) Thickness for layers 1-3 using two modes. (J,
K, L) Thickness for layers 1-3 using four modes. The mismatch gives the normalized difference
between observed and predicted data given as values between 0 and 1.

mensional sensitivity (MDS) analysis can be executed using the four modes present in the
data. Only the MDS using two and four modes are presented here (for the MDS of one
and three modes, see Appendix 3.B). Figure 3.7 illustrates that using two modes as input
in ASSA produces better-resolved parameters than using four modes as two modes show
more direct and narrow paths to the lowest mismatch values (except for hs). Therefore,
two modes are used hereafter. Similarly, the MDS analysis for the first two modes shows
a more direct and narrow path to the lowest mismatch value for the shear-wave velocity
than the thickness, suggesting better resolved vs values. Note that the v profiles shown
in Figure 3.6 (and later examples) correspond to the models with the lowest misfit in the
narrow distribution of the MDS plots.
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Figure 3.8: Same as Figure 3.6 but for the inversion of one mode obtained from the ambient noise
interferometry.

3.4.2 Passive Data

The inversion results for the passive data from various quiet periods are shown in Fig-
ure 3.8, where the observed and predicted modes are displayed in the first row, and the
resulting v profiles, overlaid with a subset of trial vs profiles from ASSA, in the second.
The predicted dispersion curves match the observed ones (Figures 3.8A, B, C), and re-
liable velocity profiles are obtained. The largest wavelength for the observed dispersion
varies depending on the obtained VSG. The values range from 28 to 50 m, providing an
in-depth variation resolution of 9-25 m. The shortest wavelength ranges from 5.2 to 8 m,
yielding a top-layer resolution of 1.7-4 m.

The associated MDS analysis is shown in Figure 3.9. Using the available fundamental
mode for the weekend ambient noise data (14 August 2021), the velocities for all three
layers are well determined. Similarly, the thickness mismatch response of layers one and
two are well-constrained and reliable. In contrast, the third-layer thickness (h3) has a flat
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Figure 3.9: Multidimensional sensitivity analysis for ambient noise data on 14 August 2021. (A,
B, C) Shear-wave velocity for layers 1-3. (D, E, F) Thickness for layers 1-3.

response, indicating that the data cannot resolve the layer thickness.
3.4.3 Data comparison and discussion

Figure 3.10 summarizes the results from the active and ambient noise data and shows that
the inversion results are consistent within the measurement period. The inversion pro-
cedures produce the same pattern, where the top approximately 15 m are well resolved
and the layers underneath have a larger uncertainty. Figure 3.10A contains all four modes
to compare the available information, whereas the inversion profiles in Figures 3.10B,
C are obtained using the first two modes as these produce the best-resolved inversion
parameters. Furthermore, there are minor differences between the dispersion curves ex-
tracted from the different days of active data. This can be observed in Figure 3.10A,
where all modes are mostly within one standard deviation of each other. The fundamental
modes from all quiet periods investigated are similar and give comparable velocities (Fig-
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Figure 3.10: Dispersion curves and inversion results from active shots (A, B, C) and ambient noise
interferometry (D, E, F). (A) The mean dispersion curves from the different shot days with error
bars indicating one standard deviation. (B) The linearized inversion profiles using two modes. (C)
The ASSA inversion profiles using two modes. (D) Dispersion curves from the interferometry. (E,
F) The linearized and ASSA inversion profiles, respectively. (B, C, E, F) are all overlaid with the
predicted v, profile from the rock physics modeling (see Appendix 3.C for more details).

ure 3.10D). This suggests that the construction work, and extra load added to the quick
clay, do not alter the shear-wave properties of the quick clay and remain stable.

The shear-wave velocity profile obtained from the rock-physics modeling shown in Fig-
ure 3.10 is consistent with the estimated velocity profiles, providing additional insight
into possible rock-physics parameters in the quick clay column. The change in velocity
due to the additional weight introduced by the construction is estimated by a strip-load
model to be 0.4 m/s at 19 m depth (see Appendix 3.C for more details). These changes
in velocity are within one standard deviation of the dispersion curves and cannot be re-
solved with this method. However, this model is a conservative estimate of the potential
velocity change as it assumes the minimum width and thickness of the extra road founda-
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Figure 3.11: Time-lapse analysis of the inversion profiles for the active and passive data over
the seven-month acquisition period. (A) Velocity profiles obtained from the linearized inversion
for the active (the red) and passive data (the blue) with mean profile (the black) and one standard
deviation (std) over velocity profiles found using active and passive data, indicating the variation
over the acquisition period (the gray shaded area). Note that the time-lapse of shear-wave velocity
profiles have not been separated by color (see Figure 3.10). (B) Associated velocity distribution
with Ny, velocity values from the linearized inversion, colorcoded by the interpreted layers. (C)
and (D) are the same as (A) and (B) but from ASSA inversion with Ny, velocity values. (E)
Associated depth distribution with Ny, depth values from the non-linear inversion. The layers
are interpreted from (E), indicated as solid lines for the layers within the resolution rule of thumb,
and dashed when outside. For an overview of the individual estimated values from the active and
passive data, see Table 3.4.

tion and considers only the resulting stress and pressure changes. The construction work,
especially the excavation activity, might add additional unwanted effects to the quick clay
that need monitoring (Bjerrum et al. 1971): (1) it might change the drainage network in
the subsurface; (2) it will break up the soil cover, which might change the erosion of the
underlying material; and (3) it will increase the vibrations in the ground, disturbing the
bounds between the clay.

The time-lapse variation, through the distribution of the shear-wave velocities and layer
interface depths presented in Figure 3.10, for the selected dates within the measurement
period (Table 3.3) is summarised in Figure 3.11. Table 3.4 shows the quantified values
from the active and passive data using the two inversion algorithms. Note that the es-
timates in the halfspace are below the resolution limit and, therefore, are not included in
Figures 3.10 and 3.11 and Table 3.4. Furthermore, the layer interface depths found us-
ing the ASSA inversion are consistent with the input three-layered model, finding similar
depth values. Based on these values and the profiles given in Figure 3.11C, the first layer
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Table 3.4: Statistical overview of estimated values for the two inversion algorithms applied to the
active (A) and passive (P) data. The mean and the standard deviation are computed for each layer.

Linearized Inversion
Depth (m) vg (M/s)
A P
4.0 10542 | 10542
8.0 156+4 | 160+2
12.0 16749 17343
16.0 199412 | 201+6
20.0 233417 | 224418
24.0 263+34 | 239428
28.0 285+49 | 248+35
ASSA

Depth (m) Vg (M/s)

A P A P
3.3+0.8 | 4.1+0.3 98+8 107+5
9.54£2.7 | 13.0+£0.9 | 15148 16342
26.4+6.7 | 30.2+9.3 | 201428 | 243427

interface may be considered to be at approximately 4 m, the second at approximately
12 m, and the third at approximately 21 m, with the uncertainty increasing as a function
of depth as highlighted by the increasing standard deviation in Table 3.4, also indicated by
the gray shaded area in Figure 3.11C. Based on these results and results from previous res-
istivity measurements of the area (Solberg et al. 2012), the content of the different layers
underneath the studied segment can be interpreted to be (1) sedimentary crust containing
agricultural soil, sand, and/or gravel, (2) marine clay, and (3) quick clay. The material
below 21 m is interpreted as bedrock. Note that the resistivity profiles given by Solberg
et al. (2012) show a significant lateral variation in the depth and thickness of the quick
clay layer; hence the layer interpretation will vary along the cable profile (for an example,
see supplemental Material section C.2). For this particular segment, the maximum depth
range for shear-wave velocity is approximately 15 m, and Solberg et al. (2012) have shown
the quick clay layer under the studied profile to be at a depth of roughly 10-20 m. For
situations such as this, the procedure needs further development to obtain more reliable
shear-wave velocity values for depths below 15 m. One possibility is using an alternative
seismic source generating lower frequencies that penetrate deeper. The surface waves will
then be able to capture changes occurring in the deeper portions of the quick clay layers.
However, the resolution obtained in this study is sufficient for observing changes within
the top 15 m.

The distribution of the velocities from the two inversion methods are given in Figures 3.11B,
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D, color-coded based on the layer in which the velocities are estimated. The velocity pro-
files from the various acquisition dates are similar, with a velocity distribution in agree-
ment with a three-layer model and an expected increase in uncertainty with depth. Note
that the choice of the bedrock interface has considerable uncertainty. This is visible in
the shaded gray area of Figures 3.11A, C and affirmed by the rule of thumb for depth
resolution (Olafsdottir et al. 2018). Ultimately, this interface location is chosen based on
the results of this study and constrained by the resistivity survey by Solberg et al. (2012).

All modes are within one standard deviation of each other, yet minor time-lapse effects
are present in the data. The dispersion curves from 15 September 2021 show some de-
viation from the other curves for mode two in the frequency range of 20-25 Hz. The
soil is reported as wet during this acquisition, and the shots are obtained during noisy
construction activity. The wet soil is unlikely to increase the phase velocities as there are
other acquisition dates with a higher humidity level that did not show the same trend (see
supplemental Figure C.8). In addition, changes between dry, wet, and cold periods could
not be resolved in the data. The reason is believed to be due to a very thin weather zone
of maybe approximately 0.5-1 m. The non-linear inversion, and the shortest wavelength
in the dispersion curves, resolve a minimum thickness of approximately 3 m for the first
layer. The estimated velocity in the layer will be an average of the material velocities
within, which attenuates the weather-induced changes. Hence, the surface waves cannot
resolve the weather changes due to the frequency bandwidth. Other explanations for the
observed time-lapse change are variations in the sledgehammer shots and/or influence
from the background noise level. Effects from these are evident through the variation in
dispersion curves from 15 September 2021, as indicated by the wider error bars in Fig-
ure 3.5C. For most acquisition days, the shots produce no or minimal variation in the
dispersion curves. The biggest differences are found in the extreme frequency values
for each mode (see Figure 3.5). Therefore, it is concluded that most of the time-lapse
variations in the dispersive data are caused by nonrepeatability effects. Nevertheless, the
shear-wave velocity profile obtained provides reference trends for the quick clay at undis-
turbed conditions. This agrees with in situ observations from the study area throughout
the fieldwork, where no changes to the quick clay area are observed. Moreover, changes
during the failure of quick clay are dramatic where its shear strength, and the shear-wave
velocity, will decrease towards zero. It is anticipated that changes leading to such condi-
tions will be observable through the proposed methods. However, two problems are not
possible to address in this work. (1) The time scale at which failure might occur: for the
Gjerdrum quick clay avalanche in 2020 (Ryan and Riekeles 2021) it was possible to com-
pute the minimum time duration of the avalanche based on witness observations and the
exact time when the fiber- and power-cable broke along with when the avalanche stopped.
The minimum duration was found to be 11 min. However, the changes to the subsurface
before the avalanche broke the cables could not be estimated for the event. (2) Deduction
of the shear-wave velocity bounds for when the quick clay becomes unstable: developing
an automated shot system will make it possible to find the shear-velocity profiles in near-
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real-time and make it possible to estimate the shear-wave velocity profile within 11 min
(assuming a similar time duration as in the Gjerdrum). This is not the case for the pass-
ive data where at least 22 h of recordings are needed to find stable VSGs, maybe less
for periods with extreme weather conditions. Another possibility is to take advantage of
the surface wave generated by the road construction directly as described by Yuan et al.
(2020) and use it as a mobile active source.

Both inversion algorithms produce comparable shear-wave velocity depth profiles and can
be used in the proposed monitoring system either together or individually. There are clear
advantages and disadvantages to linearized and non-linear inversions. Normally, linear-
ized inversion is less computationally demanding than non-linear inversion. However, the
initial values in the linearized inversion are crucial for finding the global minimum, which
is circumvented in the non-linear inversion by employing a hybrid method with some pre-
defined constraints. In addition, the non-linear inversion carries out a sensitivity analysis
for the estimated shear-wave velocities and layer thicknesses, providing additional in-
formation on how well the different values are estimated. In this study, prior information
from the NGI report (L’Heureux et al. 2015) is available, providing information for the
initial parameterization. When such information is available, the linearized model con-
verges to a stable solution and is therefore preferred due to the low computational cost.
However, when the quick clay properties change during an event, the initial model will
no longer be accurate, and there is a risk of incorrect and/or unstable inversion results.
In such cases, the non-linear method is preferred. Therefore, it is recommended to use a
combination of the two. Initially, the linearized method would suffice when there is only
natural variation of the subsurface properties, as observed in this study. Subsequently,
when the subsurface characteristics vary, the non-linear method (independent of an ini-
tial model) should be used. This allows for an accurate shear-wave velocity model or an
updated initial model to be used in the linearized approach.

3.5 Conclusion

This work demonstrates the possibilities of establishing an early warning system based
on time-lapse analysis of shear wave velocities using FO cables trenched into the shallow
soil layer of a known quick clay area in Norway. Exploiting data recorded by DAS, elastic
monitoring with high spatial coverage and resolution has been shown to be feasible. By
acquiring active and passive data before, during, and after a road construction period, it
is possible to extract the clear Rayleigh wave dispersion using both data sets. These dis-
persion curves are then used as input to two different inversion algorithms, a linearized
least-squares inversion and the ASSA inversion algorithm, to compare their performance
and the estimated shear-wave velocity profiles. Both inversion algorithms find reliable ve-
locity profiles down to a depth of approximately 15 m. Moreover, the inversion methods
produce similar results using active and passive data and could be combined in the early
warning system as they complement each other’s limitations. The dispersion curves of
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the surface waves and the obtained shear-wave velocity profiles for the active and passive
data did not change significantly during the acquisition period, suggesting that the quick
clay properties remained stable as the road construction proceeded. Nevertheless, the
obtained results provide reference shear-wave velocity trends for the study area in undis-
turbed conditions. This provides valuable information for future comparison to potential
failure scenarios. Moreover, the passive data displayed a larger deviation in the picked
phase velocities and fewer dispersive modes than the active data. The increased spread
in the dispersion curves for the passive data is most likely due to additional noise sources
generating energy broadside to the array, producing Love waves in addition to Rayleigh
waves.

The results in this work illustrate the feasibility of using both active and passive data,
together and separately, recorded on FO cables in an early warning system for quick clay
avalanches. However, the main limitation is the depth resolution. Recording data on FO
cables is a cost-efficient and easy way of setting up the system for long-term monitoring,
as the cable might already be in the quick clay, and all that is needed is to connect an
interrogator unit.
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Appendix

3.A The effect of different gauge lengths

To better understand the effect the Gauge Length (GL) has on the resolution of the surface
wave analysis, a follow up survey was carried out on 22 March 2022, acquiring sledge-
hammer shots using different GL. During the survey, four different lengths were invest-
igated; 2 m, 4 m, 6 m, and 8 m. These do not include the 3 m GL presented throughout
the paper. Figure 3.A.1 shows two clear effects (see Figure 3.5 for similar plots using
3 m GL): (1) shorter GL captures shorter wavelength. Using a 2 m gauge length, more
frequencies can be observed for each dominant velocity. In the 8 m GL case, the short
wavelengths are not observed. This wavelength high-pass filtering is especially clear for
the fundamental mode. For a 2 m GL, the minimum wavelength observed is 2.94 m, com-
pared to 5.56 m for 4 m GL, 7.14 m for 6 m GL, and 10 m for 8 m GL. Previously it has
been shown that when the wavelength recorded approaches the GL, the signal signific-
antly distorts (Hartog 2017). This is also observed in Figure 3.A.1 (where the black line
denotes this limit, f = vppqse/GL), where the majority of the modes can not be observed
close to this line. (2) Longer GL contains stronger arrivals for higher velocities.

3.B The effects of using different number of modes

The effects of using a different number of modes are presented and discussed. In ad-
dition to using two modes in the inversion (see Figures 3.6), one (Figures 3.B.1), three
(Figure 3.B.2) and four (Figure 3.B.3) modes have also been investigated. The inversion
results show similar shear-wave velocity profiles, with some variations. These differ-
ences are also evident in the multidimensional sensitivity (MDS) analysis presented in
Figure 3.B.4 and Figure 3.7 through the differences in the shape of the individual scat-
ter plots. There are various factors producing these variations. The first is related to
the different input data to the inversions when increasing or decreasing the number of
modes. This should, in general, improve the resolution of the near-surface shear-wave
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Figure 3.A.1: Comparison of dispersion images from data using different gauge lengths (GL).
The black line is computed as the case when the wavelength is equal to GL, i.e., [ = Vphase /GL.

speed structures, penetrating deeper and providing smaller uncertainties of the estimates
(Xiaet al. 2003, Li et al. 2012). While this is the case when two modes are used, applying
three and four modes produces worse sensitivity for most inverted parameters. Previous
work by Li et al. (2012) shows an example where Love and Rayleigh wave modes in close
proximity give inaccurate dispersion curves that are inappropriate for inversion and lead
to biased velocity profiles. In this study, modeled Love and Rayleigh wave modes (using
the v, profile estimated using two modes from 12 August 2021) are close to each other
(Figure C.3). The excited Love wave may have contaminated the extracted Rayleigh wave
dispersion curves, which might bias the inversion results.

3.C Rock physics modeling

For comparing the estimated shear-wave velocity profiles through the time-laps surface
wave inversion at the Rissa site, a S-wave velocity depth profile is calculated using the
empirical equation of Hardin and Blandford (1989) where the elastic shear modulus for



82 Paper 2: Quick clay monitoring using distributed acoustic sensing: A case study from Rissa,
Norway

A B Cc D E F

2021.07.01 2021.08.12 2021.09.15 2021.11.02 2021.12.01 2022.02.02
400 400 400 400 400 400
X Observed
350 350 Predicted L 350 350 350
E Predicted NL
£ 300 300 300 300 300 300
2
8 250 250 250 250 250 250
©
>
g 200 200 200 200 200 200
e
o 150 150 150 150 150 150
100 100 100 100 100 100

0 20 40 0 20 40 0 20 40 0 20 40 0 20 40 0 20 40
Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz)

G H | J K L
0 0 Linearized 0 0
Non-linear
5 5 5 5
E10 10 10 10
£
&
a15 15 15 15
20 20 s 20 20
L

25 ! * 25 25 25 25 25
100 200 300 400 100 200 300 400 100 200 300 400 100 200 300 400 100 200 300 400
Vg (m/s) Vg (m/s) Vg (m/s) Vg (m/s) Vg (m/s) Vg (m/s)

Figure 3.B.1: Observed and predicted dispersion curves for one mode from active data and the
associated inversion results. (A-F) The fit between the observed (the black) and the predicted (the
red for linearized, the blue for ASSA) dispersion curves. (G-L) The estimated shear-wave velocity
profiles from the linearized (L; the red) and ASSA non-linear (NL; the blue) inversion overlay
a subset of the velocity profiles (the black) generated by the ASSA inversion. The ensemble
illustrated the uncertainty of the parameter estimation.

the vertical direction (c44) is given as

OCRF Sy
0.3 +0.7¢2) (2 + 2v)""

M o o). G.1)
The model parameters assumed for simulating the shear modulus depth profile are given
in Table 3.C.1. The predicted elastic shear modulus is in the plane containing the principal
stresses in vertical and horizontal directions. Figure 3.C.1A shows the assumed principal
differential stress profiles in vertical (0},) and horizontal (0}, directions when considering
hydrostatic pore pressure. Moreover, Figure 3.C.1B displays the simulated void ratio
reduction expected across the quick clay column overlaid with values from lab analysis of
quick clay samples from Flotten, Norway. The coefficient of earth pressure at rest (Kg =
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Figure 3.B.2: Same as Figure 3.6 and Figure 3.B.1 but for the inversion of three modes.

oy,/oy) is kept constant (~0.66) when assuming a friction angle, based on comparable
clay material from Gella (2017). The clay is modeled as normally consolidated with
an over-consolidation ratio (OCR) equal to one. That is, the in situ vertical differential
stress is about equal to the past maximum vertical differential stress. A more detailed
explanation of the model and its parameters and assumptions can be found in Hardin and
Blandford (1989). Furthermore, the shear wave velocity (v,) is computed as

cat
Pb

(3.2)

Vsy =

when assuming 100% water saturation. The shear wave is assumed to propagate in the
vertical direction along the z-axis, with the particle motion horizontally along the z-axis.
The bulk density (py) is calculated as a volume-weighted average between the mineral and
pore fluid densities (see Table 3.C.1). The resulting predicted shear modulus is depicted in
Figure 3.C.1C and the corresponding shear-wave velocity depth profile, given the specific
in situ conditions for a 25 m thick quick clay column, in Figure 3.C.1D.
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Figure 3.B.3: Same as Figure 3.6 and Figure 3.B.1 but for the inversion of four modes.

In addition to modeling the shear-wave velocity profile, the effect of the applied surface
load caused by the new road foundation is investigated using the analytical expression
of Boussinesq (1885). Under the assumption of uniform strip load, the vertical total and
effective stress changes are estimated as a function of the depth of the 19 m deep well-bore
located 30 m from the edge of the new road foundation. The foundation has a minimum
width of 30 m and a minimum thickness of about 2.4 m with an assumed bulk density of
1660 kg/m?®. This results in an estimated vertical stress increase of 39 kPa underneath the
road stip. The vertical stress change (Ao ) can then be computed:

Ao, = %(a + sin(a) cos(a + 20)), (3.3)

where ¢ is the load per unit area introduced by the road, « the angle between the far
end of the foundation and a position along the well-bore make, whereas /3 is the angle
between the closest point of the foundation and the position along the well-bore. The
vertical stress change at 19 m depth in the well location is estimated to be about 1.2 kPa
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Figure 3.B.4: MDS from 21 August 2021 for one mode (A-C and G-I) and three modes (D-F and
J-L).

(see Figure 3.C.1E), which corresponds to a shear-wave velocity increase of about 0.4 m/s
or no change in the shear velocity.

In addition to comparing the shear-wave velocities to rock physics, the profiles are com-
pared to an ultrasound test of a 30x50x20 cm® sample extracted from the survey area
(from a depth of ~40 cm). Laboratory investigation showed a velocity of 160 m/s using
a 100 kHz input signal and a high attenuation level, where the output center frequency
decreased to ~15 kHz.
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Table 3.C.1: Modeling parameters used in predicting the elastic shear modulus depth profile as

shown in Figure 3.C.1.
] Variables \ Description Values
OCR Over-consolidation-ratio 1.00
k Dependent on the plasticity index of the soil | 0.30
e Void ratio or pore volume Void ratio depth profile
(Figure 3.C.1B)
v Poisson’s ratio for wet conditions 0.48
Sia Dimensionless elastic stiffness coefficient 1400.00
n Stress coefficient 0.50
Dref Atmospheric pressure ~101.31 kPa
Pm Density of mineral material 2.75 g/cm?
Pp Density of pore water 1.00 g/cm?
A o B c D _T:::in, 1089 | E
e Diff. vert.stress odel it of
0 N e B N el R e
5 5 5 5
5
E10 10 10 10
s 10
o
15 15 15 15
\
1 15
20 20 20 20 \
Void stress \
@  Flotten data 1
25 25 25 20
0 100 200 300 1 2 0 50 100 200 400 0 05 1
Stress (kPa) Void ratio () c,, (kPa) v_ (m/s) Aaz (kPa)

Figure 3.C.1: Stress (A) and void ratio (B) depth profiles are used in estimating the shear modulus
depth trend at the Rissa acquisition site when assuming hydrostatic pore pressure conditions. In
(B), the green dots represent the average bulk density estimated from lab analysis of quick clay
samples of the Tiller site in Trondheim, Norway. (C) The predicted shear modulus depth profile
using the model of equation (3.1). (D) The corresponding synthetic shear wave velocity depth
profile (the orange) along with NGTI’s fitted regression line is based on 138 clay cores (the black)
acquired from central- and eastern-Norway (L'Heureux et al. 2015). (E) The vertical stress change
as a function of depth is estimated using the strip-load model (Boussinesq 1885).
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4.1 Abstract

A new spectral ratio method has been used to compute average P- and S-wave quality
factors, (), and @), for the sedimentary sequence below the “V”-shaped Oseberg per-
manent reservoir monitoring (PRM) system. Quality factors are important for a more
accurate characterization of the subsurface and to obtain additional information on the
physical processes within the earth, such as fluid content and partial melt. However,
few methods compute the average ()-value in sediments for P- and S-waves in a region,
which can be used as a constraint for attenuation models in more sophisticated inversion
techniques such as full-waveform inversion or attenuation tomography. To address this,
a spectral ratio method using two receiving stations, one installed on sediment and one
installed on bedrock, has been developed. This has resulted in quality factor estimations
ranging from approximately 64 to 137 for P-waves and 29 to 123 for S-waves using a
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subset of the 172 ocean-bottom nodes in the Oseberg PRM system and a seismometer in
Bergen, Norway. The (), values are more scattered and hence more uncertain than the ),
values due to the P-wave signal being close to the background noise level. In the study
area, local earthquakes of magnitude as low as My, 2.4 can be used to obtain (), values
and earthquakes of magnitude lower than 2.1 to find Q)5 values, with the possibility of
using lower magnitude events if the epicentral distances to the receivers are similar and
smaller. Using this method, the average quality factor in sediment packages, for a variety
of regions, can be estimated using appropriate raypath configurations connecting source
and receiver.

4.2 Introduction

Seismic waves are known to attenuate when propagating through the subsurface. This
wave attenuation will reduce the amplitude of the signal with increasing propagation dis-
tance, leading signals at some frequencies to fall below the noise floor, and decreasing the
frequency bandwidth. It also will cause a frequency-dependent phase shift and, therefore,
a waveform change. The seismic attenuation often is described by the quality factor @,
a measure of the efficiency of wave propagation, or its inverse, Q~', the internal fric-
tion (Stein and Wysession 2003, Romanowicz and Mitchell 2007). The factor () can be
specified for different types of waves, as they show different attenuation behavior when
propagating through the same geology. This paper focuses on the average quality factor
for P- and S-waves through a given sediment package, ), and (). It also has been ob-
served that the quality factor varies for different types of geology. In sedimentary layers,
the value is normally much lower than in bedrock. Low () values mean that the seismic
wave amplitudes attenuate more and experience more phase change than high values. In
addition, an important consequence of attenuation is physical dispersion, where a high
attenuation causes a high dispersion. Conversely, a low attenuation will produce little
to no dispersion (Stein and Wysession 2003). In general, two main mechanisms control
the level of attenuation: seismic absorption (heat loss) and scattering. No discrimination
between the two will be made; instead, the effective, or combined, attenuation is studied.
Attenuation is recognized as a significant seismic parameter that, when known and com-
pensated for, may allow for improved interpretation of seismic data. Furthermore, due to
the high variation of () values in the crust and uppermost mantle, this parameter can be re-
lated to additional geologic and geophysical information that cannot be found using other
geophysical tools. This information can subsequently be used, for example, to more con-
fidently characterize oil and gas reservoirs, monitor CO4 injection, magnitude estimation
of earthquakes, map 3D geologic structures and dynamics within the earth, and provide
improved estimates of synthetic seismograms (Aki 1980, Stainsby and Worthington 1985,
Tonn 1991, White 1992, Hauksson and Shearer 2006, de Lorenzo et al. 2013, Amalokwu
et al. 2014).

In addition to the variation in the crust and the uppermost mantle, the quality factor can
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be affected by the regional geology, such as differences observed within and at the inter-
face among the crust, mantle, and core (Mitchell 1995, Romanowicz and Mitchell 2007).
To map the crust and mantle attenuation, tomographic analyses have been carried out for
the entire earth. Mitchell et al. (2008) map, for example, the overall trend for Eurasia.
However, these tomographic models do not capture the local variation of the () values,
e.g., the difference between the local () value in sediment packages and bedrock as stud-
ied here. Moreover, there are several studies that capture the local attenuation in a given
area: Beckwith et al. (2017) use prestack () inversion for a seismic reflection survey in
the North Sea, Zollo and de Lorenzo (2001) use a pulse width method in Flegrei Caldera
(Italy) and, more recently, Sketsiou et al. (2021) find a 3D attenuation image of the Pollino
fault network in Italy. Other studies on oil and gas fields characterize the attenuation val-
ues through analysis of well data (see, e.g., Reid et al. (2001), Sams et al. (1997), Carter
et al. (2020)). This work aims to add a new spectral ratio method for local attenuation
estimation to these studies. The method has been developed to estimate () values of a
sedimentary package for P- and S-waves using station pairs, one station placed on sedi-
ment and one placed on bedrock using earthquakes as the source. The method provides
average estimates of the given sedimentary package that can serve, for example, as a
model constraint for more complicated estimation methods, such as full-waveform inver-
sion and attenuation tomography. The quality factor for a 5-7 km thick sediment package
below Oseberg C has been estimated using a permanent reservoir monitoring (PRM) sys-
tem and a seismometer in Bergen, Norway (Figure 4.1). The method has been applied to
three local earthquakes recorded in January 2014.

The method presented in this paper contains aspects comparable to the procedure de-
veloped by Teng (1968) and later applied by, e.g., Solomon (1973) and Hwang et al.
(2009). Furthermore, others have applied spectral ratios to estimate () values. Dasgupta
and Clark (1998) use spectral division on conventional surface seismic common-midpoint
reflection data to find seismic attenuation values in the southern North Sea. Subsequently,
Liu et al. (2018) use a modified log spectral ratio method to find @) values, and Mayeda
et al. (2007) use a coda spectral ratio of narrowband envelopes to find the attenuation.
Hauge (1981) measures attenuation from vertical seismic profiles using spectral ratios
between downhole pulses and a reference pulse. The proposed method differs from the
listed ones by taking the spectral ratio of a station pair, with one receiver located on
sediment and the other located on bedrock, to estimate the quality factor value of a sedi-
mentary sequence for P- and S-waves.

4.3 Data and theory

Earthquakes recorded on receivers at the Oseberg field, the North Sea, and Bergen, Nor-
way (Figure 4.1) were analyzed in this work. The Oseberg data (OSE) were acquired on
172 4C ocean-bottom nodes (OBNs) connected by a seismic cable, containing three or-
thogonal geophones and one hydrophone, as part of the V-shaped Oseberg PRM system.
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Figure 4.1: Overview of the region of interest. (A) The study area relative to Europe with the red
rectangle showing the study area (bathymetry map from GEBCO (2021)). (B) The location of the
earthquakes (the orange stars) with associated error ellipses and the receivers (the red triangles).
(C) The receiver geometry of the 172 OBN just south of the Oseberg C platform.

The sensor spacing of the outer legs and inner legs was 50 and 25 m, respectively (see
Figure 4.1C) and trenched 1-2 m into the seabed at a water depth of 108 m (Bussat et al.
2016). The data recorded in Bergen (BER) were recorded on a 3C broadband seismometer
located at the University of Bergen campus. Only one month of data from the Oseberg
PRM was available for the analysis (January 2014); three local earthquakes were visible
in the data and hence focused on in this analysis. These events will be denoted as E1 for
the earthquake on 14 January 2014, E2 for the earthquake on 21 January 2014, and E3 for
the earthquake on 23 January 2021. Key facts about the earthquakes are summarized in
Table 4.1. Note that no depth estimate was provided for the low-magnitude E1 due to its
remote location and distance to the receivers. In addition, six teleseismic earthquakes are
reported for January 2014 by USGS (2022) with magnitudes higher than M,,,, 6.1, with a
maximum magnitude of 6.5. There were two main reasons why these were not included in
the analysis: (1) As the method estimates the quality factor of the sedimentary layer at the
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Table 4.1: Information for the local earthquakes used to estimate the quality factors.

Name Date Time (Lat®, Lon®) Depth Mag Station Distance
(km) (M) (km)

El 2014.01.16  17:03:31 (59.51, 1.47) - 2.11 BER 239
OSE 142

E2 2014.01.21 06:39:04 (61.05,4.72) 13.6  2.35 BER 107
OSE 88

E3 2014.01.23 04:32:50 (61.24,4.70) 9.6 2.57 BER 119
OSE 107

end of the wave propagation path, the teleseismic signal will be dominated by the signal
propagating in the bedrock and mantle, and hence not focusing on the effects occurring in
the sedimentary layer. (2) The magnitudes of the events were relatively small with a long
propagation path (the smallest propagation distance is 2700 km with a magnitude of 6.1).

4.3.1 Preprocessing

To prepare the Oseberg PRM data for (-value estimation, various preprocessing steps
were carried out. (1) Platform noise present in the Oseberg data was suppressed using
an f — x-filter (Schonewille et al. 2008). The noise was suppressed by four iterations
using a noise threshold of seven with five filter points and a frequency band from 1 to
50 Hz. An example of the data from E3 and the effect of the platform noise removal
are shown in Figure 4.2. The f — z-filter only changed the noise portions of the data,
leaving the earthquake signal (and therefore the spectrum) untouched (Schonewille et al.
2008). This also can be observed in the difference plot in Figure 4.2C, in which only
the noise part has been affected, whereas the earthquake signal was not. (2) The Oseberg
data were converted from g (using a constant factor of 9.81 m/s?) to particle acceleration
and further integrated into particle velocity to match the same measurement unit as the
BER seismometer. (3) The data were detrended and (4) all the data were resampled to
a common sample rate. Because only frequencies from the local earthquakes were of
interest, (5) a Tukey window and a fourth-order Butterworth band-pass filtered with cut-
off frequencies at 1 and 40 Hz were applied. The low-cut frequency was set to 1 Hz to
remove the most prevalent part of the ocean noise at Oseberg.

4.3.2 Traveltime computation

A ray-tracing algorithm was used to compute the traveltimes needed in the analysis. To
calculate these values, a P-wave velocity model representing the geology in the Oseberg
area was constructed. This velocity model was generated using the same approach as
Jerkins et al. (2020) by combining a local sonic log from well 30/6-1 (Figure 4.3A), and
a regional layered velocity model of the area (Havshov and Bungum 1987), as shown
in Figure 4.3A, B. The ray-tracing algorithm is a high-frequency approximation to the
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Figure 4.2: Suppression of platform noise from Oseberg C. (A) The raw observed signals. (B)
The observed signal after the f — z-filter. (C) The difference between (A) and (B). This shows
that the noise closest to the platform (channels 1-16, 80-100, and 157—-172) has successfully been
suppressed. The dashed rectangle indicates the area used for the analysis and the nodes closest to
the platform (1-14 and 159-172) are too contaminated by platform noise to give reliable results
and are discarded a priori to the analysis

wave equation and therefore requires a smooth velocity model as input (Figure 4.3C).
The smoothing ensures that the characteristic dimensions of inhomogeneities were con-
siderably larger than the prevailing wavelength in the model (Cerveny 2001). Hence, a
four-step workflow to find a smoothed representation of the combined velocity model was
used. (1) The rapid changes in the sonic log were smoothed as shown in Figure 4.3A us-
ing a 0.76 km moving average window. (2) The end of the sonic log (~3.2 km depth) was
connected to the regional velocity model at a depth of 8.125 km (Figure 4.3B). (3) Linear
interpolation was applied so that the entire model had the same depth sampling interval.
Finally, (4) a moving average filter with a window of 3.048 km was applied for the final
smoothing. The linear interpolation and moving average filter were chosen for simplicity
and efficiently smoothed the data to the desired level.

The ray-tracing algorithm used to model the raypaths through the subsurface is based
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Figure 4.3: Velocity model and conceptual sketch. (A) The sonic log from well 30/6-1 (the blue)
and the smoothed version (the red) with the assumed 15% uncertainty indicated (the dashed red
lines). (B) The final velocity model (the red), combining the smoothed sonic log and NNSN P-
wave crustal velocity model (the blue). (C) The raypaths to BER is assumed to be dominated by
attenuation in bedrock, whereas the travel path to Oseberg is affected by attenuation from 5 to 7
km thick sediment package and the same bedrock model as for the raypath to BER. The ) model
of the bedrock is assumed known, whereas the value (Q)s.4) for the sediment package is estimated.

on the ray equations. The ray equations are used to approximate the nonlinear eikonal
equations and are given by (Thomson and Chapman 1985, Keers et al. 1997)

d
o= v@p. .
dp 1

The modified Euler method is used to numerically implement the equations:
Tip1 = x; + Atv*(z;)pi, 4.3)
AL D) (44)
i1 =Di— — —v(x; .
where x is the position along the ray, v(x) is the velocity from the velocity model, At is
the time step and p is the slowness vector.

4.3.3 () estimation using spectral division of data from two sensors

To estimate the () value for the sediment package underneath the Oseberg C platform, a
spectral division method was applied to the signals recorded on the Oseberg PRM system
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and the BER seismometer. Note that the quality factor was assumed to be frequency in-
dependent. This was a common, but questionable, assumption as discussed by Douglas
(1992), Sams et al. (1997), Romanowicz and Mitchell (2007), Beckwith et al. (2017),
among others. As shown in Figure 4.3C, the raypaths to OSE propagated through a
layered bedrock model at the start and later through a 5-7 km thick sediment layer before
being recorded. In contrast, the raypaths to BER traveled primarily through the layered
bedrock model. The layered bedrock model was created based on previous studies from
the North Sea (Dasgupta and Clark 1998, Reid et al. 2001, Mitchell et al. 2008). Follow-
ing these definitions, the predicted amplitudes recorded at OSE (A1) and BER (As) can
be given, under the low-loss condition () > 1), as (Stein and Wysession 2003)

S /
A — exp ( 36d> exp | —m 4.5)
b Rl f Qsed f Z Qz
N»
S Ty
Ay = —exp | —7 — 1, (4.6)
where S is the source signature; 77, ;, T, and T}, are the traveltime through the sediment-

ary layer, through layer i to the sediment package and through layer k to BER, respect-
ively; N7 and No are the numbers of bedrock layers the ray travels through; R; and Ra
denote the geometric spreading factors and are given as the travel distances to OSE and
BER, respectively; (Qs.q represents the average attenuation in the sediment package; @Q);
and @) are the attenuations in the bedrock layers.

By performing a spectral division between the predicted amplitude at OSE with that of
BER, the following expression is obtained:

é:@exp( wf “d>exp( szz 1Q;)
A2 I eXP( LD 1Qk)

which can be rewritten into the following form:

Ay Ry v IAE:
(3 () (S0 £R)

sed
From this, the coefficients of a straight line with slope a and intercept b can be defined:

Ry
_— (R1>, 49)

T o o,
[ sed + 21 — . 4.10
¢ " (Qsed Z Q’L Z Qk) ( )

, 4.7
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Table 4.2: The mean value, with one standard deviation, for the different terms in equation (4.11)
using a three-layered bedrock quality factor () model (see Figure 4.3 for () model). The mean
and standard deviation are found from the different values obtained as described in the “Data and
theory” section. The quantified uncertainties are presented subsequently.

Name Wave —a/m (s) At*(s) T1—T5(s) T, (3
El S 0.052 £ 0.01 0.052 —34.74+ 0.08 5.10% 0.0006

E2 P 0.035£0.02  0.005 0.84+ 0.08  3.27 & 0.002
E2 S 0.060 £0.01  0.008 1.46 £ 0.13  5.65 £ 0.003
E3 P 0.044 0.007 —0.84 3.27

E3 S 0.050 £0.008 0.012 —-1.35£ 0.14 5.67 £ 0.003

Subsequently, the slope can be found by linear regression of the ratio In(A;/As) for a
frequency range above the noise floor for both signals. Rearranging, the average quality
factor in the sediment package ()s.q can be computed using the measured slope a:
T/
Qsed = sed : (4.11)
—L—yn 1Q + 32 1Qk

Note that the spectral ratio eliminates the effects of the source term, whereas geometric
spreading is accounted for in intercept b, independent from the final (Q,.4 estimation.
Furthermore, the effect of instrument response on the recorded earthquakes is expected
to be the same for all the receivers because the dominant frequency range is within the
flat part of the instrument response for both receiver types used. Common values for the
different terms are summarized in Table 4.2, where the notation has been simplified by
letting t* = >t/ and hence:

At* :—Z?Jrzg’z. (4.12)

4.3.4 Uncertainty analysis

The quality factor given in equation (4.11) is a function of the slope a, the traveltime
through the sediment layer 77_,, and the traveltime differences diVided by the assumed
quality factor in the bedrock At¢*. By assuming that the parameters, a, 77, and At*, are
independent of each other, an estimation of the uncertainty related to (054 can be found
through

2 2 2
50y = ¢ <6§26d5a> + (‘nged 5Tged> + (aa%:jmt*) , (4.13)

sed

where da is the standard error of the slope found in the regression analysis and 677, and
OAt* are, in this case, the errors related to an erroneous velocity model used to compute
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the traveltimes through the sedimentary sequence and the bedrock. The errors in the
velocity model are assumed to be 15%, based on the variation in the sonic log from well
30/6-1 (see Figure 4.3A). Moreover, the weak point of this method, in this scenario, is
that the parameters 77_, and At* are not fully independent. Therefore, the assumption is
that they are weakly related to each other and can thus be treated as independent (Landrg
2002). Furthermore, the uncertainty parts in equation (4.13) are assumed independent,
i.e., that they are orthogonal and, hence, a conservative estimate of the total uncertainty
of (QQseq- The partial derivatives in equation (4.13) are given as

aC?sed _ T;ed 4.14)
Oa (=24 At)°
8Ct?sed 1
pr— 4. 1 5
o1, i Ar )
aQsed o _Tsled (4 16)

AL (24 Av)”

and, hence, the uncertainty in the average quality factor as

2 2
T -0 ST (=T At
0Qea = | | —— % 5 +<_a sed ) + =) . @17
m (5 +Ar) -+ AL (5 +Ar)

4.4 Results and discussion

4.4.1 The () estimation

The Qsq values are computed using a subset of the 172 receivers available at Oseberg.
The stations closest to the platform (channels 1-14 and 158-172 inclusive) are visibly
highly contaminated by platform noise and are a priori discarded from the analysis. To
find reliable channels, two conditions based on signal-to-noise ratios (SNRs) are intro-
duced (for computation of SNR, see Appendix 4.A).

The first SNR condition uses the root mean square (RMS) of equal length windows to
compute the SNR. The three windows are (1) before the P-wave arrival assumed to only
contain noise (noise RMS), (2) after the P-wave arrival, including the P-wave signal (P-
wave RMS), and (3) after the S-wave arrival, including the S-wave signal (S-wave RMS).
Figures 4.4A, B, E, F show examples of how the first breaks are found on the OSE and
BER data (for a comparison between high and low SNR waveforms from OSE, see Ap-
pendix 4.B). The window length is defined as the time interval between the P- and S-wave
arrivals for the sensor closest to the event investigated, i.e., the station with the shortest
P-S delay. From the resulting RMS values shown in Figures 4.5A, C, D, it is possible to
see the differences in signal quality for receivers in different portions of the PRM system.
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Figure 4.4: The time and frequency content of the different recording sites. (A, B) The time
signals on the vertical and (east—west)-geophone components recorded by node 40 in the Oseberg
PRM system. The boxes indicate the time window used to compute the noise and P- and S-waves
amplitude spectra (and later RMS). (C, D) The respective amplitude spectra normalized to the
individual maxima for BER and OSE. The noise is indicated in black, P-wave is indicated in red,
and S-wave is indicated in blue. The solid lines represent BER and the dashed lines represent OSE.
(E, F) The time signals recorded on the BER seismometer. The boxes indicate the time window
(of equal size as in A and B) used to compute the noise and P- and S-waves amplitude spectra.

Channels at distances 3.08-3.58 km (channel number 80-100) are observed to have the
highest RMS level for the received P- and S-waves for E2 and E3, perhaps due to bet-
ter sensor coupling. Comparing the RMS noise from the window just before the P-wave
signals with RMS from 3 h of data, assumed to contain noise only, the noise before E2
is lower than the mean for the 3 h of data, whereas the noise for E3 is similar (for mean
noise RMS, see supplemental Figure D.1). The lower noise RMS for E2 is most likely
due to the platform noise suppression being more efficient for this event compared with
E3. The noise level for E2 is on average 0.71 pm/s compared to 0.98 pm/s for E3. The
SNR level at which the estimated quality factor becomes stable (7.5 dB for P-wave ar-
rivals, all S-wave arrivals) is then chosen, and channels with SNR above these boundaries
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are considered reliable. Figure 4.5 shows the computed RMS values (Figures 4.5A, C,
E) and the associated SNR values and boundary (Figures 4.5B, D, F). As expected, E3
shows the highest RMS and SNR values for the S-wave and E1 shows the lowest. It also
is evident that the P-wave arrives with low amplitudes, barely above the noise floor for
all earthquakes. By investigating the frequency content of the noise and P- and S-wave
signals in Figures 4.4C, D, clear differences are observed. The BER amplitude spec-
trum exhibits more high-frequency components than the OSE amplitude spectra. This
is interpreted to be due to the extra attenuation caused by the sediment package under
the Oseberg PRM system as schematically shown in Figure 4.3C. Furthermore, the noise
level at OSE is higher than BER, especially for low frequencies, even after suppressing
the platform noise and ocean swell noise in the preprocessing. This is expected because
the OBN network is affected by more low-frequency swell noise than the on-land BER
seismometer.

The second condition compares the frequency component of the noise to the P- and S-
wave frequency spectra, and the SNR for all components is calculated. Only channels
with sufficiently high SNR to adhere to condition one are considered. To estimate reliable
slopes from the spectral division, high SNR for as many frequency components as pos-
sible is needed. The SNR boundary for both waves is set to 10 dB. The frequency SNR
boundary is shown in Figures 4.6G, H together with the spectral ratio for P- and S-wave
obtained by taking the ratio between the smoothed amplitude spectra of a station pair as
shown in Figures 4.6A, B, D, E. The smoothing is carried out to remove the effects of
the frequency component close to zero, resulting in unstable division and a large effect
on the final results. The effects of the frequency components close to zero are especially
problematic for the higher frequencies as shown in Figures 4.6C, F, I. The bold portion
of the spectral ratio shown in Figure 4.6 indicates the frequencies used in the robust re-
gression (MATLAB “robustfit” function was used (Dumouchel and O’Brien 1989)) to
estimate the slope and the associated uncertainties, a and da, respectively (for more ex-
amples see supplemental Figures D.2-D.7). The slopes with a 95% confidence interval
and the associated standard residual error (SRE) are represented in Figures 4.7A, B.

The estimated traveltimes through the sedimentary layer 77_, and the difference in ¢*
values from the traveltime in the layered bedrock model At* for all earthquakes analyzed
are shown in Figure 4.8 (for examples of computed raypaths used to find these values, see
supplemental Figure D.8).

Applying the values from the ray tracing, the SNR conditions, and the obtained slopes,
the (Qscq values are estimated for the P- and S-wave arrivals. The attenuation results are
plotted together in Figure 4.7C and individually along the array layout in Figure 4.9. To
find the best boundaries for the first SNR condition, a plot without the introduced SNR
boundary is made for comparison (see Figure 4.10). By comparing the estimates and the
uncertainty found in equation (4.17) with and without the boundary (Figure 4.7C versus
Figure 4.10) and the associated SNR for each channel (Figure 4.5) it is clear that the P-
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Figure 4.5: The RMS and SNR for the three earthquakes. (A) E1 computed RMS values for the
noise recorded on the vertical (the black) and z-component (the gray), the P-waves on the vertical
component (the red), and S-waves on the x-component (the blue). (B) The corresponding SNR
for the P- and S-wave. The threshold for acceptable P-wave SNR (the dashed red lines) is set to
7.5dB. (C, D, E, F) The RMS and SNR for E2 and E3.

wave attenuation values become unstable under approximately 7.5 dB, whereas the Q)
values are stable for all channels. For the (), values, the total uncertainty is generally
high for the rejected values. However, some values have uncertainty close to the accepted
values (e.g., the E1 estimates). These are considered unstable due to their low SNR,
where their first-break arrivals were hardly visible in the waveforms. From this, a 7.5 dB
boundary is set for the (), estimation, and no boundary for ), is set. This condition
provides 27 estimated (), values and 378 estimated (), values for the events. Note that
the estimated quality factor values are given as the mean and one standard deviation from
the estimates obtained (see Table 4.2). The values for the quality factor and the associated
uncertainties (from equation (4.17)) are given separately.

The results will be presented and discussed in four parts, starting with discussing the ef-
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Figure 4.6: Computation of slopes from E2 using node 90 for (A, B, D, E, G, H) smoothed and
(C, F, I) unsmoothed representations of the amplitude spectra. (A, B) The smoothed amplitude
spectrum for the P- and S-wave phases, respectively, recorded on the Oseberg PRM data. (C) The
unsmoothed amplitude spectrum for the S-wave phase for OSE. (D, E) The smoothed amplitude
spectrum for the P- and S-wave, respectively, for BER. (F) The unsmoothed amplitude spectrum
for the S-wave phase for BER. BER exhibits a higher frequency content than Oseberg, which
can be attributed to the extra attenuation in the sediment. (G, H) The computation of the slope
(the dashed black line) using the frequency components (the bold blue segments) with SNR above
10 dB (the dashed orange line) used in the () 5.4 estimation. For more examples of slope estimates,
see supplemental Figures D.2-D.7. (I) The computation of the slope using unsmoothed OSE and
BER

fects of the assumed values, followed by a presentation and discussion of the results based
on the epicenter location, starting with E1 and then E2 and E3. Finally, a comparison of
the results will be presented.

4.4.2 Assumptions affecting the results

The model for the bedrock attenuation () and the constant parameter for the sediment
thickness used in the estimation are assumed to be known. These are based on results from
previous () and geologic studies of the North Sea. Mitchell et al. (2008) use attenuation
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computed using equation (4.17)

tomography to estimate ()1, values for the entire Eurasia plate and find the quality factor
value to be ~900, i.e., a nonattenuating media, for the Oseberg area, whereas Dasgupta
and Clark (1998) and Reid et al. (2001) find local quality factor values to be between 81
and 1000 for sedimentary and bedrock in the North Sea. Furthermore, Beckwith et al.
(2017) find a quality factor between 161 and 182 over the Kinnoull oil and gas field.
These studies provide the area’s widest range of credible values, and a three-layered @)
model is chosen based on them (see Figure 4.3 C). Furthermore, the exact thickness of
the sediment package varies due to the Oseberg mega block and ranges typically from
5 to 7 km (Farseth and Ravnas 1998). This induces uncertainty in the estimated Qseq
values as the computed traveltimes in the sedimentary sequence depend on the thickness.
Decreasing the thickness of the sediment layer will decrease the traveltime value in the
sedimentary layer (TS’ .¢) and increase the traveltime in the bedrock (T"). The consequence
is that the Q5cq value will decrease as the decrease in T, ; has a bigger effect on the quality
factor estimate than the increase in 7”. Decreasing the thickness of the sedimentary layer
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Figure 4.8: Traveltimes and At* values based on the ray tracing from the earthquakes to OSE
used in the @) estimation. (A) The traveltimes for P-waves through the sediment layer for E2
and E3. (B) Differences in ¢* for the P-wave through the layered bedrock model for E1. (C, E)
The traveltime for the S-wave through the sediment layers for (C) El and (E) E2 and E3. (D, F)
Differences in t* the S-wave through the layered bedrock model for (D) E1 and (F) E2 and E3.

from 7 km to 5 km gives an average quality factor decrease of 18 for the events studied.
The results presented in Figure 4.7C are found using a sediment layer thickness of 7 km.

A 1D velocity model for the oceanic crust is used to estimate the traveltime values. As
mentioned in the “Traveltime computation” subsection, it is created by combining a well
near Oseberg (30/6-1) with a regional velocity model. The model provides reliable travel-
time values for the raypaths close to the Oseberg PRM system, as the rays are propagating
through geology captured by the sonic log used to create the velocity model. However,
it will not provide the same accuracy for the raypaths to BER as the station is located on
the continental crust. The rays to BER travel either through continental crust only (E2
and E3) or through a combination of oceanic and continental crust (E1). This introduces
uncertainties to traveltimes, especially for rays propagating in the continental crust. Nev-
ertheless, using a 1D model provides sufficient accuracy to the traveltimes to show the
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Figure 4.9: Spatial distribution of the (.4 values along the array. Estimates for S-waves are
given in (A) for El, (C) for E2, and (D) for E3, whereas the estimates for P-waves are given in
(B). Gray dots indicate receivers with SNR below 7.5 dB or the a priori omitted receivers.

reliability of this method. Further investigation into the effect of ray tracing using a 3D
velocity model is outside the scope of this paper. This velocity model should capture all,
or some, of the heterogeneity in the area including the effects of the Oseberg mega block
and the differences in seismic velocities between oceanic and continental crust.

It is assumed that the source signature is canceled in the spectral division in equation (4.7).
However, earthquakes are not isotropic sources. The effect of the source will be canceled
when the stations are in the same azimuth direction from the earthquake. For the event in
this study, the azimuth differences are 33°, 93° and 78° for E1, E2, and E3, respectively,
which means that the source signature will not be the same and not entirely canceled out
in the spectral ratios.

Notches due to free-surface multiples are observed in the hydrophone and geophone data.
For the geophone data, four notches are observed at 3.5, 10.4, 17.4, and 24.4 Hz within
the earthquake signal bandwidth, whereas the notches in the hydrophone recordings are
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Figure 4.10: Raw () estimation. The accepted (the blue) and rejected (the red) @, (A) and @,
(B) estimates. Note that the (), values for E1 are rejected due to high noise contamination for all
channels (see Figure 4.5), whereas (), values for E2 and E3 are rejected based on a combination
of high noise levels and high errors in the regression analysis.

found at 0, 7.0, 13.9, and 20.9 Hz. Note that the notch at 0 Hz is a combination of the first
free-surface multiple-related notch and that the hydrophone instrument response is close
to 0 Hz at this frequency. These notches agree with the modeled first-order free-surface
multiple notches for a 107 m water depth (see Appendix 4.C). However, compensating for
their effect does not affect the estimated attenuation values and has not been included in
the workflow but should be considered when estimating the sediment quality factor from
similar OBN data.

4.4.3 Results E1

The epicenter of the earthquake recorded on 16 January 2014 was found to be 142 and
239 km southeast of the Oseberg PRM system and the BER seismometer, respectively
(Figure 4.10). This My, 2.11 earthquake was the lowest magnitude event used in this
study, also reflected in the computed RMS and SNR values (Figure 4.5). From the SNR
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and the clarity of first-break P- and S-phase arrivals, the ranges of the a priori omitted
channels were increased to 1-27, 73—-100, and 144-172. Furthermore, due to the event’s
low magnitude and remote location, Norwegian National Seismic Network (NNSN) and
Norwegian Seismic Array (NORSAR) did not obtain a reliable depth estimation. A depth
of 11 km, similar to the other events, was assumed for the earthquake. From the er-
ror ellipse presented in the NORSAR seismic bulletin (NORSAR 1971), the location of
the earthquake was observed to contain significant uncertainty (Figure 4.10). Because
the sediment attenuation estimates rely on modeled traveltimes from the event to the re-
ceivers, accurate hypocenter information was important, and uncertainty in the location
induces uncertainty in the ()44 estimation. Moreover, the travel paths from E1 to OSE
and BER were primarily through the oceanic crust, with varying distances. From the ray
tracing, the average traveltime differences were found to be ~34.7 s for the S-wave ar-
rivals. Another effect of the long travel distance was that the seismic waves dive deeper
into the subsurface and encounter the sediment package at higher angles (relative to the
horizontal axis), decreasing the traveltimes in the sedimentary sequence. Using the travel-
times, slopes, and assumed values, 89 Q4.4 values adhered to the first SNR condition and
were estimated with a mean and one standard deviation of 50 4= 6, where the standard
deviation represents the spread in the estimated values. The low estimated quality factor
and low variability over the different estimates were due to the big traveltime difference
systematically decreasing the final estimates; this will be discussed in more detail in the
“Comparison” section. Moreover, the average total uncertainty related to the estimates
was found to be 8.7 over the estimated values using equation (4.17). The individual Q.4
estimates, with related uncertainty, are shown in Figure 4.7C.

4.4.4 Results E2 and E3

The second (M, 2.35) and third (M}, 2.57) earthquakes recorded on 22 January 2014
and 23 January 2014 have epicenters of ~88 and ~107 km northeast of OSE, respect-
ively, and ~107 and ~119 km northwest of BER. These events also have uncertainties
related to their hypocenter estimates inducing uncertainty in the computed traveltimes
(Figure 4.1). Moreover, the seismic waves generated by the earthquakes travel through
different geology to OSE and BER. The propagation to OSE is mainly through the oceanic
crust, whereas it propagates through the continental crust to BER. The traveltimes to the
receivers are similar, with an average P-wave traveltime difference of ~0.8 s for both E2
and E3. The average S-wave traveltime difference is ~1.45 s. Furthermore, due to the
shorter travel distance (compared with E1), the rays will not dive as deep into the subsur-
face, hence encountering the sediment package at a lower angle, increasing the traveltimes
in the sediment package (Table 4.2).

Figure 4.7C displays the 26 P-wave attenuation values and 145 S-wave attenuation values
estimated for E2, with values ranging from 64 to 137 and from 60 to 123, respectively. In
the same plot, the single estimated P-wave value and the 144 S-wave attenuation values
for E3 are shown. The (), value for E3 is 65, while the ) values range from 60 to 121,
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Table 4.3: (),.q estimation results are given as the mean, with one standard deviation (@, for E3
has one value), of all stations adhering to the first SNR condition. The )5/, values are taken for
central channels with estimations for both wave types. N denotes the number of data points for
the different estimates.

Name N, @, Ny Qs NQs Qp QS/QP
El 0o - 89 H0£6 0 -

E2 26 92+18 145 84 +13 22 0.9+0.2
E3 1 65 144 93+ 13 1 1.4

resulting in an average () estimation with one standard deviation of 93 £ 13 over the es-
timated values. The related mean uncertainties for ), and @, are, respectively, 10.3 and
14.7, as computed from equation (4.17). Furthermore, the ), and (s average estimates
for E2 are 92 4+ 19 and 85 £ 13, with average uncertainties of 14.2 and 13.3. It is also
possible to compute the s /(Q,, value for E2 by taking the ratio between values obtained
from corresponding channels. Using the central channels at distances 3.0-3.58 km (chan-
nels 77-100, excluding channels 78 and 98 due to low SNR), a ratio of 0.9 £ 0.2 is found.
Similarly, the ratio between the single (), value for E3 and the corresponding Q)5 is 1.4.
However, we will not put any emphasis on this value due to it being obtained by only one
data point. The ratio found for E2 is considered more reliable due to it being estimated
from 22 data points. Table 4.3 summarises the estimated values.

4.4.5 Comparison

There are obvious differences between the travel path from E1 and E2-E3. (1) The travel
distances from El to the receivers are longer than for E2 and E3. (2) The traveltime
differences are larger for E1. (3) The seismic waves propagate through different media.
The travel distances only change the depths the rays reach, and hence the traveltime in
the sediment layer (77,,). From the ray tracing, the estimated S-wave traveltimes in the
sedimentary sequence decrease ~11.8% from E1 to E2 and E3. Moreover, when a large
traveltime difference is present in the At* term of equation (4.11), it will influence the
Qseq estimates. For El, this term is the same as the average slope term value (—a/m),
with the same sign, which creates a systematic decrease in the attenuation estimation of
the sediment package (see Table 4.2). Comparing E1 with E2 and E3, these terms are
only ~14% and ~23% of the obtained average slope term values, respectively. Hence,
the hypocenter position relative to the receiver pair will affect the end estimates of the
attenuation value. If the traveltime difference term is neglected, and only the average
slope values are considered, the estimates would be similar for the three events. From the
slope values listed in Table 4.2 and depicted in Figure 4.7A the Q4.4 values of E1 would be
estimated around the E2 and E3 values. Therefore, a too large traveltime difference might
introduce a systematic error in the method, whereas more reliable values are obtained
when the difference is low. However, this depends on the accuracy of the assumed bedrock
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@ model. The dependence on the bedrock ) model can be avoided by choosing the
receiver pair and the earthquake carefully. The emerging distributed acoustic sensing
technology will increase the station coverage on land and in the ocean worldwide (Lindsey
etal. 2017, Williams et al. 2019), and choosing a station pair that optimizes the estimation
procedure will be easier.

From Figure 4.9 the Q.4 values are plotted for the array layout. The values for ()5 for
all events show a frequency-dependent array response, especially clear for E2, where the
segment oriented in the north—south direction shows an all-over lower () value than the
east-west-oriented segments. Moreover, looking only at the quality factor values for the
north—south-oriented segment, the standard deviation of the ()5 estimates over the array
decreases to 5.4 (El), 8.8 (E2), and 9.7 (E3), a decrease of, respectively, 0.9, 4.1, and
0.9. The Fresnel zones of the events are, on average, 6.2 km (E1), 5.3 km (E2), and
5.6 km (E3), which is considerably larger than the maximum array aperture of 1.75 km.
From these Fresnel zones, there should not be large variations along the array. The ex-
act nature of the response along the array is not known and is beyond the scope of the
work in this paper. However, the fact that amplitudes along various branches of the array
are aligned indicates a frequency-dependent array effect caused by the cable orientation.
Another possible explanation for the variation can be near-surface effects. These effects
can affect the observed amplitudes on the array. Malme et al. (2005) investigate effects
of overburden diffractors and shallow lenses and find that they lead to considerable local
amplitude variation. The diffraction leads to rapid oscillation in the amplitude level ob-
served, whereas the lenses distort reflection events. Near-surface effects such as these
have not been studied in the current work.

From the robust regression algorithm used, the 95% confidence interval (Figure 4.7A) and
the SRE (Figure 4.7B) are estimated for the three earthquakes. The latter show similar
values over all earthquakes, where the lowest average SRE is related to E1 (0.023 s),
the highest is related to E2 (0.030 s), and E3 is between the two (0.027 s). The lower
SRE value for El is related to the lower portion of the frequency spectra used in the
regression analysis, which behavior is better represented by a linear regression line (see,
e.g., supplemental Figures D.2, D.3 for E1, Figure D.4 for E2 and Figures D.5, D.6, D.7
for E3). Furthermore, using equation (4.17) the uncertainty as a function of the different
variables in equation (4.11) is found. Figures 4.11 and 4.12 show the total uncertainty in
@Q)p and @, respectively, for E2, as a function of the different variables (see supplemental
Figure D.9 for equivalent plots for E1 and supplemental Figures D.10, D.11 for E3). By
varying the slope a, a strong dependence is observed, where an increase in the slope value
is related to a higher uncertainty, whereas a decrease is related to a lower uncertainty. By
increasing 77, ,, the uncertainty will also increase. Conversely, the uncertainty related to
At* will decrease when its value increases. Furthermore, a decrease in the velocity model
is related to a higher uncertainty than an increase in the velocity model.

The estimated (), and @)s values found in this work agree with previously published
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Figure 4.11: The total uncertainty in the estimated average quality factor obtained from P-waves,
E2. (A) Uncertainty as a function of slope values. (B) Uncertainty as a function of travel-
times through the sedimentary sequence. (C) Uncertainty as a function of At* values (see equa-
tion (4.12)). For each plot, the range is taken as +75% of the average values obtained from the
analysis (the black crosses). The dashed lines are associated with an —15% error in the velocity
model, whereas the solid line an +15% error.

values for sedimentary successions, including values estimated from North Sea deposits.
Sheriff and Geldart (1995) mapped general (), values for different rock types and find
the value to range from 20 to 200 for sediments. Others have found attenuation values in
sediments between 20 and 200 for the North Sea (Kang and McMechan 1994, Dasgupta
and Clark 1998, Reid et al. 2001, Allmark et al. 2018, Carter et al. 2020), providing the
widest range of credible values. From the three earthquakes recorded in January 2014,
values ranging from 64 to 137 for P-waves and 29 to 123 for S-waves have been found,
with an average total uncertainty of 14.0 and 12.7, respectively. E2 and E3 show similar
values, which are expected for seismic waves propagating through similar geology.
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Figure 4.12: The total uncertainty in the estimated average quality factor obtained from P-waves,
E2. (A) Uncertainty as a function of slope values. (B) Uncertainty as a function of travel-
times through the sedimentary sequence. (C) Uncertainty as a function of At* values (see equa-
tion (4.12)). For each plot, the range is taken as +75% of the average values obtained from the
analysis (the black crosses). The dashed lines are associated with an —15% error in the velocity
model, whereas the solid line an +15% error.

4.5 Conclusion

We developed a new method that estimates average quality factors for a given sediment-
ary package for recorded P- and S-waves, (), and ()5, using the spectral ratio for a station
pair, one located on sediment and one located on bedrock. Exploiting three earthquakes
(E1, E2, and E3) recorded on 172 seabed receivers in the Oseberg PRM system and a seis-
mometer in Bergen, a total of 27 (), and 378 (), values were estimated for the sediment
package under the PRM system at Oseberg. The mean estimated (), values are 92 +£ 18,
where the confidence interval represents the spread in the estimated values. Furthermore,
similar ()5 values were found for E2 and E3, respectively, 84 + 13 and 93+ 13. Moreover,
the average uncertainty for the (), and ()5 estimates over the array was found to be 14.0
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for both. Estimated (), and Q5 values from E2 give a Q/Q), of 0.9£0.2, while E3 estim-
ates gives a s/ of 1.4. The estimated P-attenuation value for E2 was the most reliable
value because of more estimated values for E2 (22) than E3 (1). The ratio suggested a
bigger attenuation for S-waves than P-waves in this sedimentary layer
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Appendix

4.A Signal-to-Noise Ratio
The SNR for the P- and S-wave signals was computed by

SNR = 20 - logy, (“Sig“al> , (4.18)

Unoise

where usigna denotes the RMS of the P- or S-wave signals, and wpise denotes the RMS of
a part of the signal assumed to only contain noise. The RMS was given by

1N
URMS = N;WQ 4.19)

The second SNR condition, for each frequency component, was computed by

U signe
Uy, = 20 - logy (’| U’: gf“‘1|’> : (4.20)
,noise

where U, denotes component k of the frequency-domain representation of the signal
(u + U).

4.B Observed signals and arrival time picks

To compute the spectral division, we need the arrival times for P- and S-waves. This
has been done visually by one observer, looking for a sudden amplitude and frequency
change in the data corresponding to the onset of the P- and S-waves. There are many
automatic picking algorithms that can be used to extract this information from the signal
and decrease the observer’s subjective bias at the cost of other potential limitations in the
applied algorithms. For example, the phase detector algorithm has been developed by
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Figure 4.B.1: Example of high and low SNR waveforms at Oseberg. (A, B) Hydrophone com-
ponent with a clear P-wave onset. (C, D) Geophone (east-west) component, clear S arrival. (E, F)
Geophone (north—south) component, clear S arrival. (G, H) Geophone vertical component is clear
P arrival in (G) and unclear in (H). (A, C, E, G) The recordings on node 90 and (B, D, F, H) node
60.

Earle and Shearer (1994), the phase picker by Baer and Kradolfer (1987), the artificial
neural network approach for P- and S-phase by Gentili and Michelini (2006), or the auto-
matic P-phase picker by Kalkan (2016). The P-wave arrivals have been picked using the
vertical geophone and the hydrophone component. The vertical geophone component is,
in general, noisier than the hydrophone component (see Figure 4.B.1), and a visual com-
parison between the two gives a more certain pick of the first break. On the other hand,
the S-wave arrivals have a relatively high SNR for all earthquakes for the geophone data,
hardly visible in the hydrophone data, and a total of 378 S-wave arrivals have been picked
using the horizontal components, using the (east—west) component mainly.

4.C Free-surface multiple related notches in the data

In the Oseberg PRM data, we observe notches due to free-surface multiples (see Fig-
ure 4.C.1). The water depth at Oseberg has been measured to be d ~107 m and the sound
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Figure 4.C.1: Notches observed on node 30 in the PRM system compared with the predicted in-
terference pattern for a water depth of ~107 m. (A) The predicted interference pattern (the dashed
yellow line) matches the observed P-wave train amplitude spectrum recorded by the geophone
at Oseberg. The black line shows the original amplitude spectrum, whereas the red shows the
smoothed version. (B) How the predicted interference partly fits the observed S-wave train amp-
litude spectrum, not as well as for the P-wave. Most likely because the S-wave does not propagate
in liquids, and an S—P conversion is needed to create the notches. (C) The predicted interference
pattern for the hydrophone correlates well with the observed amplitude spectrum.

speed in water (v,,) is assumed to be 1480 m/s. We can model the first-order free-surface
notches in the received signal for the hydrophone (G (w)) and the geophone (G¢(w))
component:

|IGp(w)| = ‘1 — ¢p exp (in) , 4.21)
p

Ga(w)| = ‘1 + coexp (mW) ‘ . 4.22)
p

co is the reflection coefficients of the sea-surface and 6 is the offset angle the ray enters
the sea column with, measured from the vertical.
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We can define the observed amplitude spectrum at OSE |P(w)| as

[P@)? = |Sw)]*|H(w), (4.23)
where |S(w)| is the received amplitude spectrum unaffected by multiples; |H (w)|? =
|G(w)G(w)*| is the predicted ghost power spectrum; and * denotes the complex conjug-
ate. To remove the ghosts in the Oseberg PRM data, we rearrange equation (4.23) to a
spectral division and add a constant factor (v) to avoid division by zero:

1S (w)] = ,/M. (4.24)

Figure 4.C.1 shows the predicted interference pattern plotted together with the original
amplitude spectrum (the black) for the geophone (Figures 4.C.1A, B), the hydrophone
recording (Figure 4.C.1C), and the smoothed (30 sample moving average) version (the
red). A clear correlation between the notches from the data and the predicted interference
pattern using the water depth at Oseberg is observed.



Chapter 5

Concluding remarks

5.1 Summary

In this work, several datasets have been acquired and analyzed to study how dense re-
ceiver arrays can extract new information about underwater and subsurface processes us-
ing acoustic and seismic sources. A wide range of applications have been studied and is
summarized in the following paragraphs.

In Chapter 2, it is described how two distributed acoustic sensing (DAS) arrays in Svalbard
were used to localize and track several whales simultaneously over a 60 km range of
fiber-optic cable, as depicted in Figure 2.5. Geo-references of air gun shots were also
acquired and used to quantify the errors associated with the localization methods used
in the tracking, shown in Figure 2.2. Average errors of ~100 m were found for both
methods, demonstrating the capabilities of establishing a near-real-time whale tracking
system. Such a system could be applied anywhere in the world with whales and fiber-optic
cables. For example, the fiber-optic tracking system could be coupled with ship detection
and/or fused with data from other sources, such as automatic identification system (AIS),
to create a ship-strike avoidance system.

In Chapter 3, we describe how a dedicated DAS array was trenched ~40 cm into a known
quick clay area in Rissa, Norway, to monitor the subsurface parameters of the clay (the
shear stiffness in particular) as a new road was built. Rayleigh waves produced by active
sledgehammer shots and the ambient background noise were recorded on the DAS array
and used to estimate the shear-wave velocity depth profiles. Shear-wave velocity (5) is
used as it is related to the shear stiffness (1) through 8 = (u/ p)l/ 2 where p is the density
of the material. The surface wave data were acquired before, during, and after the road
construction period to monitor the subsurface parameters. We extracted the dispersion
curves inherent in the Rayleigh waves and used them as input to two different inversion
algorithms (one linearized and one non-linear inversion). This allowed us to estimate the
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shear-wave velocity depth profiles for a selection of dates during the acquisition period
(see Table 3.2). The obtained dispersion curves and shear-wave velocity profiles for both
the active and passive data did not change significantly during the acquisition period, as
can be seen in Figures 3.10 and 3.11. This suggests that the quick clay properties remained
stable during the construction period. Nevertheless, the results provide reference velocity
trends in undistributed conditions and valuable information for future comparison to po-
tential failure scenarios. Furthermore, the work illustrates the feasibility of using active
and passive data recorded using DAS arrays in an early-warning system for quick clay
avalanches. However, more work is needed to increase the system’s sensitivity to depth
and to detect smaller-scale velocity changes.

In Chapter 4, it is described how the Permanent Reservoir Monitoring (PRM) system at
Oseberg was used with a broadband seismometer in Bergen to estimate average quality
factors for the sedimentary package under the PRM system. A new spectral ratio method
was developed using one station on sediment (in this case, stations part of the PRM sys-
tem) and one on bedrock (the broadband seismometer). Exploiting three earthquakes (E1,
E2, and E3) recorded on the receivers, a total of 27 @), and 378 ), values were estimated.
The mean standard deviation (), estimates were 92 £ 18 for E2, with the )5 values for E2
and E3 found to be 84 + 13 and 93 4+ 13. Moreover, plotting the obtained S-wave quality
factor values along the array layout (Figure 4.9), we found the values for all events to have
a frequency-dependent array response. The North-South-oriented segments showed an all
over lower (s value than the East-West-oriented segments, especially clear for E2. Using
the obtained quality factor values, we could estimate the @5/, for E2 to be 0.9 + 0.2,
suggesting more attenuation for the S-waves than the P-waves in the sedimentary layer.

In Appendix A, we used data recorded on one of two fiber-optic cables connecting Sval-
bard and Ny—/oxlesund during the field campaign of 2020 to analyze a local earthquake.
We used various preprocessing techniques and a simple 2D beamforming procedure to in-
crease the signal-to-noise ratio of the received earthquake signal. Additionally, the beam-
forming estimated the apparent velocity and angle of incidence of both P- and S-wave
signals. The enhanced SNR was used to pick out P- and S-wave arrival times to estimate
the earthquake epicenter location. We estimated an epicenter location in agreement with
the conventional sensor networks in Norway, where the locations were within 17 km of
each other.

5.2 Other work performed during this Ph.D.

This section summarizes other scientific work performed during the four-year Ph.D. period.
The work is either published with the undersigned as co-author (subsections 5.2.1-5.2.4)
or un-published work carried out over several months (subsection 5.2.5).
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5.2.1 Sensing whales, storms, ships, and earthquakes using an Arctic fiber-
optic cable

A journal paper by Landrg et al. (2022) published in Nature Scientific reports. The ab-
stract of the paper is given in Appendix D.1, and a summary is given in the following.

This work shows how the first 120 km of the inner fiber-optical telecommunication cable
connecting Longyearbyen and Ny—Alesund (see Figure 2.1) can be used to observe and
analyze signals from baleen whales, storms, ships, and earthquakes.

A range of whales were detected to 95 km along the cable during the 44 day recording
period. The analysis identified different call types from at least two low-frequency baleen
whale species: North Atlantic Blue whales and fin whales. Different calls were observed
through the sample period, e.g., down-sweep calls from various whales and Blue whale
stereotyped calls.

We could detect ocean surface gravity waves from distant storms by investigating the
low-frequency portion of the data (0.04 to 0.1 Hz) over several days. These events were
observed as near-linear narrow-band events in the time-frequency representation (spec-
trogram) of the data. Using their gradient, we could estimate the storms’ rough ori-
gin position and time. One event was confirmed to be the Tropical Storm Edouard,
roughly 4100 km from Longyearbyen, while the storm detected furthest from Svalbard
was 13000 km away. A total of 12 events were detected, each lasting for 50 to 100 hours.

A number of ships crossed the cable during the acquisition period, where the crossing of
the general cargo ship, Nordbjgrn, was analyzed. Nordbjgrn was successfully detected
and tracked using the DAS data corresponding well with the reported AIS track (£50 m).
Additionally, the Doppler shift as the vessel crosses the fiber was detected, from which its
speed could be estimated to be 11.7 kn, in close agreement with the AIS data.

We analyzed seismic signals from a local and a teleseismic event. By investigating
the local earthquake, we could estimate the epicenter location using only DAS data, in
close agreement with reported values by earthquake catalogs in Norway (NNSN and
NORSAR). We also observe the effect of deeper-diving waves passing through regions
of higher velocity and the interaction with local bathymetry (the analysis of the local
earthquake is also detailed in Appendix A).

5.2.2 Eavesdropping at the speed of light: Distributed acoustic sensing of
baleen whales in the Arctic.

A journal paper by Bouffaut et al. (2022) published in Frontiers in Marine Science. The
abstract of the paper is given in Appendix F, and a summary is given in the following.

This work builds on the whale analysis presented in subsection 5.2.1, where data from
the same fiber-optic cable was used. We present the first case of wildlife monitoring em-
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ploying DAS using the detected vocalization of baleen whales. These vocalizations are
further used to find the 3D position of a vocalizing whale and exploited as a fully-passive
method for seismic exploration. Beamforming was used with the localization method
to get a track from a 10 min recording of a blue whale. In addition to estimating the
track of the whale, the apparent swim speed was successfully estimated to be 5.4 km/h.
The second part of the paper investigates the combined use of a non-stereotyped whale
down-sweep vocalization and DAS to provide interpretable seismic profiles. The seis-
mic profiles are found by first estimating the whale down-sweep signal and subsequently
cross-correlating it with the received signal along the DAS array. Using this method for
two different positions along the array, various arrivals are emphasized: direct waves, sub-
surface reflections, and strong water-layer multiple reflections. The subsurface reflections
varied for the two studied locations due to the differences in the first sedimentary layer
thicknesses.

5.2.3 Distributed acoustic sensing of ocean-bottom seismo-acoustics and dis-
tant storms: A case study from Svalbard, Norway.

A journal paper by Taweesintananon et al. (2023) published in Geophysics. The abstract
of the paper is given in Appendix G, and a summary is given in the following.

This work also builds on subsection 5.2.1, emphasizing the infrasound acoustic signals.
As mentioned, we can use DAS data to successfully trace ocean surface waves produced
by distant storms back to the origin as far as 13000 km away from the cable. In addition,
we find signals in the frequency range 0.5 to 4 Hz directly from the frequency-distance
(f — x) representation of the data, corresponding to shear-wave modes (resonance) in the
seafloor sediments directly below the DAS array. Using established equations by Godin
and Chapman (1999), we can use the observed first S-wave resonance frequency to es-
timate the thickness of the sedimentary layer, which can then be used to determine the
subsurface structures of this sedimentary layer. Other signals generated by dynamics in
the atmosphere, ocean, and solid earth are also observed. These include ocean-bottom
loading pressure fluctuation of ocean surface waves generated by storms, winds, and air-
flow turbulence, acoustic resonances in the water column, and propagating seismic waves.

5.2.4 Developing experimental skills: A hands-on course in acoustical meas-
urement techniques at the Norwegian University of Science and Tech-
nology.

A journal paper by Dong et al. (2022) published in The Journal of the Acoustical Society
of America (JASA). The abstract of the paper is given in Appendix H, and a summary is
given in the following.

This paper was written for a special issue of JASA focusing on education in Acoustics.
The paper describes the hands-on course "Acoustic Measurement Techniques - TTT4250"
offered by the Acoustic Group at the Department of Electronic Systems, Norwegian Uni-
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Figure 5.1: Geological models. (A) Utsira formation, (B) fin-scale elliptical model of caprock
surface (Gasda et al. 2012).

versity of Science and Technology. The paper outlines the topics covered and the in-
volvement of the academic staff as well as invited industry and research guest speakers as
teachers. This paper also outlines aspects essential to carrying out five different acoustical
measurement labs. These aspects include introducing the problems to be addressed in the
assignment, the relevant ISO standards, the needed programming knowledge, as well as
needed measurement uncertainty and statistical analysis of the recorded data. The labs
include measurement of sound power, sound insulation, acoustic impedance, underwater
acoustics, and human hearing.

5.2.5 Test tank for CO, monitoring studies

In this work a controlled tank experiment for CO, monitoring studies was installed and
initial tests of the system were executed. First, the lab setup will be describe before the
initial tests.

Experimental set-up

The setup consists of three main elements. The fundamental element is the Verason-
ics multichannel recording instrument containing the software used to: (1) Generate the
ultrasound signal emitted into the experimental setup to be studied and (2) analyze the
received signals. The second element of the system is transducers, which convert the sig-
nals defined in the Verasonics software into a physical acoustic excitation and later record
the returning signal. Two transducer types with different central frequencies are used, one
with 150 kHz center frequency (BII-7730; Benthowave-Instrument-INC. (2023b)) and
another with 1 MHz (BII-7696; Benthowave-Instrument-INC. (2023a)). A total of 300
transducers are available, but only 50 of each type have been installed on a grid and tested
so far. The final element of the setup is the water tank that will hold the geological models
to be investigated. The tank is 2 m wide, 4 m long, and 1.2 m deep.
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Figure 5.2: A grid of 25, 150 kHz, transducers recording the 150 kHz signal emitted by the central
transducer in (M). No air was injected to the water column in this test.

The basic idea of the setup is to deploy geological models relevant for CO2-storage and
test them as COy (or other gases) are injected below the geological models. The models
are scaled by a factor of one to two thousand to fit them into the test setup. So far, two
different models have been created, one based on the Utsira formation in the Sleipner
field, the North Sea (see Figure 5.1A). The second model is a fine-scale elliptical model
of caprock surfaces as presented by Gasda et al. (2012) (see Figure 5.1B).

The geological 3D models are made using PMMA-acryl material and will act as the cap
rock of the reservoir. The models are divided into three 1x 1 m pieces that create a 1 x3 m
model when fitted together. The thickness of each model varies from 10 to 20 cm. During
deployment, the geological models are placed together and on top of a water-filled sand
layer. Then, the transducer grid is placed on top of the flat top of the geological model
(the Z = 0 mm plane in Figure 5.1) to simulate the acoustic monitoring system. This will,
among other objectives, be used to test different acquisition geometries on the different
geological models. Finally, at the bottom of the tank, three nozzles (or inlets) directly
inject gas into the water-saturated sand.

Initial tests

Before working on the complex setups described above, we did initial tests in the tank only
filled with water, air injected by one muzzle, and the receiver grid. This is done to better
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Figure 5.3: Recorded signal with bubbles emitted at a regular interval. (A) Source transducer.
Bubbles migrating from the nuzzle can be observed as oblique events. (B) Neighboring transducer
roughly 10 cm away. (C) Waveform of one signal. The signals before 0.15 ms is the emitted
signal, the signal in the middle is diffraction of the air bubble bubble and the first reflection can be
observed at 0.35 ms. (D) Same as (C) but for the neighboring transducer.

understand the Verasonics system and its software/algorithms and confirm that it behaves
as expected. Figure 5.2 shows the first test, where a signal with a central frequency of
150 kHz was emitted into the tank, and the different order reflections from the bottom of
the tank and the air-water interface were used to quality control (QC) the system. The
QC was executed by using the known distance from the transducer placed 1-2 cm under
the water surface, ~22.5 cm above the bottom of the tank, and the sound speed in water
(assumed to be 1470 m/s) to confirm the observed arrival times of the reflections. The
first reflection is predicted to arrive after t = (2 - 0.225 m)/1470 m/s = 3.3 - 10~ % s,
corresponding well to observed arrivals in Figures 5.2M and 5.3C.

A second test was carried out by placing one of the muzzles at the bottom of the tank
below the transducer grid and letting it inject air bubbles into the water column at regular
intervals. We could see a clear signature of the air bubble by emitting a 150 kHz sig-
nal and recording it by the source transducer and a neighboring transducer 10 cm away.
Figures 5.3A, B show 100 consecutive shots recorded for 0.5 ms, where the bubbles mi-
grate from the air muzzle placed directly below transducer 244 (signal in Figure 5.3A),
which can be observed as oblique events. Figures 5.3C, D can be compared to the same
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situation without any bubbles, which is the case in Figures 5.2M, N. If we had a running
movie of the arriving signal, we would see that bubbles propagate from the first reflection
(~0.33 ms) to the left (O ms) in the display, which is expected as the bubbles are injected
at a distance from the source transducer and migrate towards it.

This test shows that the system works as expected and that we can start with more com-
plex experimental setups. The next test is to add the geological models to the setup and
measure the resulting bubble signature. After which, water-saturated sand will be added.

5.3

Future outlook

Potential extensions and future research ideas related to the presented work are stated in
the following.

I

1II

III

v

In future work, we aim to automate the procedures presented in Chapter 2 to develop
a real-time ship-strike warning system. The first step is to develop an algorithm for
the automatic detection of whales. Then the arrival time picking will be improved
and made automatic, removing the bias related to manual picking and improving
the obtained localization. These arrival times will be taken as input to the inver-
sion algorithms presented in the paper to estimate the whale’s location, speed, and
heading in real time.

Another extension is to use the geo-referenced seismic shots to correlate the dis-
tances estimated by the interrogator unit and those computed from the known po-
sition of the telecommunication cable with higher accuracy. This will improve the
performance of the location procedures.

The main limitation of using surface waves for monitoring quick clay, as discussed
in Chapter 3, is the low depth penetration and the sensitivity to shear-wave velocity
changes. Future work aims to test alternative methods previously shown to be sens-
itive to near-surface shear-wave velocity changes. Such methods include coda wave
interferometry and a time-lapse reflection analysis from the bedrock boundary.

We aim to apply the spectral method presented in Chapter 4 to other PRM receiver
arrays (like the array near the Valhall or Grane fields) as well as data recorded by
ocean-bottom fiber-optical cables (for example on the Svalbard data from 2020 or
2022). For the latter case, additional investigation into the directionality of the
DAS array is needed. This will further be used to adjust the spectral ratio method
to compensate for its effects. Additionally, more complex and reliable velocity
models (both 2D and 3D) should be tested to see their effect on the final quality
factor estimates. Finally, the effects of the different assumptions made in the work,
like the frequency independent () assumption, should be explored.

As only one local earthquake was analyzed for the work presented in Appendix A,
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we aim to repeat it for all local events recorded during the 2020 and 2022 acquis-
ition periods. This will include an uncertainty analysis of the obtained hypocenter
locations, which will be compared to those reported by NORSAR and the Norwe-
gian National Seismic Network (NNSN). This will give us essential information on
the benefits of using one versus several DAS interrogators to analyze and localize
earthquakes. Additionally, DAS arrays have a low sensitivity to P-waves impinging
the fiber in a perpendicular direction (which is often the case for earthquakes, see,
e.g., Papp et al. (2017), Lior et al. (2023)), and it has been argued that the P-wave
arrivals observed on DAS arrays are mainly scattered P-waves, not the direct arrival.
We aim to study how this affects the obtained localization and whether additional
signal processing is needed to find more accurate P-wave onsets. We also aim to
use other earthquake phases (e.g., the depth phase pP) to constrain the hypocenter
depth better.
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A.1 Introduction

Spatial undersampling is a well-known problem when monitoring and characterizing the
Earth’s passive seismicity. The permanent seismic network available worldwide is typ-
ically installed close to the active seismic regions, rendering the inactive seismic areas
highly undersampled. Moreover, the ocean receiver coverage is especially sparse due to
the challenging and expensive nature of the installation and maintenance process. This
bias in sensor coverage induces difficulties in many areas within passive seismology.
Small-magnitude local earthquakes can go undetected and introduce biases in earthquake
catalogs and develop problems when monitoring induced seismicity in areas of oil and
gas production or carbon dioxide sequestration.

In the last decade, it has been demonstrated that standard Fibre-Optic (FO) telecommu-
nication cables can be repurposed to sensor arrays of both high spatial and high-frequency
samples. There are already more than 1.3 million km of FO cables trenched in the world’s
oceans, providing a unique possibility to increase the receiver density. These new types
of sensors give the means to continuously measure low-frequency acoustic and seismic
events over large distances via the Distributed Acoustic Sensing (DAS) technology and
will significantly improve the spatial resolution of the seismic inactive regions and the
ocean. The DAS technology measures the strain the acoustic waves induce on the cable
by investigating the optical backscatter from the inherent impurities in the FO cable. For
this work, the first 120 km of a 265 km long "dark’ cable stretching from Longyearbyen to
Ny-Alesund in Svalbard, Norway (see Figure A.1) were investigated. The FO cable was
connected to an OptoDAS interrogator, recording the data.

Several studies have already applied DAS to geophysical problems. DAS has been used
to map new geological structures beneath the length of FO cable (Jousset et al. 2018,
Cheng et al. 2021), for source location of volcanic earthquakes and characterization of
volcanic subsurfaces (Nishimura et al. 2021), for characterization of regional and tele-
seismic waveforms (Lindsey et al. 2017), and to detect weak earthquake signals below the
noise level through template matching (Li and Zhan 2018).

This extended abstract reports how DAS alone can be used to locate a mid-Atlantic small-
magnitude earthquake using arrival times, enhanced by various signal processing tech-
niques, from the first 120 km of the FO cable. Ray tracing and a grid search procedure
are used for the localization. It also investigated how near-field beamforming can be used
to find the apparent direction and velocity of the event, how it can improve the signal-to-
noise ratio (SNR) of the seismic signal, and how different cable segments can see different
vp /v ratios along the length of the cable.
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Figure A.1: (A) A polar stereographic map of the Arctic showing the location of the FO array
near Longyearbyen. (B) A regional map displaying the epicenter of the M|, 2.8 earthquake near
the mid-Atlantic ridge and other historic earthquakes recorded between 1998 and 2020. (C) A
local map showing the layout of the DAS array.

A.2 Theory
A.2.1 Preprocessing

For the earthquake analysis, several processing steps were carried out to improve the
data’s SNR ratio and to extract more accurate P- and S-wave arrival times to estimate the
hypocenter location. (1) A band-pass filter was applied to extract the dominant frequency,
(2) f—k-filter and f — 2 domain filter for swell noise attenuation and f —x deconvolution,
(3) 2D beamforming to extract the apparent velocity and angle of the arriving wave and
the maximum channels used for coherent stacking.
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The 2D time-domain beamforming was carried out using the known receiver position
along the FO cable and possible apparent angles and velocities. Delay between adjacent
sensor points t(v, #) can be found by
drsin(6
5t(v,0) = drsin(6) (A1)
v

where dr denotes the distance between sensor points, ¢ the apparent angles, and v either
the P- or S-wave velocity. The obtained delay was then used to align and sum the differ-
ent traces. In order to investigate the maximum number of traces that stack coherently,
the SNR was computed by finding Root-Mean-Square (RMS) of 2-second windows just
before the P-wave arrival and immediately after the P- and S-wave arrivals.

A.2.2 Grid search for earthquake location using ray tracing

To invert for the hypocenter and origin time of an earthquake, a comparison between
the observed and theoretical traveltimes is required. Here, the theoretical traveltimes,
and hence the arrival times at the different receivers, were computed using a numerical
implementation of the ray equations, a high-frequency approximate solution to the wave
equation (Thomson and Chapman 1985, Keers et al. 1997). A variety of methods to find
the hypocenter location exist (Havskov and Ottemoller 2010). In this work, a conventional
grid search method (Havskov and Ottemoller 2010) has been implemented to estimate the
location of an earthquake of interest using DAS recordings alone. A pre-defined grid of
size (81 x 81 x 301) was constructed around an area assumed to contain the earthquake
based on the catalog locations reported by NORSAR and the Norwegian National Seismic
Network (NNSN). The RMS misfit M (z, y, z) was computed for each grid point (z,y, 2)

by
N 9 1/2
M(x,y,2) = (Z“ rilr Z)> , (A2)

N

where 7;(z, y, z) denotes the residual for arrival time ¢ and N the total number of arrivals.
The location of the earthquake is the global minimum of the grid volume, i.e., the grid
point with the lowest misfit.

A.3 Results

A local M7, 2.8 earthquake with a hypocenter close to the Mid-Atlantic ridge with origin
time 01 August 2021 at 02:54:00 UTC was studied in this work. As shown in Figure A.1B,
this earthquake is located in line with the majority of the cable positioned in the fjord.
Other earthquakes located further to the North or the South will arrive from a more broad-
side direction offering a unique possibility to compare array effects and analyze apparent
velocities for P- and S-waves from different earthquakes. For the earthquake investigated,
after compensating for the apparent angle of arrival, the apparent velocity and the ratio of
P- to S-wave velocity (v,/v;) are observed to increase with distance from the epicenter to
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Figure A.2: (A) Comparison between a single trace and a stack of 39 traces for channels at 114 km
(the black) and 61.3 km (the blue), against the vertical and east-west component of the KBS seis-
mometer data (the red). (B) SNR versus stacking length for P- and S-waves recorded at 61.3 km
along the cable. The dashed line corresponds to an improved SNR model (v/N). (C) Beamform-
ing results for apparent P-wave velocity and incidence angle using channels between 58.0-64.5 km
with the same middle channel at 61.3 km. (D) Localization of the M, 2.8 local earthquake using
53 DAS sensor points (the black start) compared to the catalogue locations reported by NNSN (the
orange start) and NORSAR (the red star).

the DAS sensors. The arrival times for the P-waves of two segments at increasing cable
lengths give velocities of 6.21 and 8.66 km/s, while the same segments for S-waves yield
3.75 and 5.14 km/s, resulting in two v, /v, ratios of 1.65 and 1.69, respectively. This rise
in velocity is most likely due to eigenrays traveling at increasing depth to reach sensor
points at increasing distances from the epicenter and thus encountering higher velocities
zones. In addition to displaying the increasing velocity with cable distance, the observed
seismic signals show a variation in response to the varying geology along the length of
the cable.

By exploiting the aperture of the DAS array, it is possible to increase the SNR of the
observed signals by stacking and beamforming. This is displayed in Figure A.2A, where
it is first shown how a signal otherwise drowned in noise can be stacked above the noise
level by beamforming. Furthermore, it is shown how the SNR of a signal initially well
above the noise floor is further enhanced and how these compare to the conventional seis-
mometer KBS located North of the array. Figure A.2B illustrates how the SNR increases
with a growing number of traces in the stack and that it follows the trend predicted in
theory (for coherently stacked traces as v/N). Figure A.2C displays the result of the 2D
beamforming. The highest SNR values are found for angles of 193° and 192° relative to
the cable axis, with velocities of 4.25 and 2.45 km/s for the P- and S-wave, respectively.
Furthermore, applying the obtained apparent angles and velocities to equation (A.1) in-
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creases the SNR from 10.7 to 30.5 dB for the P-wave signal and from 20.4 to 40.6 dB for
the S-wave signal.

The investigated earthquake has an epicenter 110-190 km from the DAS array according
to the locations found by NORSAR and NNSN applying the seismometer network in
the vicinity of Svalbard. An independent hypocenter estimation was found using only
recordings from the FO cable in Isfjorden and compared to the catalog locations. The
signal processing techniques were initially used to enhance the first-break arrivals required
for the localization. After this, ray tracing was used to compute the theoretical eigenrays to
the receivers. Finally, the observed and theoretical arrival time was used in the grid search
optimization algorithm (equation (A.2)) to estimate the hypocenter location. As shown in
Figure A.2D, this resulted in a location in close agreement with that reported by NORSAR
and NNSN. However, the depth resolution is poor when locating an earthquake outside
the receiver array’s aperture, and it is only possible to constrain the maximum depth of the
event using the DAS cable and the grid search method. Nevertheless, fixing the depth to
10 km, similar to the depth used by NORSAR and NNSN, the three hypocenter locations
are within ~17 km of each other.

A.4 Conclusions

This work illustrates how a 120 km long FO cable can be used to enhance the SNR of the
recorded P- and S-wave signals and estimate earthquake hypocenter locations. Exploiting
one earthquake recorded during the summer of 2020, it has been shown how a simple
beamforming procedure can find the direction of the earthquake and the apparent velocity
and help increase the onset of P- and S-waves. It has also demonstrated how a local earth-
quake can be located in close agreement with those found by the conventional seismic
receivers using the DAS arrival times only. In conclusion, the long antenna offered by
fiber cables, like the one in Isfjorden, offers unique complementary methods to enhance
received seismic signals and to traditional source localization for earthquakes and other
seismic sources.
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Supplemental information published together with the paper presented in Chapter 2.

Supplemental material and figures that support the ideas presented in the main text (Chapter 2)
can be found in this Appendix. Section B.1 presents the theory behind the likelihood and
traveltime derivative calculations, while Section B.2 gives the theory behind the Bayesian
filter computations. In Section B.3, the supplemental figures are presented.

B.1 Likelihood and traveltime derivative calculations

The log-likelihood function at one vocalization time is defined by

S S (T~ Toyew)

272 ’

lz,y) =— (B.D)

where the modeled traveltime 7; ; = T; j(x,y) is defined in equation (2.1). The derivat-
ives of this log-likelihood with respect to lateral position (z, y) and the time shift are
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Considering a fixed (z,y), the latter equation defines a linear solution for 7 when setting
<L = 0. For the position (z, y), the second derivatives can be computed similarly:
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The traveltime derivatives are
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Given a known or estimated position (Z, ), the measurement noise variance 7 is estim-

ated by

3
<.

- ny + na Z ( v T3, g))z (B-2)

7j=11i=1

B.2 Bayesian filtering calculations

For completeness, we give a brief account of the recursive methods for computing the
filtering and prediction steps for state space models. A recent description of these ap-
proaches is provided by Sarkkd (2013).

We denote the traveltime data at time s, by dy, = {7} jb,: i =1,...,nj,j =1,2}. All

the traveltime data available up to this time are given by D), = {dk, S dr}

We have the filtering state probability density function (PDF) at time s_1 denoted p(my_1|Dj_1).
Assume this is Gaussian with mean 1muy_1 and covariance matrix 3 _1. The prediction
PDF at time s, is achieved by marginalizing over the previous state variable:

p(my|Dy_1) = /p(mk,mkl\Dkﬂdmkl- (B.3)

Assuming a Gaussian approximation for the filtering distribution at time s;_; and relying
on the linear dynamical model in equation (2.6), we can solve equation (B.3) to see that
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the predictive PDF is also Gaussian with mean mu;, = Aj_1 pmuy—1 and covariance
e Sy 3 t
matrix X = Ak—l,kEk—lAkak + Sk—l,k-

We denote this predicted state PDF at time sy, by p(m|Dy—1) (at the first time step, this
is only the initial model p(m)). The model is updated with data dy, to form the filtering
PDF:

p(my|Dy_1)p(dy|my)
p(dik|Dy—1)
o« p(myg|Dy—1)p(di|my),

(B.4)

p(my| Dy)

where we assume conditionally-independent data; p(dy|my, Di_1) = p(di|my). We
approximate the PDF in equation (B.4) by a Gaussian model with mean at the mode of
equation (B.4) and covariance defined from the curvature at this mode. The optimization
is done similarly to the single-time approach described in equation (2.4). We now start
with the position prediction mg = muy, and the iteration proceeds by r = 1,.. .

-1
Plp(mi )| dlk(my")
r r—1 k k
= — B.5
where the log filtering PDF in equation (B.4) at this time sy, is defined by
1 _ — _ 1

i (my) = =5 (my — mug) E (my, — mug) — 5z ldr — Ti.(my)]' [di — Ti(my,)),

(B.6)

using T}, to denote the vector of modeled traveltime data at all fiber pick locations. The
required derivatives are as calculated in Supplemental Material Section B.1. The fitted
mean is the mode 1, obtained by the iterative scheme in equation (B.5) and the fitted
covariance of the Gaussian approximation is

(o Al

o (B.7)

2
dmy

The prediction and filtering equations in equations (B.3) and (B.4) are common in track-
ing. They represent online calculations. Smoothing or posterior expressions can be used
similarly for offline inspection. An effective backward calculation from an end time point
Sk, moving in a stepwise manner to the first time s;, defines the expression for the pos-
terior PDF:

D
p(my|Dg) :/p(mk+1|mk)p(mk\ k)p(mkﬂ\DK)dmkH- (B.8)

p(my1|Dy)

This relation builds on the Markovian state space modeling assumptions in equation (2.6)
and the conditionally-independent assumptions of the data. Relying again on Gaussian
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Figure B.1: Supplemental information from the air gun processing. (A) An air gun shot received
on the inner cable. (B) The same airgun shot on the outer cable. In this example, the air gun was
fired directly above the outer cable. (C) A comparison between the velocity computed using GPS
position recorded by a GNSS receiver and the Bayesian filter. (D) The decomposed velocities in
West-East and North-South directions. The dashed lines in (C) and (D) are uncertainties related
to the velocities. The numbers in (C) indicate where the ships made sharp turns, (1) and (3), and a
loop, (2).

approximations for the PDFs, all expressions in equation (B.8) are available from the
Gaussian approximations to the filtering and predictive PDF, as well as the smoothing
PDF at the latter time ¢; 1 in the backward recursion. We can hence complete the integral
to get an associated Gaussian approximation to the smoothing PDF at time ¢;. Denoting
the mean and covariance matrix of this smoothing PDF by muy, and >, we have

Jip = ﬁkAi,ka?Eip (B.9)
mu, = Mmuy+ Jk(Tﬁ,uk+1 — MUy 1)
2 = B+ Ju(Epgr — Big) i

For details, see (Siarkkd 2013, Chapter 8).
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Figure B.2: Observed RMS amplitudes of all fin whale vocalizations computed by a rectangular
window around the calls. (A, C) The vocalization for the whales in the two whale locations (45
and 95 km) as given in Figure 2.5. (B, D) Zoomed-in versions are meant to show the periods with
whale calls and inter-call breaks.

B.3 Supplemental figures

Two supplemental figures are given. Figures B.1A, B show an example of recorded air
gun signals received on the inner (A) and outer cable (B). Furthermore, it also shows the
comparison between the velocity of the ship derived from the GPS log (from a GNSS
receiver) and the velocities in North-South and East-West directions from the estimators.

Figure B.2 shows RMS levels for whale tracks (A), (G), and (E) computed in the same
way as Figure 2.6. The first column of Figure B.2 shows the RMS levels as a function
of time. The second column of Figure B.2 shows a zoomed-in version highlighting the
inter-call and inter-series intervals for the various whale tracks.
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C.1 Analysis of construction noise

The channel on the segment investigated closest to well 1 (~413 m along the cable) is
chosen as the virtual source in the analysis of the construction noise, as for the quiet
period (see "Data analysis" subsection). To find stable Virtual Shot Gathers (VSGs) for
the industrial noise periods, the Phase-Weighted Stack (PWS) is applied directly to 3-s
segments of construction noise. Less than 1 hour of data are needed to converge. However,
due to the variation in noise sources, there are oscillations in the convergence curve (see
supplemental Figure C.7B).
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Figure C.1: Virtual shot gathers and resulting dispersion images for construction noise recorded
on 18 August 2021 (column one) and 22 September 2021 (column two). (A, B) The two-sided
VSG. (C, D) Muted one-sided VSG, i.e., the average of each side in the two-sided VSG. (E,
F) The resulting dispersion image overlaid with the extracted Rayleigh wave dispersion curves
(black circles), predicted Love wave fundamental mode (red crosses), and four predicted Rayleigh
modes (black crosses). In (F), neither the predicted Rayleigh nor the Love dispersion curve fits the
extracted dispersion curve. This is attributed to the construction work being carried out broadside
to the array.

Figure C.1 displays the VSG from the seismic interferometry for ambient noise recordings
for two construction periods, one day when the work is by the barn holding the interrog-
ator, 200 m from the studied segment slightly broadside (18 August 2021, column one)
and another day when the work is broadside to the array (22 September 2021, column
two). Industrial traffic is, in general, more efficient in generating surface waves, and less
then one hour of the stack is needed to compute the VSG for both examples. However,
since the traffic on 18 August 2021 is not perfectly in-line with the DAS array, it generated
Love waves in addition to Rayleigh waves as depicted by the red crosses in Figure C.1E
(modeled by the estimated velocity profile from the active data 12 August 2021). For the
traffic on 22 September 2021, a stable VSG is obtained, but the dispersion is not well
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Figure C.2: Inversion results for 18 August 2021. (A) The match between observed and predicted
modes. (B, C, D) Shear-wave velocity sensitivity from the multidimensional sensitivity analysis.
(E) The resulting inversion profiles. (F, G, H) Layer thickness sensitivity.

resolved (see Figure C.1F). This is mainly due to the industrial activity on the broadside
of the array. Furthermore, Figures C.1C, D show the portion of the VSG kept for comput-
ing the dispersion images. The resulting dispersion image for the industrial noise on 18
August 2021 shows clear fundamental modes for Love and Rayleigh waves and probably
a mix for the higher-order modes. Comparing these results to that of quiet periods and
active shots (Figure 3.4), the construction work contains less energy and fewer modes
than the sledgehammer shots, but more than the quiet periods. This is also clear from the
amplitudes shown in Figure 3.2.

Figure C.2A shows the predicted and observed dispersion modes, while Figure C.2E dis-
plays the inversion results. One high-velocity layer is obtained from the non-linear inver-
sion result using two modes from the industrial noise data recorded on 18 August 2021.
This is due to the dispersion curves being disrupted by the Love wave energy generated by
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Figure C.3: Modeled dispersive curves for four Love and Rayleigh modes overlaid with observed
data from all active data acquisitions and the industrial noise 18 August 2021. The velocity profile
obtained from the active shots on 12 August 2021 was used to obtain the predicted dispersive
curves.

broadside construction activity. The additional Love wave energy introduces a bias to the
inversion result, where the depth and shear-wave velocity of the third layer is poorly es-
timated. It is also observed that the fit between observed and predicted dispersion curves
for the linearized inversion is worse than the non-linear inversion. The effect of this differ-
ence is particularly pronounced for depths below 13 m. The associated MDS analysis for
the velocity estimates is given in Figures C.2B, C, D and Figures C.2F, G, H for the thick-
ness. Both the velocity and the thickness are well estimated for the first two layers and
similar to those obtained using the active data and quiet ambient noise data (Figure 3.10).
Contrarily, the shear-wave velocity of the third layer (vs3) approaches the upper bound,
and a change in this bound would alter the result, while the third layer thickness (h3)
has a flat mismatch response, indicating that the data cannot resolve the layer thickness.
Hence, only the first two layers of the industrial noise data are reliable. However, these
results are considered less reliable than those from the active data and the quiet periods
due to Love waves generated by the construction noise. The presence of the Love wave
energy disrupts the fundamental Rayleigh mode (also the higher-order modes) as seen in
the deviation in the shape of the extracted curve at frequencies between 10 and 16 Hz in
Figure C.1E, whereas in frequencies below 10 Hz the Love and Rayleigh modes are sep-
arated. This interpretation is supported by modeled Love and Rayleigh dispersion curves
as depicted in Figure C.3.
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C.2 Comparison with area northern segment

To better understand the behavior of the surface waves along the array, an additional sur-
vey is carried out on the northern segment of the array (Figure 3.1), an area previously
shown to contain little-to-no quick clay (see segment P13B-11 in Solberg et al. (2012)).
The dispersion image obtained from this area (Figure C.4A) is different from the ones
achieved from the segment studied within the quick clay area (Figure 3.5). This is also
evident from comparing the extracted dispersion curves from the two areas as depicted in
Figure C.4A, where light gray dots indicate dispersion curves from the quick clay segment
and black dots those from the northern segment. The modes found on the northern seg-
ment contain more modes, higher frequencies, and higher velocities than the segment in
the quick clay. This agrees with the results presented by Solberg et al. (2012). They found
different near-surface layers in the area containing the northern segment than in the area
containing the quick clay segment. The first layer under the northern segment contains a
crust layer (~4 m), the second 5-15 m of dry clay, and the third unleached clay. Like the
quick clay segment, the top 13—-20 m can be resolved, and the surface waves are mainly
affected by the crust and dry clay layers. The difference in the dispersion modes between
the northern segment and the segment in the quick clay can therefore be attributed to the
differences in subsurface material.

C.3 Supplemental figures

This document contains supplemental text and figures to support the content of the main
text. Figure C.5 shows the comparison between P- and S-shots in various representations.
The time-distance (t — x) domain (Figure C.5A), the amplitude spectrum (Figure C.5B)
and the phase-velocity spectrum (Figures C.5C, D, E). Figure C.6 depicts the Radon trans-
form representation of the surface wave data. Furthermore, the convergence plot for the
passive interferometry is given for the different passive data types in Figure C.7. After
which, the weather data (wind speed, temperature, and precipitation) for the acquisition
period is given in Figure C.8. Finally, the virtual shot gathers and resulting dispersion
images for the remaining quiet periods studied are presented in Figure C.9.
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Figure C.4: (A) Phase velocity spectrum from a stack of 35 active shots on the northern segment
(see Figure 3.1C) overlaid by the mean extracted dispersion curves (the dark gray) and dispersion
curves from the quick clay segment (the light gray) to see the difference better. (B) The fit between
the observed (the black) and the predicted (the red for linearized, the blue for ASSA) dispersion
curves for the six modes extracted from shots recorded on the northern segment. (C) The estimated
shear-wave velocity profiles from the linearized (L; the red) and ASSA non-linear (NL; the blue)
inversion overlay a subset of the velocity profiles (the black) generated by the ASSA inversion.
The ensemble illustrated the uncertainty of the parameter estimation.
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of the waveforms.
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Figure C.6: Radon transform representation of an example shot from 01 June 2021. Clear dis-
persive arrivals can be observed.
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Figure C.9: Virtual shot gathers and resulting dispersion images for quiet periods on 19 September
2021 (column one) and 09-10 October 2021 (column two). (A, B) The two-sided VSG. (C, D)
Muted one-sided VSG, i.e., the average of each side in the two-sided VSG. (E, F) The resulting
dispersion image overlaid with the extracted Rayleigh wave dispersion curves (black circles).
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D.1 Supplemental figures

This section contain supplemental figures to support the content of the main text in Chapter 4.
Figure D.1 depicts the typical noise pattern for the PRM array. Furthermore, different ex-
amples of computed slopes are shown in Figures D.2 to D.7. After which, rays computed
in the ray tracing are presented in Figure D.8. Finally, plots of the uncertainty for E1 and
E3 related to the parameters in equation (4.13) are given in Figures D.9 to D.11.
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Figure D.1: Average noise RMS for the (E-W)-component (A), (N-S)-component (B) and
vertical-component (C) for a random selection of 10 min noise section between 14 January 2014
and 25 January 2014, accumulating to a 3 hour period.
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Figure D.3: Same as Figure D.2 but using node 112.
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Figure D.11: Same as Figure D.10 but for P-waves.



Appendix E

Abstract: Sensing whales, stormes,
ships, and earthquakes using an
Arctic fiber-optic cable

Martin Landrg!2, Léa Bouffaut!:23, Hannah Joy Kriesell2, John Potter!2, Robin An-
dré Rgrstadbotnen!?, Kittinat Taweesintananon'2#, Stile Johansen®®, Jan Kristoffer
Brenner?®, Aksel Haukanes®, Olaf Schjelderupm, Frode Storvik?”,

1 - Department of Electronic Systems, NTNU, 7491 Trondheim, Norway,
2 - Centre for Geophysical Forecasting, NTNU, 7491 Trondheim, Norway,

3 - K. Lisa Yang Center for Conservation Bioacoustics, Cornell Lab of Ornithology, Cor-
nell University, Ithaca, NY, United States,

4 - PTT Exploration and Production Public Company Limited, Bangkok, Thailand,
5 - Department of Geoscience and Petroleum, NTNU, 7491 Trondheim, Norway,
6 - Sikt, 7037 Trondheim, Norway,

7 - Alcatel Submarine Networks Norway AS, 7075 Tiller, Norway,

Published by Nature Scientific Reports 10 November 2022 (Landrg et al. 2022).

153



154  Abstract: Sensing whales, storms, ships, and earthquakes using an Arctic fiber-optic cable

Abstract

Our oceans are critical to the health of our planet and its inhabitants. Increasing pressures
on our marine environment are triggering an urgent need for continuous and compre-
hensive monitoring of the oceans and stressors, including anthropogenic activity. Current
ocean observational systems are expensive and have limited temporal and spatial cover-
age. However, there exists a dense network of fibre-optic (FO) telecommunication cables,
covering both deep ocean and coastal areas around the globe. FO cables have an untapped
potential for advanced acoustic sensing that, with recent technological break-throughs,
can now fill many gaps in quantitative ocean monitoring. Here we show for the first time
that an advanced distributed acoustic sensing (DAS) interrogator can be used to capture
a broad range of acoustic phenomena with unprecedented signal-to-noise ratios and dis-
tances. We have detected, tracked, and identified whales, storms, ships, and earthquakes.
We live-streamed 250 TB of DAS data from Svalbard to mid-Norway via Uninett’s re-
search network over 44 days; a first step towards real-time processing and distribution.
Our findings demonstrate the potential for a global Earth-Ocean-Atmosphere-Space DAS
monitoring network with multiple applications, e.g., marine mammal forecasting com-
bined with ship tracking, to avoid ship strikes. By including automated processing and
fusion with other remote-sensing data (automated identification systems, satellites, etc.),
a low-cost ubiquitous real-time monitoring network with vastly improved coverage and
resolution is within reach. We anticipate that this is a game-changer in establishing a
global observatory for Ocean-Earth sciences that will mitigate current spatial sampling
gaps. Our pilot test confirms the viability of this ‘cloud-observatory’ concept.
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156  Abstract: Eavesdropping at the speed of light: Distributed acoustic sensing of baleen whales in
the Arctic.

Abstract

In a post-industrial whaling world, flagship and charismatic baleen whale species are in-
dicators of the health of our oceans. However, traditional monitoring methods provide
spatially and temporally undersampled data to evaluate and mitigate the impacts of in-
creasing climatic and anthropogenic pressures for conservation. Here we present the first
case of wildlife monitoring using distributed acoustic sensing (DAS). By repurposing the
globally-available infrastructure of sub-sea telecommunication fiber-optic (FO) cables,
DAS can (1) record vocalizing baleen whales along a 120 km FO cable with a sensing
point every 4 m, from a protected fjord area out to the open ocean; (2) estimate the 3D
position of a vocalizing whale for animal density estimation; and (3) exploit whale non-
stereotyped vocalizations to provide fully-passive conventional seismic records for sub-
surface exploration. This first example’s success in the Arctic suggests DAS’s potential
for realtime and low-cost monitoring of whales worldwide with unprecedented coverage
and spatial resolution.
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158  Abstract: Distributed acoustic sensing of ocean-bottom seismo-acoustics and distant storms: A
case study from Svalbard, Norway.

Abstract

Distributed acoustic sensing (DAS) leverages an ocean-bottom telecommunication fiber-
optic cable into a densely sampled array of strain sensors. We demonstrate DAS applic-
ations to passive acoustic monitoring through an experiment on a submarine fiber-optic
cable in Longyearbyen, Svalbard, Norway. We find that DAS can measure many types
of signals in the frequency range from 0.01 to 20 Hz generated by dynamics in the atmo-
sphere, ocean, and solid earth. These include ocean-bottom loading pressure fluctuation of
ocean surface waves generated by storms, winds, and airflow turbulence, shear-wave res-
onances in low-velocity near-surface sediments, acoustic resonances in the water column,
and propagating seismic waves. We find that DAS can record high-quality low-frequency
seismo-acoustic waves down to 0.01 Hz, which could be used for subsurface exploration.
Using the shear-wave resonances recorded by DAS, we can determine the subsurface
structure of near-surface sediments with low velocity. In addition, we can trace ocean
swells back to their origins of distant storms as far as 13,000 km away from the cable.
Because DAS is capable of seismo-acoustic monitoring with a high spatial resolution of
approximately 1 m over a cable of approximately 100 km long and with a broadband sens-
itivity down to 0.01 Hz on the low end, it can deliver great scientific value to the ocean
observation and geophysics community.
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160  Abstract: Developing experimental skills: A hands-on course in acoustical measurement
techniques at the Norwegian University of Science and Technology'.

Abstract

The course “Acoustical Measurement Techniques TTT4250,” offered by the Acoustics
Group at the Department of Electronic Systems, Norwegian University of Science and
Technology, is a fourth-year course in the specialization of acoustics in the five-year
master program “Electronics Systems Design and Innovation” or MTELSYS, and the
two-year international master program “Electronic Systems Design” or MSELSYS. It is
one of the four required courses for MTELSYS and one of the two required courses for
MSELSYS. It offers a hands-on approach to acoustics. This paper outlines the topics
covered in this course and the involvement of several academic staff members, as well
as invited industry and research institute guest speakers, as teachers. The assessment of
laboratory reports is described, and general lecture topics, including measurement uncer-
tainty and statistics, the introduction of standards, and programming, are also described.
All aspects of the course aim to maximize students’ experience with a broad range of
acoustic measurements and their interest in acoustics.
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