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Summary 

 
Background: Identification of a germline pathogenic variant that increases risk of getting 

diseases in a family is important for the clinical management of the family members. DNA 

sequencing is an important molecular diagnostic technology that determines the order of 

nucleotides in an individual's genetic code. Next generation sequencing (NGS) technologies in 

DNA sequencing has revolutionized the research and diagnostics within the field of genetic 

disease, providing the opportunity to perform comprehensive genetic testing of large gene sets 

and to discover new causative genes. Targeted sequencing, whole exome sequencing, and 

whole genome sequencing are now widely employed by clinical laboratories using NGS, 

considering the benefits and difficulties of each technique. The project focuses on the study 

and use of these NGS technologies and developing bioinformatics analysis strategies for the 

same, suitable for usages in clinical diagnosis of hereditary diseases with focus on hereditary 

cancer. 

 

Results: Studies I and III aimed to identify genetic variants that are associated with an 

increased risk of cancer, specifically endometrial and colorectal cancer respectively. Study I 

used gene panel sequencing to screen 22 genes involved in the mismatch repair pathway in 199 

unselected endometrial cancer patients. Study III performed whole exome sequencing on 48 

patients suspected of familial colorectal cancer. Bioinformatic pipelines were used to identify 

and classify variants, where use of multiple in silico tools improved the accuracy of predictions. 

Study I identified 22 potential pathogenic variants that may be associated with an increased 

risk of endometrial cancer, and Study III identified 26 germline variants in genes known for 

their association with colorectal cancer, as well as variants in other genes that may also 

contribute to an increased risk, hinting for a larger genetic spectrum of colorectal cancer, not 
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limited to just mismatch repair genes. Study II demonstrated the development of a 

bioinformatic pipeline for copy number variation (CNV) detection in NGS data from diagnostic 

gene panels. With a sensitivity of 100% and specificity of 91%, the pipeline has been successful 

in detect CNVs in all control samples. 

 

Conclusions: These studies (I & III) used gene target panel and exome sequencing to find the 

likely genetic cause for predisposition in several patients that participated in these studies. 

These studies also contribute to a larger understanding of the genetic spectrum of cancer. The 

bioinformatic pipeline (study II) has now been incorporated into routine practices, leading to 

expansion of the portfolio of genes for which CNV detection can be offered and demonstrated 

its diagnostic value by identifying CNVs in routine tests of patient samples. This has allowed 

for efficient and cost-effective CNV detection, which was previously limited by wet lab 

methods like MLPA. The outcomes of the whole project can help identify patients with 

inherited increased risk for cancers and other genetic disease, allowing for lifesaving 

surveillance. 
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Sammendrag 
 
Bakgrunn: Identifikasjon av en arvelig patogen variant som gir økt risiko for sykdom i en 

familie er viktig for klinisk oppfølging av familiemedlemmer. Sekvensering av DNA er en 

viktig teknologi for molekylær diagnostikk som identifiserer rekkefølgen av nukleotidene i den 

enkeltes genetiske kode. Teknologier for neste generasjon sekvensering (NGS) av DNA har 

revolusjonert forskning og diagnostikk innenfor genetiske sykdommer, og de gir mulighet for 

å utføre grundig genetisk testing av store gensett og identifikasjon av nye sykdomsrelaterte 

gen. Målrettet sekvensering, sekvensering av hele eksomet og sekvensering av hele genomet 

med NGS er nå i utstrakt bruk ved kliniske laboratorier, som må ta stilling til fordeler og 

ulemper ved hver metode. Dette prosjektet fokuserer på studie og bruk av disse NGS-

teknologiene, og utvikling av bioinformatiske analysestrategier som egner seg for bruk i klinisk 

diagnose av arvelige sykdommer, med fokus på arvelig kreft. 

Resultater: Studie I og III hadde som mål å identifisere genetiske varianter som kan assosieres 

med økt risiko for kreft, spesifikt henholdsvis endometrie- og kolorektalkreft. Studie I brukte 

sekvensering basert på genpanel til å undersøke 22 gener involvert i DNA mismatch 

reparasjonssystemet i 199 ikke-selekterte pasienter med endometriekreft. Studie III utførte 

sekvensering av hele eksomet for 48 pasienter med mistanke om familierelatert kolorektalkreft. 

Bioinformatiske prosedyrer ble brukt til å identifisere og klassifisere varianter, der en 

kombinasjon av flere in silico verktøy forbedret nøyaktigheten av prediksjonene. Studie I 

identifiserte 22 mulig patogene varianter som kan assosieres med en økt risiko for 

endometriekreft, og studie III identifiserte 26 arvelige varianter i gener med kjent assosiasjon 

til kolorektalkreft, men også varianter i andre gener som kan bidra til en økt risiko, noe som 

antyder et større genetisk spektrum for kolorektalkreft, ikke bare knyttet til gener involvert i  

mismatch reparasjonssystemet. Studie II viste utvikling av en bioinformatisk prosedyre for 

deteksjon av kopitallsvarianter (CNV) i NGS data fra diagnostiske genpanel. Med en 
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sensitivitet på 100% og spesifisitet på 91% lykkes denne prosedyren i å detektere CNV i alle 

kontrollprøvene. 

Konklusjoner: Disse studiene (I & III) brukte genpanel og eksomsekvensering til å finne den 

sannsynlige genetiske årsaken til predisponering for kreft i flere pasienter som deltok i disse 

studiene. Disse studiene bidro også til en bredere forståelse av det genetiske spekteret for kreft. 

Den bioinformatiske prosedyren (studie II) er nå inkludert i rutineundersøkelser, og dette har 

utvidet utvalget av gener hvor CNV-deteksjon kan bli tilbudt, og dette har demonstrert sin 

diagnostiske verdi ved å identifisere CNVer i rutineundersøkelser av pasientprøver. Dette gjør 

det mulig med en rask og kostnadseffektiv CNV-deteksjon, noe som tidligere har vært 

begrenset av laboratoriemetoder som MLPA. Resultater fra hele prosjektet kan bidra til å 

identifisere pasienter med arvelig økt risiko for kreft og andre genetiske sykdommer, noe gjør 

det mulig med livsbesparende overvåking av slike pasienter.  



 v 

Acknowledgements 
 
This thesis was carried out at Department of Medical Genetics, St. Olavs  Hospital and 

Department of Clinical and Molecular Medicine, Faculty of Medicine and Health Sciences, 

Norwegian University of Science and Technology. 

 

I express my deepest gratitude to all the patients who participated in the studies included in this 

project. 

 

I am immensely grateful to my PhD supervisor, Finn Drabløs, for your invaluable guidance, 

unwavering support, and immense expertise throughout my PhD journey. Your mentorship has 

shaped the direction of my work, and insightful feedbacks has greatly improved its quality. 

Finn, I feel truly fortunate and honored to have you as my supervisor, and I will always cherish 

your dedication and belief in me. Thank you. 

 

I would like to extend my heartfelt gratitude to my co-supervisor, Wenche Sjursen, for your 

invaluable support, guidance, and contributions to my PhD journey. Your profound knowledge 

in the field of medical genetics has been instrumental in shaping the direction of my research. 

Your availability and dedication have been greatly appreciated. Thank you. 

 

I would like to thank to my collaborator, Bente Talseth-Palmer, for providing me with the 

opportunity to collaborate on her two remarkable projects, which led to the creation of Study I 

and Study III. 

 

I would like to acknowledge and credit my co-authors for their scientific input, as well as their 

supportive comments and suggestions during the writing process, which greatly contributed to 

the quality and depth of this work. 

 

I would like to thanks to all my incredible colleagues at LAB-CLG-FoU-AMG-STO. Your 

cheers, support, and vibrant presence have made the office a lively and enjoyable place. Bodil, 

thanks for Yoga sessions and for being tante Bodil to my family. Kristine, I appreciate our 

engaging scientific discussions and your undocumented mentorship. Liss-Anne, your 

unwavering support and care for my well-being make you a true rock star. Maren, thank you 

for being project partner (back in 2014), a good friend, and a supportive manager. 

 

I want to thank my amazing colleague and friend, Per. You not only has been my go-to person 

for scientific wisdom and guidance, but has also been an expert listener during those "losing 

my marbles" moments. Your support and witty banter have been a lifesaver. 

 

I want to give a big shout-out to my best buddy, Bjørner, for surviving a decade of friendship 

with me. Not only have you been a constant pillar of support and a fantastic listener, but you've 

also willingly suffered through countless hours of gym torture with me. Our friendship is the 

perfect blend of laughter, inside jokes, and shared memories that will always hold a special 

place in my heart. Thank you for being my family away from family.  

 

I am deeply grateful to my siblings and parents for their unwavering support in my journey. 

Didi and Bade-bhai thanks for all the love and fights. Papa, your expertise in Chemistry and 

Enfield-bullet charisma continue to inspire and guide me. Mumma, your unconditional love 

has been anchoring during the ups and downs. I am forever thankful for your presence in my 

life. Thanks to my father (in-law), for motivations towards scientific quest. 



 vi 

 

My beautiful little monkeys Arna and Arnay, you are my greatest motivation and source of 

inspiration. Your infectious laughter and boundless energy have brought light and warmth to 

even the most challenging days. Seeing your innocent curiosity and eagerness to learn has 

reminded me of the importance of perseverance and the joy of discovery. 

 

I would like to take a moment to express my deepest appreciation and admiration for my 

ultimate cheerleader and partner-in-crime, my extraordinary wife, Neha, whose unwavering 

support and love have been the driving force behind my PhD journey. You are the rock that 

keeps me grounded, the source of endless inspiration, and my partner-in-everything. Your 

brilliance, wit, and unwavering belief in me have pushed me to reach new heights and 

overcome any obstacle. From late nights filled with research to moments of self-doubt, you 

have been my guiding light and confidante. Your endless patience, understanding, and the 

ability to put up with my thesis-induced quirks are nothing short of remarkable. Thank you for 

being the wind beneath my wings, my biggest cheerleader, and the love of my life. I am forever 

grateful to have you by my side. Together, we make an unbeatable team, and this thesis is a 

testament to our shared journey. 

 

Lastly, thank you Gurudev for enlightening the path. Jai Gurudev! 
 
  



 vii 

List of included articles 

The papers included in this PhD thesis are listed below and will be referred to in the text 

by their Roman numerals. Full format papers are attached at the end of this thesis. 

 

I. Ashish Kumar Singh, Bente Talseth-Palmer, Mary McPhillips, Liss Anne Solberg 

Lavik, Alexandre Xavier, Finn Drabløs, Wenche Sjursen . Targeted sequencing of 

genes associated with the mismatch repair pathway in patients with endometrial 

cancer. PLOS ONE 15(7): e0235613 (2020). 

https://doi.org/10.1371/journal.pone.0235613  

 

II. Ashish Kumar Singh, Maren Fridtjofsen Olsen, Liss Anne Solberg Lavik, Trine 

Vold, Finn Drabløs, Wenche Sjursen. Detecting copy number variation in next 

generation sequencing data from diagnostic gene panels. BMC Medical Genomics 

14, 214 (2021).  

https://doi.org/10.1186/s12920-021-01059-x  

 

III. Ashish Kumar Singh, Bente Talseth-Palmer, Alexandre Xavier, Rodney J. Scott 

Finn Drabløs, Wenche Sjursen. Detection of germline variants with pathogenic 

potential in 48 patients with familial colorectal cancer by using whole exome 

sequencing. (Under review Accepted after revision) BMC Medical Genomics (2023).  

https://doi.org/10.1186/s12920-023-01562-3  

  



 viii 

Other publications where the author contributed: 

 

1. Alexandre Xavier, Maren Fridtjofsen Olsen, Liss Anne Lavik, Jostein Johansen, 

Ashish Kumar Singh, Wenche Sjursen, Rodney J. Scott, Bente A. Talseth-Palmer . 

Comprehensive mismatch repair gene panel identifies variants in patients with 

Lynch-like syndrome. Mol Genet Genomic Med. 2019; 7:e850. 

https://doi.org/10.1002/mgg3.850 

2. Marieve J Rocque, Vilde Leipart, Ashish Kumar Singh, Pilar Mur, Maren F. Olsen, 

Lars F. Engebretsen, Edgar Martin-Ramos, Rosa Aligué,  Pål Sætrom, Laura Valle, 

Finn Drabløs, Marit Otterlei, Wenche Sjursen. Characterization of POLE 

c.1373A > T p.(Tyr458Phe), causing high cancer risk. Mol Genet Genomics 

(2023). 

https://doi.org/10.1007/s00438-023-02000-w   

  



 ix 

Abbreviations 
 

ACMG   American College of Medical Genetics and Genomics 

BAM   Binary Alignment Map 

ChIP   Chromatin Immunoprecipitation 

CNV   Copy Number Variation 

CRC   Colorectal Cancer 

DHPLC   Denaturing high performance liquid chromatography 

EC   Endometrial Cancer 

FAP   Familial Adenomatous Polyposis 

FISH   Fluorescence in situ hybridization 

GWAS   Genome-wide association study 

HNPCC   Hereditary Non-Polyposis Colorectal Cancer 

HTS   High Throughput Sequencing 

IHC   Immunohistochemistry 

Indel   Insertion/Deletion 

LS   Lynch Syndrome 

MLPA   Multiplex Ligation-dependent Probe Amplification 

MMR   Mismatch Repair 

MSI   Microsatellite Instability 

NGS   Next Generation Sequencing 

OG   Oncogene 

PCR   Polymerase Chain Reaction 

SNP   Single Nucleotide Polymorphism 

SNV   Single Nucleotide Variation 

SV   Structural Variation 

TFBS   Transcription Factor Binding Site 

TSG   Tumor Suppressor Gene 

uORF   upstream open reading frame 

UTR   Untranslated Region 

VUS   Variant of Unknown Significance 

WES   Whole Exome Sequencing 

WGS   Whole Genome Sequencing 

 

  



 x 



 xi 

Glossary 

 
Big data  Large and complex data sets that are difficult to 

process using traditional data processing 

applications. 

Binary Alignment Map (BAM)  A format for storing DNA sequencing data in a 

binary form, used for storing the alignment of the 

reads from a high-throughput sequencing 

experiment. 

Coverage  The number of times a particular region of a genome 

is covered by sequencing reads, providing 

information about the quality of the sequencing data. 

Denaturing high performance 

liquid chromatography 

(DHPLC) 

 A method for detecting variations in DNA 

sequences, used for genotyping and mutation 

detection. 

Exome  The portion of the genome that contains the exons, 

or protein-coding regions, of the genes. 

Exon  A coding region of a gene that is transcribed into 

messenger RNA (mRNA) and translated into 

protein. 

Familial Adenomatous 

Polyposis (FAP) 

 A hereditary condition characterized by the 

development of many polyps in the colon, leading to 

an increased risk of colorectal cancer. 

FASTQ  A file format used to store high-throughput 

sequencing data, containing the base call quality 

scores and the DNA sequence. 

Fluorescence in situ 

hybridization (FISH) 

 A technique used to study the location of DNA 

sequences within cells or tissues. 

Genome-wide association 

study (GWAS) 

 A study that identifies genetic variations associated 

with a particular trait or disease by comparing the 

genomes of individuals with and without the trait or 

disease. 

Germline DNA  DNA that is present in the eggs or sperm and is 

passed from one generation to the next. 

High Throughput Sequencing 

(HTS) 

 A method for sequencing DNA that allows for the 

rapid determination of the order of the four 

nitrogenous bases (A, C, G, and T) in a DNA 

molecule. 

In silico  A term used to describe computational or computer-

based analysis or simulations. 

Intron  A non-coding region of a gene that is transcribed 

into RNA but not translated into protein. 



 xii 

Microarray  A technology used to measure the expression of 

many genes simultaneously by hybridizing labeled 

RNA or DNA to a solid surface. 

Multiplex Ligation-dependent 

Probe Amplification (MLPA) 

 A method for detecting changes in the number of 

copies (copy number variation) of specific genes or 

regions of DNA, used for genetic testing and 

diagnosis. 

Polymerase chain reaction 

(PCR) 

 A method for amplifying specific DNA sequences in 

vitro, used for a variety of applications in molecular 

biology and genetic research. 

Pseudogene  A non-coding region of DNA that resembles a gene 

but does not produce a functional protein. 

RNA sequencing (RNA-seq)  A method for sequencing the transcriptome, or the 

collection of all the RNA molecules in a cell, used 

for the study of gene expression and alternative 

splicing. 

Sanger sequencing  A method for sequencing DNA, also known as 

dideoxy sequencing, that uses a chain termination 

approach to determine the order of the four 

nitrogenous bases (A, C, G, and T) in a DNA 

molecule. 

Short read sequencing  A method for sequencing DNA that generates short 

reads, typically around 100-300 base pairs in length. 

Untranslated region (UTR)  A region of a gene that is transcribed into RNA but 

not translated into protein, located at the 5' or 3' end 

of the coding region. 

Upstream open reading frames 

(uORFs) 

 Short open reading frames located upstream of the 

main coding sequence in a gene, which can regulate 

gene expression by disrupting the initiation of 

translation of the main coding sequence 
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1. Introduction 

 

 

1.1 Cancer overview: caseload 

Cancer, often referred to as a single disease, actually consists of over 100 different conditions 

characterized by the uncontrolled growth and spread of abnormal cells. It can arise in many 

sites and behave differently depending on its organ of origin and tissues type. It starts as a pre-

cancerous lesion and progresses to a full-blown malignant tumor, led by uncontrolled cell 

division and transformation of normal cells into malignant tumor cells forming tumors, 

invading surrounding tissues, and spreading throughout the body, leading to severe illness and 

death. In 2020, there were 19.3 million new cases and 10 million deaths globally, making it 

one of the leading causes of premature mortality worldwide (1). The continuously rising 

number of cases makes it a significant burden to society. The most frequently diagnosed types 

of cancer include breast, lung, colon, rectum, prostate, and stomach cancers (2). Due to an 

aging population and shifts in lifestyle, it is projected that the incidence of cancer will increase 

by approximately 50% over the next two decades, posing a significant burden on society (2).  

 

1.1.1 Colorectal cancer  

Colorectal cancer (CRC) is also referred to as cancer of the colon or rectum. Colon is critical 

to the growth and development of the organism due to its high rate of cellular renewal. 

However, this makes the colon susceptible to a range of physical, chemical, and biological 

agents, increasing the risk of developing diseases such as CRC. CRC is a prevalent form of 

cancer globally. In 2020, it was estimated that there were over 1.9 million new cases and 

935,000 deaths due to CRC, accounting for approximately 10% of all cancer cases and deaths, 
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and ranking third in terms of incidence and second in terms of cancer-related mortality (2,3). 

There is a significant discrepancy in CRC incidence rates between developed and developing 

countries, with rates in developed countries being about four times higher. Furthermore, there 

is a nine-fold difference in CRC incidence rates among world regions, with the highest rates 

found in European regions, Australia/New Zealand, and North America, with particularly 

highest rates in Hungary for men and in Norway for women (2). As such, CRC incidence also 

serves as an indicator of socioeconomic development (4,5). The etiology of CRC can be 

attributed to a combination of both elastic and inelastic factors (6). Elastic factors, such as 

environmental and lifestyle factors, are estimated to account for 70% of all CRC cases, while 

inelastic factors, including age and hereditary predisposition, are estimated to account for 30% 

of cases. 

 

1.1.2 Endometrial cancer 

Endometrial cancer (EC) is a prevalent gynaecological cancer in developed countries (7), 

ranking as the sixth most frequently diagnosed cancer among women, with 417,000 new cases 

and 97,000 deaths reported in 2020. The number of annual incidences of EC has been steadily 

increasing in recent years (2,8). EC arises from the tissue lining the uterus, known as the 

endometrium, and its abnormal growth can lead to invasiveness or spread to other parts of the 

body (8). Risk factors for EC include environmental factors, lifestyle changes, high body mass 

index, hypertension, menstrual irregularities, and hormonal imbalances (9). However, 

likelihood of developing EC is also influenced by hereditary factors, as EC has been found to 

have a higher occurrence among close relatives of EC patients (10). 
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1.2 Factors behind cancer causes 

Cancer is a complex genetic disorder characterized by the progressive accumulation of genetic 

and epigenetic alterations in genes that control cell growth and division. These genetic 

alterations are either spontaneous mutations in an individual's DNA during a person's lifetime 

acquired by exogenous factors such as exposure to environmental carcinogens or endogenous 

factors such as inherited (passed down within families) genetic predisposition . These genetic 

changes can increase the risk of developing cancer or influence the progression of the disease.  

 

1.2.1 External factors behind cancer  

External factors that contribute to carcinogenesis can be grouped into three categories: 

physical, chemical, and biological. Physical carcinogens include ultraviolet and 

electromagnetic radiations, chemical carcinogens encompass substances such as tobacco 

smoke, alcohol, asbestos, aflatoxin, and arsenic, while biological carcinogens involve 

infections from viruses, bacteria, or parasites (11). The development of cancer can also be 

influenced by interactions between an individual's genetic factors and environmental 

exposures, such as elevated body mass index, hypertension, hormonal imbalances, and 

menstrual irregularities (9,12).  

 

1.2.2 Hereditary factors behind cancer 

The significance of genetics in the occurrence of cancer and other diseases is of utmost 

importance (13). The molecular mechanisms underlying tumorigenesis are a result of the 

accumulation of genetic alterations that play a role in regulating epithelial development and 

cellular differentiation. Changes in DNA structure and function, either spontaneous or 

facilitated by environmental factors, can lead to the development of diseases, including single 

gene disorders, chromosomal imbalances, epigenetics, complex disorders, and cancer. 
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Although diseases caused by a single genetic factor are rare, they account for approximately 

80% of all rare diseases, which number in the thousands (13).   

The hereditary nature of cancer has been understood for nearly a century. However, the 

specifics of inherited cancer susceptibility were unclear until recent advancements in diagnostic 

techniques. These advancements have improved our ability to accurately identify genetic 

predispositions to cancer (14). Hereditary predisposition to cancers may result from either rare, 

single gene germline mutations, or more commonly from multiple less-penetrant genes 

interacting with environmental factors (15).  

 

1.2.3 Cancer genes 

Cancer predisposing genes can be divided into two categories: tumor suppressor genes (TSGs) 

and oncogenes (OGs). Loss of function in TSGs is caused by biallelic mutations, while 

monoallelic mutations in OGs result in a gain of function. Both of these increase the likelihood 

of developing cancer.  

TSGs play a crucial role in controlling the onset of neoplastic processes by functioning as 

gatekeepers. This includes regulating cell growth by managing basic cell functions such as cell 

cycling, proliferation, differentiation, and apoptosis. TSGs also act as caretaker genes, 

repairing DNA errors and correcting DNA damage, and as landscaper genes, maintaining the 

stability of the cellular microenvironment. Loss of function mutations in these TSGs can 

disrupt their ability to control cell division, leading to uncontrolled cell growth and the 

formation of tumors. These mutations can occur in a variety of ways, such as deletion of genetic 

material, insertion of foreign genetic material, or changes to the DNA sequence that result in a 

non-functional protein product. In some cases, loss of function mutations can be inherited, 

while in others they may develop as a result of exposure to environmental factors such as 
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radiation or chemicals. Ultimately, loss of function mutations in TSGs can result in the 

development of cancer by allowing cells to grow and divide in an uncontrolled manner. One 

common example of TGSs is mismatch repair (MMR) genes, commonly associated with CRC 

include MLH1, MSH2, MSH6, and PMS2. In endometrial cancer, the tumor suppressing MMR 

gene most frequently altered is MSH2. Some other examples of TSGs in CRC include APC 

(16), TP53 (17), and SMAD4 (18), and in EC PTEN and P53 (19) . 

OGs, on other hand, arise from proto-oncogenes, which regulate normal cell division by 

encoding growth factor proteins, receptors, membrane-associated signalling proteins, or 

transcription factors. Gain-of-function mutations in proto-oncogenes result in the activation of 

OGs, and/or increased protein production leading to uncontrolled signalling and cell 

proliferation (15). Some frequently observed examples of OGs include KRAS, BRAF and 

PIK3CA. Mutations in KRAS are associated with a high risk of developing CRC and EC, and 

are often seen in advanced stages of the CRC (20), whereas, mutations in BRAF are relatively 

rare (10%) in CRC but are associated with a more aggressive form of the disease (21). 

(21)Mutations in PIK3CA have been associated with increased activation of the PI3K pathway 

and promotion of tumor growth in EC (22).  

 

1.2.4 DNA mismatch repair mechanism 

The DNA repair genes, a type of TSGs, code for proteins that play a crucial role in maintaining 

DNA integrity and error correction. This correction process is referred to as the DNA Mismatch 

Repair (MMR) mechanism. It is a crucial post-replication process that ensures the stability of 

the genome and promotes genetic stability (23). The main function of the MMR system is to 

correct DNA replication errors, prevent non-identical DNA recombination, and repair 

spontaneous base-base mismatches and small insertions/deletions (indels) loops  that occur 
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during DNA replication while ensuring that the genetic material is correctly copied from one 

generation of cells to the next. MMR mechanism primarily involves 8 TSGs that code for its 

components, including MutS homologs (MSH2, MSH3, MSH5, MSH6) and MutL homologs 

(MLH1, PMS1 [MLH2], MLH3, PMS2 [MLH4]) (24–26). When the MMR mechanism is 

malfunctioned, it leads to an increased mutation rate in TSGs and loss of function in proteins 

coded by these genes, which are critical mediators between DNA damage repair and cell 

survival (24). The DNA damage repair includes correcting alterations in the lengths of 

microsatellites, which are short repetitive regions in human DNA and are polymorphic in their 

nature. The development of microsatellite instability (MSI) – a type of genomic instability, is 

commonly seen in MMR deficient tumor cells (27,28).  

 

 

1.3 Classification of cancer 

Cancer can be classified into three categories based on the genetic basis of its occurrence: 

sporadic, familial, and hereditary. Approximately 90-95% of all cancers are sporadic, with 5-

10% being hereditary or familial (29,30). However, exact distribution may vary depending on 

the type of cancer and population studied. 

 

1.3.1 Sporadic cancer 

Sporadic cancer is the most common type of cancer and occurs spontaneously in an individual 

without any family history of the disease. The cause of sporadic cancer is often due to acquired 

mutations in cells that develop during lifetime of an individual due to environmental and 

lifestyle factors, such as exposure to carcinogens, aging, or lifestyle choices. These 

accumulated mutations can eventually lead to the development of cancer over the time. 

Sporadic cancers do not show a pattern of inheritance and are not associated with an inherited 
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predisposition to cancer. However, some studies have suggested for significant inherited 

polygenic-risk component in this class of cancer (31). 

 

1.3.2 Familial and hereditary cancer 

Familial and hereditary cancers refers to form of cancers that are inherited or run in families. 

Both caused by the presence of genetic mutations that are passed down from generation to 

generation.  

Familial cancers are more common and often caused by low-penetrant multigenic mutations or 

sometimes without any clear pattern of inheritance or specific gene mutations that can be 

identified. 

Hereditary cancer are rarer, caused by the inheritance of genetic mutations from one or both 

parents that predispose individuals to develop cancer. These rare mutations are usually found 

in a single, highly penetrant gene, which are mostly TSGs. These genetic mutations can 

significantly increase the risk of developing cancer, especially at a young age, and they can be 

inherited from either parent. Some common examples of hereditary cancers are BRCA1/BRCA2 

associated hereditary breast and ovarian cancer, and DNA MMR genes associated Lynch 

syndrome. 

 

1.3.3 Hereditary cancer syndromes 

About 5% of all cancers are part of a hereditary cancer syndrome (32). Examples of hereditary 

cancer syndromes caused by mutated TSGs include Lynch syndrome, Familial Adenomatous 

Polyposis (FAP), Retinoblastoma, Li-Fraumeni syndrome, and von Hippel-Lindau syndrome. 

FAP is caused by mutations in the APC gene and increases the risk of developing CRC (33). 

Retinoblastoma is caused by mutations in the RB1 gene and increases the risk of developing a 
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rare form of eye cancer (34,35). Li-Fraumeni syndrome is caused by mutations in the TP53 

gene and increases the risk of developing a range of cancers, including sarcoma, breast, and 

brain cancers (36). Von Hippel-Lindau syndrome is caused by mutations in the VHL gene and 

increases the risk of developing a range of cancers, including kidney, pancreas, and brain 

cancers (37).  

Diagnosis of these hereditary cancer syndromes can help in early prediction, detection and 

management of potentially associated cancers. 

 

1.3.4 Lynch syndrome 

Lynch Syndrome (LS) is an inherited autosomal dominant cancer susceptibility syndrome. It 

is also known as hereditary non-polyposis colon cancer (HNPCC), and it is characterized by 

early-onset epithelial cancers (38–41). It is estimated to account for 2-5% of all CRC cases and 

is more prevalent in individuals with a family history of the disease.  While de novo mutations 

are a rare cause of LS, they may account for about 4-8% of all the LS cases (42–44). 

LS is caused by mutations in DNA MMR genes, leading to the accumulation of genetic 

mutations. Individuals with LS are at high risk of developing CRC and EC, as well as other 

epithelial malignancies like bowel, stomach, ovary, bladder, or pancreas cancer (38,39). LS 

causing MMR gene alterations, are responsible for one third of all sporadic CRC cases 

associated with a hereditary condition (45). Moreover, approximately 30% of genetic EC cases 

have a hyper-mutable phenotype and MSI as a result of MMR dysfunction (46–48).The specific 

type of cancer that is most likely to develop depends on the MMR gene that is affected. For 

instance, mutations in MLH1 and MSH2 genes increase the risk of CRC and EC, while 

mutations in MSH6 and PMS2 genes are associated with an increased risk of CRC and gastric 

cancer (42,49).  
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The lifetime risk of any cancer for LS-affected individuals is to be 64% by the age of 70 years 

(50), with a risk of 33-61% for EC and 40-80% for CRC  (51,52).  

 

1.4 Importance of genetic diagnostics 

Identifying genetic factors causing cancer is important as it can lead to a better understanding 

of the underlying mechanisms of the disease, and further help in improved diagnosis and 

prognosis, and the development of targeted therapies. Understanding the specific genetic 

alterations that are responsible for a particular type of cancer can help in determining the most 

effective targeted treatment options that are more effective and have fewer side effects. For 

example, some cancers may be more responsive to chemotherapy or radiation, while others 

may respond better to targeted therapies that specifically target the genetic mutations that drive 

the cancer. Additionally, identifying genetic factors can help identify people who are at higher 

risk of developing cancer, enabling earlier detection and intervention. This can improve 

outcomes and quality of life for affected individuals. Over all, identifying genetic factors in 

cancer is crucial for improving patient care and outcomes, and for advancing the field of cancer 

research. 

 

 

1.5 Genetic test 

A genetic test is a laboratory analysis of an individual’s genetic material, such as DNA , RNA 

or protein, to identify certain genetic variations (53–55). There are several different types of 

genetic tests, including:  

• Diagnostic testing to confirm a suspected diagnosis of a genetic disorder. 

• Predictive testing to determine an individual's risk of developing a certain disease. 
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• Carrier testing to identify individuals who carry a gene for a certain genetic disorder.  

• Prenatal testing to identify certain genetic disorders in the fetus. 

• Newborn screening to identify certain genetic disorders that can be treated early in life. 

 

1.5.1 Cancer diagnostics 

Streamlined models of genetic counseling and testing have made genetic diagnosis for cancer 

susceptibility a key aspect of clinical management for individuals or families with well-defined 

inherited cancer syndromes (56). In cases of genetic predisposition to cancer, the genetic 

diagnosis is often made alongside or after the detection of cancer. The use of advanced 

diagnostic methods to identify predispositions, in conjunction with appropriate surgical 

interventions and follow-up surveillance, contributes to improved patient survival." 

 

 

1.6 Disease-causing genetic variations  

Genetic variants can impact gene function in various ways. For example, in coding regions, 

there can be premature stop codons introduced by nonsense mutations, alterations to key 

residues in the protein by missense mutations, or changes in splicing or exon skipping by 

synonymous or splice site mutations at exon-intron boundaries (57). Variants in 5’ untranslated 

regions (UTRs) specifically in transcription factor binding sites (TFBSs), can affect binding 

affinity with transcription factors, leading to changes in gene expression (58,59). Variants in 

upstream open reading frames (uORFs) can impact translation initiation rates by sequestering 

ribosomes, potentially leading to functional activation or the creation of novel uORFs (60–63). 

Variants in 3' UTRs, which are target sites for microRNAs, can regulate gene expression by 
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controlling mRNA localization, stability, or translational efficiency, and such variants can 

affect these processes (64–66).  

 

1.6.1 Types of genetic variations 

Disease-causing DNA mutations can vary in length, from a single nucleotide to entire 

chromosomes. A change of 1 nucleotide is called a single nucleotide variation (SNV), and 

changes up to 50 nucleotides are called short insertion-deletion variations (indels). Alterations 

larger than 50 nucleotides are referred to as structural variants (SVs), which can include 

insertions, deletions, duplications, inversions, translocations, or a combination of these 

different types, co-occurring in a single genome (67). Deletions and duplications larger than 

50 nucleotides, specifically, are referred to as copy number variations (CNVs). 

 

 

1.7 Next generation sequencing 

DNA structure was fundamentally discovered in 1953 by Franklin, Wilkins, Watson and Crick 

(68). This led to pioneering development of methods to sequence the DNA, starting with 

development of foundational sequencing methods such as sanger sequencing (69) and Maxam-

Gilbert method (70), commonly known as first generation of sequencing technologies. These 

methods had high accuracy and long read lengths but were slow, labor-intensive, and 

expensive, making them unsuitable for large-scale projects. Rapid evolution of more methods 

and newer technologies, i.e. polymerase chain reaction (PCR) method (71,72), widespread 

availability of modification enzymes and the development of fluorescent DNA sequencing 

(73), scaled the sequencing yield and led to completion of first human genome project (74–76). 

However, the need for more advanced sequencing methods became evident. This led to the 

development of next-generation sequencing (NGS) in the mid-2000s with the advent of high-
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throughput sequencing (HTS) machines (77). While other technologies such as DNA 

microarrays (78), NanoString (79), qPCR (80) and Optical mapping (81) exist, NGS remains 

the popular term for high-throughput sequencing methods producing millions or trillions of 

sequencing reads in a single run.  

NGS technology has been utilized in different ways, such as targeted gene panels, whole 

exomes, or whole genomes, depending on the level of genomic coverage desired and the focus 

of the investigation on either coding or both coding and non-coding regions of DNA. This 

results in a more comprehensive understanding of genomic information and its biological 

implications. The high data production capability of NGS has contributed to numerous large-

scale studies, such as the NHLBI exome project (ESP) (82), 1000 genome project (1000G) 

(83), Iceland’s deCODE project (84), Genomic England’s 100,000 genome (100 K) project 

(85), giving researchers a comprehensive view of genomic information and its biological 

implications. 

The second generation NGS methods, also known as short-read sequencing methods, produce 

reads with length of approximately 300-350 bases per read.  The genome, with its complex and 

long repetitive regions (86), presents challenges for these short-read methods to sequence. 

Additionally, large, complex alterations such as copy number variations and structural 

variations which play significant roles in evolution, adaptation, and disease (87,88), are longer 

and cannot be detected using short-read technologies. The more advanced third-generation 

NGS methods are long-read sequencing techniques, capable of producing read lengths of 

several kilobases.  This enables the spanning of complex or repetitive regions in a single 

continuous read, reducing ambiguity in the position or size of genomic elements and detecting 

complex structural variants (89). Furthermore, long read lengths are useful for de novo genome 

assembly and full-length isoform sequencing (90,91). However, high costs, error rates (92) and 
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limited available analysis tools and pipelines, currently making it challenging for routine use. 

These third-generation long-read sequencing technologies are still under active development, 

and future advancements in this field hold the promise of more robust, reproducible, and 

accurate sequencing of long fragments at higher throughput and lower cost. It will likely be 

several years before these platforms rival second-generation instruments. However, the second 

generation short-read NGS technologies have been evolving for over a decade, and have 

achieved high sequencing yield, cost-effectiveness, accuracy, with support from a wide range 

of analysis tools and pipelines to detect genetic alterations. These technologies have met the 

current goals of the diagnostic world, which heavily relies on them. In addition to second-

generation short-read DNA sequencing, short-read NGS based RNA sequencing (93,94), DNA 

methylation-based epigenetic profiling (95), chromatin immunoprecipitation (ChIP) 

sequencing (96) and microbiome sequencing (97) are also being performed using NGS in 

routine diagnostics. 

Studies have extensively explored the development of NGS technologies, delving into their 

procedures and highlighting both their benefits and limitations (98–100). Considering the 

currently available short and long-read sequencing technologies and their respective 

advantages and disadvantages, choice between short and long sequencing technologies 

ultimately depends on the purpose of research or diagnosis. Despite current limitations, future 

advancements in sequencing technology will aim to overcome these hurdles to facilitate further 

scientific discoveries and clinical applications.  
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1.8 Bioinformatics 

With the recent advancements of NGS technology, the size and complexity of omics datasets, 

particularly genomic datasets, have increased dramatically, making genomics one of the four 

biggest big data contributors, alongside astronomy, YouTube, and Twitter. The typical 

lifecycle of these datasets involves acquisition, storage, distribution and analysis. For the other 

three big data contributors, only one of these four domains have been cumbersome to handle, 

i.e., for astronomy it is data acquisition, for YouTube it is data storage, for Twitter it is data 

mining. Whereas genomics is a “four-headed beast” and is demanding in all the four data 

domains: acquisition, storage, distribution, and analysis (101). These large-scale genomic and 

postgenomic datasets, coupled with high-throughput technologies, have paved the way for 

data-driven biological research that was previously based on hypothesis-testing systems. 

Computational approaches are revolutionizing biology by integrating large datasets with 

disease-specific mutation databases, genotype-phenotype analyses, statistics, ontologies, and 

more. As biological knowledge is defined, organized, and accessed through computation, this 

is making biological concepts more rigorous and testable, providing a new reference map for 

biology. In the future, biological research will be driven by mathematical, statistical, and 

computational methods, turning biology into a quantitative science (102). 

Bioinformatics is a branch of data science aimed at solving biological questions. It integrates 

unique blend of methodologies and scientific cultures, from computer science, statistics, 

information science, and applied mathematics to decipher the digital codes of life using data-

driven approaches (103,104). It involves the development of algorithms, software tools, and 

databases to process and interpret large amounts of genetic and genomic information. The field 

plays a crucial role in various areas of biological research including gene expression analysis, 

comparative genomics, molecular evolution, drug discovery, and personalized medicine.  More 

specifically, tasks such as DNA/protein sequence alignments, genetic variation detection and 
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functional prediction, macromolecular structure and function prediction, gene/biomolecular 

interaction network simulation, integration of diverse biological databases, drug discovery, and 

large-scale genome-wise association studies utilize bioinformatics approaches. Additionally, 

Bioinformatics tools and platforms enable integration and analysis of multi-scale and multi-

omics data including genomics, transcriptomics, proteomics, metabolomics, and microbiomics, 

providing a more comprehensive understanding and facilitating the develop of new treatments 

and therapies for human diseases. 

 

1.8.1 Bioinformatics in medical genetics and genomics 

Clinical laboratories have adopted NGS technology to enhance their molecular genetics testing, 

resulting in a surge of data size and complexity. To address this, bioinformatics involves the 

use of advanced computational methods, algorithms, and software to store, manage, process, 

analyze, integrate and interpret these large datasets, to make informed decisions in field of 

genetic disease diagnostics and personalized medicine. As a critical component of medical 

genetics, it plays a vital role in transforming genetic data into actionable knowledge to improve 

patient care. In this context, bioinformatics approaches are used in analyzing and interpreting 

large amounts of genetic data generated by various technologies such as NGS, microarrays, 

and others. Bioinformatic tools and algorithms are used to process genetic data to identify 

variants, predict their functional impact, and associate them with disease phenotypes. This 

information is used to improve the diagnosis, prognosis, and treatment of various genetic 

conditions. For example, in the case of cancer genetics, bioinformatics is used to analyze the 

genomic changes in tumor cells to identify potential therapeutic targets. In clinical genetics, 

bioinformatics is used to analyze patient genetic data to diagnose hereditary diseases and to 

develop personalized treatment plans. This leads to molecular genetic testing that is faster, 

more efficient, and cost-effective. With continuously evolving and improving bioinformatics 
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tools and approaches, the integration of diverse and large amounts of genomic and phenotype 

information is possible, leading to improved accuracy in results and better patient care. 

 

1.8.2 Bioinformatics analysis of NGS data in diagnostic routines 

Bioinformatics operations on NGS datasets generated in clinical settings are typically divided 

into three stages (105,106). The first stage focuses on sequence generation, the second stage 

focuses on sequence processing (read alignment and variant detection), and the third stage 

focuses on results interpretation, which includes computational and evidence-based annotation 

of the variants. Figure 1 illustrates these bioinformatics analysis stages. 

The first stage of bioinformatics operations involves converting raw signals detected by the 

sequencer into nucleotide bases and assigning a quality score to each position. These bases are 

then combined to form complete sequences, also known as raw reads. The raw reads are then 

demultiplexed, which involves distributing the sequences to multiple samples that were 

indexed and pooled together during a single sequencing run. The bioinformatics steps in this 

stage can either be done on the sequencing instrument itself or on high-performance computing 

clusters or cloud-based architectures for larger datasets. 

In the second stage of the bioinformatics process, sequence processing takes place (107). This 

involves mapping raw reads to a reference genome (for short read sequencing) or performing 

a de novo assembly (for long read sequencing) to recreate the full length of the sequenced DNA 

fragment. Additionally, post-alignment error correction procedures are performed, such as de-

duplication, indel realignment, and base quality score recalibration. After alignment, variant 

calling is carried out on the final aligned reads against the chosen reference genome, such as 

GRCh37 (108) or GRCh38 (109). These variant calls are then post-processed for error 
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correction and filtered based on call quality, considering the type of variant (e.g., SNV, Indel, 

CNV, or SV). 

The final step of bioinformatics operations in NGS datasets from clinical settings is variant 

interpretation and pathogenicity classification. This involves annotating variants using 

annotation toolkits which collectively assigns all the annotation information from various tools 

and databases, such as prediction-based tools, evidence-based databases, and frequency-based 

databases to the variant (110). Further, variants are assigned pathogenicity classes based on 

rule-based classifiers, such as ACMG guidelines (111). Variants with high class of 

pathogenicity may then be validated with a secondary sequencing methods, e.g., for SNP/Indel 

sanger sequencing based validation is used (112); and for validation of CNVs, Multiplex 

Ligation-dependent Probe Amplification (MLPA) (113), SNP microarrays (114), RNA 

sequencing (115), fluorescence in situ hybridization (FISH) (116) or PCR based methods (117) 

are commonly used. Validated variants of pathogenic significance are then reported back to 

genetic counselors. 

 

Figure 1: Bioinformatics analysis stages of NGS data 
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2. Aim of the study 

The overall aim of this project has been to develop and implement strategies and tools for the 

analysis of data from NGS in clinical diagnostics, with focus on improved throughput and 

performance of a workflow for routine diagnostics of genetic disease. 

Current approaches to molecular diagnostics are using NGS as the primary method for 

producing sequencing data, where the data is utilized for detecting pathogenic variants in genes 

known to be associated with the disease, but also to search for new genes that also may be 

associated with the disease. The ever-evolving NGS technology is producing enormous and 

complex dataset which are still not fully explored and utilized in routine diagnostics, and this 

poses a challenge to the laboratories towards a more comprehensive and productive utilization 

of these data.  

The overall aim of the project was realized through a few specific goals: 

1. Use real data from clinical diagnostics by targeted gene panels and whole exome 

sequencing methods to identify challenges and benefits of relevant methods for data 

analysis, in order to identify good strategies for data analysis in clinical diagnostics. 

Study I and III were performed towards this goal, where NGS data from EC and CRC 

patient samples produced by these methods was analyzed.  

2. Analyze both common and novel genes and genomic regions within cancer datasets to 

identify new genetic variants (including recessive and de novo) that may play a role in 

cancer. Study I and III were performed to identify variants with possible pathogenic 

potential towards cancer in both commonly known genes and novel genes. 

3. Use existing bioinformatic tools to develop and implement new analysis strategies for 

large datasets in diagnostic settings, including variant identification, annotation, 

prioritization and pathogenicity classification. To achieve this goal, Study III 
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developed a custom analysis approach for analyzing the large dataset generated by 

exome sequencing of germline DNA obtained from CRC patients. 

4. Develop a bioinformatic tool to detect larger genetic variants (e.g., CNVs) by using 

NGS datasets with high precision and sensitivity according to diagnostic standards. 

Study II was conducted to develop of a bioinformatic pipeline aimed at achieving this 

goal. 
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3. Materials and Methods 
 

 

3.1 Samples 

In Study I, germline DNA was extracted from blood samples of 199 women diagnosed with 

sporadic EC and treated at the Hunter Centre for Gynaecological Cancer, John Hunter Hospital 

in Newcastle, New South Wales, Australia between 1992 and 2005. The samples were 

collected consecutively from the recruited patients.  

The bioinformatics pipeline described in Study II was validated using diagnostic routine 

samples, including 36 positive control samples with previously known CNVs and 11 routine 

samples without CNVs. The positive control samples were collected from various genetic 

diagnostic laboratories across Norway, including Haukeland University Hospital (Bergen), 

University Hospital of North Norway (Tromsø), and St. Olavs Hospital (Trondheim), based on 

the availability of known CNV positive samples. The 11 routine samples were collected from 

the Department of Medical Genetics at St. Olavs Hospital. All samples were germline DNA 

extracted from blood. The validation aimed to assess the sensitivity and specificity of the 

bioinformatic pipeline by checking only genes with known CNVs in the positive control 

samples and all genes in the panel in the routine samples. 

Study III was conducted to determine the genetic causes of CRC in 48 patients from Australia, 

who had been diagnosed with CRC or other LS associated cancers (n=6), fulfilling the 

Amsterdam-II Criteria for Lynch syndrome. The study included 16 related individuals from 8 

families and 32 unrelated individuals, and was performed using germline DNA extracted from 

blood samples. DNA sequencing was performed to identify the underlying genetic factors 
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contributing to the development of cancer in these patients. Some of the MMR genes were 

previously tested with Sanger sequencing. 

 

 

3.2 Next Generation Sequencing  

In Study I, targeted sequencing was carried out on 199 EC patient samples using Illumina 

MiSeq (118) at the Medical Genetics Laboratory, Hunter Medical Research Institute, 

University of Newcastle, Australia. The gene panel consisted of 22 genes associated with the 

DNA MMR pathway, where all introns, exons, 5' and 3' UTRs were included in the sequencing. 

A total of 1.213 Mb of nucleotides were captured by 6961 probes utilizing the Illumina Nextera 

Rapid Capture Custom Enrichment Kit. 

In Study II, targeted sequencing was performed on 36 patient germline DNA samples extracted 

from blood, using Illumina MiSeq and Illumina NextSeq 500 (119) sequencer at the 

Department of Medical Genetics, St Olavs Hospital, Trondheim, Norway. The gene panel 

comprised 126 genes known to be associated with cancer, with only exons, 5' and 3' UTR 

regions, and a vicinity of ±25 nucleotides in intronic regions being captured. The total size of 

nucleotides captured was 0.71 Kb, achieved through the utilization of the Illumina Nextera 

Rapid Capture Custom Enrichment Kit. 

In Study III, Whole Exome Sequencing (WES) was performed on 48 germline DNA samples 

extracted from blood from suspected LS patients. The paired-end library preparation utilized 

the Illumina Truseq Exome Capturing Kit to target the exons of all protein-coding genes. DNA 

fragmentation was performed to achieve a size of approximately 150 base pairs. Sequencing 

was carried out at the Beijing Genomic Institute, China using the Illumina Nextseq 500 kit, 

with a paired-end read configuration of 150 cycles. 
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3.3 Bioinformatic data analysis 

The data analysis for Studies I and III was a multi-step process that included pre-processing 

of raw data (FASTQ files), variant calling, annotation, and prioritization. Pre-processing and 

variant calling for both studies were carried out using a standardized BWA-Picard-GATK 

pipeline (120), which is a widely accepted best practice for NGS data processing. The 

annotation of variants in both studies was conducted using multiple databases and prediction 

tools. For annotation, Study I utilized the Alamut-batch software toolkit (121), while Study III 

utilized the Ensembl variant effector prediction (VEP) toolkit (122). Subsequently, the 

annotated variants were prioritized based on significance. Study I used the Filtus (123) tool for 

this step, while Study III used the filter_vep tool from the VEP toolkit. 

The data analysis for Study II consisted of pre-processing of raw data and identifying copy 

number variations (CNVs). The raw data was preprocessed using the standardized BWA-

Picard-GATK pipeline,  similar to the other two studies. The pre-processed data, including the 

aligned reads (Binary Alignment Map files), were used to determine the per-locus coverage 

(nucleotide level coverage) of the samples through the use of the GATK toolkit 

DepthOfCoverage tool. The procedure for identifying CNVs was implemented as pipeline (see 

article II for details). The pipeline is intended to function within a Unix based operating system 

and was constructed using a combination of bash scripting and the R programming language. 

During the development and testing phase, the pipeline utilized R version 3.4 and relied on 

default R libraries. Furthermore, for improved visualizations, the pipeline can utilize the R 

library ggplot2.  
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In all three studies, the human reference genome version GRCh37 (124) was used as the 

reference genome for bioinformatics analysis. 

 

 

3.4 Result validation 

In Study I, Sanger sequencing was utilized for validation of the results. The protocol involved 

fragment amplification, cycle sequencing, electrophoresis by capillary, and analysis of data 

using SeqScape software. Some significant variants were not validated through Sanger 

sequencing, which was partly due to the unavailability of primers for specific genes, as well as 

logistical challenges. Nevertheless, these variants were carefully scrutinized in Binary 

Alignment Map (BAM) files to ensure their likely authenticity as true positive variants. 

In Study II, validation of the bioinformatic pipeline was performed using control samples with 

known true Copy Number Variants (CNVs) previously detected via methods such as MLPA 

and/or RNA sequencing and routine diagnostic samples without any CNVs. The pipeline 

demonstrated 100% sensitivity in detecting all CNVs in the control samples. Furthermore, 

evaluation against the routine samples resulted in a specificity of 90.9% and total accuracy of 

91.14% for the pipeline. 

The findings from Study III were not validated using alternative techniques such as Sanger 

sequencing or MLPA due to sample material exhaustion. However, given the high accuracy of 

current next-generation sequencing (NGS)-based detection of SNVs and indels variants, 

supplementary validation is often not deemed necessary (125). As was performed in Study I, 

the variants were thoroughly scrutinized in BAM files to verify their likelihood of being true 

positive. 
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3.5 Ethics and consent 

Study I was approved by Hunter New England (HNE) Human Research Ethics Committee 

(HNE HREC: 05/03/09/3.14). Written informed consent was obtained from all participants for 

the study. 

Study II was designated as a quality assurance audit in accordance with the guidelines outlined 

in the "Guide for Research Ethics Committee Members" by the Steering Committee on 

Bioethics (Council of Europe, April 2012). These guidelines are also adopted by the Regional 

Ethical Committee (REK) in Norway (https://rekportalen.no). Consequently, evaluation by the 

local ethics committee was deemed unnecessary. Written consent was obtained from all 

patients for conducting the diagnostic genetic testing. The Department of Medical Genetics at 

St. Olavs Hospital evaluated the utilization of the genetic testing data with regards to anonymity 

and determined that the study results are anonymous and cannot be linked back to individual 

patients. 

Study III was conducted in accordance with the principles of the Helsinki Declaration, and 

received approval from both the Hunter New England Human Research Ethics Committee 

(HNE HREC: 04/03/10/3.11), Australia and the Regional Ethics Committee (REK), Norway 

(2015/838). Written informed consent was obtained from all participants in the study.  
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4. Results and summary of studies 

 

 

4.1 Study I: Targeted sequencing of genes associated with the mismatch 

repair pathway in patients with endometrial cancer 

The genetic causes of familial EC are commonly linked to Lynch syndrome, which is caused 

by germline variants that inactivate the MMR genes MLH1, MSH2, MSH6 and PMS2. The 

MMR pathway comprises a total of 22 genes, including these four. To identify causative 

pathogenic variants that increase the risk of EC or other related cancers, and to provide life-

saving surveillance to patients with known diagnosis, it is crucial to examine additional genes 

that may also contribute to cancer risk. This can be accomplished by considering all known 

genes involved in the MMR pathway.  

For this study, next-generation sequencing was performed on constitutional DNA extracted 

from full blood from 199 unselected EC patients to screen all 22 genes involved in the MMR 

pathway. The sequencing covered the entire gene regions including coding (exonic), noncoding 

(intronic) and regulatory (UTR) regions to detect all potential variant types, such as those 

altering protein coding, gene regulation, or splicing, that may contribute to EC causes. The 

sequencing was done in 12 different batches (runs), and the quality (mean read coverage depth) 

of the samples varied across different runs, from a minimum 1X up to a maximum 169X of 

coverage depth. To check the potential of low coverage NGS data, we used low-quality samples 

as part of our study, which led to identification of true-positive variants in low coverage regions 

(findings were verified by Sanger sequencing). After annotating and filtrating all 10,680 

uniquely detected SNV/Indel variants, we shortlisted 35 significant variants (22 exonic, 4 UTR, 

9 intronic) among 34 patients, with three patients having class 5 variants (in the MSH6 gene) 
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and two patients having the same class 4 variant (in the PMS2 gene). These five patients, 

approximately 2.5% of this patient cohort size, have pathogenic variants that are very likely 

the cause of their cancer. For the other 29 of 34 patients, we identified class 3 variants with 

high suspicion of being pathogenic. Of the significant 35 variants, 15 are associated to 4 MMR 

genes (MLH1, MSH2, MSH6, PMS2) while 20 variants are associated to additional genes from 

MMR pathway including MSH3, POLD1, RFC1, RFC3, RFC4, LIG1, EXO1, RPA1 and RPA3, 

which are not commonly studies for EC causes. For the remaining 165 patients we could not 

identify variants with significance for EC or other disease causes, probably due to limitations 

with the target panel size, data quality and limitation in annotation (especially around intronic 

regions) or due to sporadic nature of cancer in these patients. 

 

 

4.2 Study II: Detecting copy number variation in next generation 

sequencing data from diagnostic gene panels 

The size of genetic variants with potential for causing diseases can range from single 

nucleotides to whole chromosome alterations. To detect small alterations, such as SNV/Indels 

up to 50 nucleotides, clinical diagnostics labs typically use NGS technologies. However, for 

detection of larger variations, such as CNVs, traditional methods like MLPA or 

microarray/arrayCGH are still used by diagnostic labs. These methods are lab-intensive, cost 

inefficient and have limitation in terms of the availability of gene-specific testing kits. 

Currently, NGS technologies produce high-quality data, providing the possibility to detect 

CNVs form NGS data, with resolution down to single exons and with accurate detection of the 

exact breakpoints of those CNVs.  
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The study developed a CNV detection pipeline using NGS data from a diagnostic gene panel, 

which was validated and integrated into routine practices at the Department of Medical 

Genetics at St. Olavs Hospital.  

Pipeline uses coverage depth information of captured regions in a sample to calculate the copy 

number ratio scores. To increase the resolution of results, each region is divided into fixed 

sliding windows, allowing detection of small or partial exons.  

We validated the pipeline using 36 CNV positive control samples consisting of 36 known 

CNVs in 12 different genes. These included 4 whole gene deletions, 6 single exon deletions, 

17 multi-exon deletions, 2 single + partial exon deletions (break point inside the second exon), 

3 single exon duplications and 4 multi-exon duplications, which were previously detected by 

MLPA or/and RNA sequencing. The pipeline detected all variants, resulting in a 100% 

sensitivity for this set of samples. Additionally, we used 11 pre-tested diagnostic samples to 

determine specificity and accuracy (90.9% and of 91.14% respectively). With high sensitivity, 

specificity and accuracy, this pipeline was approved and implemented in our diagnostic lab in 

August 2018. Since the implementation in routine, it has proven its diagnostic value by 

identifying more then 50 CNVs (until year 2021), including whole gene and exonic-level 

deletions/duplications, partial exonic deletions, and mosaic deletions. Some of these CNVs 

findings were in genes, never been tested for CNVs (with MLPA) in our lab. It shows the 

usefulness of this pipeline in routine practices. This has helped in expanding our lab's 

diagnostic capacity to offer CNV detection on whole gene panel, improving the quality of our 

diagnostic work. 
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4.3 Study III: Detection of germline variants with pathogenic potential in 

48 patients with familial colorectal cancer by using whole exome 

sequencing 

CRC is one of the most frequently occurring types of cancer, leading to premature mortality. 

Almost 30% of all CRC cases have a familial component, though only one third of this are 

caused by high penetrant pathogenic variants leading to disease predisposition including Lynch 

syndrome caused by defect in MMR genes (45). To discover the etiology of remaining 20% 

cases, a wider genetic quest is required aimed at identifying novel candidate genes and causal 

variants, which have not yet been linked to familial CRC. 

The 48 patients in this study cohort were diagnosed with CRC or another LS associated cancer, 

and initial testing for germline mutations in MMR genes via denaturing high performance 

liquid chromatography (DHPLC) and Sanger sequencing did not detect any mutations. Of these 

48 patients, 16 were related individuals from 8 families and 32 were unrelated individuals. The 

aim was to discover the etiology of familial CRC, which was not caused by high penetrant 

pathogenic variants leading to disease predisposition as seen in Lynch syndrome. 

With aim to identify germline variants with pathogenic potential in genes additional to MMR 

genes, we performed whole exome sequencing on constitutional DNA extracted from blood 

from these 48 patients. Variant calling and further three-stage filtration on the complete dataset, 

led to identification of 346 variants in 302 gene. Of these 302 genes, 38 have known or expected 

roles in cancer as OGs, TSGs or fusion genes. These 38 genes are associated with 46 variants, 

which occur in 33 samples. This includes 14 pathogenic or likely pathogenic, 6 variants of 

uncertain significance (VUS), 4 variants with conflicting interpretation (between pathogenic 

and VUS in ClinVar) and 22 unknown variants (not reported in ClinVar). These 38 genes 

include seven well-known cancer genes with high impact towards cancer. These included 



 31 

BRCA2, MLH1, MSH2, MSH6, PMS2, PTCH1 and SDHA. These seven genes are associated 

with 9 variants with pathogenicity classes 5, 4 or 3, which occur in 10 patients. Identification 

of high penetrant variants in MMR genes shows the limitations on preliminary testing methods. 

The identification of variants in 31 genes that have not previously been associated with familial 

CRC suggests a larger spectrum of genetic variants associated with this disease that is not 

limited to DNA MMR genes or other known cancer-associated genes. 
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5. Discussion 

The overall discussion highlights the major outcomes of the three studies presented in the 

thesis. This includes how these studies demonstrate the effectiveness of the analysis strategies 

and methods developed, and their impact on advancing medical genetics and improving 

diagnostic practices. For a more in-depth examination of the results from each study, readers 

are referred to the corresponding articles I, II, and III. 

 

 

5.1 Highlights of this thesis 

This thesis explores the benefits of using NGS in diagnostic practices, focusing on its 

bioinformatics applications for target panel and WES data in diagnosing hereditary cancers and 

genetic diseases. The results show the operational advantages of NGS-based diagnostics, 

including reduced costs, increased diagnostic yield, and improved efficiency. 

Study I emphasizes the potential significance of analyzing all 22 genes in the MMR pathway 

for accurate diagnosis and risk assessment of EC. This can lead to the identification of variants 

in genes that may contribute to the development of EC, and further research can be done for a 

better understanding of EC development. The study also highlights the benefits and limitations 

of using computational tools for predicting the pathogenicity of genetic variants. 

Study II  describes an in-house developed bioinformatic pipeline that detects CNVs using NGS 

sequencing data from targeted gene panels. The study highlights the benefits of implementing  

this tool in routine genetic diagnostics at AMG, St. Olavs hospital, Trondheim, including the 

ability to detect partial, single or multi-exonic, and intragenic CNVs in all genes in target panel, 

which expands the diagnostic portfolio to include CNV detection in all the genes in panel. This 

operational capability was previously limited to only gene with available MLPA kits. 



 34 

Study III explores the broader genetic landscape of familial CRC by discovering variants in 

previously underexplored genes, beyond the traditional MMR genes. It also highlights the 

challenges of handling large list of genetic variants and proposes filtration strategies to 

streamline this process, a crucial step in WES data analysis. The results of this study contribute 

to our understanding of the genetic factors that may play a in the development of CRC. 

 

 

5.2 Impact of these studies in medical genetics and diagnostics 

 

5.2.1 Usages of larger panels for cancer diagnostics 

The genetic landscape of hereditary cancers remains largely unknown, with the majority of 

cancer-causing factors still undiscovered. To effectively diagnose hereditary cancers, it is 

crucial to take a comprehensive approach in genetic testing that goes beyond commonly known 

genes. Familial cancers such as CRC and EC are often caused by a combination of low 

penetrance genes, which are not well defined. Testing for only a small number of genes may 

not be effective, particularly in complex cases with overlapping phenotypes.  

Pathway-focused panels, such as targeted MMR gene panel or even larger ones such as the 

exome panel, provide a more comprehensive approach to identify disease-causing variants, 

even in less commonly studied genes. This increases the likelihood of identifying potential 

causes of disease, particularly in cases where the spectrum of genes involved is not well 

defined. As shown in Study I, the presence of germline variants in the MMR pathway genes 

that have not been commonly tested before may contribute to an elevated risk of EC. Study III 

expanded the analysis scope to the entire exome, resulting in the identification of variants in 
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cancer-associated genes that may play a role in the development of familial CRC, a disease 

with a more extensive genetic landscape beyond the MMR genes.  

The implementation of expanded NGS-based gene panel analysis is crucial in the diagnosis of 

hereditary cancers, as it not only increases the chances of a diagnosis but also offers operational 

cost savings and improved efficiency. However, larger gene panels also presents the challenge 

of handling a large list of variants and incidental findings. This can be addressed through 

careful filtration using appropriate bioinformatics approaches. 

 

5.2.2 Usages of bioinformatic tools and approaches in cancer diagnostics 

The advancements in sequencing technology have led to a rapid increase in the size, depth, and 

complexity of sequencing data, requiring the use of bioinformatics approaches to effectively 

analyze this data. In studies I and III, bioinformatics pipelines were developed to tackle this 

challenge, utilizing existing tools and databases for variant detection, annotation, filtration, and 

pathogenicity prediction. These pipelines are suitable for routine diagnostic purposes that  often 

involve a large volume of sequencing data. Study II focused on developing a bioinformatic 

pipeline for detecting CNVs using NGS data from targeted gene panels. The successful 

implementation of this pipeline at St. Olavs Hospital has expended the diagnostic lab's 

capabilities, allowing for the detection of partial, single, multi-exonic, and intragenic CNVs in 

all genes within the target panel, increasing the number of genes for which CNV detection is 

possible. This improvement was made possible by overcoming previous limitations imposed 

by the availability of MLPA kits. 
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5.3 Contribution of these studies towards new knowledge and resources 

Outcomes of these studies contribute towards available knowledge base of hereditary EC and 

CRC diagnosis.  

In study I, a comprehensive analysis was conducted on the genetic regions within all genes in 

the MMR pathway in order to identify variants that may contribute to EC. The analysis found 

variants in various regions, including intronic, UTR, and exonic. Including non-coding regions 

in the analysis enhances the possibility of discovering variants that alter gene regulation or 

splicing sites. The study emphasizes the significance of analyzing variants in non-coding 

regions and taking a comprehensive approach that considers the entire MMR pathway to 

increase the chances for getting a diagnosis in EC.  

Study II resulted in the development of an efficient in silico method for CNV detection, meeting 

the high diagnostic accuracy, sensitivity, and specificity standards. Since August 2018, this 

method has been applied in routine diagnostic procedures at St. Olavs Hospital and has proven 

its diagnostic value with the discovery of numerous CNVs, including those in genes that were 

previously not tested using MLPA methods or were limited by MLPA kits availability.  

In Study III, the entire protein-coding genome (i.e., the whole exome) was analyzed to identify 

variants in cancer-associated genes and their potential link to hereditary CRC. The analysis 

resulted in the identification of significant variants in genes linked to various types of cancer, 

including TSGs, OGs, and fusion genes. The discovery of these variants in genes not previously 

linked to familial CRC indicates a wider range of genetic variants that could contribute to the 

disease, beyond just DNA MMR genes or previously known cancer-associated genes. The 

study relied heavily on bioinformatics and offers a reliable diagnostic approach, particularly 

when analyzing large datasets like whole exome and whole genome sequencing data. 
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5.4 Limitation of the studies 

Study I highlight the importance of including non-coding regions such as UTRs and intronic 

regions in the identification of potential hereditary mutations, which contribute to nearly 10% 

of all disease-causing mutations (126–128). However, annotating variants in these regions can 

be challenging due to limitations in annotation databases and tools. In a clinical setting, these 

variants can easily be overlooked unless RNA studies are performed to examine exon skipping, 

the generation of new donor sites or cryptic site activation. These limitations in annotation tools 

and databases make it difficult to predict the effects of most mutations in UTR and intronic 

regions, leading to a more stringent variant filtering compared to standard diagnostics, to 

reduce the number of variants to a manageable size. Despite these limitations, Study I was still 

able to identify ten significant intronic variants, including four in the splice site vicinity and six 

in deep intronic regions.  

In Study I, all known genes in the MMR pathway were included in the analysis. However, the 

possibility of undiscovered genes and variants with similar disease effects cannot be ruled out, 

and could only be addressed through expanding the panel to cover the entire genome. However, 

this would increase the potential for noise and complexity in the analysis.  

The similarity between the six of the exons in PMS2 gene in panel and its pseudogene PMS2CL 

created difficulties in accurate read alignment, resulting in the possibility of artifacts during 

variant calling. To overcome this limitation, manual checking of reads and coverage in a 

genomic viewer, and Sanger verification of variants, was conducted for the PMS2 gene 

associated variants. 

Study I aimed to identify CNVs via NGS data, however, it was not possible due to limitations 

in data quality, such as non-uniform and low coverage depth. MLPA was also not performed 
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to overcome this limitation, partly due to the unavailability of MLPA kits for many genes in 

the panel.  

In study I, 29 patients were identified to have class three variants, some of which are considered 

to be highly likely pathogenic in nature. However, the actual significance of these variants as 

causes of the disease requires additional confirmation through further studies. A key limitation 

in the interpretation of these class three variants is the absence of information regarding the 

patients' debut age of cancer and results from related tumor analyses, such as MSI status and 

immunohistochemical analysis of MMR genes.  

Bioinformatic pipeline described by study II was validated using only 36 CNV positive control 

samples consisting of different types of whole gene and intrageneric CNVs in 12 different 

genes. The use of a larger number of positive control samples is often recommended for 

validation, but this was limited by the availability of known positive controls. Additional 

limitation, previously mentioned, was presence of pseudogene of PMS2 gene, causing 

difficulties in accurate read alignment, leading to false estimation of coverage depth in genomic 

region of this gene. This may lead to false positive signals of CNVs generated by pipeline. 

Hence, all the samples are recommended to be tested though MLPA for CNV detection in 

PMS2 gene. However, despite this challenge pipeline not only could detect the true CNVs in 

this gene in all the control sample, but also have managed to detect true signals in routine 

diagnostic samples tested at department of Medical Genetics at St. Olavs hospital, Trondheim. 

An additional limitation of this NGS-based CNV detection approach is due to the potential for 

artifacts to occur while sequencing of genes with smaller exons that are less than half the length 

of the capturing probe. This can lead to a bias towards larger intronic regions, resulting in false 

CNV signals, such as those frequently observed in exons (exon 2 and 5) of the SMAD4 gene. 
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To address this, alternative CNV detection methods are recommended for genes with small 

exons. 

The limitations of study III included the lack of validation of identified variants using 

supplementary techniques, such as Sanger sequencing or MLPA, due to sample material 

exhaustion. However, this was compensated for by a thorough scrutiny of the variants in Binary 

Alignment Map (BAM) files to confirm their validity as true positives, as NGS-based detection 

of SNVs and indels is known for its high accuracy. 

A strict filtering criterion was applied on the variants called from whole exome regions in study 

III to reduce the substantial number of these variants and focus on those with potential impact 

on gene function. This resulted in a much smaller set of variants that passed the filters. Despite 

the increased chance of identifying variants with negative effects on gene function by using 

chosen stringent filtering criteria, it also raises the risk of missing significant variants, which 

may cause biases in study outcome. However, any slight adjustment towards less stringent 

filtering would have resulted in a minimum two-fold increase in the number of variants passing 

the filtering process. In this study, no significant variants were detected in known or candidate 

cancer-associated genes in 15 patients. This could be due to the strict filtering criteria, but there 

are other factors that can also contribute to a missed molecular diagnosis, such as somatic 

mosaicism, epigenetic inheritance, technological limitations, non-genetic risk factors, and 

insufficient information leading to an incomplete clinical diagnosis. 

In Study III, variants in regulatory regions, such as in uORFs, were not analyzed due to limited 

annotation data, mainly due to the scarcity of sequencing in these regions in targeted 

sequencing efforts. This lack of annotation data restricts the inclusion of these variants in the 

analysis. 
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The project initially was also aimed to conduct whole genome sequencing for unsolved patient 

cases and set up bioinformatics workflows to analyze WGS data for disease-causing structural 

variants and CNVs in clinical diagnostics. However, due to logistical and time limitations, this 

study could not be carried out. 
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6. Conclusions 

 

• Inclusion of all genes of the MMR pathway in a gene test panel provides opportunity 

of discovering variants in additional genes that could be associated with EC risk. 

• The inclusion of non-coding parts in the sequencing target increases the chances of 

identifying gene regulation or splice site alteration variants, but also leads to a larger 

number of variants with unknown clinical significance, which are difficult to annotate.  

• Low-quality data can help identify informative variants, but it should be avoided as it 

leads to increased noise in the analysis. 

• NGS data from targeted gene panels can be used to detect CNVs in silico with high 

sensitivity, specificity, and accuracy that meets diagnostic standards. 

• The CNV detection pipeline documented in Study II has shown diagnostic value and 

provided significant findings in routine diagnostics since its implementation. 

• The implementation of the CNV detection pipeline has reduced operational costs and 

expanded the gene portfolio for the diagnostic lab. 

• WES offers the opportunity to identify important variants across a full set of genes, but 

can also result in a large list of variants of uncertain significance. 

• Using consensus predictions for pathogenicity by combining multiple in silico tools and 

accurate filtration strategy narrows down the large list of variants to those most likely 

to affect gene function. 

• The outcomes of Study III suggest a wider spectrum of genes and genetic variants with 

an association to familial CRC, beyond the usual DNA MMR genes. 
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7. Future perspectives 

 

The results of Study I provide potential new insight into the genetic basis of EC through the 

identification of new genes and variants that warrant further investigation. These discoveries 

could lead to a deeper understanding of the underlying causes of EC in the future. One avenue 

of future study could be the more comprehensive examination of variants in non-coding 

regions, which have been historically difficult to study and annotate. This line of inquiry could 

yield further discoveries that contribute to our knowledge of EC. 

Study II demonstrated the feasibility of detecting copy number variations (CNVs) in diagnostic 

gene panels through the use of next-generation sequencing data. This proof-of-concept could 

be expanded in the future to detect CNVs in larger sequencing panels, such as whole exomes 

or whole genomes. Additionally, future developments could involve the integration of 

advanced technologies such as machine learning algorithms to improve the accuracy and 

efficiency of CNV detection. 

The use of whole exomes in Study III resulted in the identification of a large set of variants, 

many of which were unknown. As prediction tools and variant databases continue to advance, 

it will become increasingly feasible to handle and analyze such large sets of unknown variants. 

The study also uncovered potentially pathogenic variants in genes that have not previously 

been associated with familial CRC, making it necessary to further investigate the potential 

involvement of these genes in CRC development. The bioinformatics approaches used in this 

study for variant annotation and filtration were effective in identifying important variants. 

Future improvements to these approaches could involve the integration of AI-based automation 

techniques, making the approach even more effective and potentially more suitable for 

diagnostic purposes. 
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Abstract

Germline variants inactivating the mismatch repair (MMR) genesMLH1,MSH2,MSH6 and

PMS2 cause Lynch syndrome that implies an increased cancer risk, where colon and endo-

metrial cancer are the most frequent. Identification of these pathogenic variants is important

to identify endometrial cancer patients with inherited increased risk of new cancers, in order

to offer them lifesaving surveillance. However, several other genes are also part of the MMR

pathway. It is therefore relevant to search for variants in additional genes that may be asso-

ciated with cancer risk by including all known genes involved in the MMR pathway. Next-

generation sequencing was used to screen 22 genes involved in the MMR pathway in con-

stitutional DNA extracted from full blood from 199 unselected endometrial cancer patients.

Bioinformatic pipelines were developed for identification and functional annotation of vari-

ants, using several different software tools and custom programs. This facilitated identifica-

tion of 22 exonic, 4 UTR and 9 intronic variants that could be classified according to

pathogenicity. This study has identified several germline variants in genes of the MMR path-

way that potentially may be associated with an increased risk for cancer, in particular endo-

metrial cancer, and therefore are relevant for further investigation. We have also developed

bioinformatics strategies to analyse targeted sequencing data, including low quality data

and genomic regions outside of the protein coding exons of the relevant genes.

Introduction

Cancer is a life-threatening disease, with 18.1 million new cancer cases and 9.6 million cancer
deaths worldwide in 2018 [1]. There is an increasing number of cases every year, and it has
become an enormous burden to society. With longer life span, increased population and
changed lifestyle, we can expect to have even more cases of cancer in the future. Among many
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types of cancers, incidences of endometrial cancer (EC) have increased worldwide in recent
years [2], and it is currently the most common gynecological disease in western world [3]. This
is the sixth most commonly diagnosed cancer and the fourteenth leading cause of death for
women worldwide, with 380,000 estimated new cases in 2018 [1]. In Europe around 88,000
women get affected with EC every year, making EC the fourth most common cancer in
women and tenth most common cancer among cancer related deaths [4]. With these high
rates, it is important to diagnose EC at early and treatable stages. Environmental factors,
changed lifestyle, high BMI, hypertension, menstrual irregularities and hormonal imbalances
can play important roles towards carcinogenesis [5].

Hereditary factors also contribute towards EC. Higher incidences of EC are common
among close relatives of EC patients [6]. Micro-satellite instability (MSI), due to dysfunction
of the DNAmismatch repair (MMR) pathway, has frequently been reported as an oncogenic
mechanism in EC [7]. The MMR system corrects replication errors, in particular single nucle-
otide variants and insertion-deletion (INDEL) loops, and failure in this system can result in
MSI. Around ~30% of EC patients have been found with hyper-mutable phenotype and MSI
[7–9] induced by dysfunctional MMR. MMR dysfunction is the cause of Lynch syndrome
(LS), an autosomal dominant inherited cancer susceptibility syndrome, also known as heredi-
tary non-polyposis colon cancer (HNPCC). LS is characterized by early-onset epithelial can-
cers. Individuals affected with LS have high risk of colorectal cancer (CRC) and EC, in
addition to an increased risk of other epithelial malignancies like bowel, stomach, ovary, blad-
der, or pancreas cancer to mention a few [10]. Life-time risk of LS-affected individuals for EC
is 33–61% and for CRC 40–80% [11, 12]. Not all CRC and EC with MMR deficiency are due to
germline mutation, rather, most of the cases are sporadic cancers occurring due to epigenetic
silencing of the MMR geneMLH1 by DNAmethylation [13–15]. It is important to identify EC
cases with LS as they require regular surveillance, like colonoscopy. Given the high risk for
developing new primary cancers, including CRC, this has been proven to reduce the overall
mortality of the disease. If mutations in MMR genes are identified it will give the patient a
diagnosis of LS and also enable at-risk relatives to be informed about their cancer risks. In
addition, if pathogenic variants are identified in novel genes it could possibly explain why
pathogenic variants are identified only in approximately 50% of families with a clinical diagno-
sis of LS (i.e. they fulfil the Amsterdam criteria) [16].

Since the rate of MSI tumours reported in EC cases is higher (30%) compared to other cancers
(ie 15% in CRC), illustrating that an abnormal DNAMMR pathway plays a role in EC tumori-
genesis, we decided to look into a more extended set of genes than those known to be involved in
LS (MLH1,MSH2,MSH6, PMS2 and deletions in EPCAM1). In the present study, 22 genes (both
coding and noncoding parts) involved in theMMR pathway were sequenced in DNA from 199
sporadic EC patients. Targeted next generation sequencing (NGS) was used, aiming to identify
novel genetic variation like substitutions, insertions/deletions (indels) and structural alterations
(e.g. copy number variations) that may lead to the multi-step process of carcinogenesis.

Materials andmethods

The study was performed on DNA extracted from full blood from 199 patient samples from a
study which included consecutively recruited women with histologically confirmed EC (spo-
radic cases) who presented for treatment at the Hunter Centre for Gynaecological Cancer,
John Hunter Hospital, Newcastle, New South Wales, Australia between the years 1992 and
2005 [17]. Blood samples were taken in year 2005 for the present study. The study has been
approved by Hunter New England (HNE) Human Research Ethics Committee (HNE HREC:
05/03/09/3.14). Written informed consent was obtained from all participants.
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Targeted next generation sequencing (NGS)

Targeted NGS sequencing was performed on the 199 patient samples, using an Illumina
MiSeq [18] instrument. Initially 12 runs were performed to sequence the samples; later 15
samples were re-sequenced due to low quality of the initial sequencing. The target regions (all
introns, exons, 5’ and 3’ UTRs) of 22 MMR genes (MLH1,MSH2,MSH6, PMS2,MSH3, PMS1,
MLH3, EXO1, RFC1, RFC2, RFC3, RFC4, RFC5, PCNA, LIG1, RPA1, RPA2, RPA3, POLD1,
POLD2, POLD3 and POLD4) with a total size of 1.213 Mb were captured using 6961 probes
and the Illumina Nextera Rapid Capture Enrichment Kit (custom, 96 samples). An overview
of these 22 genes, their function and associated phenotypes are shown in Table 1. Sequencing
was performed at the Medical Genetics Laboratory at Hunter Medical Research Institute
(HMRI), University of Newcastle, Australia.

Bioinformatic analysis

Raw reads (.fastq files) generated by the sequencer were processed by the following three
major steps:

1. Data pre-processing: Raw reads were aligned to the reference genome (version hg19), and
sequence alignment maps were generated. These alignment maps were used for read visual-
ization and to call variants.

2. Variants discovery: The alignment maps generated from previous steps were compared
against the reference genome to generate a list of nucleotide variants.

3. Variants annotation: Variants were annotated using different databases and tools.

A pipeline was constructed to perform the above-mentioned steps of analysis. Detailed
overview of pipeline and tools used can be found as S1 File. Schematic overview of the pipeline
is shown in Fig 1.

Filtration of variants

All called variants were annotated by using Alamut-batch [19] before filtering. Filtus [20] was
used for filtering variants. All variants were classified into 4 region-wise categories; exons,
UTRs, introns, and splice sites (variant distance 10 nucleotides from nearest splice site). In
the first stage of filtering, variants from all these four regions were filtered based on frequencies
of variants in the gnomAD database [21]. Exonic variants, intronic variants, and variants near
splice sites were filtered-in for frequencies less than 0.1% (or no frequency). UTR variants
were filtered-in for frequencies less than 0.01% (or no frequency). In further stages of filtering,
different strategies were adopted for every region. See Fig 2 for the workflow. Detailed filtering
steps can be found in S2 File.

Validation of variants

Sanger sequencing was performed for validation of selected variants. The fragments were
amplified using AmpliTaq Gold1 360 MasterMix and 360 GC Enhancer (Life Technologies).
Cycle sequencing reaction was performed with BigDye1 Terminator v3.1 (Life Technologies)
and subsequent capillary electrophoresis was performed on the ABI 3130xl or ABI 3730 (Life
Technologies). List of primer sequences can be provided upon request. Sanger sequencing
data was analysed using SeqScape Software v3.0 (Life Technologies). Some variants have not
been verified by Sanger sequencing, partly due to unavailability of primers for some of these
gene, but also due to logistic issues. But variants were thoroughly inspected in BAM files to
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Table 1. List of genes in target panel.

Gene Gene function (Info source: NCBI-gene) Phenotype (Info source: OMIM) OMIM
ID

MLH MLH1 Encodes a protein which heterodimerizes with MMR endonuclease
PMS2 to formMutL alpha.

Colorectal cancer, hereditary nonpolyposis, type 2; Muir-Torre
syndrome; Mismatch repair cancer syndrome

120436

MLH3 Member of the MutL-homolog (MLH) family, maintains genomic
integrity during DNA replication and after meiotic recombination.

Colorectal cancer, hereditary nonpolyposis, type 7; Colorectal
cancer, somatic; Susceptibility to Endometrial cancer

604395

MSH MSH2 Forms 2 different heterodimers: MutS alpha (MSH2-MSH6
heterodimer) and MutS beta (MSH2-MSH3 heterodimer) which
binds to DNA mismatches to initiate DNA repair

Colorectal cancer, hereditary nonpolyposis, type 1; Muir-Torre
syndrome; Mismatch repair cancer syndrome

609309

MSH3 Forms a hetero-dimer with MSH2 to form MutS beta which forms a
complex with MutL alpha heterodimer and initiates mismatch repair
by binding to a mismatch.

Endometrial carcinoma, somatic; Familial adenomatous polyposis
4

600887

MSH6 A component of the post-replicative DNAMMR system.
Heterodimerizes with MSH2 to form MutS alpha, which binds to
DNAmismatches to initiate DNA repair.

Colorectal cancer, hereditary nonpolyposis, type 5; Endometrial
cancer, familial; Mismatch repair cancer syndrome

600678

PMS PMS1 Forms heterodimers with MLH1. Encoded protein belongs to the
DNAMMRmutL/hexB family.

Hereditary nonpolyposis colorectal cancer type 3 (HNPCC3);
Lynch syndrome

600258

PMS2 Forms MutL-alpha heterodimer (MLH1-PMS2 hetetrodimer) which
activates endonucleolytic activity following recognition of
mismatches and insertion/deletion loops by the MutS-alpha and
MutS-beta heterodimers.

Colorectal cancer, hereditary nonpolyposis, type 4; Mismatch
repair cancer syndrome

600259

EXO1 Encodes a protein with 5’ to 3’ exonuclease and RNase H activities.
Similar to the Saccharomyces cerevisiae protein Exo1 which interacts
with Msh2 for MMR.

606063

RFC RFC1 Encodes large subunit of replication factor C, a 5 subunit DNA
polymerase accessory protein (DNA-dependent ATPase required for
eukaryotic DNA replication and repair).

102579

RFC2 Encodes 40-kD subunit, responsible for binding ATP and may help
promote cell survival

Disruption of this gene is associated with Williams syndrome 600404

RFC3 Encodes 38-kD subunit, responsible for binding ATP and may help
promote cell survival

600405

RFC4 Encodes 37-kD subunit, responsible for binding ATP and may help
promote cell survival

102577

RFC5 Encodes 36.5-kD subunit, responsible for binding ATP and may help
promote cell survival

600407

PCNA Encodes a protein which acts as a homotrimer and helps increase the
process of leading strand synthesis during DNA replication, also
involved in the RAD6-dependent DNA repair pathway

ataxia-telangiectasia-like disorder-2 (ATLD2) 176740

LIG1 Encodes a member of the ATP-dependent DNA ligase protein
family, which functions in DNA replication, recombination, and the
base excision repair process.

Mutations in gene leads to ligase-I deficiency resulting in
immunodeficiency and increased sensitivity to DNA-damaging
agents associated with variety of cancers

126391

RPA RPA1 Encodes the subunit of heterotrimeric Replication Protein A (RPA)
complex, which binds to single-stranded DNA, forming a
nucleoprotein complex. Complex is involved in DNAmetabolism,
replication, repair, recombination, telomere maintenance.

knockdown of RPA1 in HeLa cells caused accumulation of cells in
S and G2/M phases, followed by cell death

179835

RPA2 Same as above 179836

RPA3 Same as above 179837

POLD POLD1 Encodes a catalytic subunit of DNA polymerase delta, which
possesses both polymerase and 3’ to 5’ exonuclease activity,
important for DNA replication and repair.

Colorectal cancer, Susceptibility to, CRC-10; CRCS10; Mandibular
hypoplasia, deafness, progeroid features, and lipodystrophy
syndrome

174761

POLD2 Encodes 50-kDa catalytic subunit of DNA polymerase delta which
possesses both polymerase and 3’ to 5’ exonuclease activity and plays
a critical role in DNA replication and repair.

Expression of this gene may be a marker for ovarian carcinomas 600815

POLD3 Encodes the 66-kDa subunit of DNA polymerase delta. 611415

POLD4 Encodes the smallest subunit of DNA polymerase delta POLDS-P12. 611525

https://doi.org/10.1371/journal.pone.0235613.t001
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assure they were likely to be true positive variants (enough coverage and an allele fraction of
about 50%, between 30 and 75%).

Interpretation and classification of DNA variants

The remaining variants after filtering were classified into 5 classes according to the American
College of Medical genetics (ACMG) guidelines [22]. To determine whether these variants had

Fig 1. Schematic overview of the bioinformatics pipeline.

https://doi.org/10.1371/journal.pone.0235613.g001

Fig 2. Filtering workflow and number of genetic variants detected.

https://doi.org/10.1371/journal.pone.0235613.g002

PLOS ONE Targeted sequencing of genes associated with endometrial cancer

PLOSONE | https://doi.org/10.1371/journal.pone.0235613 July 7, 2020 5 / 19



been detected before, literature and databases including LOVD/InSIGHT (https://www.
insight-group.org/variants/databases/) and ClinVar (https://www.ncbi.nlm.nih.gov/clinvar/)
were searched. Potential pathogenicity of missense variants was interpreted using Alamut
batch (annotation) [19] and Alamut Visual (interpretation) [23].

Results and discussion

From all 199 samples, on average 99.8% of reads (per run) could be aligned to the reference
genome (hg19) using BWA for alignment (see S1 File). Coverage depth of reads for samples
and mean coverage depth for runs varied a lot among the 12 runs. Only 23 samples had a cov-
erage of more than 100X (maximum 169X), and 50 samples had coverage of less than 30X
(minimum 1X) (see S1 Table). Despite having multiple samples with low quality, the strategy
for variant calling was uniformly applied to all samples. This was done to investigate the poten-
tial for identifying true variants even from target regions with low coverage depth. However,
these low-quality data were not suitable for identification of copy number variants, and there-
fore CNV calling was not included in the final analysis.

In total 10,680 unique variants (substitutions and INDELs) were called using the GATK
toolkit. These variants could be classified into four categories according to genomic region;
exonic, intronic, UTRs and splice-site neighbourhood ( |10|bp). See Fig 2 for the workflow.
After filtering and annotation, 22 exonic, 9 intronic (4 variants in splice-site neighbourhood)
and 4UTR variants (Fig 3) were selected for further investigation for pathogenicity as potential
cancer risk variants, and these variants are described below. See Table 2 for an aggregate list.
Sanger verification was performed for 21 of these 35 variants. Remaining 14 variants are not
Sanger validated. These 14 variants were designated as true variants by observing BAM files.

Exonic variants

A total of 207 variants were called in exonic regions of the target panel, over all samples. The
variants were filtered by removing cases according to their frequency in gnomAD (> 0.1%)
and annotation in ClinVar (benign/likely-benign) [49]. Of the 22 exonic variants (S3 File) that
remained after filtering, there were 2 putative pathogenic variants, 7 variants of unknown sig-
nificance (VUS) and 13 variants without any information (NO_Info) according to ClinVar
(only non-synonymous variants).

Among these 22 variants there were 2 variants inMLH1 (NM_000249.3). BothMLH1 vari-
ants were classified as class 3 in pathogenicity, according to ACMG guidelines [22]. The vari-
ant c.453G>A p.(Thr151 =) is found in the last nucleotide of exon 5. It may alter the ligation
of adjacent exons 5 and 6 and is predicted to be splice site deactivating by prediction tools (SSF
[50], MES [51]) (nearest-SS-change score: -0.29). The first and the last three positions of the
exon are an integral part of the 3’ and 5’splice site consensus sequences [52], the variant posi-
tion is highly conserved (PhastCons score: 0.99), and predicted as pathogenic by UMD-predic-
tor [53]. According to ClinVar it is classified as a likely pathogenic / VUS variant, with
multiple submissions in ClinVar where many of them has a HNPCC/Lynch syndrome pheno-
type. With strong evidences for being a pathogenic variant, it is a candidate for further RNA/
functional studies. The variant c.2009A>G p.(Lys670Arg) has no frequency in the gnomAD
database, but has recently been reported in ClinVar (as VUS) and in other databases. This vari-
ant has been associated with a HNPCC phenotype and hereditary cancer-predisposing syn-
drome, according to ClinVar. The variant position is highly conserved (PhastCons: 1, phyloP:
4.6) and lies in a helix secondary structure of the protein. It has been predicted as pathogenic
(UMD-prediction, MutationTaster).
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There were also four exonic variants inMSH6 (NM_000179.2). Two of the variants,
c.335A>G p.(Asn112Ser) and c.2203C>A (p.Leu735Ile), have been classified as VUS by Clin-
Var. These two variants have previously been associated with Lynch syndrome, HNPCC and
hereditary cancer-predisposing syndrome-like phenotype according to ClinVar and other
databases. Both variants are at highly conserved positions and both have been predicted as
damaging by prediction tools. We classified these two variants as class 3. Variants c.1409C>G
p.(Ser470⇤) and c.3802-4_3825dup p.(Glu1276⇤) both code for “STOP gain” and are disease
causing. None of these variants have entries in ClinVar or frequency in gnomAD. We classify
these as class 5 variants.

Three exonic variants inMSH2 was identified (NM_000251.2), c.97A>C p.(Thr33Pro),
c.1228G>T p.(Gly410Cys) and c.2732T>G p.(Leu911Arg), with all three classified as VUS by
ClinVar. All three have phenotypic association to Lynch syndrome/HNPCC and hereditary
cancer-predisposing syndrome and have been predicted as pathogenic/disease-causing by
many prediction tools (UMD-prediction, PolyPhen, SIFT and MutationTaster). All three vari-
ant positions are highly conserved (with high scores in PhastCons and phyloP). Variant
c.97A>C p.(Thr33Pro) was identified from a low quality sample (coverage depth at variant
position 4X and sample coverage 7X), but was verified as a true variant by Sanger sequencing.
It has been scored with a high value for decreasing protein stability (SNPs3D [54] score: -1.08)
and has been suggested as a cause of reduced mismatch binding/release efficiency compared

Fig 3. Investigated variants in different genomic regions.

https://doi.org/10.1371/journal.pone.0235613.g003
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Table 2. Aggregate list of variants and their classification according to the ACMG system.

Sample
ID

Other
Cancersc

Family
history of
Cancerd

Genea gNomen, cNomen, pNomen, rsID Variant
allele

fraction

ClinVar /
gnomAD

Class Commentsb References

051783 BC 2nd˚ BC MLH1 Chr3:g.37042548A>G, NM_000249.3:
c.306+4A>G, p.(?), rs267607733

0.35 6 x VUS
/0.0012%

Class
3

Activation of a cryptic
donor site and the

skipping of exon 3 in an
ex vivo splicing
minigene assay

[24]

060337 BC NO MLH1 Chr3:g.37090414A>G, NM_000249.3:
c.2009A>G, p.(Lys670Arg),

rs905983196

0.49 3 x VUS /
NIL

Class
3

SS: Helix

051456 NO NO MSH6⇤ Chr2:g.48010297:G>T, NM_000179.2:
c.-76G>T, p.(?)

0.64 NIL/ NIL Class
3

No frequency, highly
conserved

051026 SC NO MSH6 Chr2:g.48018140A>G, NM_000179.2:
c.335A>G, p.(Asn112Ser), rs587779934

0.44 6 X VUS
/0.0025%

Class
3

New acceptor site
predicted SS: Turn

051408 NO 2nd˚ CRC MSH6 Chr2:g.48025743C>A, NM_000179.2:
c.628-7C>A, p.(?), rs373129248

0.41 6 x VUS
/0.0093%

Class
3

051476 NO 1st˚ EC MSH6 Chr2:g.48026531C>G, NM_000179.2:
c.1409C>G, p.(Ser470⇤)

0.48 NIL/ NIL Class
5

SS: Helix

051791 NO 1st˚ EC MSH6 Chr2:g.48027325C>A, NM_000179.2:
c.2203C>A, p.(Leu735Ile), rs786204071

0.4 6 X VUS /
NIL

Class
3

051280 NO NO MSH6 Chr2:g.48032048G>T, NM_000179.2:
c.3439-1G>T, p.(?), rs587779263

0.5 8 X
Pathogenic /

NIL

Class
5

060162 NO 2nd˚ OC MSH6 Chr2:g.48033587_48033614dup,
NM_000179.2:c.3802-4_3825dup, p.

(Glu1276⇤)

0.46 NIL/ NIL Class
5

[25]

051233 NO 1st˚ BC MSH2 Chr2:g.47630427A>C, NM_000251.2:
c.97A>C, p.(Thr33Pro), rs63751107

0.75 6 X VUS /
0.0056%

Class
3

SS: Beta strand [26, 27, 28–
35, 36]

MSH3⇤ Chr5:g.79968115C>T, NM_002439.4:
c.845C>T, p.(Thr282Ile), rs202184623

0.67 NIL//
0.0053%

Class
3

SS: Beta strand

051872 3
Melanomas

NO MSH2 Chr2:g.47657032G>T, NM_000251.2:
c.1228G>T, p.(Gly410Cys),

rs587782242

0.47 1 X VUS/
NIL

Class
3

SS: Helix

051107 Melanoma NO MSH2 Chr2:g.47672680C>A, NM_000251.2:
c.1277-7C>A, p.(?), rs375437307

0.57 3 X VUS/
0.0037%

Class
3

051271 BC 1st˚ BC &
PC, 2nd˚
CRC

MSH2 Chr2:g.47710015T>G, NM_000251.2:
c.2732T>G, p.(Leu911Arg), rs41295182

1 1 X VUS
gnomAD:
0.0062%

Class
3

SS: Helix [34, 37–39]

051179 SKIN
SPOTS

1st˚ CRC PMS2 Chr7:g.6045549C>A,
NM_001322014.1:c.137G>T, p.

(Ser46Ile), rs121434629

0.44 12 X VUS:/
0.0169%

Class
4

Associated with
diagnosis of CMMRD
syndrome, SS: Helix

[40–47]

051300 NO 1st˚ CRC &
PC

0.47

051657 NO 1st˚ OC MSH3 Chr5:g.80021325A>G, NM_002439.4:
c.1394A>G, p.(Tyr465Cys), rs35009542

0.58 NIL/
0.0202%

Class
3

SS: Helix

051172 NO NO MSH3⇤ Chr5:g.79974804G>A, NM_002439.4:
c.1232G>A, p.(Arg411His),

rs764885728

0.49 NIL/
0.0012%

Class
3

051469 PCOS 2nd˚ UC MSH3⇤ Chr5:g.80021327A>G, NM_002439.4:
c.1396A>G, p.(Ser466Gly),

rs766948921

0.51 NIL/
0.0025%

Class
3

SS: Helix

060161 NO NO MSH3⇤ Chr5:g.80063896C>T, NM_002439.4:
c.2041C>T, p.(Pro681Ser),

rs115198722

0.48 NIL/
0.0787%

Class
3

SS: Helix

051330 BC, SpC, LC,
KC AND

LiC

NO 0.55

051610 BrT NO POLD1 Chr19:g.50905980G>A,
NM_001308632.1:c.952G>A, p.

(Glu318Lys), rs775232133

0.63 1 X VUS /
NIL

Class
3

highly conserved DIE

(Continued)
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Table 2. (Continued)

Sample
ID

Other
Cancersc

Family
history of
Cancerd

Genea gNomen, cNomen, pNomen, rsID Variant
allele

fraction

ClinVar /
gnomAD

Class Commentsb References

051406 BC 1st˚ BC RFC1 Chr4:g.39290383A>T,
NM_001204747.1:c.3445T>A, p.
(⇤1149Argext⇤15), rs149767968

0.59 NIL/
0.0065%

Class
3

Altered stop codon,
extension of protein with

15 aa

RPA3 Chr7:g.7676702A>G, NM_002947.4:
c.295T>C, p.(Tyr99His)

0.62 NIL/
0.0004%

Class
3

SS: Helix

051663 NO 1st˚ BC RFC1⇤ Chr4:g.39306530C>A,
NM_001204747.1:c.2017G>T, p.

(Val673Leu), rs28903096

0.33 NIL/ 0.057% Class
3

051400 NO 1st˚
Unknown
CANCER

RFC1⇤ Chr4:
g.39346049A>CNM_001204747.1:c.208

+972T>G, p.(?)

0.63 NIL/ NIL Class
3

051471 NO NO RFC3 Chr13:g.34392210:A>G, NM_002915.3:
c.-106A>G, p.(?), rs554574193

0.57 NIL/
0.0064%

Class
3

highly conserved

051640 NO 2nd˚ CRC RFC4 Chr3:g.186524157:G>A, NM_002916.3:
c.-90C>T, p.(?)

0.52 NIL/ NIL Class
3

not conserved

051439 NO NO RFC4⇤ Chr3:g.186518351T>C,NM_002916.3:
c.210+555A>G, p.(?), rs781729102

0.55 NIL/
0.0387%

Class
3

051802 UC 1st˚ EC LIG1 Chr19:g.48640874G>A, NM_000234.2:
c.1159C>T, p.(Arg387Cys),

rs749929415

0.48 NIL/
0.0018%

Class
3

SS: Beta strand

051133 BC & OC 1st˚ BC LIG1⇤ Chr19:g.48653350A>C, NM_002439.4:
c.692T>G, p.(Phe231Cys), rs767343361

0.37 NIL/
0.0079%

Class
3

SS: Turn

051166 BC & OC 1st˚ BC MLH1 Chr3:g.37048554G>A, NM_000249.3:
c.453G>A, p.(Thr151 =), rs369521379

0.51 9 x VUS
/0.0011%

Class
3

Last nucleotide of exon
5. ClinVar Miner:

damage the nearby splice
donor site (at -1

distance) and cause
abnormal splicing. SS:

Beta strand

EXO1⇤ Chr1:g.242020650G>T, NM_006027.4:
c.409G>T, p.(Ala137Ser), rs147663824

0.55 NIL/
0.0094%

Class
3

SS: Helix [48]

RPA3⇤ Chr7:g.7753847G>T, NM_002947.4:c.-
1028+959C>A, p.(?)

0.51 NIL/ NIL Class
3

051267 NO 1st˚ PCOS EXO1⇤ Chr1:g.242052986T>G, NM_130398.3:
c.⇤84T>G, p.(?)

0.5 NIL/ NIL Class3 Can affect miRNA
binding, for miR-370-3p

and miR-93-3p

051007 NO NO RPA1⇤ Chr17:g.1785509A>G,NM_002945.4:
c.1241+1524A>G, p.(?), rs536796524

0.43 NIL/
0.0323%

Class
3

It is within 1000 bp of a
region that may be

important for chromatin
folding (Insulator /

CTCF / SMC3 / RAD21)

051291 NO NO RPA3⇤ Chr7:g.7695875T>C,NM_002947.4:c.-
757-15069A>G, p.(?), rs946965390

0.54 NIL/ NIL Class
3

It is within 2500 bp of a
region that may be

important for chromatin
folding (Insulator /

CTCF / SMC3 / RAD21)

aVariants with
⇤ not yet verified by Sanger sequencing;
bSS: Variant lies in Secondary Structure (UniProt)
cOther cancers: BC: Breast Cancer, CRC: Colorectal Cancer, PCOS: Polycystic Ovary Syndrome, PC: Prostate Cancer, UC: Uterine Cancer, EC: Endometerial Cancer,

OC: Ovarian Cancer, SC: Skin Cancer, SpC: Spine Cancer, LC: Lung Cancer, KC: Kidney Cancer, LiC:Liver Cancer, BrT: Brain Tumor
dFamily history of cancer: 1st˚ & 2nd˚: 1st & 2nd Degree relatives with cancer-type

https://doi.org/10.1371/journal.pone.0235613.t002
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to wild-type protein in previous studies by Ollila et al. [26, 27]. Variant c.1228G>T p.
(Gly410Cys) has no frequency in gnomAD, but has been reported to ClinVar and is located in
a helix secondary structure of the protein. It has a high score for structural change (Grantham-
Distance: 159), but it is predicted not to alter protein stability (SNPs3D: +3.43). Variant
c.2732T>G p.(Leu911Arg) was also identified in a low quality sample (coverage depth at vari-
ant position 5X, sample 10X). It lies in a helix secondary structure, has high score for structural
change (Grantham-Distance: 102) and for decreased protein stability (SNPs3D: -1.08). These
threeMSH2 variants have been classified as class 3.

A missense exonic variant in PMS2 was also detected (NM_001322014.), c.137G>T p.
(Ser46Ile), which was found in two samples. It was classified as likely pathogenic according to
ClinVar, and is reported to be a founder mutation [55]. The protein region has helix-like sec-
ondary structure (UniProt [56]), and the position is highly conserved (PhastCons [57] score:1;
phyloP [58] score: 6.178). It has been classified as pathogenic by several prediction tools
(UMD-predictor, PolyPhen [59], SIFT [60], and MutationTaster [61], the variant has been
referred to in many previous studies, and it has been considered for strongly decreased DNA
mismatch repair activity. This variant was classified as class 4.

One exonic variant in POLD1 was identified (NM_001308632.1), c.952G>A p.(Glu318Lys),
was classified as VUS according to ClinVar. It was called in a low-quality sample (coverage
depth at variant position 11X, sample’s mean coverage depth 22X). The position is highly con-
served (PhastCons: 1, phyloP:3.9). The variant is in the DNA binding cleft of the exonuclease
active domain of POLD1, it has a high score for decreased protein stability (SNPs3D: -2.68),
and is predicted as damaging by prediction tools. A previous study has predicted it to be dis-
ease causing [62]. However, functional studies are needed to confirm pathogenicity, and there-
fore it was classified as class 3.

Exonic variants were also found in five other genes;MSH3, LIG1, RFC1, EXO1 and RPA3.
All these variants were classified as class 3. InMSH3 (NM_002439.4) variants were
c.1394A>G p.(Tyr465Cys), c.845C>T p.(Thr282Ile), c.1232G>A p.(Arg411His), c.1396A>G
p.(Ser466Gly), c.2041C>T p.(Pro681Ser). In LIG1 (NM_000234.2) variants were c.1159C>T
p.(Arg387Cys) and c.692T>G p.(Phe231Cys). In RFC1 (NM_001204747.1) this was
c.3445T>A p.(⇤1149Argext⇤15), which introduces a “STOP loss” and extension of 15 amino
acids in the product protein and c.2017G>T p.(Val673Leu); in EXO1 (NM_006027.4)
c.409G>T p.(Ala137Ser); In RPA3 (NM_002947.4) it was c.295T>C p.(Tyr99His).

Intronic variants

Among all detected variants, 9,260 were identified as intronic, which was ~97% of all variants.
Intronic regions of human DNA, being extraordinarily larger in comparison to other regions,
it is expected to find most of the variants in these non-coding regions. After frequency-based
filtering (< 0.1%), this list was reduced to 4,197 variants, which was further reduced by splice
site related filtering, using strict filtering criteria to reduce the large number of variants. These
variants were filtered for two categories, first for “New Donor/Acceptor site” and then for
“Cryptic Donor/Acceptor Site STRONG activation” (see S2 File for filtering details). We found
in total five variants, with four variants in the first category and one in the second (see S3 File).
Two of these variants were in RPA1 and RPA3, and have been predicted as new acceptor site,
two were in RFC1 and RFC4 and have been predicted as new donor sites, and one was in RPA3
and has been predicted to give strong activation of a cryptic donor site.

According to the Human Gene Mutation Database (HGMD) more than 10% of all disease-
causing hereditary mutations are splice site altering [63–65]. Variants in vicinity of exon-
intron junctions were therefore studied. After filtering (see Supporting Material), we found
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four variants of interest in the vicinity of splice sites (see S3 File). Two of these were inMSH6
(NM_000179.2). The variant c.628-7C>A has been classified as VUS by us and ClinVar, The
variant c.3439-1G>T, at the last nucleotide of 5th intron, has been classified as pathogenic by
ClinVar, it has been linked to LS/HNPCC phenotype, and has a maximum score (-1) for
splice-site deactivation. We classified it as class 5 and hence disease causing.

An intronic variant inMLH1 (NM_000249.3: c.306+4A>G) is found close to a splicing
junction and was predicted for splice site deactivation. It is in a highly conserved position
(PhastCons:1, phyloP:4.2), and has been classified as VUS in ClinVar. Experimental studies
have shown that this variant results in the activation of a cryptic donor site and skipping of
exon 3 in an ex-vivo splicing minigene assay [24], but as no studies have verified this in patient
samples, we classified it as class 3 variant. An intronic variant inMSH2 (NM_000251.2:c.1277-
7C>A), previously classified as likely benign, we classified as a class 3 variant.

UTR variants

There were 140 variants identified in UTR regions. Due to limitations of annotation tools and
databases, any effects of most mutations in these regions are hard to predict. Hence, a relatively
strict filtering compared to standard (for diagnostics) [66] was used for variants in these
regions, to reduce the number of variants to a manageable size. After frequency-based filtering
(< 0.01%) this list reduced to 28 variants, of which 9 variants were in 5’ and 19 variants were
in 3’ UTR.

Variants in 5’ UTR were annotated for transcription factor binding sites (TFBSs), using the
UniBind database [67]. Among the 9 variants in 5’ UTR, three had significant hits in the data-
base, where each of these three variants was found inside a potential binding site for at least
one transcription factor (TF) according to UniBind data (see S2 Table). One variant inMSH6
(NM_000179.2: c.-76G>T) had overlap with potential binding sites for the TFs CTCF, STAT3,
E2F7 and E2F1. For CTCF there is a high frequency of the reference allele (G) compared to the
alternate allele (T) at the variant position, which can indicate a strong preference for the refer-
ence variant, and possibly a significant effect of the alternate variant on TFBS specificity (fre-
quency matrices from the JASPAR database [68, 69] were used for this analysis). According to
ChIP-seq data visualized with the UCSC genome browser [70] there are relatively strong sig-
nals for CTCF at this position (see S1 Fig) compared to other potential TFs. Mutations in
CTCF binding sites have for example been associated with chromosomal instability and aber-
ration and have been found in gastric and colorectal cancer [71], which strengthens the possi-
bility that this variant may have an effect through altered binding of CTCF. A variant in RFC3
(NM_002915.3: c.-106A>G) had hits for the TFs GABPA, JUN, CREM, JUND, ATF1, MITF,
NR3C1, ATF7 and CREB1. Among these hits, 6 TFs (JUN, CREM, JUND, R3C1, ATF7 and
CREB1) had a very high frequency of the reference allele (A) compared to the alternate allele
(G) at the variant position. ChIP-seq data shows strong signals for CREB1 (see S2 Fig.), which
may indicate a potential for significant effects due to alteration in the binding site. A variant in
RFC4 (NM_002916.3: c.-90C>T) had a hit for the TF AR.

Nineteen variants in 3’UTR were annotated using TargetScan v6.2 [72] and a two-step
SVM prediction of micro-RNA (miRNA) target sites [73]. A SVM score normalization method
[74] was used to normalize the score and miRNA data were taken fromMirBase v22 [75].
Only a variant in gene EXO1 (NM_130398.3:c.⇤84T>G) was predicted as a likely true candi-
date for affecting miRNA binding, for miR-370-3p and miR-93-3p (see S3 Table). Several stud-
ies have shown the importance of EXO1 in replication, DNA repair pathways, cell cycle
checkpoints and its association to cancer [76], and GWAS studies have identified specific
mutations in EXO1 gene as risk alleles for different types of cancer [77, 78]. SNPs in miRNA
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binding sites have been associated with CRC [79]. For the two miRNAs predicted to be
affected by variation in their binding site, miR-370-3p has been identified as a tumour sup-
pressor in EC via endoglin regulation [80]. The miR-93-3p can be considered as an important
factor for CRC suppression and inhibition of tumorigenesis [81], as a previous study has asso-
ciated the down-regulation of miR-93 with unfavourable clinicopathologic features and short
overall survival of CRC patients [82].

Implications of the study

In this study we found 35 significant variants (22 exonic, 4 UTR, 9 intronic), with 15 variants
in the 4 MMR genes known to cause LS (MLH1,MSH2,MSH6, PMS2) and 20 in the additional
MMR genes included in this study (MSH3, POLD1, RFC1, RFC3, RFC4, LIG1, EXO1, RPA1,
RPA3). This helped in identification of variants in less studied genes, as well as polygenic varia-
tions (although none of the 199 samples in this particular study showed polygenic variants of
interest for further investigations). This study also used the complete genomic regions of the
genes, which very few previous studies have done [83, 84].

Though all known genes in the MMR pathway were studied, there will always be a possibil-
ity of additional genes and associated variants with similar disease effects, e.g., POLEmutations
in EC cases contributing towards Polymerase Proofreading Associated Polyposis (PPAP) [85,
86], or germline deletions in another gene (EPCAM1) leading to silencing of the MSH2 gene,
causing Lynch syndrome [87]. These limitations can only be removed by expanding the panel
by including more genes, up to the extent of the whole genome. However, this will also
increase the potential of noise and complexity of the analysis, by including more genes and
variants that are less likely to be relevant in a given study. Another limitation is associated with
the PMS2 gene in this panel, which has a pseudo-gene (PMS2CL), and where 6 exons (exon 9,
11, 12, 13, 14 & 15) are highly similar to PMS2CL. This creates challenges in alignment of cor-
rect reads at these exons and creates artefacts during variant calling. This limitation has also
been mentioned in a pilot study [83]. This makes it important to manually check reads and
coverage in a genomic viewer, and to do Sanger verification of variants, as we did for the
PMS2 gene.

The current study emphasises the importance of including non-coding intronic regions.
These regions will often have splice site variants, which may contribute to 10% of all disease-
causing hereditary mutations according to HGMD [63–65], and deep intronic variants (e.g., in
branch-point sequences, U2 type introns) which also contribute towards disease, most fre-
quently by creating new pseudo-exons by activating non-trivial splice sites or by changing
splicing regulatory elements. Intronic variants can also disrupt transcription regulatory motifs
and non-coding RNA genes [88]. However, it is challenging to annotate these intronic variants
due to limitations of annotation databases and tools. In a clinical setting, these variants can
easily be missed unless RNA studies are performed to check for exon skipping, generation of
new donor sites or cryptic site activation. Considering the potential importance of such vari-
ants, the current study included all intronic regions in order to search for this type of variant.
Among 10 significant intronic variants we found four in the splice site vicinity and six in deep
intronic regions.

NGS was performed, aiming at a data quality greater than 100X (average read coverage
depth) for all samples. However, only 23 samples achieved this coverage (highest among them
169X), whereas 50 samples had coverage of less than 30X. These low-quality samples were
included in the study, with the aim of exploring the value of low-quality data when searching
for true positive (TP) variants. Using low quality data (i.e., with low coverage) led to a higher
fraction of false positive (FP) variants, as 16 variants identified from the data analysis were
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subsequently identified as false positive variants by Sanger sequencing. Most of them had low
coverage at the variant position (between 14X to 6X coverage), whereas others were in repeat
regions. FP variants inMLH1,MSH6& PMS2 genes were in repeat regions, and had low cover-
age (except a PMS2 variant with 84X coverage), which possibly led to their false SNV call. On
the other hand, we cannot rule out that some were not verified due to SNPs in the primer bind-
ing site (allelic dropout). However, we also found many true positive variants in low coverage
regions, as we found and confirmed 6 true positive variants in regions with low coverage
(between 16X and 4X). Among these were two class 3 variants (MSH2), one class 3+ variant
(POLD1) and a class 5 variant (MSH6). This shows the potential for finding true variants of
significance even in low-quality samples, given that the variants can be verified.

Our initial aim also included identification of CNVs. CNVs can occur in both exonic and
intronic regions of protein coding genes, with intronic CNVs being more frequent [89], and
both types can contribute towards disease. However, due to the limitations of data quality
(non-uniform and low coverage depth), it was not possible to do reliable CNV calling. Also,
there is no availability of MLPA kits (MRC-Holland) for detecting CNVs for many genes in
this panel.

To associate variants with possible effects we utilized in silico resources and tools, in addi-
tion to published literature. Effect prediction and annotation of all variants was done using
multiple tools as mentioned in the methods section. Also, multiple potential factors and effects,
like conservation in variant position or structural changes at protein level, were checked for
each variant. This consensus-like approach (multiple tools, multiple potential effects) increases
the robustness of predictions and annotations of the variants, although we also had cases of
contradictory predictions, which illustrates the challenge of using in silico prediction tools.

Among the 199 EC patient samples, we identified variants of interest (for further investiga-
tions) in 34 patients. Among these, we found 3 patients with class 5 variants (inMSH6 gene)
and two patients with the same class 4 variant (in PMS2 gene); ~2,5% of patients had patho-
genic variants representing a very likely cause of cancer in these five patients. This is in accor-
dance with other studies. One meta-analysis of 53 studies concluded the prevalence of LS in
EC patients to be approximately 3% [90]. These studies have only looked into the coding part
of the four MMR genes MLH1, MSH2, MSH6 and PMS2. We found class 3 variants in another
29 patients, some of which are highly suspicious of being pathogenic variants. This indicates
potential causes of their disease, although further studies are required to confirm their actual
significance. It is an important limitation for further interpretation of these class 3 variants
that we lack information about the patients debut age of cancer, and results from tumour anal-
yses (MSI status and immunohistochemistry of MMR genes). For the remaining 164 patients,
we did not find any significant variant to explain their disease. Expansion of panel size with
more genes, improved annotation (particularly of variants in non-protein-coding regions),
and improved data quality may help in explanation of some of these cases. However, since the
study cohort consist of consecutive EC patients, most of the cancers will be sporadic with no
underlying high penetrant genetic cause.

Conclusions

Including all genes of the MMR pathway in a gene panel provides opportunity to discover vari-
ants in additional genes that potentially can be associated with a risk for EC, and hence are rel-
evant for further investigation towards a better understanding of the development of EC.
Including non-coding parts provides chances of identifying gene regulation or splice site alter-
ation variants, although this will lead to a larger number of unknown variants which is chal-
lenging to study and annotate. In silico tools can be useful to find some leads in this situation,
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although their predictions can be ambiguous and noisy. Hence in silico tools should not be
used in identifying pathogenicity by themselves. In addition, although low-quality data should
be avoided, such data can still support identification of informative variants. But such data will
also lead to increased noise in the analysis, and experimental verification of such variants is
essential. We identified pathogenic MMR variants in the same order of magnitude as earlier
reported. In addition, we identified 31 class-3 (VUS) variants some of which may be disease
causing. This supports that screening for LS among EC patients should be recommended.
However, to determine whether the use of an extended panel of MMR genes (beyondMLH1,
MSH2,MSH6 and PMS2) has clinical value needs further investigation.
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Abstract 
Background: Detection of copy number variation (CNV) in genes associated with disease is important in genetic 
diagnostics, and next generation sequencing (NGS) technology provides data that can be used for CNV detection. 
However, CNV detection based on NGS data is in general not often used in diagnostic labs as the data analysis is chal-
lenging, especially with data from targeted gene panels. Wet lab methods like MLPA (MRC Holland) are widely used, 
but are expensive, time consuming and have gene-specific limitations. Our aim has been to develop a bioinformatic 
tool for CNV detection from NGS data in medical genetic diagnostic samples.

Results: Our computational pipeline for detection of CNVs in NGS data from targeted gene panels utilizes cover-
age depth of the captured regions and calculates a copy number ratio score for each region. This is computed by 
comparing the mean coverage of the sample with the mean coverage of the same region in other samples, defined 
as a pool. The pipeline selects pools for comparison dynamically from previously sequenced samples, using the pool 
with an average coverage depth that is nearest to the one of the samples. A sliding window-based approach is used 
to analyze each region, where length of sliding window and sliding distance can be chosen dynamically to increase 
or decrease the resolution. This helps in detecting CNVs in small or partial exons. With this pipeline we have correctly 
identified the CNVs in 36 positive control samples, with sensitivity of 100% and specificity of 91%. We have detected 
whole gene level deletion/duplication, single/multi exonic level deletion/duplication, partial exonic deletion and 
mosaic deletion. Since its implementation in mid-2018 it has proven its diagnostic value with more than 45 CNV find-
ings in routine tests.

Conclusions: With this pipeline as part of our diagnostic practices it is now possible to detect partial, single or multi-
exonic, and intragenic CNVs in all genes in our target panel. This has helped our diagnostic lab to expand the portfolio 
of genes where we offer CNV detection, which previously was limited by the availability of MLPA kits.

Keywords: Next generation sequencing (NGS), Copy number variation (CNV), Structural variant, Multiplex ligation-
dependent probe amplification (MLPA), Sliding window
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Background
Potentially disease-causing DNA mutations include 
alterations of single nucleotides up to whole chromo-
somes. Small changes of 1 nucleotide (nt) are called 
single nucleotide variation and changes up to 50  nt at 
single locus are called short insertion-deletion variation 
(indel). Whereas alterations larger than 50 nt are called 
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structural variants (SVs) [1], which previously has been 
defined as alterations larger than 1000 nt [2, 3]. Such SVs 
include insertions, deletions, duplications, inversions, 
and translocations. Combinations of these SVs are also 
possible in a single genome [4]. Deletions and duplica-
tions, commonly called copy number variations (CNVs), 
contribute to a large fraction of all genetic alterations and 
are of diagnostic relevance as they can play important 
roles in causing genetic diseases [5].

Several laboratory-based approaches have been devel-
oped and can be used for detecting CNVs, including mul-
tiplex ligation-dependent probe amplification (MLPA) 
[6], microarray based comparative genomic hybridiza-
tion (aCGH) and SNP microarrays [7], RNA sequencing 
[8], fluorescence in situ hybridization (FISH) [9] and PCR 
based methods [10]. All these methods are laboratory 
intensive, have low throughput and are expensive. Among 
these, diagnostics labs most commonly use aCGH/SNP 
microarray and MLPA. "e aCGH method is sensitive, 
but it is limited to detect only CNVs of sequences present 
in the reference assembly used to design the array probes 
[11]. Limitation in MLPA-based testing is the number of 
probes included in the kit. It is designed to multiplex up 
to approximately 50 probes, hence most suitable for one 
or a few smaller genes.

With the evolution of next generation sequencing 
(NGS) technologies, diagnostics laboratories are heav-
ily utilizing NGS data in detection of SNPs and indels. 
With the current quality of NGS data it is also possible 
to detect CNVs [12]. In addition, NGS provides the ben-
efit of detecting exact CNV breakpoint positions in the 
genome. Hence using NGS for CNV detection will help 
diagnostic labs in testing larger number of genes for 
CNVs. In traditional routine diagnostic practices, sam-
ples are analyzed by MLPA testing of genes according to 
requests. As CNVs do not occur that often, MLPA results 
are often negative. It has been shown that using NGS in 
diagnostics provides better throughput at a lower cost 
compared to using MLPA-based testing for CNVs [13], 
and this is also consistent with the experience of our in-
house diagnostic lab. MLPA is then used mainly for veri-
fication on those genes where analysis of the NGS data 
has indicated a CNV.

Four different approaches are currently used for detect-
ing CNVs from NGS data [14, 15]; paired-end mapping 
based detection (PE), split read based detection (SR), 
de novo assembly based detection (DA) and read depth 
based detection (RD). Additionally, mixed approaches 
are used. All these approaches use NGS generated reads 
to create consensus sequences by mapping to a reference 
genome or by de novo assembly and looking for anoma-
lies occurring due to SVs. Among these approaches, PE, 
SR and DA can be used to discover all types of SVs, but 

application of these approaches requires high data qual-
ity and data consistency across regions [14], which often 
limits their applicability to whole genome sequencing 
data. On the other hand, the RD approach can only detect 
CNVs (deletions and duplications), but it predicts exact 
copy numbers, including mosaicism [16, 17], and can also 
detect small or very large CNVs in all types of regions in 
a genome. Depending on data quality, coverage depth, 
read length, and captured regions, RD can also detect 
exact breakpoints with high accuracy. "e best approach 
for CNV detection will depend upon the available 
sequencing data. Data from targeted gene panels repre-
sent selected genetic regions of the genome, like specific 
exons, which means that it does not represent continu-
ous regions of the genome. However, as the RD approach 
uses region-specific information (coverage depth) to 
detect CNVs, this is a good approach for targeted gene 
panels. Due to being deep-sequenced the panel data 
often have high coverage depth, which increases accuracy 
of CNV detection via the RD approach, although the fact 
that intronic regions are not included in the analysis may 
give a somewhat lower sensitivity to certain CNVs com-
pared to using whole genome data [18].
"ere are several bioinformatic tools that have been 

developed to detect CNVs in NGS data [13, 19]. "e 
majority of these tools have been developed for detecting 
large CNVs (in the size of megabases) and hence suitable 
only for whole genome or whole exome sequencing data 
[13]. In diagnostics labs where sequencing of targeted 
gene panels is common practice, the main goal is often 
to detect small (intragenic) disease-associated CNVs in 
partial, single or a few small exons [20]. "ere are a few 
available tools that claim to be suitable for data from tar-
geted gene panels [21–25], but it is always challenging to 
detect smaller CNVs, especially partial or single exons or 
mosaic CNVs, with high sensitivity and specificity con-
sistent with diagnostic standards.

We have developed a computational pipeline to detect 
CNVs in NGS data from targeted gene panels, which ena-
bles us to detect small CNVs in all targets included in 
our panel. Since implementation of the pipeline for rou-
tine diagnostics in our lab in August 2018 it has proved 
its diagnostic value by detecting 45 CNVs in 16 different 
genes, which includes partial exonic, single exonic, multi 
exonic, whole gene and mosaic CNVs. By implementing 
this method in our routine, we have reduced cost and 
lab-work overhead and improved diagnostic throughput.

Implementation
Here we describe our CNV detection pipeline which has 
been developed to work on NGS data generated from tar-
geted gene panels. To identify potential CNVs the pipe-
line utilizes coverage depth information of reads in target 
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regions defined by the gene panel. If a target region has 
CNV, the coverage depth in this region will differ from 
the expected coverage depth. When duplicated, the tar-
get region will have 1.5 times more coverage depth than 
the expected coverage depth. On the other hand, in case 
of deletion the target region will have half the expected 
coverage depth. Figure 1 illustrates this approach of CNV 
detection.

To detect CNVs in a target region of a query sample, 
our pipeline (Fig. 2) utilized this principle by comparing 
coverage depth in this region of the query sample with 
average depth in same region for normal samples with 
similar coverage depth as the query sample. "e normal 
samples are provided to the analysis, and the pipeline 
creates pools of normal samples, where each pool con-
tains normal samples with similar coverage depth. "ese 
pools are called static pools and can be repeatedly used 
for CNV detection of any query sample where the cover-
age depth is similar to the average coverage depth of the 
pool. "e pipeline is illustrated in Fig. 2.

Target region based sliding windows
To increase resolution each target region is divided into 
overlapping sub-regions in a sliding window approach as 
shown in Fig. 3, forming the template for a window-based 
representation of each target region. "is approach is 
called the Target Region based Sliding Windows (TRSW) 
approach, or just sliding windows. "is also helps in detect-
ing CNVs occurring in smaller sub-regions, e.g., part of 
an exon. Selection of window size is based on length of 
sequencing reads and the required resolution of CNV pre-
dictions. Sliding length for two adjacent overlapping slid-
ing windows remains the same across all regions and is 
kept relatively small compared to window size. "is helps 
in detecting the start- and end-points of CNVs more accu-
rately, up to the resolution of the sliding length. At our 
diagnostic lab standard sequencing read length is 150 nt 
(X2 paired-end reads). Hence a window size of 75 nt, i.e., 
half of the read length, along with a sliding length of 10 nt 
has been chosen for validation samples and for standard 
routine CNV detection in NGS runs. "is gives an overlap 

Fig. 1 The principle of CNV detection using coverage depth information. The figure depicts the change in coverage depth of different target 
regions in a sample in the case of CNV events. The normal coverage depth may vary between regions, as shown for target regions A and C. It is 
therefore important to have access to data on normal coverage depth for each region. Deletion of allele 1 in target region B reduces the coverage 
in that region by 50% (i.e., to 1/2), compared to the normal or expected coverage depth for the region. Duplication of allele 1 in target region D 
increases the coverage in that region by 50% (i.e., to 3/2), again compared to the normal coverage depth for the region
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of 65 nt between two consecutive windows. "is selection 
of window size and sliding length gives a good tradeoff 
between computational complexity and resolution.

Equation 1a is used for calculating  NSW, the number of 
sliding windows for a target region of length  LTR, where 
sliding window length is  LSW and sliding length is  LSL.

(1a)NSW =
LTR − LSW

LSL
+ 1

Window traversal for a region starts by aligning the 
first window at start of the region and sliding forward 
(with sliding length) until end of region. If for the last 
slide the remaining length of the region is less than slid-
ing length, then the remaining length is added as an addi-
tional length to the last window. Hence the size of the last 
window in a region can be bigger than the chosen win-
dow size. Equations 1b and 1c are used for calculation of 
this additional length  LADD and length of the last sliding 
window  LLAST.SW, respectively.

Fig. 2 The general workflow for CNV detection. In “static pool generation” a series pools or collections of normal samples are defined to be used 
as reference data during CNV detection, representing the expected coverage depth of each region. In “CNV result generation” the coverage depth 
of the query sample is used to select a suitable pool, and a region-wise comparison between the query sample and the selected pool is used to 
identify regions with potential CNVs. The resolution of the comparison is improved by using a template of overlapping windows across each region 
of the target panel, defined as target region-based sliding windows (TRSW), see the main text for details

Fig. 3 Defining the sliding window template for a target region. The selected region is divided into smaller sub-regions by a sliding window 
approach where each window is of a fixed size and slides forward with a fixed sliding length. The last window can be larger than the chosen 
window size if the length of the remaining region is smaller than sliding length. Then the remaining region is just added to the last sliding window
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Once window traversal ends for a target region, the 
next window starts at the beginning of the next target 
region. If the length of a target region is smaller than the 
chosen window size, then there will not be any splitting 
of that region into windows and there will only be one 
window for that region, of the same size as the region.

Static pools from normal samples
In first part of the pipeline static pools are created from 
normal samples with no CNVs, sorted according to 

(1b)LADD = (LTR − LSW )%LSL

(1c)LLAST .SW = LSW + LADD

coverage depth. "e pipeline can then select a pool of 
samples that matches the coverage depth of the query 
sample and use this to estimate expected coverage 
depth (without any CNVs) for a region of interest. Fig-
ure 4 shows the workflow of static pool creation.

Targeted capturing kits always have batch effects in 
capturing quality due to differences in batches or lots 
of kits as provided from vendor [26]. "is is a common 
issue with sequencing of targeted panels. Using samples 
from the same sequencing batch or lot reduces the level 
of noise by reducing batch effects in the CNV analysis. 
"erefore, normal samples used in creation of static 
pools for a CNV analysis should be sequenced using 

Fig. 4 Creating static pools from normal samples. In step 1 normal samples are selected from available NGS runs and get listed in order of 
increasing coverage depth. In step 2 the coverage depth is calculated for each window across each sample. In step 3 the list of selected normal 
samples is divided into different pools of size K, where Pool-1 consists of the first K samples, followed by the next pool consisting of the next K 
samples after skipping the first sample of the previous pool. In step 4 the mean TRSW of each pool is calculated
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the same batch of target capturing kit as was used for 
the query samples.

Results from several NGS runs are used as input data 
in pool creation. "e pipeline extracts normal samples 
(with depth of coverage higher than the assigned cut-
off ) from the provided runs and lists them in increasing 
order of coverage depth (Step 1 in Fig. 4).

To increase the resolution of CNV results the slid-
ing windows approach (TRSWs, see above) is used. For 
each normal sample, coverage for all sliding windows is 
calculated (Step 2 in Fig. 4).
"is list of samples is used for creating the static 

pools. Equation  2 is used for calculating M, the total 
number of pools generated from these samples given N, 
the number of normal samples, and K, the pool size.

Provided the size for each pool is K, the first K sam-
ples of the list are used to create the 1st static pool of 
normal samples, the 2nd pool skips first sample and 
uses the next K samples (2nd till K + 1th sample), and 
the same follows for next remaining pools. "e Mth 
(last) pool uses last K samples (N − K + 1th till Nth 
sample) from the list (Step 3 in Fig. 4).

For each sliding window in the panel the mean cov-
erage depth over all samples in each pool is calculated 
(Step 4 in Fig. 4). "is list of mean coverage depth of 
each sliding window (mean_TRSW) of a pool is stored 
and used for CNV score calculations.

CNV calculation
As all regions in the target panel are split into smaller 
sliding windows (TRSWs) to increase the resolution of 
results, CNV score is calculated for each window. Fig-
ure 2 illustrates the CNV calculation workflow.

For a given query sample the coverage depth is first 
calculated for each sliding window. A static pool is 
then chosen from the set of static pools where mean 
coverage depth of the selected pool is closest to cover-
age depth of the sample. "e coverage depth for each 
window of the query sample is compared against mean 
coverage depth of each corresponding window of the 
selected pool. "is ratio is converted to  log2 scale to 
calculate the final CNV score, i.e., log copy number 
ratio score (logCNR score) for that window. Equation 3 
is used for calculating the  logCNRscore for a window, 
where  LSW is sliding window length,  NDi is nucleotide 
depth at ith position of query sample,  NDij is nucleotide 
depth at ith position of jth sample in the static pool, 
and n is the number of samples in the selected static 
pool.

(2)M = N − K + 1

"eoretical values of  logCNRscore are 0.0 for 2 alleles 
(normal), − 1.0 for 1 allele (deletion), and + 0.58 for 3 
alleles (duplication). "e  logCNRscore for each sliding 
window is stored as CNV results of the query sample.

Quality control
"e quality of the pools relatively to the query sample 
is important for the performance of our approach, and 
quality control of query and pools is therefore an impor-
tant step for reducing noise in the analysis. "ree qual-
ity checks are used. First, comparing the coverage depth 
of the query sample to average depth of the selected 
pool. Second, checking the uniformity in coverage depth 
among samples in the selected static pool. And third, 
comparing CNV results generated using static pools to 
results generated with run-wise pools (see below).

Query sample versus pool quality
Quality of CNV results depends on a similar coverage 
depth of query sample and selected static pool. Hence for 
all query samples, percentage deviation of mean depth of 
the query sample relative to mean depth of the selected 
pool is checked. If this percentage deviation is larger 
than a cutoff (set by lab, for example 5%), then the query 
sample is re-analyzed with a larger (updated) list of static 
pools. If the deviation is still too large, then re-sequenc-
ing or a MLPA test is used, depending on the number of 
genes requested for analysis.

Static pool quality
"e quality of the selected static pool can also affect the 
CNV results. Even when the percentage deviation of the 
coverage depth of the query sample compared to mean 
depth of the selected pool is lower than cutoff, differences 
in depth of normal samples used in making of selected 
pools can introduce noise. Hence only good quality pools 
(i.e., samples with uniform coverage depth) should be 
used for CNV detection. Additionally, run-wise pools 
(created by using all samples from the same NGS run of 
the query sample) can also be used to check quality of the 
static pool in case of noisy results.

Interpretation of output
For each gene in the target panel, logCNR score of win-
dows belonging to that gene are plotted. "ese plots are 
checked for initial assessment. Once potential signals are 
identified, gene specific regions are looked up in the table 
of logCNR scores. As example of a deletion event, Fig. 5 
shows plots of logCNR score of all sliding windows of 

(3)

logCNRscore = log2
1/LSW

!i+LSW −1

i NDi

1/n
!n

j=1

"

1/LSW
!i+LSW −1

i NDij

#
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BRCA2 gene in a control sample (CS_12) depicting sig-
nals of deletion of exon3, and the table in Fig. 5 enlists 
the logCNR scores of all sliding windows of same exon3 
and its adjacent exon2 and exon4. In some cases, to get 
the best possible resolution (i.e., to locate exact break 
point) nucleotide-level coverage files are also checked. In 
our lab’s diagnostic practices, we also generate merged 
plots for the same gene across all the samples sequenced 
in same run (without naming the samples to avoid inci-
dental findings), which helps in detecting or rectifying 
any noise or signal. We also generate merged plots for 
run-wise versus static pooling results for all genes over all 
samples, which helps us in predicting or identifying any 
noise associated with static pools (see Quality control).

Once CNV signals have been confirmed in the logCNR 
score table, MLPA-based validation in performed on the 
sample. In cases of specific genes where MLPA test is not 
available, RNA sequencing or long-range PCR is per-
formed for CNV verification.

Control samples
Selection of control samples for validation has been 
based on availability of known CNV positive samples, 
previously detected through MLPA. "ese samples were 
collected from the genetic diagnostic laboratories at 
Haukeland University Hospital (Bergen, Norway), Uni-
versity Hospital of North Norway (Tromsø, Norway), and 

St. Olavs Hospital (Trondheim, Norway). In total 36 posi-
tive control samples were used for validation of the CNV 
detection pipeline, where only genes with known CNVs 
were checked to reduce the risk of incidental findings. 
Additionally, 11 routine samples were chosen for calcu-
lating the specificity of the pipeline, where all the genes 
in the panel were checked for CNVs. "ese samples were 
collected at Department of Medical Genetics, St. Olavs 
Hospital, Trondheim, Norway. Both the 36 positive con-
trol samples and the 11 routine samples were germline 
samples where DNA had been extracted from blood.
"e target gene panel consisted of 126 genes. For all 

genes, only exons, UTR regions and approximately ± 25 
nucleotides in intronic regions were captured. "ese 126 
genes are mainly cancer associated genes. Additional 
file 1 lists target regions and capturing probes.

Illumina’s Nextera Rapid Capture Custom Enrichment 
kit was used for capturing the target sequences. Illumina 
MiSeq and Illumina NextSeq 500 sequencers were used 
for sequencing the samples.

Among 36 positive control samples, 22 samples 
were sequenced once (12 on MiSeq and 10 on NextSeq 
sequencer), 14 samples were sequenced twice (once on 
MiSeq and once on NextSeq sequencer). "e 11 rou-
tine samples were sequenced on MiSeq. Repetition of 
sequencing was performed to replicate the results, and 
the use of different sequencers was done to test the 

Fig. 5 Example of output from the CNV tool. The example shows identification of a deletion of exon 3 in the BRCA2 gene in one of the control 
samples (CS_12). Part A shows a plot of the logCNR score for all sliding windows across the exons of the BRCA2 gene. The horizontal lines at − 1.00 
and + 0.58 represent expected score values for single-allele deletions and duplications, respectively. The score values in the region of exon 3 show 
clear signals of a deletion. Part B shows a zoomed in representation of the plot for exon 3 with the CNV deletion, whereas its neighbouring exons (2 
and 4) have normal coverage depth. Part C shows the logCNR table listing score values for selected sliding windows covering the exon2–exon3 and 
exon3–exon4 junctions
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robustness of pipeline for differences in data quality due 
to different sequencing platforms.

Data pre-processing
Sequencing data (as FASTQ files) was preprocessed 
to generate suitable input for the CNV pipeline, using 
human genome version GRCh37 [27] as the reference 
genome. GATK best practices guidelines [28] were used 
for the preprocessing, which included alignment of raw 
pair-end reads (FASTQ files) to the reference genome 
using the BWA tool [29], further sorting, marking of 
duplicates, INDEL realignment and base quality score 
recalibration steps using the GATK toolkit to generate 
analysis-ready aligned reads (BAM files). "ese aligned 
reads (BAM files) were used for calculating average cov-
erage and per-locus coverage (nucleotide level coverage) 
of samples by using the GATK toolkit tool DepthOfCov-
erage. Both average coverage and per-locus coverage of 
samples were used as input data to the CNV pipeline for 
both static pool creation and CNV calculation steps.

Results
Validation of the pipeline
"e pipeline was validated with the 36 CNV positive 
control samples. Only the 12 genes with known CNVs 
detected with MLPA or RNA sequencing were looked 
at. All the previously detected CNV were found with the 
pipeline, and comprising 4 whole gene deletions, 6 single 
exon deletions, 17 multi-exon deletions, 2 single + par-
tial exon deletions (break point inside the second exon), 
3 single exon duplications and 4 multi-exon duplications. 
Table 1 lists these 12 genes and number of findings for 
each of them. Additional file  2 lists the CNV findings 
with genomic positions.

Sensitivity, specificity and accuracy
Calculation of sensitivity for this method was based 
on the 36 known CNVs in the 36 positive control sam-
ples. Since all the variants were detected by the pipeline, 
the measured sensitivity is 100%, at least for this set of 
samples.

Calculation of specificity was based on the results from 
11 diagnostic routine samples where all 126 genes in the 
target panel were checked for CNVs. In total we analyzed 
1386 (11 × 126) individual genetic regions for CNVs. Of 
these 1386 regions, we detected 126 false positive results. 
"is provides specificity of 90.9% and total accuracy of 
91.14% for the pipeline. Additional file  3 shows details 
of the false positives and regions of systematic error and 
their respective genes in these samples.

Using the pipeline in routine diagnostics
Since implementation of the CNV detection pipeline in 
routine work of our diagnostic lab in August 2018, we 
have detected 45 germline samples with CNVs. "ese 
CNVs were found in 16 different genes and include 5 
whole gene deletions, 6 single exon deletions, 18 multi 
exon deletions, 1 multi + partial exon deletion, 1 multi-
exon mosaic deletion, 1 whole gene duplication and 13 
multi-exon duplications. Table 2 lists these 16 genes and 
the number of findings in each. Some of the diagnostic 
samples show similar CNV events, e.g., all 7 samples with 
CNVs in ATM genes, 4 out of 5 samples with CNVs in 
the PMS2 gene and 7 out of 8 samples with CNVs in the 
RAD51C gene show the same duplication events. Some 
of these samples are from related family members. Addi-
tional file 4 lists these CNV findings with genomic posi-
tions. All these findings were verified by MLPA and/or 
RNA sequencing.

Table 1 Genes with CNVs identified in positive control samples

* Here partial exon means that CNV breakpoint is inside exon

Gene name Type of CNV: number of findings

APC Whole gene deletion:1

BRCA1 Single exon deletion: 2; Multi exon deletion: 6; Single exon duplication: 1

BRCA2 Single exon deletion: 1; Multi exon deletion: 1; Single exon duplication: 
2; Whole gene deletion: 2

CDH1 Multi exon deletion: 1

CDKN2A Single +  partial* exon deletion: 2

MLH1 Multi exon deletion: 3

MSH2 Single exon deletion: 1; Multi exon deletion: 4; Multi exon duplication: 1

NF1 Multi exon deletion: 1; Multi exon duplication: 1; Whole gene deletion: 1

PMS2 Multi exon duplication: 2

PTEN Single exon deletion: 1

STK11 Single exon deletion: 1

VHL Multi exon deletion: 1
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Discussion
While keeping the needs of diagnostic labs as our central 
aim we have developed a CNV detection pipeline that 
works on NGS data from target panels. We have validated 
the pipeline and implemented it in routine diagnostics, 
and it has been used in diagnostic practices in our lab 
since mid-2018. Based on the experience from routine 
diagnostics of more than 3000 samples it has proven its 
diagnostic value. By using a sliding window approach to 
increase resolution and static pooling to reduce noise 
this pipeline generates high quality CNV results. With 
this pipeline we have detected different types of CNVs, 
including whole gene CNVs and CNVs occurring at 
exonic level, e.g., multi exonic (intra-genic), single exonic, 
partial exonic and mosaic CNVs. Detecting partial exonic 
CNVs with exact breakpoints as well as mosaic CNVs 
with relatively weak signals from target panel data can 
be challenging with available in silico methods. By being 
able to handle also such data this pipeline has shown its 
value in diagnostic use.

Validation of the pipeline was done using 36 CNV 
positive control samples consisting of different types of 
whole gene and intrageneric CNVs in 12 different genes 
(Table 1). "e use of a larger number of positive control 
samples is often recommended for validation, but this 
was limited by the availability of known positive con-
trols. However, by detecting all control sample CNVs, 
and hence giving a measured sensitivity of 100%, this 
pipeline meets the diagnostics requirement of no false 

negative results during the validation. Although we have 
to consider the fact that sensitivity calculation on a cer-
tain number of already known CNV positive genes may 
not be entirely representative of the actual performance 
during normal use.
"e high sensitivity, specificity and accuracy of the 

pipeline shows that it is well suited for clinical practice. 
All the 126 false positive CNV detected in the 11 valida-
tion samples are in regions with very low coverage depth, 
which occurs due to non-optimal capturing by the cap-
turing kit in these regions. We found 54 of these false 
positives to be systematic errors as these were observed 
consistently in the same regions in same genes across 
all samples. Most of these regions are homologous or 
repetitive regions and high GC content regions that are 
challenging to sequence and map. In routine practices 
some of these regions (often described as systematic gap 
regions) are tested by other methods, such as Sanger 
sequencing or long-range PCR. Updating the captur-
ing kit by adding more capturing probes and modifying 
the target panel by removing some of the most challeng-
ing genes has over time helped our lab to improve the 
sequencing quality of these regions. In addition, several 
of the areas with systematic errors are in UTRs that are 
outside of the relevant analysis area, and therefore not 
reported to requisitioners. "e analysis is therefore in 
practice even more specific than shown here. "e cal-
culation nevertheless provides a rough estimate of the 
specificity of the analysis. "e 11 validation samples were 
chosen because no CNVs had been detected during pre-
vious analyses (MLPA) of these samples. However, not 
all the 126 genes were checked with MLPA in each case, 
which in principle can give some false negative tests, but 
we believe that the probability of this is very small. "e 
number of false negatives would in any case be small, 
and therefore have only minor impact on the estimated 
specificity.
"e level of systematic sequencing errors may also 

change when changing to a different lot of the captur-
ing kit [26]. "is can change the capturing efficiency, and 
hence change the quality of sequencing data. "at is, a 
region showing systematic errors in the analysis may not 
have the same systematic errors when moving to a new 
lot. Conversely, new regions with systematic errors may 
also arise with the introduction of a new lot, in genes that 
have not previously shown such errors. To avoid this kind 
of batch effects, the lot number of capturing kits should 
therefore be changed as infrequently as possible, and 
a verification must always be made when introducing a 
new lot.
"e CNV analysis may also be affected by sam-

ple properties. In in some rare cases SNPs occur-
ring in the binding site of a probe may affect capturing 

Table 2 Genes with CNVs identified in routine diagnostic 
samples

* Here partial exon means that CNV breakpoint is inside exon

Gene name Type of CNV: number of findings

ATM Multi exon duplication: 7

BRCA1 Single exon deletion: 3; Multi exon deletion: 1; 
Multi +  partial* exon deletion: 1; Multi exon 
duplication: 1

BRCA2 Single exon deletion: 1; Multi exon deletion: 1

CDC73 Multi exon deletion: 1

CDKN2A Whole gene deletion (homozygote): 1

DICER1 Single exon deletion: 2

MLH1 Multi exon deletion: 1

MSH2 Multi exon deletion: 5; Whole gene deletion: 1

MSH6 Whole gene duplication: 1

NF1 Multi exon mosaic deletion: 1 (30% mosaicism)

NF2 Multi exon deletion: 1

PMS2 Multi exon duplication: 5

PTCH1 Whole gene deletion: 1

RAD51C Multi exon deletion: 8

RB1 Whole gene deletion: 1

PTKAR1A Whole gene deletion: 1
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of this region, and hence reduce depth. For example, 
in one of our routine diagnostic samples a mutation 
(Chr2(GRCh37):g.47643457G > A) in the middle of exon 
6 (of length 134 nt) in the MSH2 gene led to a false signal 
of deletion of this exon by the pipeline. "is type of noise 
is hard to avoid but important to be aware of and con-
sider by checking for SNPs that can affect probe binding.
"e CNV analysis may also be affected by various 

genomic properties. Genes with repeats or with almost 
identical pseudogenes are always challenging for short 
read alignment algorithms in assigning reads to their 
correct genomic position, due to the ambiguity in plac-
ing a read which matches two or more identical regions. 
"erefore, it is challenging to estimate the correct cover-
age depth for such genes or regions. For example, exon 
11–15 in the PMS2 gene have duplicated sequences in 
the PMS2CL pseudogene. "is can interfere with correct 
identification of CNVs in these regions, in most cases 
affecting exons 13–15 of the gene. However, we have 
correctly detected CNVs for this gene in all our control 
samples, and also detected and verified it in 5 diagnostic 
samples. To avoid the risk of false negatives in this gene, 
it always goes through MLPA test (for the whole gene) 
and long-range PCR test (for only exons 11–15) for CNV 
detection. Similarly a SMAD4 processed pseudogene 
which consists of only the exonic regions of exons 2–12 
of the SMAD4 gene introduces false signals for CNVs 
in exons 2–12 for this gene, and not in the introns [30]. 
"ese false signals are found not only by the pipeline, but 
also by MLPA. However, as deletions and duplications 
are not restricted to exonic sequences, but should also be 
found in intronic regions, we can identify these CNVs as 
false signals introduced due to processed pseudogene.
"is pipeline has now been used in our routine diag-

nostic practice for more than two years. Since its imple-
mentation in our diagnostics the pipeline has detected 
different types of challenging CNVs in 16 different 
genes in 45 diagnostic germline samples, as listed above 
(Table 2), and several of these genes were previously not 
tested for CNVs (with MLPA) in our diagnostic prac-
tice. "is shows that the use of this pipeline has been an 
important expansion of our capacity for clinical diagno-
sis. Although most of our use so far has been on DNA 
extracted from blood, in a few cases the pipeline has 
also been used on sequencing data generated with DNA 
extracted from fresh frozen tissue samples. In principle 
the pipeline can also be used on somatic samples, and as 
part of our work towards future versions of the pipeline it 
will be tested and further developed also for the analysis 
of somatic samples.

Compared to some other tools our pipeline is spe-
cially designed to detect smaller CNVs in target panel-
based data, e.g., single exonic and partial exonic CNVs. 

Splitting of larger regions into overlapping sliding 
windows and the possibility to choose smaller sliding 
length with respect to window length provides high 
resolution of CNV results. "is improves the detection 
of small CNV events and predicts the variant bounda-
ries (breakpoints) more accurately. Also, the availability 
of nucleotide level coverage information has facilitated 
prediction of exact breakpoints, especially for partial 
exonic CNVs. Some tools [22, 25] claim to detect CNVs 
at single exonic level, but it is still challenging to detect 
partial exonic and mosaic CNVs. Our pipeline has suc-
cessfully managed to detect such CNVs in routine diag-
nostics, in addition to exonic CNVs.

Presently the pipeline uses a fixed window size for 
sliding windows across all regions in the target panel 
(except for last window of a region and for regions 
smaller than window size). As a future improvement 
we are considering whether the sliding window size 
should be chosen based on the length of each region, 
and the pattern of sliding windows created accordingly. 
"is will make it possible to use larger sliding windows 
for larger regions, but also smaller sliding windows for 
smaller regions. Sliding length may also be selected 
according to size of the window length. "is more 
dynamic approach can speed up the computation for 
larger regions, while at the same time giving sufficient 
resolution of CNV scores for smaller regions.
"e CNV score  (logCNRscore) in our approach has a 

theoretical value of + 0.58 for duplications and − 1.0 
for deletions. As the numeric value of the duplication 
score is less than the deletion score (|+ 0.58| < |− 1.0|), 
signals for duplications are weaker than for dele-
tions. Interpretation of the pipeline output is based 
on logCNR scores and their plots, rather than a list of 
CNV calls. "is means that no strict numerical cutoff 
on logCNR scores is used by our diagnostic lab. "is 
reduces the risk of false negatives due to weak or some-
what noisy signals, and any false positives from this 
approach will be found by the subsequent experimen-
tal verification by sequencing or MLPA. "is manual 
approach to output analysis is doable because most 
often we are asked to analyze only some of the genes 
included in the panel (1–15 genes), hence interpre-
tation for this small numbers of genes can easily be 
managed without using strict cutoffs on CNV score. 
But for investigating larger sets of queries, like larger 
target panels with hundreds of genes, or exome pan-
els, certain cutoffs based on statistical analysis will be 
necessary in order to remove most of the false positive 
signals caused by noise, to reduce workload and to nar-
row down investigation towards the most reliable CNV 
signals. "is will be considered for future versions of 
our pipeline, adapted to large query sets.
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To further improve the pipeline, we will in the future 
also update our approach to sample selection for pool 
creations. Presently this is based on similarity of cover-
age depth across samples for creating pools, for select-
ing pool size, and for selecting the optimal pool for a 
given query sample. "e pattern of coverage depth in 
target regions remains the same across different samples 
sequenced from the same lot of a capturing kit. Normali-
zation of the coverage depth of normal samples in pools 
and of query samples will help in creating a single pool 
with all available normal samples, which can be used with 
all query samples. "is will also reduce the overhead in 
the pipeline in creating different pools, and in pool selec-
tion for each query sample. However, this also requires a 
good understanding of optimal approaches for normali-
zation of samples and will therefore be considered mainly 
for future versions of our pipeline.

Conclusions
We have here described a pipeline for detection of CNVs 
in NGS sequencing data from targeted gene panels. "is 
pipeline has high sensitivity, specificity, and accuracy, and 
has already proven its diagnostic value with more than 45 
CNV findings in routine diagnostics in our laboratory 
since August 2018. "ese findings include partial exonic, 
single exonic, multi exonic, whole gene and mosaic 
CNVs, often in genes that previously were not tested, for 
example because MLPA tests were not available. By using 
this pipeline our lab has expanded the portfolio of genes 
up to whole gene panels where we can offer CNV detec-
tion, which is important for the quality of our diagnostic 
work.
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Abstract 

Background: Hereditary genetic mutations causing predisposition to colorectal cancer are accountable 

for approximately 30% of all colorectal cancer cases. However, only a small fraction of these are high 

penetrant mutations occurring in DNA mismatch repair genes, causing Lynch Syndrome. Most of the 

mutations are low-penetrant variants, contributing to an increased risk of familial colorectal cancer, and 

they are often found in additional genes and pathways. The aim of this study was to identify such 

variants. 

Methods: We performed whole exome sequencing on constitutional DNA extracted from blood of 48 

patients suspected of familial colorectal cancer and used multiple in silico prediction tools and available 

literature-based evidence to detect and investigate genetic variants. 
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Results: We identified several causative and some possibly causative germline variants in genes known 

for their association with colorectal cancer. Additionally, several variants have been identified in 

additional genes, normally not included in relevant gene panels for colorectal cancer, that potentially 

can be associated with an increased risk for cancer. 

Conclusions: Identification of variants in additional genes that potentially can be associated with 

familial colorectal cancer indicates a larger genetic spectrum of this disease, not limited only to 

mismatch repair genes. Usage of multiple in silico tools based on different methods and combined 

through a consensus approach increases the sensitivity of predictions and narrows down a large list of 

variants to the ones that are most likely to be significant. 

Keywords: Whole exome sequencing (WES), Colorectal cancer (CRC), Lynch syndrome (LS), 

Mismatch repair (MMR), Copy number variation (CNV), Variant annotation, Variant filtration. 

 

Background 

Cancer is a leading cause of premature mortality in the population (1) with 19.3 million newly diagnosed 

cases and 10 million deaths worldwide in 2020 (2). Colorectal cancer (CRC) ranks third in cancer 

incidence, but second with respect to cancer-related mortality (2). Of all CRC cases, 30% are thought 

to have a familial component but only one third of these are associated with a hereditary condition (3) 

where high-penetrance pathogenic variants account for their genetic predisposition to disease, e.g., 

defects in DNA mismatch repair (MMR) genes leading to Lynch syndrome. In addition to the MMR 

genes (MLH1, MSH2, MSH6 & PMS2), APC, MUTYH (biallelic), NTHL1 (biallelic), and the 

exonuclease domains of POLE and POLD1 are known high penetrant CRC predisposing genes (4–7). 

For the remaining 20% of familial CRC causal genetic factors for CRC predisposition remain to be 

revealed. Next generation sequencing (NGS) and genome-wide association studies (GWASs) have been 

used to discover the etiology of familial CRC by identifying novel candidate genes and causal variants 

which have not yet been linked to CRC (4,8). Additionally, whole exome sequencing (WES) has been 

used to identify bi-allelic and polygenic mutations in Lynch-like cases (5,9–11). Polygenic variation is 

also recognised as a potential cause of increased disease penetrance in Lynch syndrome (12). 
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DNA sequencing of protein coding regions enables the study of novel candidate genes and their 

potential role in cancer risk. The selection of candidate genes can be based on prioritization scores (13). 

With WES it is possible to expand genomic sequencing beyond just exons, towards 5’ untranslated 

regions (5’UTRs) to capture transcription factor binding sites (TFBSs) and upstream open reading 

frames (uORFs), and towards 3’UTRs to reveal microRNA binding sites associated with gene 

regulation. According to GWAS analysis these regions may account for up to 93% of functional variants 

(14) that are linked to gene regulation.  

Genetic variants are often classified as single nucleotide (nt) variation (SNV) (1 nt), short insertion-

deletion variation (indel) (up to 50 nt), and structural variation (SV) (larger than 50 nt) (15). Here SVs 

include insertions, deletions, duplications, inversions, translocations or a combination of these, co-

occurring in a single genome (16). Deletions and duplications of SVs (17,18), known as copy number 

variants (CNVs), have been associated with disease and can contribute to a large fraction of the disease-

causing variation (19). WES has mainly been used to detect disease-causing SNV/indel variants (20). 

However, with the use of recently developed in silico methods it is possible to identify also CNVs from 

WES data (21).  

An essential step in NGS data analysis is the assessment of a variant’s effect on gene function and any 

causative association with disease. This is achieved by assigning annotations consisting of both 

theoretical pathogenicity scores calculated by prediction tools and experimental data extracted from 

various databases. Annotation tools can provide a diverse set of annotations in one place (22,23), and 

these annotations can then be used to filter down large lists of variants to the most significant ones.  

In the present study, WES was performed on constitutional DNA extracted from blood of 48 patients 

with suspected familial colorectal cancer. Variant calling was undertaken to detect SNVs, indels and 

CNVs in all target regions of the exome. Consensus prediction based on multiple in silico tools and 

literature-based evidence was used to search for disease association of detected variants. We identified 

several potentially causative germline pathogenic variants in genes known to be associated with 

colorectal cancer. Additionally, several variants were identified in genes normally not included in gene 

panels for colorectal cancer, and these may be associated with an increased cancer risk. 
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Methods 

Samples and study design 

Germline DNA were extracted from blood samples from 48 Australian patients diagnosed with 

colorectal cancer fulfilling the Amsterdam-II Criteria for Lynch syndrome, including 16 related 

individuals from 8 families while 32 individuals were unrelated individuals. Sanger sequencing 

performed previously detected no germline MMR mutations in the samples. Therefore, these patients 

are defined as Lynch-like syndrome (LlS) patients. 

 

Whole exome sequencing (WES) 

WES was performed on germline DNA from these 48 samples. Paired-end library preparation was 

performed using the Illumina Truseq exome capturing kit. DNA was sheared to ~150bp using the 

Bioruptor Pico (Diagenode) followed by the recommended protocol using a single index. The final 

libraries were sequenced using an Illumina Nextseq 500 kit (Illumina), 150 cycles pair ended. Libraries 

were quantified using Qbit High Sensitivity D100 (Agilent) and were checked using either TapeStation 

on Bioanalyzer (Agilent) for quality and size. 

 

Variant calling and annotation 

SNV/indel variant calling was performed on the dataset using a standardized BWA-Picard-GATK 

pipeline (20). Joint annotation of variants was performed using the command-line based batch 

annotation software tool Ensembl variant effector prediction (VEP) (22) complimented with additional 

annotations from database dbNSFP (24,25) used as plugin with VEP. 

Detection of CNVs was performed using an in-house developed method (26) for detecting CNVs in 

targeted sequencing data. 

 

Variant prioritization 

Prioritization steps were performed on the initial set of 125.686 variants detected from variant calling 

on 48 samples, using the command-line based tool filter_vep from the VEP toolkit. This was performed 
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in three stages. In stage one, variants were selected based on their occurrence in the population database 

gnomAD (13). In the second stage, variants were classified and prioritized based on their clinical 

significance assigned in the ClinVar database (27). In the third and final stage, variants passing through 

the previous two stages were filtered based on pathogenicity estimation scores of selected tools. This 

included REVEL (28), CADD (29), ClinPred (30), M-CAP (31), VEST4 (32), MetaSVM (33), 

BayesDel (34) for missense, nonsense and start-loss prediction; SpliceAI (35) for splicing alteration 

prediction; and Loftee (13) for loss of function prediction. 

Selection of in silico prediction tools was based on ranking generated by our benchmarking study 

comparing the performance of 45 different pathogenicity prediction tools (see Supplementary file 1). 

We also took into consideration other benchmarking studies with similar goals (36–38). Fig. 1 shows 

workflow for these filtering steps and the outcome of each step. For detailed information about the 

various filtering steps, please see Supplementary file 2.  

 

Results 

In all 48 samples, on average more than 99% of reads aligned to the reference genome GRCh37, with 

an average coverage depth of 92X. A total of 125.686 SNP/indel variants (for 25.664 genes) were 

identified in the 48 samples after the variant calling step. The three-stage filtering strategy detailed 

above (also displayed in Fig. 1) was applied to these variants, resulting in 346 variants (for 302 genes) 

with variants in different filtering categories. These variants were assigned to different pathogenicity 

classes according to the ClinVar database. Table 1 displays a breakdown of these 346 variants into the 

number of variants for the different filtering steps. The full list of these variants is listed in 

Supplementary file 3. 

 

Table 1: Number of variants as outputs from different filtering stages.  

Variant calling 125686 variants (in 25664 genes) 

Stage 1 22626 variants (in 14754 genes) 

Class Unknown Class 3 Class 3+ Class 4&5 Class1&2 Class 2+ 
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Stage 2 

20541 variants 

(14043 genes) 

752 variants 

(849* genes) 

41 variants 

(37 genes) 

68 variants 

(91* genes) 

897 variants 

(1013* genes) 

340 variants 

(378* genes) 

Stage 3 

3.0 
14467 variants 

(11222 genes) 

309 variants 

(382* genes) 

16 variant 

(5 genes) 

No Stage 3 filtering in these classes (4&5, 1&2, 

2+) 

3.1 
81 variants 

(78 genes) 

24 variants 

(24 genes) 

22 variants 

(21 genes) 

3.2 

3.2.1 
90 variants 

(85 genes) 
0 

1 variant 

(1 gene) 

3.2.2 
58 variants 

(43 genes) 

2 variants 

(2 genes) 
0 

*Number of genes is higher than number of associated variants, due to multiple naming of some genes. 

Filtering stages: Stage 1: Frequency (gnomAD) based filtering; Stage 2: Clinical significance 

(ClinVar) based filtering; Stage 3: Chosen In silico tools-based filtering, 3.0: Variants without any 

scores in chosen in silico tools, 3.1: Variants passing tool rank-scores cut-offs, 3.2.1: Variants passing 

splicing related filters, 3.2.2: Variants passing frameshift related filters. See Fig. 1 for further details 

and explanation of class 2+ and 3+. 
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Fig. 1: Variants filtering workflow, illustrating all filtering stages and their outcomes. 
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To identify any associations of these variants with cancer all 302 genes were checked against three 

cancer-associated databases; COSMIC (39), OncoKB (40) and TSGene (41). Only 38 of the 302 genes 

were listed in at least one of these databases. All these 38 genes are either known or have expected roles 

in cancer as oncogenes, tumor suppressor genes or fusion genes according to database classification. 

The list of the 38 genes with their respective roles in cancer are given in Supplementary Table S1. Of 

the 346 variants passing the filtering stages, only 46 are associated with these 38 genes. Among these 

46 variants, 14 are pathogenic/likely pathogenic, 6 are VUS, and 4 have conflicting interpretation 

between pathogenic/likely pathogenic and VUS according to ClinVar. The remaining 22 variants are 

not reported in ClinVar. Thirty-three of the 48 samples carried one or more of these 46 variants, the 

remaining 15 samples did not harbor any variant with a known cancer association, and hence lacked a 

clear link to an established cancer-associated variant. Table 2 lists these 33 samples and the associated 

46 variants.  

 

Table 2: List of 33 samples and associated 46 variants.  

ID (Fid) 
CRC diagnosis 

age; OC (age) 
gNomen, cNomen (pNomen), Existing variation ClinVar 

No. of 

samples 

S.02 (F.8) 30s; BrC (30) NM_022552.5(DNMT3A):c.2210T>C (p.Leu737Pro) NR 1 

S.03 (F.7) *; OvC (78) 

NM_000059.4(BRCA2):c.2808_2811del (p.Ala938Profs*21), rs80359351 P 2 (F.7) 

NM_006293.3(TYRO3):c.1660+1G>C (p.?), rs757748573 NR 3 

NM_001009944.3(PKD1):c.6605C>T (p.Ala2202Val), rs764264106 VUS 1 

NM_002894.3(RBBP8):c.298C>T (p.Arg100Trp), rs373804633 P 1 

S.04 (F.7) 31; 

NM_000059.4(BRCA2):c.2808_2811del (p.Ala938Profs*21), rs80359351 P 2 (F.7) 

NM_003331.5(TYK2):c.1011+2T>G (p.?), rs1463636749 NR 1 

NM_002568.4(PABPC1):c.739-1G>A (p.?), rs759516741 NR 7 

S.08 48; NM_000492.4(CFTR):c.1392G>T (p.Lys464Asn), rs397508198 P 5 

S.09 65; UtC (50) 
NM_007289.4(MME):c.467del (p.Pro156Leufs*14), rs749320057 P 1 

NM_001128840.3(CACNA1D):c.1750G>A (p.Val584Ile), rs773365038 VUS 1 

S.11 60; BoC (32) NM_001349338.3(FOXP1):c.179A>G (p.Gln60Arg), rs374060287 LP 1 

S.13 (F.1) 50; 
NM_006343.3(MERTK):c.1450G>A (p.Gly484Ser), rs527236084 VUS 1 

NM_002568.4(PABPC1):c.739-1G>A (p.?), rs759516741 NR 7 

S.14 52; BrC (52) NM_005168.5(RND3):c.349-2A>T (p.?), rs1222374113 NR 1 

S.15 42; NM_000088.4(COL1A1):c.4066C>A (p.Arg1356Ser), rs1341595487 VUS 1 
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NM_002568.4(PABPC1):c.739-1G>A (p.?), rs759516741 NR 7 

NM_002568.4(PABPC1):c.388-1G>A (p.?), rs771446357 NR 1 

S.16 48; CRC (67) 

NM_004431.5(EPHA2):c.2162G>A (p.Arg721Gln), rs116506614 CI 1 

NM_000492.4(CFTR):c.1392G>T (p.Lys464Asn), rs397508198 P 5 

NM_002568.4(PABPC1):c.739-1G>A (p.?), rs759516741 NR 7 

S.17 72; KC (71) 
NM_002911.4(UPF1):c.2474G>T (p.Ser825Ile) NR 1 

NM_006941.4(SOX10):c.718A>C (p.Thr240Pro), rs1332625359 VUS 1 

S.19 21; CRC (40) 

NM_006293.3(TYRO3):c.1660+1G>C (p.?), rs757748573 NR 3 

NM_000535.7(PMS2):c.614A>C (p.Gln205Pro), rs587779342 CI 2 

NM_000535.7(PMS2):c.1A>G (p.Met1Val), rs587779333 P/LP 2 

NM_002568.4(PABPC1):c.739-1G>A (p.?), rs759516741 NR 7 

S.20 55; EC (41) 
NM_002693.3(POLG):c.2209G>C (p.Gly737Arg), rs121918054 P/LP 1 

NM_022552.5(DNMT3A):c.1122+2T>G (p.?), COSV53057339 NR 1 

S.21 *; PC (62) 
NM_000059.4(BRCA2):c.7977-1G>C (p.?), rs81002874 P 1 

NM_052839.4(PANX2):c.1479dup (p.Gly494Argfs*13) NR 1 

S.23 (F.5) 51; 
NM_000400.4(ERCC2):c.1480-1G>C (p.?), rs375284572 NR 1 

NM_000249.4(MLH1):c.514G>A (p.Glu172Lys), COSV51617106 NR 2 (F.5) 

S.24 50; 

NM_033084.5(FANCD2):c.1588C>T (p.Arg530*), rs962867926 NR 1 

NM_004625.4(WNT7A):c.874C>T (p.Arg292Cys), rs104893835 P 1 

NM_006424.3(SLC34A2):c.1267G>A (p.Gly423Arg), rs769110830 NR 1 

S.25 (F.5) 52; 
NM_000249.4(MLH1):c.514G>A (p.Glu172Lys), COSV51617106 NR 2 (F.5) 

NM_004168.4(SDHA):c.762_770+17del (p.Ala255_Gly257del), rs1041809852 P 1 

S.27 *; UrC (60) 
NM_000492.4(CFTR):c.2723C>A (p.Thr908Asn), rs369521395 P 1 

NM_002568.4(PABPC1):c.739-1G>A (p.?), rs759516741 NR 7 

S.29 48; UtC (56) NM_002568.4(PABPC1):c.739-1G>A (p.?), rs759516741 NR 7 

S.30 68; UrC (79) 

NM_004963.4(GUCY2C):c.612-1G>A (p.?), rs763904634 NR 1 

NM_006293.3(TYRO3):c.308+1G>C (p.?), rs764446020 NR 1 

NM_000179.3(MSH6):c.3724_3726del (p.Arg1242del), rs63749942 P/LP 1 

NM_000492.4(CFTR):c.1392G>T (p.Lys464Asn), rs397508198 P 5 

NM_001001548.3(CD36):c.1202_1205del (p.Val401Glufs*4), rs769354931 CI 1 

S.31 57; NM_006092.4(NOD1):c.689T>G (p.Phe230Cys), CM1612670 NR 1 

S.32 58; PC (60) NM_007371.4(BRD3):c.71dup (p.Glu25Glyfs*51), rs768970491 NR 1 

S.33 63; EC (29) NM_002568.4(PABPC1):c.367G>T (p.Gly123Cys), rs755674364 NR 1 

S.34 (F.2) 48; 
NM_001371290.1(ZBTB7C):c.402_403insC (p.Glu135Argfs*4) NR 1 

NM_000492.4(CFTR):c.1392G>T (p.Lys464Asn), rs397508198 P 5 

S.36 (F.2) *; UtC (41) NM_145728.3(SYNM):c.2523del (p.His842Thrfs*47), COSV60376961 NR 1 
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NM_000535.7(PMS2):c.614A>C (p.Gln205Pro), rs587779342 CI 2 

NM_000535.7(PMS2):c.1A>G (p.Met1Val), rs587779333 P/LP 2 

S.37 (F.4) 38; NM_006293.3(TYRO3):c.1660+1G>C (p.?), rs757748573 NR 3 

S.38 45; NM_024415.3(DDX4):c.673+2T>C (p.?), rs201596382 NR 1 

S.39 77; RC (51) NM_000251.3(MSH2):c.2228C>G (p.Ser743*), rs63751155 P 1 

S.40 66; SC(-) NM_006293.3(TYRO3):c.1483+2T>C (p.?), rs138345868 NR 1 

S.43 51; CRC (64) NM_002335.4(LRP5):c.3562C>T (p.Arg1188Trp), rs141178995 P 1 

S.44 (F.6) 33; UtC (-) NM_000264.5(PTCH1):c.104G>A (p.Arg35Gln), rs587778627 VUS 1 

S.47 (F.3) 34; Mel (32) NM_000492.4(CFTR):c.1392G>T (p.Lys464Asn), rs397508198 P 5 

S.48 (F.3) *; RC (53) NM_017563.5(IL17RD):c.392A>C (p.Lys131Thr), rs184758350 CI 1 

*No colorectal cancer. 

Abbreviations: ID: patient ID; Fid: family ID; OC: other cancers. LP: likely pathogenic; P: 

pathogenic; VUS: uncertain significance; LB: likely benign; NR: not reported; CI: conflicting 

interpretations (P/LP; VUS). LS: lynch syndrome; LlS: lynch-like syndrome; CRC: colorectal cancer; 

LC: lung cancer; UtC: uterine cancer; Mel: melanoma; RC: renal cancer; OvC: ovarian cancer; BrC: 

breast cancer; UrC: ureteral cancer; KC: kidney cancer; PC: pancreatic cancer; SC: stomach cancer; 

BoC: bone cancer; BlC: bladder cancer; EC: endometrial cancer. 

 

Among these 38 genes, 7 are well known cancer genes with high impact towards cancer. These included 

BRCA2, MLH1, MSH2, MSH6, PMS2, PTCH1 & SDHA. These 7 genes have 9 variants with 

pathogenicity classes 5, 4 or 3, occurring in 10 patients. Table 3 lists these genes and the associated 

variants.  

 

Table 3: List of known cancer genes and associated variants.   

Gene 
Linked 

to cancer 
Variant 

ACMG-

AMP 
ID (Fid) 

CRC diagnosis 

age; OC (age) 

BRCA2 (NM_000059.4) BrC 
c.2808_2811del (p.Ala938Profs*21), rs80359351 Class 5 

S.03 (F.7) *; OvC (78) 

S.04 (F.7) 31; 

c.7977-1G>C (p.?), rs81002874 Class 5 S.21 62*; PC (62) 

MLH1 (NM_000249.4) CRC c.514G>A (p.Glu172Lys), COSV51617106 Class 3 
S.23 (F.5) 51; 

S.25 (F.5) 52; 

MSH2 (NM_000251.3) CRC c.2228C>G (p.Ser743*), rs63751155 Class 5 S.39 77; RC (51) 
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MSH6 (NM_000179.3) CRC c.3724_3726del (p.Arg1242del), rs63749942 Class 4 S.30 68; UrC (79) 

PMS2 (NM_000535.7) CRC 

c.614A>C (p.Gln205Pro), rs587779342 Class 4 
S.19 21; CRC (40) 

S.36 (F.2) *; UtC (41) 

c.1A>G (p.Met1Val), rs587779333 Class 5 
S.19 21; CRC (40) 

S.36 (F.2) *; UtC (41) 

PTCH1 (NM_000264.5) GS c.104G>A (p.Arg35Gln), rs587778627 Class 3 S.44 (F.6) 33; UtC (-) 

SDHA (NM_004168.4) PG c.762_770+17del (p.Ala255_Gly257del), rs1041809852 Class 3 S.25 (F.5) 52; 

*No colorectal cancer 

Abbreviations: ID: patient ID; Fid: family ID; OC: other cancers. LP: likely pathogenic; P: 

pathogenic; VUS: uncertain significance; LB: likely benign; CI: conflicting interpretations (P/LP; 

VUS). LS: lynch syndrome; LlS: lynch-like syndrome; CRC: colorectal cancer; BrC: breast cancer; 

GS: gorlin syndrome; PG: paraganglioma 

 

Copy number variant calling  

We performed CNVs calling step only for 88 known cancer genes. List of these genes is provided as 

Supplementary file 4. We detected 5 CNVs associated to 5 genes including 1 deletion and 4 

duplications in 5 patients. More details are available as Supplementary Table S2. 

 

Discussion 

This study uses a WES-based approach to identify the genetic causes of disease in LlS patients, where 

the majority of the patients had been diagnosed with CRC, and all fulfilling the AMS criteria. Most of 

the patients in this cohort were at the time of genetic testing pre-screened using denaturing high 

performance liquid chromatography (DHPLC) prior to Sanger sequencing. DHPLC is an inferior 

screening method that does miss some genetic variants and hence some samples were not further 

processed for Sanger Sequencing. The use of WES was therefore performed to identify relevant variants 

in additional cancer-associated genes, as well as the MMR genes. We identified significant variants in 

38 genes known for cancer associations; this included 7 well established cancer genes with high cancer 

penetrance. Because of deficiencies in DHPLC pre-screening some of the patients were shown by WES 

to carry pathogenic MMR variants. 
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Four patients harbored pathogenic MMR variants, and therefore have a molecular diagnosis of Lynch 

syndrome. In addition, one suspicious VUS (MLH1 c.514G>A) was detected in two members of family 

5 and may also represent Lynch syndrome. 

The MLH1 variant c.514G>A (p.Glu172Lys) found in two patients from the same family (S.23 and 

S.25, family F.5), is a VUS with the potential to be pathogenic. Immunohistochemistry showed missing 

protein staining for MLH1 and PMS2 in tumors from both family members. The variant is not reported 

in gnomAD, and the REVEL score (0.876) indicate pathogenicity. Residue Glu172 is highly conserved 

and located in the ATPase domain of MLH1, within an α-helix structure. The switch from Glu to Lys 

results in a change from acidic to basic residue, which may disrupt the α-helix. In addition, this variant 

has been observed as a somatic change in three carcinomas (COSMIC database) of the breast, 

endometrium and large intestine. 

PMS2 has two mutations c.614A>C (p.Gln205Pro) and c.1A>G (p.Met1Val) classified as class 4 and 

class 5 respectively. Both were found in two unrelated patients, S.19 and S.36. These two variants have 

also been detected in one patient by a previous study (42). For variant c.614A>C functional studies 

have demonstrated significantly higher repair efficiency than that of a pathogenic control, but 50% 

compromised when compared to wild type (43).  Biallelic defects in MMR genes are known as 

constitutive mismatch repair defect (CMMRD), and CMMRD patients often have more severe 

phenotypes than Lynch syndrome patients have. Previous studies have identified biallelic pathogenic 

PMS2 mutations driven CMMRD leading to cancers in younger patients (44–46). Patient S.19 was 

diagnosed with CRC at early age of 21 years and a second CRC at age of 40 years, whereas patient S.36 

was diagnosed with uterine cancer at 41, and she did not develop CRC. We are not able to distinguish 

whether the two PMS2 variants are biallelic or in cis (same allele) in these two patients.  Gene SDHA 

has variant c.762_770+17del (p.Ala255_Gly257del) in patient S.25 (F.5), a deletion of three amino 

acids predicted to cause loss of a splice donor site (SpliceAI score:1). Loss of donor splice site is 

predicted to disrupt RNA splicing and culminate in either the absence or disruption of the protein 

product. As a tumor suppressor gene, SDHA is more likely to be associated with neuroendocrine related 

cancers, more commonly paragangliomas, with germline mutations accounting for 7.6% of patients 

with this cancer type (47). 
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Family 7 harbor a pathogenic BRCA2 mutation c.2808_2811del causing hereditary breast and ovarian 

cancer. One of the two included family members had been diagnosed with ovarian cancer, while 

extended family members had breast and ovarian cancer, in addition to CRC. There has been a 

discussion whether pathogenic BRCA1/2 variants are associated with CRC. However, a recent meta-

analysis concluded that BRCA1 and/or BRCA2 mutation carriers are not at a higher risk of colorectal 

cancer (68). 

The remaining 31 genes are associated with a variety of different roles including tumor suppressor 

genes, oncogenes, and fusion genes in various types of cancers (Supplementary Table S1). The 

identification of variants in these genes that have not previously been associated with familial CRC 

suggests a larger spectrum of genetic variants associated with this disease that is not limited to DNA 

mismatch repair genes or other known cancer-associated genes. Among these 31 candidate genes CFTR, 

PABPC1, and TYRO3 have variants over-represented in this patient cohort.  

We identified two pathogenic variants in gene CFTR (NM_000492.4); c.2723C>A (p.Thr908Asn) and 

c.1392G>T (p.Lys464Asn). Variant c.2723C>A is occurring in one patient whereas c.1392G>T is 

occurring in five patients, all five have CRC. That the pathogenic variant c.1392G>T (p.Lys464Asn) is 

over-represented in this cohort of cancer patients indicates that it could contribute to CRC development, 

but this needs further investigation. Previously, CFTR has primarily been associated with cystic fibrosis 

(CF) (a recessive disease), but has recently been categorized as a CRC risk gene (48). This is seen as a 

result of CF patients surviving long enough to develop CRC. In addition, recent evidence indicates that 

low expression levels of CFTR is associated with a significant risk towards CRC (49).  

Variants in the gene PABPC1 (NM_002568.4) were found in nine patients, and the most frequently 

occurring variant (c.739-1G>A) was found in seven of these. The gene product of PABPC1 is PABP-

1, which is a poly(A) binding protein involved in several aspects of mRNA metabolism, including 

splicing of pre-mRNA, initiation of translation of mRNA, and mRNA decay (50). PABPC1 has been 

shown to be an oncogene that is upregulated in gastric carcinoma, where high expression predicts poor 

survival (51). However, for esophageal cancer it has been shown that reduced expression of PABPC1 

correlates with tumor progression and poor prognosis after surgery (52), indicating a complex 

relationship between PABPC1 expression levels and cancer. Recently PABPC1 has been identified as 
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a putative CRC driver gene in some patients (53). Several domains have been identified in the protein, 

including four RNA recognition motif (RRM) domains, and a PAB C-terminal (PABC) domain that 

can bind interacting proteins(50). One of the variants revealed in this study (rs759516741) has been 

classified as a splice acceptor, and the variant is located at position -1 relative to the start of exon 6 

(NM_002568.4:c.739-1G>A). This exon is coding for residues 247 to 292 of the protein sequence, 

which overlaps partly with the third RRM domain (191-268). The variant may therefore affect the RRM 

3 domain as well as domains further downstream, RRM 4 (294-370) and PABC (542-619). However, 

it is difficult to estimate how this may affect the function of PABP-1 and any processes where it is 

involved. 

For TYRO3 (NM_006293.3) three different variants in five patients were identified. The most frequent 

(c.1660+1G>C) was found in three patients. TYRO3 is a receptor tyrosine kinase of 890 residues, and 

signals are transduced into the cytoplasm when extracellular ligand binding induces dimerization and 

autophosphorylation of its intracellular domain (54). TYRO3 acts as an oncogenic protein (55). 

Overexpression has been observed in several cancers and is associated with a poor prognosis. Somatic 

mutations have also been observed, but without validation of their effect (54). Regulation of TYRO3 in 

CRC by specific non-coding RNA molecules has recently been documented (56,57), and these studies 

also highlight the clear relationship between TYRO3 overexpression and cancer. The most frequent 

variant in this dataset (rs757748573) has been classified as a splice donor variant. It is found at position 

+1 relative to the end of exon 13 (NM_006293.3:c.1660+1G>C). The start of exon 14 corresponds to 

position 553 of the protein, which is in the intracellular domain (451-890). This means that the variant 

may affect signal transduction. However, whether that can give a similar metabolic effect as a general 

overexpression of TYRO3 and activation of the protein is difficult to predict. 

One among five detected CNVs, RB1 (NM_000321.2) ex6.del, will most probably cause frameshift and 

affect the function of the gene. However, RB1, a tumor suppressor gene, often retains higher expression 

levels compared with adjacent normal tissue in CRC cells (58). It is less likely that this CNV is 

associated to CRC and hence not significant. For the other four detected CNVs we could not establish 

any functional significance towards CRC. 
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Variant calling in whole exome regions identified 125.686 SNPs/indels in 25.664 genes. In order to 

focus on the variants that were most likely to have an effect on gene function, a set of strict filtering 

criteria were used, see Methods for details. This led to a relatively much smaller set of 346 variants 

passing these filters, which uses both very high cut-off values of individual tools as well as consensus 

predictions from multiple tools based on different prediction approaches. Although the use of very strict 

filtering criteria increases the chance of detecting variants which are more likely to have a negative 

effect on gene function, it will also increase the risk of missing significant variants, causing a bias in 

the study. For example, a known (likely pathogenic) variant NM_000251.3(MSH2): (p.Ala689Asp) was 

c.2066C>A identified in sample S.20. Even though it had very high pathogenicity scores by all seven 

prediction tools, it was filtered out by class unknown filters ([T2-cutoff-0.99] || [T7-cutoff-0.8]) by a 

very small margin (scored 0.78 rank score by CADD-raw). However, even a small adjustment towards 

less stringent filtering allowing this variant to pass, would also have increased the number of unknown 

variants after filtering by a minimum two fold. The number of variants passing different combination 

filters based on rank-scores of 7 in silico tools is provided as Supplementary Table S3. Additionally, 

the MSH2 c.2066C>A variant assigned as unknown (not reported) by VEP-based offline ClinVar 

annotation is a VUS according to the most recent online ClinVar records. Using this more recent 

ClinVar classification as VUS, i.e., a class 3 variant, it passes the class 3 filters ([T6-cutoff-0.8] || [T1-

cutoff-0.99]). Hence, it is not only strict filtering but also the discrepancy between offline and online 

annotation records which may lead to a loss of significant variants during filtering. Another variant, 

PTCH1 c.104G>A (p.Arg35Gln) a VUS passed the class 3 filters. Mutations in PTCH1 can cause 

nevoid basal cell carcinoma syndrome (NBCCS) an autosomal dominant disorder commonly known as 

Gorlin syndrome (59). This variant (c.104G>A) has very low rank-scores in all selected in silico tools 

except in M-CAP (rank-score of 0.99639) which let it pass the filtering. A stricter filtering may have 

removed this variant from the final list. These examples demonstrate the challenges of setting up filters 

for large datasets, e.g., from whole genome or exome sequencing. This may be a problem mainly in 

more explorative analysis where exome or genome wide data are analysed and relatively stricter 

filtering is required in order to keep the number of variants at a manageable level. This will normally 

not be the case in diagnostic settings, where fewer and mainly well-characterized genes are screened. 
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Hence a relatively smaller number of variants are used as input for filtering, and less strict filtering 

criteria may be applied. Variants passing filtering stage 3.0, i.e., variants without any prediction scores, 

were not included in final list. Class 3 & 3+ variants of this stage were briefly checked for any 

significance, but none were found. There is a large number of variants in class unknown passing filtering 

in this stage, which can be used in future studies.  

Mean coverage of these 48 samples was 92X where 84.3% of all variants in these samples had coverage 

depth higher than 30X. But one of these samples (S.36) had low coverage depth of 9X. However, 

detected variants in this sample were known to variant databases ClinVar (27) and dbSNP (60) with 

enlisted phenotypic effects matching  the patient’s phenotype. This supports our findings in this patient 

sample. 

Validation of variants with an alternative technique (i.e., Sanger sequencing) could not be performed 

because most of the sample material has been exhausted. However, given the high accuracy of present 

day NGS-based detection of SNV/indel variants, additional validations are often not necessary (61). 

In this cohort of 48 patients, 33 patients have variants in genes with known associations to cancer. Only 

7 of these 33 patients have pathogenic or likely pathogenic variants (classified according to ACMG-

AMP guidelines) in known cancer genes and hence have a confirmed causative variant associated with 

LS/LlS (Table 3). For 26 patients we detected significant variants in candidate genes with a potential to 

be associated with familial CRC. In the remaining 15 patients, we have not detected any significant 

variants passing our filtering criteria in known or candidate cancer-association genes. A possible 

explanation for missing variants in these 15 samples is the strict filtering criteria. Less strict filtering is 

one possible approach to identify significant variants in these samples. It is also possible to incorporate 

the combined effect of multiple variants as causative factor for disease susceptibility. The co-occurrence 

of multiple rare low-to-moderate risk alleles are likely to be associated with a complex genetic 

predisposition (62), as the combined effect of common low-risk loci is currently estimated to be up to 

15% of the familial risk for cancer (63). Polygenic risk score based models are one of the latest methods 

utilizing this approach (64). Additionally, with exome sequencing deep intronic mis-splicing variants 

may be missed, and such variants also contribute towards cancer (65). We also have not included 

variants in regulatory regions, e.g., variants in uORF (up-stream open reading frames) in our analysis, 
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mainly because of very sparse annotation for such variants. This is mainly due to the fact that these 

regions are not commonly sequenced in targeted sequencing, hence annotation data for relevant tools 

(e.g., UTRannotator (66)) is very sparse. In addition to these factors, there are many more that can also 

lead to a missed molecular diagnosis (67) for these 15 samples, e.g., somatic mosaicism, epigenetic 

inheritance, technological limitations, non-genetic risk factors and the fact that the clinical diagnosis 

may be incorrect due to insufficient information. 

 

Conclusions 

In this study we have used whole exome sequencing (WES) to identify germline variants with a 

pathogenic potential in patients with familial CRC and Lynch-like syndrome. This provides an 

opportunity to identify important variants in the full set of genes, not limited to a predefined subset of 

genes from a gene panel. However, it also gives very large lists of variants where most are of uncertain 

significance. The use of consensus predictions for pathogenicity by combining multiple in silico tools 

based on different approaches helps in narrowing down the list to the variants that are most likely to 

affect gene function. Although a strict approach means that important variants may be missed out from 

detection, such filtering is still an essential step in the analysis of WES data. Our analysis identified 

possibly pathogenic variants in genes that have not previously been associated with familial CRC that 

warrants further investigation to establish any potential role of these genes with respect to CRC, the 

results indicate that a larger spectrum of genes and genetic variants may be associated with this disease, 

not limited to the usual suspects like the DNA MMR genes. 
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Supplementary_file_1.pdf: Benchmarking study comparing the performance of 45 different 

pathogenicity prediction tools. 
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Supplementary_file_2.pdf: Detailed information about the various filtering steps. 

Supplementary file 3 (available upon request) 

Supplementary_file_3.xlsm: The full list of 346 variants passing filtering steps. 

Supplementary file 4 (available upon request) 

Supplementary_file_4.bed: List of 88 known cancer genes used as targets for CNV calling. 

Supplementary file 5 (attached below) 

Supplementary_file_5.pdf: enlists supporting tables S1, S2 & S3, with details below. 

• Table S1: List of 38 genes and their roles in Cancer (as per COSMIC, OncoKB, and TSGene 

databases). 

• Table S2: The list of detected CNVs. 
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• Table S3: Number of variants passing different combinations of filters based on rank-scores 

of 7 in silico tools (CADD, ClinPred, M-CAP, BayesDel-addAF, MetaSVM, REVEL, 

VEST4). 
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Abstract 
Background: Several methods have been developed for predicting pathogenicity of missense variants 
in protein-coding regions of genes. Here we try to evaluate the performance of several such methods 
on a relevant exome-wide dataset of variants associated with colorectal cancer, to identify well-
performing methods. 
 
Results: Area Under Curve (AUC) of Receiver Operating Characteristic (ROC) curves for the prediction 
of pathogenicity of the missense variants found in the exome data compared to the ClinVar 
classification of the same variants (pathogenic or benign) was estimated. This was used to rank the 
performance of 45 different tools or pathogenicity scores. This was compared to the performance of 
these tools according to several previous benchmarking studies, and the overall performance was 
used to select the best-performing tools. 
 
Conclusions: The seven tools with best overall performance were selected. These tools were ClinPred, 
VEST4, BayesDel-addAF, REVEL, CADD, M-CAP, and MetaSVM. 
 
Keywords: Pathogenicity, Missense variants, Prediction, AUC, ROC. 
 
Background 
This project is part of a larger project on identifying possibly causative variants in whole-exome 
sequencing (WES) data from cancer patients. In general, the goal of this part of the project was to find 
a suitable set of computational tools for identifying pathogenic variants in exomes. This should be 
more than one tool, as no single tool has perfect sensitivity (i.e., being able to find all relevant 
pathogenic variants) and selectivity (i.e., being able to distinguish perfectly between pathogenic and 
benign variants). Not only because this is a challenging computational problem, but also because the 
distinction between pathogenic and benign can be unclear and may depend upon cancer type. It has 
been shown that using a consensus prediction based on a combination of tools (for example in the 
form of meta-predictors) may improve the overall performance [1], although also the opposite effect 
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has been observed [2]. But the performance of each individual tool should in any case be as good as 
possible. The goal has therefore been to identify suitable prediction methods for pathogenicity of 
variants for a specific dataset on colorectal cancer. However, although this was done with a specific 
dataset in mind, it is likely that the analysis may have a more general relevance. 
 
A standard approach based on receiver operating characteristics was used for assessing the 
performance of relevant methods. Score values for several different tools were computed on a set of 
WES samples. ClinVar [3] classification of the variants was added, and the sample set was split into 
pathogenic and benign variants, based on the ClinVar classification, leaving out variants without a 
clear classification. The performance of a given tool at a given cutoff for the computed score value can 
then be estimated as the number of true positive (TP), true negative (TN), false positive (FP) and false 
negative (FN) classifications, which can be used to compute the true positive rate (sensitivity) and the 
false positive rate (1-specificity) at that cutoff. This can be computed across all score values as a 
Receiver Operating Characteristic (ROC) curve, and the overall performance of the method can be 
estimated by the Area Under Curve (AUC) for the ROC. An AUC close to 1.0 will indicate a near perfect 
classification performance of that tool, whereas an AUC close to 0.5 indicates that the performance of 
the classifier is similar to random classification. 
 
Methods 
Please see the main paper for details on the sequencing data that were used. Briefly, germline DNA 
was extracted from blood samples of 48 patients diagnosed with colorectal cancer fulfilling the 
Amsterdam-II Criteria for Lynch syndrome, consisting of 32 unrelated individuals, and 16 related 
individuals from 8 different families. Sanger sequencing detected no germline MMR mutations in 
these samples. Whole exome sequencing was performed on the 48 samples. SNP/indel variant calling 
was performed using a standardized BWA-Picard-GATK pipeline [4]. The variants were annotated with 
VEP, the Ensembl Variant Effect Predictor [5], using data from dbNSFP [6, 7]. Filtering of variants for 
further analysis was done with local scripts. ROC and AUC values were computed with the ROCR tool 
[8] in R (https://www.r-project.org/) version 3.6.3 (2020), and also correlations were computed in R. 
 
Results 
The initial input file consisted of 350.126 variants, including variants assigned to alternative 
transcripts of the same gene. This list was annotated with VEP and then filtered according to two 
main criteria. 
 
Following the VEP annotation all prediction tools giving score values as a rank score were selected, in 
total 45 different methods or score sets, although several of these represent variants of the same 
basic prediction method (like BayesDel_addAF and BayesDel_noAF, representing the same method 
with and without allele frequencies). Then the number of annotated variants for each set of scores 
were counted, and two methods were excluded for further analysis (LINSIGHT and MutPred) because 
of low coverage. The coverage of the remaining methods varied from 34.165 (LRT_converted) to 
46.240 (CADD_raw, DANN, GenoCanyon), although most methods had coverage >40.000. Then, only 
fully annotated variants (i.e., variants annotated by all selected methods) were used. 
 
The variants were also annotated according to ClinVar classification (CLIN_SIG in VEP output), and 
only variants that could be identified as either pathogenic or benign were used. All variants classified 
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as pathogenic or likely_pathogenic were counted as pathogenic. All variants classified as benign or 
likely_benign were counted as benign. All variants classified for example only as uncertain 
(uncertain_significance) or with conflicting classifications (benign, pathogenic) were excluded. 
 
This gave a final dataset consisting of 961 variants, with 161 variants classified as pathogenic and 800 
variants classified as benign. This dataset was then analyzed with ROCR in R. 
 
The performance (given as AUC) for the 15 tools with best performance are given in Table 1. The full 
table is given as Supplementary Table S1. The tools indicated in red were later selected to be used in 
the main project, please see Discussion for details. 
 
Table 1 – AUC for the 15 best-scoring methods 
Method AUC 
ClinPred_rankscore 0.9312 
VEST4_rankscore 0.8858 
BayesDel_addAF_rankscore 0.8844 
REVEL_rankscore 0.8799 
Eigen-raw_coding_rankscore 0.8666 
BayesDel_noAF_rankscore 0.8653 
Eigen-PC-raw_coding_rankscore 0.8600 
CADD_raw_rankscore 0.8547 
M-CAP_rankscore 0.8540 
CADD_raw_rankscore_hg19 0.8415 
Polyphen2_HDIV_rankscore 0.8325 
MutationAssessor_rankscore 0.8319 
MetaSVM_rankscore 0.8243 
Polyphen2_HVAR_rankscore 0.8227 

 
 
Discussion 
The results in Table 1 show that in particular ClinPred [9] has a very good performance on our dataset. 
This is hardly surprising, since ClinPred was developed by using both data and a strategy that is similar 
to what we have used in this benchmarking. However, to have a good basis for selecting a set of tools, 
data from several benchmarking studies were used.  
 
Three quite recent benchmarking studies have included the ClinPred method. The study by Anderson 
& Lassman [10] was an extension of a previous benchmarking [11] and compared 37 different tools. 
Briefly, they made a data set of pathogenic variants from ClinVar, and terms on human phenotypic 
abnormalities from the Human Phenotype Ontology (HPO) resource [12] were associated with the 
relevant genes. They then used area under the precision-recall curve to estimate tool performance for 
discriminating between pathogenic and benign variants. Based on this they recommended mainly 
three methods: BayesDel_addAF (i.e., with allele frequencies), CADD, and ClinPred.  
 
The study by Borges et al. [13] compared 33 different methods. They used a large set of disease-
causing variants of a specific gene (alpha-L-iduronidase, IDUA, involved in mucopolysaccharidosis type 
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I, MPS I) and used several statistical tests to evaluate how well each method could distinguish 
between deleterious and neutral variants. Based on this analysis the authors recommended in 
particular BayesDel (addAF and noAF), PON-P2 (genome and protein), and ClinPred.  
 
Finally, the study by Gunning et al. [2] used two datasets, one ‘open’ set with data from ClinVar and 
gnomAD [14], and one ‘clinically representative’ dataset with variants identified through exome 
sequencing from diagnostics and research. They used this to evaluate a small number of methods 
using AUC for ROC curves, comparing three different meta-predictors (REVEL, GAVIN and ClinPred) 
against two commonly used in silico tools (SIFT and PolyPhen-2). They confirmed a good performance 
of in particular REVEL and ClinPred. 
 
These studies confirm that ClinPred has a very good performance. However, there are also several 
other recent studies that can be relevant, with comparison or benchmarking of several methods. 
Suybeng et al. [15] used AUC scoring of more than 20 tools on a gold standard set of somatic single-
nucleotide variants classified as oncogenic or neutral, and found the best performing tools to be 
CADD, Eigen, PolyPhen-2, PROVEAN, UMD-Predictor and REVEL. 
 
Tian et al. [16] compared 7 predictors, using a high-quality consensus set of missense variants in 
clinically relevant genes which had been classified and reviewed by experts. Here REVEL and BayesDel 
showed the best performance. 
 
Jaravine et al. [17] used machine-learning approaches to build ensemble or meta predictors consisting 
of several basic prediction methods, and by building these models in a stepwise manner (stacked 
ensembles) they could estimate how much each prediction method contributed to the overall 
performance of each ensemble. The best total performance was achieved with a distributed random 
forest (DRF), which showed that out of 39 different annotation scores (29 predictions, 9 conservation 
score and 1 indispensability score) tested on ClinVar-annotated variants from gnomAD [14], the best 
performance could be achieved with VEST4, M-CAP, CADD, MutPred, MVP and MetaLR, in that order. 
 
Li et al. [18] used three different datasets for benchmarking, including ClinVar data, to compare 23 
methods by using 12 different performance measures, including AUC. The methods included both 
function prediction methods, conservation methods and ensemble methods. It is difficult to extract 
overall recommendations from the results, but the AUC results for the ClinVar set showed particularly 
good performance for VEST3 and REVEL (AUC >0.9), but also very good performance for ensemble 
methods like CADD, Eigen, and MetaLR (AUC >0.87). 
 
Chen et al. [19] used a slightly different approach where they focused on prediction of cancer driver 
mutations. They used five different datasets to compare 33 different methods. Based on AUC scores 
the methods like MetaSVM, MetaLR, M-CAP, and REVEL showed good performance on a dataset 
based on mutation clustering patterns, whereas PolyPhen2, PROVEAN, MetaLR, MutPred, REVEL, and 
VEST4 showed good performance on a dataset based on TP53 mutations. 
 
Interestingly, our data and the benchmarking studies mentioned above show a quite consistent 
pattern with respect to identifying prediction methods with good performance. Based both on our 
own results and on benchmarking studies mentioned here several score methods could be relevant 



5 
 

for inclusion. However, to limit the number of methods it was also decided to leave out some 
methods that were very similar or highly correlated with already included methods, as it was assumed 
that such methods would provide limited additional information. Relevant examples are Eigen 
(correlation to CADD >0.92), MetaLR (similar to MetaSVM with correlation >0.94), and Polyphen2 
(already included through most meta-methods). Also, MutationAssessor was left out, even though it 
had a quite good AUC score, because it was one of the methods with relatively low coverage with 
respect to the number of variants on which it had data (approximately 75% coverage compared to 
methods that were selected). 
 
Based on the overall evaluation, 7 different methods were then selected to be used in a consensus-
like approach in the main project; ClinPred [9], VEST4 [20], BayesDel-addAF [21], REVEL [22], CADD 
[23], M-CAP [24], and MetaSVM [25]. These methods are highlighted in Table 1, and the ROC curve for 
each of these methods is shown in Figure 1. 
 

 
Figure 1 – ROC curve for selected methods 
 
This analysis is included as supplementary material to the main paper, rather than a full, separate 
publication. It was mainly meant as a quick analysis to support the literature survey that already had 
been done, and to check whether this specific dataset behaved similarly to the more general 
benchmarking datasets used in published studies. There are several aspects of this study that 
certainly can be (and maybe should be) improved for this to be published as a proper benchmarking. 
It has not been attempted to do a selection of relevant transcripts, for example by using only 
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canonical transcripts. It can be argued that alternative transcripts in some cases may show different 
effects of specific variants, but the inclusion of several alternative transcripts can also lead to a bias 
towards genes with many know transcripts. It has not been attempted to make a more balanced 
dataset, with similar numbers of pathogenic and benign cases. This can also affect the analysis, 
although the effect here probably is small [9], at least partly because the AUC measure is supposed to 
be relatively robust for unbalanced datasets (see for example [10]). Finally, the interpretation of 
ClinVar classifications may be simplistic in cases with several alternative classifications. For example, a 
ClinVar classification as (uncertain_significance, likely_pathogenic) was selected to be counted as 
pathogenic, but this may not be a sufficiently reliable classification. However, the results from this 
analysis are similar to most of the benchmarking studies that we have compared it against, which 
seems to indicate that although the study was carried out in a relatively simplistic way (one might 
even say “quick-and-dirty”Ϳ, the results seem to be quite robust and comparable to previous studies. 
Therefore, they provide a good basis for the selection of tools for the main project. 
 
Conclusion 
The study identified 7 different well-performing prediction methods for pathogenicity prediction of 
genetic variants. These 7 methods (ClinPred, VEST4, BayesDel-addAF, REVEL, CADD, M-CAP, and 
MetaSVM) were used in the main project, based on a consensus approach. 
 
Author contributions 
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statistical analysis and wrote the first version of the manuscript. Both authors have approved the final 
version. 
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Supplementary 
 

Supplementary Table S1 – AUC for all score methods 
Method AUC 
ClinPred_rankscore 0.9312 
VEST4_rankscore 0.8858 
BayesDel_addAF_rankscore 0.8844 
REVEL_rankscore 0.8799 
Eigen-raw_coding_rankscore 0.8666 
BayesDel_noAF_rankscore 0.8653 
Eigen-PC-raw_coding_rankscore 0.8600 
CADD_raw_rankscore 0.8547 
M-CAP_rankscore 0.8540 
CADD_raw_rankscore_hg19 0.8415 
Polyphen2_HDIV_rankscore 0.8325 
MutationAssessor_rankscore 0.8319 
MetaSVM_rankscore 0.8243 
Polyphen2_HVAR_rankscore 0.8227 
SIFT4G_converted_rankscore 0.8131 
MetaLR_rankscore 0.7890 
fathmm-XF_coding_rankscore 0.7863 
SIFT_converted_rankscore 0.7851 
fathmm-MKL_coding_rankscore 0.7807 
PROVEAN_converted_rankscore 0.7723 
phyloP100way_vertebrate_rankscore 0.7644 
phastCons100way_vertebrate_rankscore 0.7525 
MVP_rankscore 0.7522 
DANN_rankscore 0.7443 
DEOGEN2_rankscore 0.7411 
LIST-S2_rankscore 0.7312 
GERP++_RS_rankscore 0.7213 
LRT_converted_rankscore 0.7174 
MutationTaster_converted_rankscore 0.7125 
SiPhy_29way_logOdds_rankscore 0.6858 
phastCons30way_mammalian_rankscore 0.6837 
PrimateAI_rankscore 0.6727 
FATHMM_converted_rankscore 0.6575 
MPC_rankscore 0.6255 
phyloP30way_mammalian_rankscore 0.6229 
GenoCanyon_rankscore 0.6214 
phastCons17way_primate_rankscore 0.6085 
phyloP17way_primate_rankscore 0.5850 
H1-hESC_fitCons_rankscore 0.4922 
bStatistic_converted_rankscore 0.4907 
integrated_fitCons_rankscore 0.4639 
HUVEC_fitCons_rankscore 0.4545 
GM12878_fitCons_rankscore 0.4239 

 



Variant prioritization 

 

 

Prioritization steps were performed on initial set of 125686 variants detected via variant calling 

on 48 samples. Variant occurrences among global population, clinical significance based on 

already assigned predictions and pathogenicity estimation scores of selective tools (among full 

list of annotation  tools) were taken in account. The selected tools were as follows: 

x Database for calculation of population frequency: gnomAD version r2.1 (1) 

x Database for estimation of clinical significance: ClinVar (2) 

x In silico tools for pathogenicity prediction:  

o Missence, Nonsence and Start-loss prediction: REVEL (3), CADD (4), 

ClinPred (5), M-CAP (6), VEST4 (7), MetaSVM (8), BayesDel (9) 

o Splicing alteration prediction: SpliceAI (10) 

o Loss  of function prediction: Loftee (1) 

Selection of in silico prediction tools was based on ranking generated by our benchmarking 

study comparing performance of presently available 45 pathogenicity prediction  tools (See 

supplementary document Sup1). Additionally we took inspiration from other benchmark 

studies with similar goals (11–13). 

Variant filtration was performed using command-line based tool filter_vep form VEP toolkit. 

Filtering criteria have been explained in following steps: 

1.  First stage filtering was based on variant frequencies, where frequency database gnomAD 

was used to filter out variants with frequency higher then 0.001. 

2. Second stage filtering was based on estimated clinical significance of variants provided by 

ClinVar database. Variants passing stage1 filtering were firstly categorized in below 

mentioned 6 different categories based on their clinical significance. Variants in Class1&2 

and Class2+ where considered insignificant and were discarded after this stage. Variants in 

Class4&5 were manually curated after this stage. Remaining variants in categories Class3, 

Class3+ and ClassUnknown were further filtered in next stages based on different criteria. 

2.1. Class1&2: [benign OR likely benign] 

2.2. Class2+: [benign OR likely benign] AND [uncertain significance OR Conflicting 

interpretation] 

2.3. Class3: [uncertain significance OR Conflicting interpretation] 

2.4. Class3+: [pathogenic] AND [uncertain significance] 



2.5. Class4&5: [pathogenic OR likely pathogenic] 

2.6. Class Unknown: No Information in clinvar 

3. Third stage filtering was based on predictions from 9 selected in silico tools for 

pathogenicity prediction. These tools were used in following three different ways to make 

filters. 

3.1. In step3.1, filters were made based on predictions from seven of these nine tools 

i.e., REVEL, CADD, BayesDel, ClinPred, M-CAP, MetaSVM and VEST4. These 

tools were used for predicting effects of missense, nonsense and start-loss related 

variants. Combinatorial approach was used to test the filter effects ahead of 

applying the filters, where all possible combinations of these seven tools with 

different rank-score cut-offs were tested on this filtration step. Output of this 

analysis is provided as supplementary document (See supplementary table S4). 

Filters selected among those are described below. 

3.1.1. Filter for Class3+: Variants with rank-score higher than or equal to 0.8 in at 

least one of these seven tools. 

3.1.2.   Filter for Class3: (Variants with rank-score higher than or equal to 0.99 in at 

least one of these seven tools) AND (Variants with rank-score higher than or 

equal to 0.8 in at least six on these seven tools). 

3.1.3. Filter for ClassUnknown: (Variants with rank-score higher than or equal to 0.99 

in at least two of these seven tools) AND (Variants with rank-score higher than 

or equal to 0.8 in all of these seven tools). 

3.2. In step3.2, filtering was done to detect variants without any score or prediction in 

any of these following eight of these nine tools i.e., REVEL, CADD, BayesDel, 

ClinPred, M-CAP, MetaSVM, VEST4 and Loftee. 

3.3. In step3.3, filtering was done to detect splicing-alteration and frameshift related 

variants. 

3.3.1. Filter for splicing-alteration: Variants with delta-score higher than or equal to 

0.9 for any of four changes (i.e., acceptor-gain, acceptor-loss, donor-gain and 

donor-loss) and high confidence for loss-of-function from Loftee tool based 

annotation. 

3.3.2. Filter for frameshift variant: variants with consequence for frameshift and high 

confidence for loss-of-function from Loftee tool based annotation. 

 

 



 

 

 

References: 

1.  Karczewski KJ, Francioli LC, Tiao G, Cummings BB, Alföldi J, Wang Q, et al. The 

mutational constraint spectrum quantified from variation in 141,456 humans. Nat 2020 

5817809. 2020 May;581(7809):434–43.  

2.  Landrum MJ, Lee JM, Benson M, Brown GR, Chao C, Chitipiralla S, et al. ClinVar: 

improving access to variant interpretations and supporting evidence. Nucleic Acids 

Res. 2018 Jan;46(D1):D1062–7.  

3.  Ioannidis NM, Rothstein JH, Pejaver V, Middha S, McDonnell SK, Baheti S, et al. 

REVEL: An Ensemble Method for Predicting the Pathogenicity of Rare Missense 

Variants. Am J Hum Genet. 2016 Oct;99(4):877–85.  

4.  Rentzsch P, Witten D, Cooper GM, Shendure J, Kircher M. CADD: predicting the 

deleteriousness of variants throughout the human genome. Nucleic Acids Res. 2019 

Jan;47(D1):D886–94.  

5.  Alirezaie N, Kernohan KD, Hartley T, Majewski J, Hocking TD. ClinPred: Prediction 

Tool to Identify Disease-Relevant Nonsynonymous Single-Nucleotide Variants. Am J 

Hum Genet. 2018 Oct;103(4):474–83.  

6.  Jagadeesh KA, Wenger AM, Berger MJ, Guturu H, Stenson PD, Cooper DN, et al. M-

CAP eliminates a majority of variants of uncertain significance in clinical exomes at 

high sensitivity. Nat Genet. 2016;48(12):1581–6.  

7.  Madej T, Lanczycki CJ, Zhang D, Thiessen PA, Geer RC, Marchler-Bauer A, et al. 

MMDB and VAST+: tracking structural similarities between macromolecular 

complexes. Nucleic Acids Res. 2014 Jan;42(D1):D297–303.  

8.  Kim S, Jhong J-H, Lee J, Koo J-Y. Meta-analytic support vector machine for 

integrating multiple omics data. BioData Min. 2017;10(1):2.  

9.  Feng B-J. PERCH: A Unified Framework for Disease Gene Prioritization. Hum Mutat. 

2017 Mar;38(3):243–51.  

10.  Jaganathan K, Kyriazopoulou Panagiotopoulou S, McRae JF, Darbandi SF, Knowles 

D, Li YI, et al. Predicting Splicing from Primary Sequence with Deep Learning. Cell. 

2019 Jan;176(3):535-548.e24.  

11.  Anderson D, Lassmann T. An expanded phenotype centric benchmark of variant 

prioritisation tools. Hum Mutat. 2022 Feb;n/a(n/a).  



12.  Borges P, Pasqualim G, Matte U. Which Is the Best In Silico Program for the Missense 

Variations in IDUA Gene? A Comparison of 33 Programs Plus a Conservation Score 

and Evaluation of 586 Missense Variants    [Internet]. Vol. 8, Frontiers in Molecular 

Biosciences  . 2021.  

13.  Gunning AC, Fryer V, Fasham J, Crosby AH, Ellard S, Baple EL, et al. Assessing 

performance of pathogenicity predictors using clinically relevant variant datasets. J 

Med Genet. 2021 Aug;58(8):547 LP – 555.  

 



Table S1: List of 38 genes and their roles in Cancer (as per COSMIC, OncoKB, and TSGene 
databases) 

Gene Role in Cancer  Database 

BRCA2 TSG cosmic; OncoKB; TSG-db 

BRD3 oncogene; fusion; In Sanger Cancer Gene Census cosmic; OncoKB 

CACNA1D oncogene; In Sanger Cancer Gene Census cosmic; OncoKB 

CD36 In cancer panels (FOUNDATION ONE HEME) OncoKB 

CFTR TSG TSG-db 

COL1A1 fusion; In cancer panels (FOUNDATION ONE HEME) cosmic; OncoKB 

DDX4 Oncogene OncoKB 

DNMT3A TSG cosmic; OncoKB; TSG-db 

EPHA2 TSG TSG-db 

ERCC2 TSG cosmic; OncoKB 

FANCD2 TSG cosmic; OncoKB 

FOXP1 oncogene; fusion; TSG cosmic; OncoKB; TSG-db 

GUCY2C TSG TSG-db 

IL17RD TSG TSG-db 

LRP5 oncogene; TSG OncoKB 

MERTK In cancer panels (FOUNDATION ONE) OncoKB 

MLH1 TSG cosmic; OncoKB; TSG-db 

MME TSG TSG-db 

MSH2 TSG cosmic; OncoKB; TSG-db 

MSH6 TSG cosmic; OncoKB 

NOD1 In cancer panels (FOUNDATION ONE HEME) OncoKB 

PABPC1 oncogene; TSG cosmic 

PANX2 TSG TSG-db 

PKD1 TSG TSG-db 

PMS2 TSG cosmic; OncoKB 

POLG TSG; Cancer gene (OncoKB assigned) cosmic; OncoKB 

PTCH1 TSG cosmic; OncoKB; TSG-db 

RBBP8 TSG TSG-db 

RND3 TSG TSG-db 

SDHA TSG cosmic; OncoKB; TSG-db 

SLC34A2 TSG; fusion; In cancer panels (FOUNDATION ONE) cosmic; OncoKB 

SOX10 In cancer panels (FOUNDATION ONE HEME) OncoKB 

SYNM TSG TSG-db 

TYK2 Oncogene OncoKB 

TYRO3 In cancer panels (FOUNDATION ONE) OncoKB 

UPF1 In cancer panels (MSK-IMPACT;MSK-HEME) OncoKB 

WNT7A TSG TSG-db 

ZBTB7C TSG TSG-db 

 

 



 

Table S2: The list of detected CNVs. 
Sample ID Gene: exon Genomic position CNV Type 
 S.01 RB1: exon6 chr13:48923092-48923159 Deletion 
 S.03 BARD1: exon5 chr2:215633956-215634036 Duplication 
 S.14 BLM: whole gene chr15:91290623-91358509 Duplication 
 S.19 POLE: exon12 chr12:133251984-133252103 Duplication 
 S.34 PTCH2: exon22 chr1:45288087-45288341 Duplication 

 

Table S3: Number of variants passing different combinations filters based on rank-scores of 7 in 
silico tools (CADD, ClinPred, M-CAP, BayesDel-addAF, MetaSVM, REVEL, VEST4) 

Class4-5 
Total: 68 (91) 

Number of variants (and associated genes) passing filter: [rank-score>=Cutoff in at least N of 7 meta-tools] 
N=1 N=2 N=3 N=4 N=5 N=6 N=7 

Cutoff>=0.8 49 (46) 45 (43) 32 (31) 24 (23) 14 (14) 8 (8) 4 (4) 
Cutoff>=0.85 46 (45) 39 (38) 28 (28) 14 (14) 9 (9) 4 (4) 3 (3) 
Cutoff>=0.9 41 (40) 33 (32) 18 (17) 10 (10) 5 (5) 3 (3) 0 
Cutoff>=0.95 34 (33) 20 (20) 12 (12) 7 (7) 2 (2) 1 (1) 0 
Cutoff>=0.99 12 (11) 3 (3) 2 (2) 0 0 0 0 
Class3+ 
Total: 41 (37) 

Number of variants (and associated genes) passing filter: [rank-score>=Cutoff in at least N of 7 meta-tools] 
N=1 N=2 N=3 N=4 N=5 N=6 N=7 

Cutoff>=0.8 22 (21) 20 (19) 15 (14) 14 (13) 9 (8) 4 (4) 1 (1) 
Cutoff>=0.85 21 (20) 18 (17) 14 (13) 9 (8) 4 (4) 2 (2) 0 
Cutoff>=0.9 18 (17) 13 (12) 9 (8) 6 (6) 1 (1) 0 0 
Cutoff>=0.95 14 (13) 10 (9) 4 (3) 1 (1) 0 0 0 
Cutoff>=0.99 10 (9) 4 (4) 0 0 0 0 0 
Class3 
Total: 752 (849) 

Number of variants (and associated genes) passing filter: [rank-score>=Cutoff in at least N of 7 meta-tools] 
N=1 N=2 N=3 N=4 N=5 N=6 N=7 

Cutoff>=0.8 258 (224) 162 (143) 104 (98) 64 (61) 31 (31) 13 (13) 3 (3) 
Cutoff>=0.85 210 (186 ) 111 (101) 63 (61) 34 (34) 13 (13) 4 (4) 1 (1) 
Cutoff>=0.9 143 (133) 68 (67) 35 (36) 8 (8) 2 (2) 0 0 
Cutoff>=0.95 85 (82) 29 (30) 11 (12) 1 (1) 0 0 0 
Cutoff>=0.99 14 (14) 1 (1) 0 0 0 0 0 
ClassUNKNOWN 
Total: 20541 (14043) 

Number of variants (and associated genes) passing filter: [rank-score>=Cutoff in at least N of 7 meta-tools] 
N=1 N=2 N=3 N=4 N=5 N=6 N=7 

Cutoff>=0.8 2547 (2120) 1503 (1289) 886 (773) 520 (480) 305 (291) 151 (151) 72 (70) 
Cutoff>=0.85 2037 (1707) 1057 (917) 561 (510) 307 (294) 158 (158) 85 (87) 26 (26) 
Cutoff>=0.9 1447 (1235) 636 (570) 293 (276) 142 (141) 67 (69) 34 (35) 6 (6) 
Cutoff>=0.95 769 (688) 240 (225) 89 (89) 27 (27) 15 (15) 1 (1) 0 
Cutoff>=0.99 165 (155) 20 (20) 1 (1) 0 0 0 0 
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