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Preface

This thesis is a product of my work as a PhD candidate at the Department of Ma-
terials Science and Engineering at the Norwegian University of Science and Tech-
nology (NTNU) from 2019 to 2023. My work was funded by ENERSENSE (grant
68024013) in a joint cooperation between the Department of Materials Science
and Engineering, and the Department of Energy and Process Technology both at
NTNU.

The thesis is built around our published works which are presented in chronolo-
gical order after date of publication in Chapter 4-7. Relevant theory and method-
ology are provided in Chapter 2 and 3, respectively. Findings from our publica-
tions are also discussed in conjunction with each other in Chapter 8, and the main
conclusions are presented in Chapter 9. My contributions to the research articles
presented in this thesis are summarized below:

Two Routes for Sonochemical Synthesis of Pt-nanoparticles with a Narrow Size
Distribution: After having performed countless dosimetry experiments under dif-
ferent ultrasound parameters I wondered whether two completely different ultra-
sound setups could be tuned to exhibit the same radical generation. This sparked
the idea of finding out if the same nanoparticle properties could be achieved as long
as the radical generation rate was controlled. A 20 kHz probe sonicator and a 408
kHz plate sonicator system were therefore chosen as they represent two completely
different ultrasound setups. Following the initial idea, I conducted all experiments,
performed the necessary analysis, and wrote the article. My supervisors provided
insight into the interpretation of the results on a weekly basis and contributed to
the editing of the manuscript.

Frequency Controlled Agglomeration of Pt-Nanoparticles in Sonochemical Syn-
htesis: Inspired by the frequency work on gold nanoparticles by Okitsu et al.

iii



iv

[1], I wanted to investigate the proposed ideal frequency range for sonochem-
ical synthesis of Pt-nanoparticles. I conducted all experiments myself, except for
the TEM-imaging which was performed by Inger-Emma Nylund. I analyzed and
wrote the manuscript myself. My supervisors provided insight into the interpret-
ation of the results on a weekly basis and contributed to the editing of the manu-
script.

Sonochemical Synthesis of Cu@Pt Bimetallic Nanoparticles: Following the sim-
ilar electrochemical performance displayed by the Pt-nanoparticles in our previous
article, I wanted to explore whether a core-shell structure could increase the mass
activity. I therefore put out an advertisement for a master student project to figure
out if a core-shell structure was achievable using the sonochemical method. All
experiments were therefore performed by my master student, Daniel Ø. Fakhri.
In close collaboration with Daniel, I analyzed and interpreted the results. I also
wrote the manuscript. My supervisors provided insight into the interpretation of
the results on a weekly basis and contributed to the editing of the manuscript.

Optimum Scavenger Concentrations for Sonochemical Nanoparticle Synthesis:
Suspected formation of H2O2 in our previous work led me to believe that for a
certain scavenger concentration, all primary radicals will be scavenged and no
H2O2 will be formed. Upon discovering this, I suspected that we could correl-
ate the concentration at which complete scavenging occurs to the reduction rate
of Ag(I) to Ag-nanoparticles which is what this work demonstrates in detail for
several different alcohols. I conducted all experiments myself, and also analyzed
all data and wrote the manuscript myself. My supervisors provided insight into the
interpretation of the results on a weekly basis and contributed to the editing of the
manuscript. I regard this as my best work so far.
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Summary

Green hydrogen represents an environmentally friendly alternative to fossil fuels as
an energy carrier in many different energy-demanding industries. However, com-
mercialized electrochemical conversion devices utilizing hydrogen are expensive
mostly due to the use of noble metals such as platinum and iridium in the catalyst
layer. To make these devices a viable alternative to fossil fuels, the catalyst per-
formance needs to be increased while also reducing the amount of noble metals.
Large scale production with a high degree of reproducibility is also desired when
trying to reduce the cost. In order to achieve this, new nanoparticle synthesis meth-
ods must be developed. The current synthesis routes are typically based on batch
processes which are difficult to control. They also utilize harmful chemicals which
can be a hazard to the chemist and the environment alike. Replacing these with
a continuous synthesis process where every parameter is easily controlled could
therefore contribute to making hydrogen a viable energy carrier.

The main objective of this thesis work was to develop the sonochemical synthesis
method for the production of electrocatalysts in water electrolyzers and fuel cells.
The focus has been on improving the slow rate of catalyst production through
systematic investigations of different ultrasound parameters like the ultrasonic fre-
quency and radical scavenger composition. Different material systems including
platinum-, copper-, and silver-nanoparticles have also been synthesized with the
sonochemical method to evaluate how versatile this method is.

The rate of catalyst production has been monitored through UV-visible spectro-
scopy with various colorimetric techniques. Direct UV-vis measurements of the
nanoparticle colloidal solution were performed to assess the development of the
nanoparticle colloidal solutions. This was more relevant when monitoring silver
and copper due to their pronounced localized surface plasmon resonance peaks.

vii



viii

For platinum, the development of Pt(IV) and Pt(II) were used as a measure of
the catalyst formation rate. This was achieved through colorimetric enhancements
of the Pt(IV) and Pt(II) peaks through the addition of potassium iodide. Rate of
radical formation is closely related to the catalyst production rate which was also
monitored colorimetrically through detection of H2O2 and I3

– .

The performance of the resulting catalysts has mainly been measured by their hy-
drogen evolution reaction activity in acidic solution. This was used to assess the
activity of both Pt-nanoparticles synthesized at different ultrasonic frequencies,
and sonochemically synthesized Cu@Pt-nanoparticles. Corresponding particle
size measurements through electron microscopy and X-ray diffraction have also
been recurring methods for evaluating the effect of changing sonochemical para-
meters. Our measurements revealed that the sonochemical method allows for
very reproducible Pt-nanoparticle sizes and hydrogen evolution performance over
a broad frequency range (20 kHz - 488 kHz), and using a wide selection of acoustic
powers 11.8W - 70.0W.

The choice of radical scavenger and its concentration was found to be one of the
most important parameters in the sonochemical method towards achieving higher
reduction rates. A scavenger concentration equivalent to complete bubble cover-
age leads to the highest reduction rates for reactions driven by secondary radicals.
These include the reduction of Pt(II) and Ag(I) to their respective metal nano-
particles. However, with appropriate choice of scavenger (ethylene glycol), pyro-
lytic decomposition is also able to drive the reduction of Ag(I) to Ag-nanoparticles.
For reactions where pyrolytic decomposition products are also contributing (Pt(IV),
Pd(II) and Au(III)), the optimal scavenger concentration is increased by an order
of magnitude towards higher concentrations.

From this work we have found that the sonochemical synthesis method is very well
suited for producing Pt-nanoparticles for electrocatalytic purposes. The reprodu-
cibility is good, the size range and size distribution attainable by the sonochemical
method are within the optimal range for Pt-electrocatalysts, and there is a signi-
ficant potential for scaling up the sonochemical synthesis method. There is some
concern related to the versatility of this method as the first row transition metals
are either impossible to synthesize or impractically slow. Continued pursuit of the
electron transfer behaviour between secondary radicals and transition metal ions
are therefore necessary in order to explain why some transition metals are reduced
more easily than others with the sonochemical method. Perhaps identifying these
mechanisms also allows for new ways of bypassing them. Developing larger scale
reactors to study the scale-up potential of the sonochemical method is also a highly
important area of research if the sonochemical method is to be applicable on an in-
dustrial scale.
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Chapter 1

Introduction

1.1 Background and Motivation
Following the signing of the Paris agreement in 2015, 196 countries agreed to limit
global warming to less than 2 ◦C above pre-industrial levels [2]. This is a binding
contract for the signatories so they are obliged to limit the emission of green house
gases in an effort to achieve a climate neutral world by 2050. Even though water
vapour is the most abundant green house gas in our atmosphere [3], the increases
in green house gases observed in the past century has primarily come from the
burning of fossil fuel sources such as oil and gas: One of the most prominent
by-products being carbon dioxide (CO2) [4].

Replacing fossil fuels with more sustainable alternatives is a key solution to ful-
filling the terms of the Paris agreement. Electric power generated without the
consumption of fossil fuels appears to be the desired alternative. This is reflected
in the ever increasing number of electric vehicles, transition to electric furnaces in
heavy industry, and electricity-based heating solutions for homes and office build-
ings. The new demand for electric energy from sustainable energy sources requires
massive investments into expanding this type of infrastructure. Solar power plants,
wind turbine parks, and hydroelectric power plants are some examples of renew-
able energy solutions which could lead the way in such a carbon neutral energy
market. However, geographical constraints might limit several of these solutions.
For example, there is limited benefit in building a hydroelectric power plant in a
country without significant elevation like Denmark or the Benelux-countries. Ad-
ditionally, wind- and solar-energy can be harnessed all over the world, though,
some places are more ideal than others. One problem with wind- and solar-energy
is that its energy output is variable over time. It does not necessarily align with the

1



2 Introduction

energy demand. This means that the energy needs to be stored so it can be used at
a time when the demand is higher.

Multiple existing energy storage solutions mostly revolve around storing the en-
ergy as chemical energy. Electrolyzers and batteries are two examples of such
energy storage devices. In an electrolyzer, electric energy is used to produce hy-
drogen gas which can later be used as fuel in a fuel cell to regenerate some of
the electric energy. The energy in this case is stored as hydrogen. Of these two
energy storage solutions, hydrogen most closely resembles the existing solutions
in which a fuel (hydrogen) is added to an energy conversion device (fuel cell).
Hydrogen could therefore fill the role that fossil fuels have today by adopting fuel
cells instead of combustion engines, furnaces, and ovens. Likewise, oil refineries
that produce the fossil fuels today could be replaced by electrolysis plants where
hydrogen is produced instead.

The transition from fossil fuels to hydrogen, although seemingly analogous, re-
quires a lot of modifications to existing infrastructure [5]. Where fossil fuels draw
from the massive oil and gas rigs, hydrogen must be connected to a grid, preferably
supplied by renewable energy sources. To satisfy the energy demand currently ful-
filled by fossil fuels, renewables must be massively upscaled. Where oil can be
stored as a liquid under fairly standard conditions, hydrogen must be stored in
carefully designed tanks either as a liquid at cryogenic temperatures or as a gas
in a high pressure tank [6]. The explosive nature of hydrogen also requires extra
safety precautions. The final obstacle in relation to hydrogen technology is the
conversion process from electricity to hydrogen and from hydrogen to electricity.
In order for this process to proceed at a reasonable rate and with as little loss as
possible, a catalyst is needed. The current top-performing catalysts for electro-
chemical conversion of hydrogen are based on noble metals such as platinum and
iridium [7]. The limited availability of these precious metals and their require-
ment in many technologies has caused their prices to skyrocket. As such, fuel cells
and electrolyzers are by extension also expensive, which is a barrier towards mass
commercialization.

Much work on developing catalysts of other more abundant materials like nickel
or iron has been undertaken [8–10], however, the noble metals still persist in state-
of-the-art fuel cells and electrolyzers [7, 10]. Another strategy to minimize fuel
cell cost is therefore to limit the amount of the noble metals while maintaining, or
even improving the performance. Various solutions such as core-shell structures,
bimetallics, and alloys have been developed in response to this challenge [11–14].
What these solutions have in common is that they try to maximize the number of
active sites on the catalyst surface, which is achievable only when the catalyst size
is reduced to the nano scale. The increased surface to volume ratio displayed by
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nanoparticles allows for more of the atoms to contribute to the activity, since they
are present at the catalyst surface.

Developing methods of large scale nanoparticle production has therefore been of
the utmost importance to produce affordable catalysts for fuel cells and electrolyz-
ers. However, most of the current synthesis methods are batch processes as they
rely on chemical reduction methods [8, 15–17]. Scaling up batch processes is not
very efficient as there will inevitably be considerable down-time while product is
extracted. It also relies on the addition of chemicals that might be environmentally
harmful or pose a danger to the operator by nature of their biproducts. Chemical
reduction also suffers from difficulties in controlling particle sizes as the solution
volume, precursor concentration, and surfactant concentration must be carefully
controlled to achieve the desired particle properties [16]. Variability between syn-
theses is therefore inevitable and leads to differences in performance of the fuel
cells and electrolyzers [18].

An alternative to chemical reduction methods is the sonochemical synthesis method.
It utilizes ultrasonic sound waves to generate reducing agents in situ, which there-
fore allows for continuous production of catalysts [19, 20]. There is also no need
for the addition of harmful chemicals as it is solely driven by electric energy. This
is also an upside since electric energy is the predicted successor to fossil fuels.
The highly tunable ultrasound parameters also provide a high degree of control
over the nucleation and growth processes, which in turn result in monodisperse
nanoparticles [21–23]. An additional effect of the ultrasonic waves is the intense
shock waves generated upon collapse of cavitation bubbles [24, 25]. These en-
sure thorough mixing and dispersion of the catalyst and can impact the degree of
agglomeration of the nanoparticles [23].

The primary challenge with sonochemical synthesis is that it is inherently slow.
The reducing agents are generated at a rate of 10-20 µmol dm−3min−1 [26–30].
It therefore remains unclear whether the sonochemical synthesis method is feasible
for large scale processes. Some promising initial works do suggest that increasing
the reactor height increases the number of radicals being produced, and that the
continuous operation of a sonochemical reactor makes it well suited for continu-
ous catalyst production [31, 32]. One of the drawbacks for chemical reduction
methods is that it can be difficult to predict how changes in one experimental para-
meter may affect the resulting particle properties [16]. This means that scaling up
the synthesis becomes unpredictable. If the sonochemical method allows for re-
producible particle properties when experimental parameters are changed, it may
therefore also retain its particle properties when the method is scaled up as well.

There is also uncertainty connected to exactly how the sonochemical reactions un-
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fold. Specifically, how radical scavengers interact with cavitation bubbles and how
the resulting secondary radical is transferred to the target species. These know-
ledge gaps become apparent when comparing the sonochemical synthesis of gold
and rhodium nanoparticles in the work of Okitsu et al. [26]. They observed that
Au-nanoparticles are readily formed with almost any radical scavenger, while Rh-
nanoparticles are only formed when sodium formate is used as the scavenger. The
choice of scavenger is further complicated with the scavenger efficiency being re-
lated to how hydrophobic the scavenger is [33, 34]. Also, not all secondary radic-
als formed from scavenging are able to donate electrons to the target species which
puts additional restrictions on the choice of scavenger [35]. In order to optimize
the transfer of primary radicals to the target species it is therefore paramount to
choose the right scavenger. But what about the scavenger concentration? Is there
an optimum scavenger concentration for nanoparticle synthesis? Can it be used in
excess? Answering these questions will provide much needed information as to
how the sonochemical reduction process unfolds.

The choice of scavenger is not the only ultrasound parameter which affects the
sonochemical synthesis method; the ultrasonic frequency [1], saturating gas [36],
acoustic power [32], and bulk temperature [37] all contribute to the number of rad-
icals formed during bubble collapse. The ultrasonic frequency is one of the most
studied ultrasound parameters, and much of the focus has been on identifying the
optimum frequency for radical formation [1, 38–40]. The ultrasonic frequency not
only affects the radical formation, but also the acoustic streaming and mechanical
effects of ultrasound. All these effects are relevant in nanoparticle synthesis as they
directly influence the nucleation and growth as well as any agglomeration beha-
viour during synthesis. The mechanical effects are expected to diminish in strength
for higher ultrasonic frequencies, while the sonochemical radical formation is ex-
pected to reach a maximum at higher ultrasonic frequencies. A suitable ultrasonic
frequency range for achieving reproducible nanoparticles therefore needs to take
into account the mechanical effects and sonochemical effects.

1.2 Aim of Thesis
In this thesis the sonochemical method has been explored as an alternative method
for metal nanoparticle synthesis, relevant for fuel cells and electrolyzers. The
aforementioned challenges with the sonochemical synthesis method related to use
of radical scavengers, scale up potential and versatility has been studied in the con-
text of the sonochemical synthesis of platinum nanoparticles. Alternative catalyst
materials, Ni, Fe, Au, Ir, Ag, Cu and Cu@Pt has also been investigated to some
extent. UV-visible spectroscopy plays a central role in this thesis work. It has
been used to monitor radical formation rates and reduction rates. Physical char-
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acterization of the resulting nanoparticles by X-ray diffraction as well as electron
microscopy are also heavily utilized to determine the physical properties of the
catalysts. Catalytic activity of the catalysts towards hydrogen evolution was used
to evaluate the electrocatalytic performance of some of the catalysts.

1.3 Outline of the Thesis
The thesis is built around a series of research articles which have already been pub-
lished. A comprehensive literature and methodology section has been included to
provide some background information for the research articles. Some informa-
tion may therefore be presented multiple times. I believe this results in a better
reading experience of the thesis as the alternative would be that key information is
"saved" until it is presented in the relevant research articles. For the inexperienced
sonochemist it would also provide for a much easier introduction to the field of
sonochemistry than having the information presented in an otherwise unorganized
manner.

Chapter 1 provides a brief introduction of the thesis and how sonochemistry can be
used to synthesize electrocatalysts for electrochemical energy conversion devices.
It also provides a motivation of the work as well as some of the main objectives
that have been addressed through this research.

Chapter 2 describes the underlying theory related to acoustics before diving deeper
into ultrasound and sonochemistry. It provides all the information necessary to
understand the interactions between acoustic waves and aqueous media and how
the sonochemical effects arise, how they can be controlled, and its application
as a synthesis route. Current development in the field of sonochemistry is also
discussed. Lastly, relevant information on electrocatalysis is presented.

Chapter 3 deals with the methodology that has been used in this work. The chapter
is divided into three sections: physical characterization, electrochemical charac-
terization, and ultrasound characterization. All sections present the characteriza-
tion techniques used in this work, their working principle, any relevant theoretical
background, how measurements are conducted in practice, and how the results are
interpreted. Specific configurations and experimental parameters are presented in
the experimental section in each separate article.

Chapters 4-7 consist of a collection of research articles presented in chronolo-
gical order after date of publication. The first article in Chapter 4 is entitled "Two
Routes for Sonochemical Synthesis of Pt-Nanoparticles with a Narrow Size Dis-
tribution" and was published in Materials Advances [21]. It demonstrates how
two completely different ultrasound configurations can be adjusted to exhibit a
similar radical generation rate, which in turn results in similar particle sizes for
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Pt-nanoparticles. It also shows how heterogeneous nucleation affects the rate of
reaction in a sonochemical environment, and why low frequency ultrasound should
not be used to disperse particle solutions directly.

The second article in Chapter 5 is concerned with the frequency effects of ultra-
sound on Pt-nanoparticles and is entitled "Frequency Controlled Agglomeration of
Pt-Nanoparticles in Sonochemical Synthesis". This work was published in Ultra-
sonics Sonochemistry [23]. It demonstrates how the choice of ultrasonic frequency
can affect the agglomeration behaviour of Pt-nanoparticles.

The third article in Chapter 6 is entitled "Sonochemical Synthesis of Cu@Pt Bi-
metallic Nanoparticles" and was published in Molecules [13]. It describes that
core-shell or bimetallic systems are indeed achievable through the sonochemical
method, and that the resulting catalysts have a substantial increase in mass activity
compared to Pt on its own.

The fourth article presented in Chapter 7 is concerned with how the scavenger
concentration can be optimized for sonochemical nanoparticle synthesis. Choice
of scavenger and the underlying mechanisms related to the scavenger process is
also explained in detail. The article is entitled "Optimum Scavenger Concentration
for Sonochemical Nanoparticle Synthesis" and was published in Scientific Reports
[41].

Chapter 8 provides a discussion of the aforementioned articles where the findings
are related to each other. Details on how findings in the most recent articles fits
with the earlier work will also be discussed. A discussion regarding the contribu-
tions to the field and its possible implications for other sonochemist is also briefly
touched upon. The suitability of the sonochemical method as a synthesis method
for electrocatalysts is also discussed.

Chapter 9 summarizes the main conclusions from the thesis and the published
works. It also provides details regarding ideas for further work in the field of
sonochemistry as well as some reflections on which ultrasound parameters will be
important for large scale applications.



Chapter 2

Theory

2.1 Acoustics
From the low frequency acoustic waves displayed by singing whales to the ultra-
sonic waves used by bats to navigate, nature spans quite a broad range when it
comes to the utilization of acoustics. Predators and prey alike rely on excellent
perception of sound to stay alive. This is reflected in the way some species have
evolved to perceive sounds that give them an advantage. This is also true for hu-
mans, which perhaps have gone further with acoustics than any other species. Our
need for communication has resulted in the development of long distance commu-
nication infrastructure (Figure 2.1) starting with the development of the telegraph
in late 1700s [42]. This evolved into the telephone in 1876 [42], before expand-
ing into the hitherto unexplored territory of radio waves. Soon other frequencies
beyond our audible range were utilized for more than communication. Radar and
sonar technology were developed to map the skies and the oceans. Not even ce-
lestial bodies were beyond the reach of radio waves with the invention of radio
telescopes. Acoustics have therefore been a tremendous driving force for our tech-
nological development and will certainly still be important going forward as well.

7



8 Theory

Figure 2.1: Development of communication infrastructure from wired transmission to
utilization of radio waves.

Acoustic waves are generated through vibrations. Humans speak through vibra-
tions of their vocal cords. A loudspeaker generates sound by way of making a
magnet vibrate. And musical instruments like a guitar generates sound with har-
monic oscillations in the instrument [43]. In short, an acoustic wave can be de-
scribed as a periodic oscillation in a given medium. A wave (u) at a specific point
in space (x) and time (t) is therefore given as

u(x, t) = A sin

(
2πx

λ
− 2πft+ φ

)
(2.1)

where A is the amplitude, λ is the wavelength, f is the frequency, and φ is the
phase. An example of a sinusoidal wave is provided in Figure 2.2 to illustrate the
physical interpretation of the different variables. The frequency is related to the
wavelength by the dispersion relation

v = λf (2.2)

where v is the velocity of the wave [44, p. 29].
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Figure 2.2: Two sinusoidal waves where the amplitude (A), wavelength (λ), and phase
shift (φ) have been marked.

2.1.1 Frequency of Acoustic Waves

The frequency of an acoustic wave is determined by the frequency of the vibra-
tions. In a loud speaker, the magnet moves back and forth with a frequency de-
termined by the electrical signal. For a musical instrument, however, there is a
set of fixed frequencies determined by the resonance frequencies of the instru-
ment [43]. The resonance frequency is the frequency that will produce the greatest
amplitude when the system is driven by an external force [45]. The system will
also continue to oscillate at this frequency when the external force is not acting
on it anymore. The resonance frequency (ωr) is determined by the mass (m) and
stiffness (k) of the oscillating system [46, p. 463].

ωr =

√
k

m
(2.3)

As such, a heavier system will display a lower resonance frequency than a lighter
system. The guitar is an excellent example of how both mass and stiffness affect
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the resonance frequency. The strings which produce the highest frequencies are
both the thinnest (lightest), and are more tightly strung (more stiff). The strings
producing a lower frequency are thicker (heavier) and are more loosely strung (less
stiff) [43].

2.1.2 Propagation of Acoustic Waves

All acoustic waves in gases and liquids move longitudinally contrary to electro-
magnetic waves which are transversal [44, p. 25]. The waves move through com-
pression and rarefaction of the medium. During the compression phase a max-
imum inward pressure is exerted on the medium. For the rarefaction phase, a max-
imum outward pressure is exerted on the medium. These phases are illustrated as
alternating dark and light parts in Figure 2.3.

Figure 2.3: Longitudinal wave emitted from a point source in the center. The white areas
illustrate the rarefaction process where there is a low pressure and therefore a lower density
of the propagation medium. The darker blue areas illustrate the compression process where
the pressure and density of the propagation medium is higher.

The stiffness and density of the medium itself is crucial to the propagation of
acoustic waves. In fact, the speed of sound (v) in a gas or liquid can be expressed
as

v =

√
Ks

ρ
(2.4)
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where Ks is the stiffness coefficient of the medium, and ρ is the density of the
medium [44, p. 32]. A dense, non-viscous medium will therefore reduce the speed
of sound. In deionized water the speed of sound is 1482m s−1 at 20 ◦C [47]. The
speed of sound in most alcohols typically ranges from 1100-1300m s−1[47]. For
ethylene glycol it is 1660m s−1 [47].

Most real world sources of sound create a multidirectional wave, which means
that it moves equally in all directions as illustrated in Figure 2.3. As a result, the
sound intensity drops off following the inverse square of the distance between the
sound source and receiver [44, p. 45]. A plane wave, on the other hand, will not be
attenuated in the same way and will propagate with undiminished intensity apart
from the sound absorption from the medium itself [44, p. 594]. However, it is not
possible to create a perfect plane wave as it would require an infinitely large planar
sound source. Approximations of plane waves, on the other hand, can be made if
the sound source is a large planar surface and the distance from the sound source
is short.

Sound absorption is entirely dependent on the absorption coefficient of the me-
dium and can be described in the same way as light absorption. However, sound
intensity is usually measured in decibel (dB) while light absorption is measured in
absorbance [44, p. 594].

dB = 10 log

(
A

A0

)
= αx (2.5)

In this expression A is the amplitude of the sound wave, A0 is the initial amplitude,
x is the distance from the sound source, and α is the attenuation coefficient. The
attenuation coefficient can be determined from the viscosity (µ), density (ρ), speed
of sound (v) in the medium, and the frequency (f ) of the acoustic wave [48].

α =
2µ(2πf)2

3ρv3
(2.6)

Considering the viscosity (µ = 10−3 Pa s) [49], density (ρ = 997 kgm−3 [50],
and speed of sound (v = 1482m s−1) in water [47], the attenuation coefficient
is estimated to be 8 × 10−5 cm−1MHz−2. Frequencies in the sub MHz range
propagating on the centimeter scale through aqueous solutions can therefore be
assumed to be undiminished in intensity for all practical purposes.
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2.1.3 Reflection of Acoustic Waves

Another important aspect to consider for acoustic waves is reflection phenomena.
Reflection of sound waves follows the same reflection rules as electromagnetic
waves [51]. The wave is reflected with the same angle as the incident wave [44,
pp. 120–121]. In addition to reflection, some portion of the sound wave may be
transmitted upon interacting with the reflective boundary. The ratio of the reflected
wave (R) to the transmitted wave is determined by how similar the media are in
terms of their density (ρ) and speed of sound (v) [51][44, pp. 124, 152]. This is
referred to as the impedance mismatch.

R =

(
ρ2v2 − ρ1v1
ρ1v1 + ρ2v2

)2

(2.7)

The speed of sound in a medium is determined by its density and stiffness follow-
ing equation 2.4. Two mediums with similar density and stiffness would therefore
give favourable transmission of the acoustic wave. For two mediums with very
different density and stiffness, there will be very little transmission, and most of
the wave will be reflected. In the specific example where an acoustic wave is re-
flected off a water-air interface, the impedance mismatch would be substantial [44,
pp. 153–154]. The density of air is 1.204 kgm−3 [52] whereas the density of wa-
ter is 997 kgm−3 [50]. As for the speed of sound, it is 1482m s−1 for water and
343m s−1 for air [47]. This gives a value of R=0.9988. Most of the acoustic wave
would therefore be reflected at the air-water interface. This means that you would
not be able to eavesdrop on a conversation taking place on dry land if you are
submerged under water yourself. As for the transmission of acoustic waves from
water into pyrex glass (v = 5640m s−1 [53], ρ ≈ 2210 kgm−3 [54]), the value of
R = 0.62. A majority of the acoustic wave is therefore also reflected off the glass,
but some will be transmitted as well.

2.1.4 Standing Waves

When both ends of a wave are fixed, a phenomenon referred to as a standing wave
can occur [55]. This happens when a wave is generated from a fixed source, and is
reflected off a fixed perpendicular interface as illustrated in Figure 2.4.

As such, the forward wave and the reflected wave will interfere with each other
generating a stationary or standing wave [55]. This can be described by adding
two waves with opposite propagation direction and equal amplitude.

u(x, t) = 2A sin

(
2πx

λ

)
cos (2πft) (2.8)
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Nodes

Nodes

AntinodesAntinodes

Figure 2.4: Standing wave between two fixed boundaries. Nodes and antinodes are high-
lighted with red filled circles.

From this equation several observations can be made. At positions equal to 1
2nλ

the amplitude of the wave is zero at all times. These positions are referred to as
nodes [55]. For positions equal to 1

4(2n−1)λ, the sine term is alternating between
1 and -1. These positions are referred to as antinodes, and their amplitude will
oscillate with time following the cosine term in equation 2.8 [55]. For times equal
to 1

2n
1
f the cosine term is either 1 or -1. At these times the antinodes will have an

amplitude equal to 2A or -2A which are the maximum amplitudes. The antinodes
therefore alternate between 2A and -2A, while the nodes remain constant at zero.

If significant attenuation of the standing wave occurs between its two boundaries,
the standing wave field is broken close to the source of the wave. If the amplitude
of two opposing waves differ the higher amplitude wave will start to dominate and
a travelling wave field in the forward direction will be the result of the superpos-
ition of the two waves. This effect is greater near the source as this is where the
loss in amplitude between the forward wave and the reflected wave is the highest
[31]. Closer to the reflective boundary the forward wave and the reflected wave are
much more similar which means that the conditions for a standing wave are more
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easily achieved [31]. This is illustrated in Figure 2.5. The result of significant
attenuation in the wave amplitude is therefore a travelling wave field close to the
source, and a standing wave field close to the reflective boundary.

Standing Wave

Travelling Wave

Figure 2.5: Standing wave between two fixed boundaries under constant wave attenuation.
The forward wave (red) and the reflected wave (blue) have similar amplitudes near the
reflector which produces a standing wave field. Closer to the source, the forward wave
dominates and as such a travelling wave is formed.

An example of a standing wave field is found when acoustic waves propagating
in water are reflected off the water-air-interface. The large difference in imped-
ance between water and air as discussed in the previous section provides excellent
reflection off this interface, and the low attenuation coefficient of water also pre-
vents significant decrease in the amplitude of the acoustic wave. However, other
loss mechanisms connected to cavitation phenomena may lead to a diminished
intensity [31].
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2.2 Ultrasound
Another class of acoustic waves which emerged in the 20. century was ultrasonic
waves. These acoustic waves are characterized by frequencies above 20 kHz and
are therefore beyond human hearing [56, p. 21]. Animals such as bats and dol-
phins, however, have long utilized ultrasound for navigation purposes. It was first
utilized by humans with the invention of sonar technology and is based on the same
working principles as these animals take advantage of [57]. Ultrasonic waves have
also been utilized for medical purposes as a diagnostic tool to examine internal
parts of the body. The small scales on which the ultrasonic waves travel inside
the body along with the need for high resolution imaging makes high frequencies
ideal for these medical applications. That is also why the frequency range above
5MHz is often referred to as diagnostic ultrasound [56, p. 21].

Ultrasound has also found its way to numerous engineering applications. This
includes nanomaterial synthesis, chemical processing, waste removal, welding,
and cleaning to name a few [56, p. 23]. These applications typically make use
of the high powers generated by ultrasonic waves in the frequency range between
20 kHz and 2MHz [56, p. 21]. It is therefore referred to as power ultrasound.
In addition to its many applications, ultrasound has also proven to be an unwanted
side effect in certain applications. The most well known example is that of rotating
propellers in naval vessels. If the rotation of the propellers reaches a frequency
between 20 kHz and 100 kHz, the resulting ultrasonic wave will lead to cavitation
at the propeller surface causing damage to the propeller itself [58]. The same type
of damage is also observed in low frequency ultrasonic horns which frequently
need to be replaced [21].

2.2.1 Ultrasonic Transducers

Ultrasound is generated the same way as any other acoustic wave; through vibra-
tions which induce alternating compression and rarefaction of a specific medium.
However, the generation of ultrasonic waves requires these oscillations to occur
with a frequency above 20 kHz [56, p. 21]. Such fast oscillations can be difficult
to generate mechanically, and would require a lot of energy. Electrical signals
are therefore used to generate the ultrasonic wave as its frequency and amplitude
can be generated easily by a signal generator [59, 60]. The signal is then passed
through a piezoelectric material which converts the electrical signal into a mechan-
ical wave with the same frequency [59–61]. This is called an ultrasonic transducer
[59, 60].

Different types of ultrasonic transducers exist and are used for different purposes.
Horn-type ultrasonic transducers are typically used when low frequencies and high
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powers are needed [56, pp. 23–24]. Homogenization of solutions, ultrasonic clean-
ing or welding are some applications where these conditions are needed, and as
such the horn-type is usually the transducer of choice [59, 60, 62, 63][56, p. 23].
An ultrasonic horn typically consists of a cylinder containing the piezoelectric
transducer connected to a longer piece of corrosion resistant material called the
sonotrode [59]. Examples of such designs are shown in Figure 2.6(a). The trans-
ducer transfers the ultrasonic vibrations to the sonotrode which serves to amplify
the amplitude of the ultrasonic wave [59, 62]. Several designs exist for the sono-
trode to increase the amplitude; tapered, exponential, and stepped. All designs are
based on a decrease in sonotrode cross section which leads to an amplification of
the amplitude [59, 63]. As previously mentioned, horn-type transducers are prone
to erosion from high powers and low frequencies. Sonotrodes consisting of ti-
tanium, vanadium and aluminium alloys or stainless steels are therefore common
due to their excellent mechanical and chemical properties [48, 59, 62, 63]. How-
ever, probe erosion will still happen if the power is sufficiently high [21]. This can
be recognized as small pits on the sonotrode tip. This is shown in Figure 2.6(b).

(a) (b)

Figure 2.6: Example of horn type sonotrodes with different cross sectional area (a), and
how a sonotrode which is damaged by cavitation looks like (b).

For low power ultrasonic cleaning, an ultrasonic cleaning bath is typically used.
These consist of a metal tank where an array of transducers have been mounted be-
neath the bottom of the tank [56, p. 35]. Each transducer transfers its vibrations to
the metal plate making up the bottom of the tank which in turn transfers the ultra-
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sonic waves to the solution [60]. As such there will be zones located directly above
each transducer which have more ultrasonic activity than other parts [60]. This can
often be visualized by using a variety of simple tests including the aluminium foil
test or the ceramic ring test [60]. Such inhomogenities in the ultrasonic field make
ultrasonic baths inherently unreliable for quantitative applications. However, they
are very well suited for simple and rapid routine cleaning processes.

When higher frequencies than 100 kHz are needed, plate transducers are typically
used [48, 60]. Nanomaterial synthesis or other chemical ultrasound processes are
some of the most common applications for these types of transducers [20]. A plate
transducer consists of a single wide transducer connected to an even wider metal
plate [48]. The transducer material is typically a ceramic piezoelectric like lead
zirconate titanate (PZT) [63, 64]. The transducer transfers its vibrations to the
plate which in turn transfers it to the solution [48]. The plate is typically made out
of a highly corrosion resistant stainless steel [48, 59, 62, 63]. An example of a
plate transducer is shown in Figure 2.7(a). It does not have to be as mechanically
stable as a sonotrode due to the higher frequencies and lower powers [60]. Pitting
from erosion rarely happens, but it can occur when operated incorrectly. Examples
of such operation is exceeding the power limit of the transducer or sonication of in-
compatible materials. Figure 2.7(b) shows how a damaged plate transducer might
look like. This was used above the recommended power limit (50 W) in a chlor-
ide rich solution, both of which were discouraged by the manufacturer (Honda
Electronics).

2.2.2 Impedance Matching

To limit the losses when electrical signals are converted into mechanical waves,
it is important that there is no phase shift in the signal across this boundary [64,
65]. A phase shift in the signal occurs if the impedance of the generator and the
transducer is different [64]. The result of such an impedance mismatch is that some
part of the forward wave from the signal generator is reflected instead of being
transmitted to the transducer [64]. The reflected wave is therefore wasted energy,
and can even contribute to damages in the transducer and the signal generator [64].

A signal generator typically operates at 50Ω, while the impedance of the trans-
ducer is frequency dependent and can range from 10Ω to 400Ω [65, 66]. The
lowest impedance of the transducer is achieved at its resonance frequency [61, 64–
66]. An ultrasonic transducer should therefore always be operated at or close to
its resonance frequency [61, 65, 66]. From equation 2.3 we can see that the res-
onance frequency of a material is determined by its stiffness and mass. A heavier
transducer would therefore have a lower resonance frequency. The impedance at
the resonance frequency typically increases with the thickness of the transducer.
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(a) (b)

Figure 2.7: Image of a plate transducer (a) and a plate transducer exhibiting signs of
pitting and erosion (b). The damages are clear from the circular holes in the plate and the
folds in the surface. This particular plate was ruined by sonication of an acidic solution
with a high chloride concentration. The material is not compatible with high chloride
concentrations.

Switching between transducers with different resonance frequencies will therefore
also change the degree of impedance mismatch. The ultrasonic amplitude of the
resulting ultrasonic wave will therefore not necessarily be the same for two differ-
ent transducers. This is a major problem when comparing transducers and could
easily result in incorrect conclusions if one is not aware of the impedance mis-
match.

To make sure there is no mismatch between the signal generator and the trans-
ducer, an impedance matching circuit can be introduced between the signal gen-
erator and the transducer [64–66]. A schematic circuit diagram of an impedance
matching unit is provided in Figure 2.8. This piece of circuitry serves to change
the impedance of the electrical signal (ZS) to match that of the transducer (ZL).
This allows for maximum transfer of electrical signals to ultrasonic waves no mat-
ter what resonance frequency the transducer is operated at [61, 65]. Some signal
generators, like the AG 1012 RF signal generator from T&C Power Conversion,
can also measure how much of its signal that is being reflected by the transducer.
Minimizing the reflected wave by choosing appropriate impedance matching will
therefore ensure maximum transfer of the electrical signal into a mechanical ultra-
sonic wave.
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V

ZS

ZL

C1

L1

Figure 2.8: Impedance matching circuit diagram showing the signal generator (V) and
signal generator impedance (ZS) connected to the matching circuit. The matching circuit
contains an inductor (L1) in parallel with a capacitor (C1). The impedance of the transducer
(ZL) is then connected to the matching circuit [65].

2.2.3 Direct and Indirect Sonication

Even though the ultrasonic signal transfer from generator to transducer can occur
with minimal losses, it will still be subject to attenuation throughout the reactor
volume by various loss mechanisms [48]. The most apparent impact comes when
comparing direct and indirect sonication. For direct sonication the target solution
is in direct contact with the ultrasonic transducer plate/sonotrode. As such, the
ultrasonic wave may travel practically unhindered by the aqueous solution over
the entire solution height. This follows from the small value of the attenuation
coefficient for aqueous solutions presented in Section 2.1.2.

Indirect sonication is when the target solution is separated from the ultrasonic
transducer plate/sonotrode by a partition in which no exchange of contents can
occur [48]. This is usually done to protect either the transducer plate/sonotrode
from the target solution or vice versa. For the ultrasonic wave to interact with the
target solution, it has to be transmitted through the partition. The degree of re-
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flection (and transmission) from one medium to another is determined by equation
2.7. However, seeing as the partition is simply a separation between two aqueous
media, the expression must be modified to include the thickness (l) of the partition
and the wavelength (λ) of the acoustic wave in the partition [48].

R =
(ρ1v1 − ρ2v2)

2

4 cot2
(
2πl
λ

)
+ (ρ1v1 + ρ2v2)

2 (2.9)

If the transmission of the ultrasonic wave through the partition is to be optimized
(R = 0), the thickness of the partition must be equal to l = nλ

2 [48, 64]. To
minimize transmission, the thickness of the partition must be equal to l = (2n−1)λ

4
[48]. The expression is then reduced to that of equation 2.7.

Target Solution

(a)

Target
Solution

(b)

Figure 2.9: Illustration of direct (a) and indirect (b) sonication. The utrasonic waves are
unhindered for sonication and can reach the target solution with limited attenuation. For
indirect sonication, the partion between the sonotrode and the target solution may cause
severe attenuation of the wave.

For a partition made of pyrex glass, we recall from Section 2.1.3 that the reflection
ratio from water to pyrex glass was found to be 0.62. This means that the intens-
ity of the ultrasonic wave transmitted to the target solution inside a pyrex beaker
can vary from 100%-38% of its initial intensity. It is all dependent on the thick-
ness of the bottom of the beaker and the frequency of the ultrasonic wave. For a
simple ultrasonic bath with a frequency of 42 kHz maximum transmission would
therefore occur at a partition thickness of 6.7 cm. Minimum transmission would
occur at 3.35 cm. However, even though the difference between the maximum and
minimum is rather large, the cotangens function rapidly decreases from infinity
moving away from π.
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If the frequency was increased to 346 kHz, the situation would change. The thick-
nesses required for maximum and minimum transmission is now 2mm and 1mm,
respectively. A single millimeter difference in the partition thickness can reduce
the wave intensity from 100% to 38%. Indirect sonication at higher ultrasonic fre-
quencies therefore becomes exceedingly more difficult to control. Imperfections
in the partition emerging over continued use, exposure to chemicals or other types
of wear and tear would inevitably alter its thickness. Achieving reproducibility
from one experiment to the next would therefore be impossible due to a change in
the transmission properties. The issue becomes even more complicated when con-
sidering experiments where different frequencies are compared. In those cases the
partition thickness of the reactor would have to be custom made for each frequency
with such accuracy that the transmission would be the same for all.

2.2.4 Cavitation

When low intensity acoustic plane waves pass through water, there is practically
no attenuation of the intensity as described by equation 2.6 in Section 2.1.2. How-
ever, for high intensity ultrasonic waves, new interactions between the sound wave
and the medium will begin to take effect. These interactions arise as a result of
non-linearity in the ultrasonic waves [67]. One of these interactions is referred
to as cavitation, and it leads to a loss of wave intensity (energy) along the ultra-
sonic wave [20]. As a consequence of the non-linearity of the ultrasonic waves,
both acoustic streaming and heat transfer phenomena are both interacting with the
cavitation event [67, 68]. However, to provide estimates of the trends caused by
cavitation, the non-linear interactions will be disregarded going forward.

When preparing an aqueous solution, the solution may look homogeneous to the
naked eye. In reality, however, the solution contains dissolved gas nuclei [19].
When a high intensity ultrasonic wave passes through the aqueous solution, these
gas bubbles will be affected by the compression and rarefaction imposed by the
ultrasonic waves on the propagation medium [19, 20]. In the rarefaction cycle,
the bubble expands due to the low local pressure. As a result, a pressure gradient
between the bubble interior and aqueous solution will arise which leads to diffusion
of gas into the bubble to equalize the pressure [19]. In the compression cycle,
the bubble is compressed due to the high local pressure. Consequently, gas will
diffuse out to counter the new pressure gradient. However, for each ultrasonic
cycle, there is a net growth of the gas bubble due to a phenomenon known as
rectified diffusion [19]. Upon expansion of the gas bubble, the surface area also
increases which promotes diffusion of gases into the bubble. This area effect is
therefore one of the reasons why more gas enters the bubble compared to what
leaves the bubble. Another reason is referred to as the shell effect [19]. As the
bubble expands the water shell around the bubble decreases in thickness which
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also promotes diffusion. The combined effect of the area effect and the shell effect
therefore leads to rectified diffusion and results in a gradual growth of the gas
bubbles for every ultrasound cycle [19].

Rarefaction RarefactionCompression Compression RarefactionCompression

Figure 2.10: Growth of a cavitation bubble over several compression and rarefaction
cycles. For every cycle there is a net growth in size due to rectified diffusion caused
by the area- and shell-effect.

The bubble will continue to grow until it reaches its resonance size at which point
it continues to expand during the rarefaction cycle before collapsing violently dur-
ing the compression cycle [36, 69]. The process of bubble growth and collapse
by ultrasonic waves consumes energy and the process is called cavitation. Such
bubbles are therefore referred to as cavitation bubbles. The resonance size, as
well as the maximum bubble size, is determined by the frequency of the ultrasonic
wave with lower frequencies producing larger resonance- and maximum bubble
sizes [69, 70]. The lower the ultrasonic frequency the more time the bubble has to
expand during the final rarefaction phase. More comprehensive descriptions of the
resonance size of cavitation bubbles exists, but for the purposes of this thesis, only
the general trends are examined [68].

Pressure

The abrupt change in the bubble volume upon collapse happens on the scale of
micro seconds [70]. The process can therefore be considered adiabatic, meaning
no heat is lost to the surroundings upon collapse [36]. As no heat is lost during the
compression, the final pressure (P ) can be calculated from the change in volume
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before (V0) and after (V ) the compression and the pressure in the bubble before
collapse (P0)

P = P0

(
V0

V

)γ

= P0

(r0
r

)3γ
(2.10)

where

γ =
CP

CV
=

f + 2

f
(2.11)

where CP and CV are the specific heats at constant pressure and volume, respect-
ively, and f is the degrees of freedom of the gas molecules. Monoatomic gases
have 3 degrees of freedom and diatomic gases have 5.

Rarefaction Compression

𝑃0 =
𝑛𝑅𝑇0
𝑉0

𝑃 = 𝑃0
𝑟0
𝑟

3𝛾

Adiabatic Compression

Figure 2.11: Illustration of the final rarefaction cycle and the following collapse during
the compression phase. Equations describing the pressure and temperature upon collapse
is included.

Merounai et al. [36] have simulated the bubble collapse of cavitation bubbles and
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calculated the change in the bubble radius from its maximum to its minimum. They
found that the pressure in the bubble can reach over 1000 atm.

Shock Waves

The release of this pressure leads to the formation of a violent shock wave traveling
out from the bubble center. The shock wave has been estimated to travel with
hundreds of meters per second [36]. However, the wave is rapidly attenuated as it
moves spherically outward from the bubble center [56, pp. 30–31].

If cavitation occurs close to a solid surface larger than the cavitation bubble, the
cavitation will be asymmetrical [24]. As a result, a microjet forms which is direc-
ted towards the surface [56, pp. 30–31]. A concentrated movement of liquid being
directed towards a surface with the velocity of the previously mentioned shock
waves has the potential to erode the surface. In addition to being the governing
mechanism for how ultrasonic cleaning takes place, microjet formation is also the
reason for the unwanted erosion mechanisms explained in Section 2.2.3.

The velocity of the microjet (and shock wave) is determined by the final pressure
attained during the collapse [36]. A higher pressure means faster microjets. From
equation 2.10, a greater pressure arises for greater differences between the max-
imum and minimum bubble size. As previously explained, the maximum bubble
size is achieved during the final rarefaction cycle. This means that larger bubble
sizes are achieved when the rarefaction cycle takes longer to complete. Lower ul-
trasonic frequencies therefore provide longer rarefaction cycles, and will therefore
create larger bubbles, which lead to higher pressures and therefore faster micro-
jets. Problems with erosion due to microjets are therefore more pronounced at
lower ultrasonic frequencies [21].

Temperature

The temperature inside the bubble during cavitation increases in a process known
as adiabatic heating [36]. In a simplified approach, the temperature can be estim-
ated considering that the gases follow the ideal gas law, and as such the temperature
can be calculated from that.

T =
PV

nR
=

P0V
(
V0
V

)γ

nR
(2.12)

The initial pressure of the bubble is also given by the ideal gas law, and if we
assume spherical bubbles with radius r0 at the maximum bubble radius we can
express equation 2.12 as
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T = T0

(r0
r

)3(γ−1)
(2.13)

Merounai et al. [70] have simulated the bubble collapse of cavitation bubbles and
calculated the change in the bubble radius from its maximum to its minimum.
Using equation 2.13 for a monoatomic gas and assuming a bulk temperature of
298K, the resulting temperature within the bubble was found to be 5300K. This
is comparable to the temperature of the sun.

The cooling rate of these extreme temperatures has been estimated to be 1010Ks−1

due to the bulk solution still being kept at ambient temperatures [56, p. 25]. How-
ever, during the cooling, there will be a temperature gradient extending out of the
collapsed core into the solution over a distance of about 200 nm as illustrated in
Figure 2.12 [71]. This region is referred to as the hot-shell region and will be
heated to temperatures of around 1900K [71].

𝑇 = 𝑇0
𝑟0
𝑟

3(𝛾−1)Hot-Shell

Core

Bulk Solution

𝑇 = 𝑇0

Figure 2.12: Illustration of the temperature profile from the core of the collapsing bubble,
through the surrounding hot-shell region, and finally in the bulk solution.



26 Theory

Bjerknes Forces

Cavitation bubbles are subject to several forces including gravity, buoyancy and
drag. When an ultrasonic standing wave field is applied to an aqueous solution,
additional forces are introduced which all affect the gas bubbles. If the wavelength
of the resulting standing wave is much greater than the gas bubble, the pressure
difference between the inside of the bubble and the antinodes will drive the bubbles
towards the antinodes as illustrated in Figure 2.13 [72]. This force is called the
primary Bjerknes force (Fp) and it is dependent on the ultrasonic frequency (f )
and acoustic power (Pa) [72].

Fp = V PaA
2πf

v
sin

4πfx

v
(2.14)

V is the bubble volume, v is the speed of sound in the aqueous solution (1482m s−1

in deionized water), and x is the position along the ultrasonic wave. A is an acous-
tic factor, which is negative for bubbles and positive for solid particles. This means
that the primary Bjerknes force will direct bubbles towards the antinodes [72]. The
primary Bjerknes forces therefore help to position the gas bubbles at the antinodes
where they can be subject to compression and rarefaction until they reach their
critical size and collapse.

From the expression in Equation 2.14, the primary Bjerknes force increases with
increasing ultrasonic power. The increased Bjerknes force therefore makes sure
that more bubbles reach the antinode where they can cavitate which is in line with
what is observed experimentally in that increased ultrasonic power tends to in-
crease the radical formation rate [32, 69, 73]. The two other factors which affect
the magnitude of the primary Bjerknes force is the bubble volume and the ultra-
sonic frequency. A bubble will only be able to cavitate if it is smaller than the
critical bubble size [69]. The critical bubble size is inversely proportional to the
applied frequency which means that the maximum bubble size is limited by the
frequency [32]. The primary Bjerknes force close to cavitation will therefore be
proportional to the ultrasonic power, and inversely proportional to the frequency
squared [32].

Fp ∝
P

f2
(2.15)

As a result, the primary Bjerknes force is stronger at lower frequencies and higher
ultrasonic powers.

When two bubbles are oscillating in phase as they do under ultrasonic cavitation



2.2. Ultrasound 27

Rbubble < Rr

Primary Bjerknes Forces

Secondary Bjerknes Forces

Rbubble > Rr

Figure 2.13: Schematic illustration of primary and secondary Bjerknes forces in a stand-
ing wave field. Bubbles smaller than the critical bubble size are forced towards the anti-
nodes by primary Bjerknes forces. Cavitating bubbles will also exert an attractive force on
each other as a result of secondary Bjerknes forces. This may lead to bubble coalescence
if the distance between bubbles is short. Bubbles larger than the critical bubble size are
also expelled from the antinodes by primary Bjerknes forces.

there is an attractive force acting between the two bubbles which is called the sec-
ondary Bjerknes force [32, 72, 73]. The secondary Bjerknes force (Fs) is also de-
pendent on the ultrasonic power (P ), bubble volume (V ) and ultrasonic frequency
(f ), but it is also dependent on the separation between the bubbles (d) [72].

Fs ∝ (fP )2
V1V2

d2
(2.16)

For two bubbles close to the resonance frequency we can once again use the as-
sumption that the bubble size is inversely proportional to the ultrasonic frequency
which results in a simplified expression for the secondary Bjerknes force.
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Fs ∝
(
P

f2

)2 1

d2
(2.17)

At resonance the secondary Bjerknes force also increases with decreasing fre-
quency and increased ultrasonic power [32]. When the secondary Bjerknes forces
increase they will lead to more rapid coalescence of smaller bubbles into a larger
bubble as illustrated in Figure 2.13 [32, 73]. This has also been found experi-
mentally [74, 75]. If this larger bubble exceeds the critical size for cavitation the
acoustic factor (A) in equation 2.14 changes sign and the bubble is expelled from
the antinodes [32, 72, 73]. It is rendered useless as a cavitation bubble and is
essentially just degassing of the solution. An increase in the secondary Bjerknes
forces is therefore not desired.

2.3 Sonochemistry and Current Development
The extreme temperatures and pressures achieved during cavitation are known to
produce intense shock waves, microjets and acoustic streaming [19, 20, 76]. These
phenomena are all occurring outside the collapsed bubble, but the high temperat-
ures also have an impact on the contents of the bubble. After all, a bubble is
a collection of gas in the liquid, so this gas must also be affected by the high
temperatures which are comparable to that of the sun. When discussing rectified
diffusion in Section 2.2.4, it was mentioned that the bubble growth happens when
gas diffuses into the bubble during the rarefaction cycle. This gas consists of any
atmospheric gas trapped in the solution, a saturation gas deliberately added to the
system, and water vapour from the aqueous solution itself [19]. The gas mixture
trapped in the caviation bubble upon collapse will experience a temperature of
about 5000K which is sufficient to cleave the bonds of any gas molecule in its
vicinity. Monoatomic gases are the only gas species that are unaffected as there
are no bonds to break [36, 77]. A large amount of the gas present in the cavita-
tion bubbles is water vapour, and as such, H2O will be cleaved upon collapse [20].
This process is called sonolysis and the result is a generation of highly reactive ·H
radicals and ·OH radicals [20].

H2O))) ·H+ ·OH (2.18)

The instability of these radicals can be exploited to drive a range of chemical re-
actions. Utilizing the chemical effects of ultrasound is therefore referred to as
sonochemistry.
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2.3.1 Historical Perspective of Sonochemistry

Sonochemistry emerged from the development of the ultrasonic transducer by
Langevin in 1917 [78]. His intentions for the transducer was to use it to detect
submarines. A decade later Wood and Loomis [78] used the Langevin transducer
to investigate the physical and biological effects on oil solutions. They observed
increased temperatures, smoke generation, and degradation of biological mater-
ial. Richards and Loomis [57] further went on to investigate the chemical effects
arising from sonication and found that some chemical reactions are accelerated.
The chemical effects arising from ultrasound were first attributed to the formation
of free radicals by Alexander and Fox [79] in 1954. This was shown through H2O2
detection and iodine oxidation in an ultrasonic system.

With the established hypothesis of free radical generation by ultrasound, Weissler
[80] investigated acrylamide, formic acid, and allylthiourea as potential radical
scavengers a few years later. He found that a radical scavenger can be efficient
even though it is not volatile, and that the ·OH must be an intermediate in the
sonochemical formation of H2O2.

Further characterization of the radical formation through ultrasound by H2O2 de-
tection was performed by a number of groups after that [33, 81–87]. Most notably
perhaps is the Henglein group, which through their work specialized in detection
of scavenger decomposition products formed under ultrasonic irradiation. A range
of scavengers including formic acid [84], iodide [87], bromide, azide, methanol
[82], ethanol [33], glycol, t-butanol, polyvinyl(pyrrolidone) [88], tetranitrometh-
ane, and many more organic species were investigated. Much of the knowledge
regarding how scavengers interact with the cavitation bubbles, and where radical
reactions occur can be traced back to their work through the 1980s and 1990s.
Suslick and Hammerton [89] also showed that sonochemical reactions also takes
place in the hot-shell surrounding the collapsing bubbles. They also went on to
determine the temperature of the hot-spot as well as the temperature and thickness
of the surrounding liquid hot-shell [71].

The increased knowledge regarding the mechanisms of sonochemistry initiated a
new wave of research into the use of ultrasound for nanoparticle synthesis. One
of the most prominent figures of this type of research is Professor Ashokkumar.
From the late 1990s to present day, his group has been investigating how different
ultrasound parameters affect nanoparticle nucleation and growth as well as cavit-
ation dynamics [1, 31, 34, 38, 90, 91]. Especially the work of Okitsu et al. [1]
demonstrated the benefit of using ultrasound for nanoparticle synthesis. In their
work they showed how the ultrasonic frequency can be used to tailor the particle
size of gold nanoparticles.
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Even though many of the core mechanisms of sonochemistry have been elucidated,
there are still open questions regarding radical interactions, how to improve reduc-
tion rates, scavenger precursor interactions, and scalability. These issues need to
be tackled if sonochemistry is to challenge traditional chemical reduction methods
as the go-to method for industrial scale nanoparticle synthesis.

2.3.2 Sonochemical Synthesis

The highly unstable radicals from sonolysis will not remain unaffected in solution
too long after their generation [92]. The ·H radical is desperate to lose its newly ac-
quired electron while the ·OH radical is craving an extra electron to become stable.
In a solution containing nothing but water, the radicals will simply recombine with
each other [80].

·OH+ ·OH → H2O2 (2.19)

·H+ ·H → H2 (2.20)

·OH+ ·H → H2O (2.21)

Most of the recombination takes place in the hot-shell region surrounding the col-
lapsed bubble [33, 87]. However, the radicals which escape into the bulk solution
will eventually succumb to recombination as well [87]. Aqueous solutions con-
taining additional species other than water, also has a probability of reacting with
the radicals. The ·H radical will drive reduction reactions and the ·OH radicals will
perform oxidation reactions [93].

However, most of the radicals already recombine in the hot-shell and their potential
as redox species is lost when this happens. If the sonochemical reactions are to be
optimized, all generated radicals should be utilized. The hot-shell therefore needs
to be preferentially occupied by the reacting species. The cavitation bubbles are in
a unique position regarding such preferential occupation as they exhibit a water-gas
interface. Reacting species which are hydrophobic will therefore readily adsorb to
this interface and be inside the hot-shell when the bubble collapses [33]. Not all
target species have hydrophobic properties so in order to take advantage of all
generated radicals, a radical scavenger must be used.

A radical scavenger serves to convert the highly unstable primary radicals to more
stable, less reactive secondary radicals [26]. The scavenger collects the primary
radicals typically through hydrogen abstraction by the primary radicals [20, 35].
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The primary radical is then fully stabilized, while the scavenger is converted into
the secondary radical [20, 26].

·OH( ·H) + RH → H2O(H2) + · R (2.22)

A secondary radical has a much longer lifetime than a primary radical as it is more
stabilized by the other bonds in its molecule, whereas the ·OH radical and the
·H radical does not have access to such stabilization. Therefore, the secondary
radicals will have time to diffuse out into the rest of the solution and react with the
actual target species (Mn) [20, 26].

· R+Mn → R′ +Mn−1 (2.23)

Through this reduction reaction, the secondary radical is oxidized to a stable com-
pound (R′), while the target species is reduced to a lower oxidation state (Mn – 1).
The use of scavengers in sonochemical synthesis will be presented in detail in
section 2.3.3.

When sonochemistry is being used for synthesis purposes, a scavenger is neces-
sary to ensure sufficient reduction rates. This is because the yield of primary rad-
icals is very low with rates on the order of 10-20 µmol dm−3min−1 [26–30]. The
scavenger ensures that fewer radicals are lost to recombination. In order to in-
crease the yield of primary radicals per cavitation bubble, a higher collapse tem-
perature should be achieved [36]. The higher the collapse temperature, the more
water bonds are cleaved which results in more primary radicals [36]. From equa-
tion 2.13 there are several parameters which controls the collapse temperature, the
most important ones being the compression ratio (r0/r) and the polytropic ratio
(γ). Achieving higher primary radical yields is therefore all about maximizing the
collapse temperature through careful consideration of the ultrasound parameters.
These parameters will be presented systematically in section 2.3.3.

With the basic understanding of how sonochemical synthesis works, we will now
explore how it has been used for synthesizing nanomaterials. We will be focusing
on which material systems are the most common in the literature, but also why
certain transition metals are glaring with their absence.

A common thread when looking through sonochemical literature is that noble
metal synthesis is dominating. Sonochemical synthesis of gold [1, 26, 94], plat-
inum [26–28, 34, 95, 96], palladium [29, 96], silver [26, 30], rhodium [26], and
ruthenium [38] constitutes the bulk of the literature. However, some papers are
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also concerned with the synthesis of other transition metals such as nickel [97–
99], iron [71, 97, 99], and cobalt [98, 100, 101].

Gold Nanoparticles

For the sonochemical synthesis of Au-nanoparticles, a wide range of frequencies,
powers, and radical scavengers have been used. The work of Okitsu et al. [1]
showed that adjustments in the ultrasonic frequency enable the tuning of the size of
gold nanoparticles between 15 and 30 nm over the entire ultrasonic range (20 kHz -
1100 kHz). Garcia et al. [94] also demonstrated that increasing the acoustic power
leads to smaller gold nanoparticles in a 20 kHz setup. Different morphologies were
also observed with more facets appearing for higher powers [94].
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Figure 2.14: Absorbance spectra of sonochemically synthesized Au-nanoparticles at dif-
ferent sonication times with ethanol (0.8mol dm−3) as the radical scavenger using an ul-
trasonic frequency of 326 kHz and an acoustic power of 11.8 W (2.14(a)). The absorbance
profiles (2.14(b)) and LSPR peak values (2.14(c)) are plotted as a function of sonication
time for multiple ultrasonic frequencies. The slope of the resulting absorbance profiles are
also plotted as a function of ultrasonic frequency (2.14(d)).
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As for the use of radical scavengers, the sonochemical synthesis of Au-nanoparticles
is quite versatile. 1-propanol [1], 1-butanol [22], polyvinylpyrrolidone (PVP),
sodium dodecylsulfate (SDS), polyoxyethylenesorbitan monolaurate (Tween20),
polyethylene glycol monostearate (PEG) [26], and trisodium citrate [94] have all
been successfully used to produce gold nanoparticles sonochemically. This is be-
cause the reduction of Au(III) to Au-nanoparticles can occur through reactions
with pyrolytic decomposition products as explained by Okitsu et al. [22, 26]. Rad-
ical scavengers close to the collapsing bubble will decompose into reactive species
such as methyl radicals (·CH3) which can react further with metal precursors. Re-
duction by pyrolytic decomposition products was confirmed by the much higher
formation rate of Au-nanoparticles compared to the generation of primary radicals
[22, 26]. The sonochemical reduction of Au(III) to metallic nanoparticles occurs
via Au(II) and Au(I) through one-electron reactions with reducing radicals (R·)
[22]. This can be summarized as

Au(III) + 3R· → Au + 3R′ (2.24)

where R′ is the oxidized version of the scavenger. Our own work on sonochem-
ical synthesis of Au nanoparticles (Figure 2.14) are in agreement with the results
obtained by Okitsu et al. [1]. Higher reduction rates were observed at 210 kHz
with a decreasing rate observed when going to higher frequencies (Figure 2.14(d)).
We also observed an initial decrease in the localized surface plasmon resonance
(LSPR) peak similar to Garcia et al. [94] up to about 60 min of sonication (Figure
2.14(b)). However, prolonged sonication after 60 min caused the LSPR-peak to
shift to much higher wavelengths either due to enhanced growth or agglomeration.

Platinum Nanoparticles

Sonochemical synthesis of Pt-nanoparticles is probably one of the most explored
material systems in sonochemistry [26–28, 34, 95, 96]. The ease of monitoring
the development of Pt(IV) and Pt(II) through colorimetric detection with UV-
visible spectroscopy also means there is an abundance of information regarding
reaction rates [26–28]. The working principle of this colorimetric technique is
to form PtI6

2 – and PtI4
2 – which have a strong absorbance peak at 490 nm (ϵ =

11 170 dm3mol−1 cm−1) and 388 nm (ϵ = 4600 dm3mol−1 cm−1), respectively
[23, 27]. Sodium iodide (NaI) or potassium iodide (KI) added in excess to an
aliquot of the Pt-containing solution are typically used as the iodide source [23,
27].

From these colorimetric measurements, the reduction of Pt(IV) to Pt(II) has been
identified to be a first order reaction [28]. Similarly to the sonochemical reduction
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of Au(III), the reduction of Pt(IV) to Pt(II) is also aided by pyrolytic decomposition
products albeit to a slower extent than Au [26]. However, further reduction of Pt(II)
to Pt-nanoparticles appears to be unaffected by pyrolytic decomposition products
and relies solely on reactions with secondary radicals [26, 28].

Pt(IV) + 2R· → Pt(II) + 2R′ (2.25)

Pt(II) + 2R· → Pt + 2R′ (2.26)

This is apparent from the linear increase in Pt-nanoparticle formation which mim-
ics that of the primary radical formation [27, 28]. The reduction rate is also con-
siderably slower than the reduction of Pt(IV) to Pt(II), and is comparable to the
formation rate of primary radicals [28]. Our results are also in good agreement
with these observations as can be seen in Figure 2.15.
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Figure 2.15: Absorbance spectra Pt(IV) and Pt(II) at different sonication times with eth-
anol (0.8mol dm−3) as the radical scavenger (2.15(a)) using an ultrasonic frequency of
488 kHz and an acoustic power of 70 W. The resulting concentration profiles of Pt(IV)
and Pt(II) are also plotted (2.15(b)).

Silver Nanoparticles

The emerging LSPR peak in the absorbance spectrum of silver nanoparticles makes
it easy to monitor changes in the nanoparticle formation during synthesis as can
be seen from the absorbance spectra in Figure 2.16(a). UV-Visible spectroscopy
measurements have therefore been essential in most of the work on sonochemical
synthesis of Ag-nanoparticles in the literature [30, 102]. The LSPR peak is de-
pendent on the size of the Ag-nanoparticles and is located at wavelengths between
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400 - 500 nm [103]. This correlation is plotted in Figure 2.16(b). The sonochem-
ical reduction of Ag(I) to Ag-nanoparticles is a simple one electron transfer which
readily proceeds through reactions with secondary radicals (·R) [26].

Ag(I) + · R → Ag + R′ (2.27)

The secondary radical is then converted into an oxidized version of the radical
scavenger (R′). Similarly to the reduction of Pt(II) to Pt-nanoparticles, the sono-
chemical reduction of Ag(I) to Ag-nanoparticles also proceeds through second-
ary radicals and not pyrolytic decomposition products [26]. In the presence of
8mmol dm−3 SDS the rate of Ag-nanoparticle formation was estimated to be
7 µmol dm−3min−1 for an ·OH-radical formation rate of 20 µmol dm−3min−1

[26]. A similar result was obtained by Nagata et al. [30] in which a Ag-nanoparticle
formation rate of 7.4 µmol dm−3 was found using PEG (0.4mmol dm−3), Tween20
(3mmol dm−3), and SDS (8mmol dm−3) as radical scavengers. They also report
that monodisperse Ag-nanoparticles are formed with an average size of (13 ±
3) nm when using SDS as the radical scavenger. The sonochemical synthesis
of Ag-nanoparticles also appear to be quite flexible when it comes to tuning the
particle size [102]. This was demonstrated by Yang et al. [102] who showed that
increasing the molar ratio of benzyl mercaptan to Ag(I) from 2:1 to 15:1 decreased
the particle size from 10.4 nm to 1.4 nm. Changes in Ag-nanoparticle sizes dur-
ing a synthesis can also be monitored by observing the peak position of the LSPR
peak (Figure 2.16). Paramelle et al. [103] correlated the LSPR peak position of
Ag-nanoparticles to the particle size and found the relationship shown in Figure
2.16(b).

Palladium Nanoparticles

Sonochemical synthesis of palladium nanoparticles has displayed some of the
highest reduction rates among the noble metals [26]. In the presence of surfact-
ants such as PVP, SDS, Tween20, and PEG, the nanoparticle formation rate was
found to be 87-400 µmol dm−3min−1 [29]. This is much higher than the rate
of ·OH formation that was measured to 20 µmol dm−3min−1 [29]. It is safe to
say that contribution of pyrolytic decomposition products also plays a role in the
sonochemical reduction of Pd(II) to Pd-nanoparticles. Particle sizes ranging from
4-110 nm have been reported for the sonochemical synthesis of Pd-nanoparticles
with the size depending on the scavenger and the initial concentration of Pd(II)
[26, 29, 96]. For instance, increasing the initial concentration of Pd(II) from 0.1 -
1mmol dm−3 using SDS as the scavenger was found to increase the particle size
from 8.4 nm to 110 nm [29].
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Figure 2.16: Absorbance spectra of sonochemically synthesized Ag-nanoparticles at
different sonication times with ethylene glycol (2mol dm−3) as the radical scavenger
(2.16(a)). LSPR peak shifts from 416 to 428 nm for sonication times of 5 and 20 min,
respectively, are indicated in the figure. The correlation between the LSPR peak posi-
tion and the size of the Ag-nanoparticles found by Paramelle et al. [103] is also provided
(2.16(b)).

Ruthenium Nanoparticles

Few studies have been performed on the sonochemical synthesis of ruthenium nan-
oparticles, probably owing to its very slow formation rate [38]. He et al. [38]
showed that complete reduction of 1mmol dm−3 Ru(III) to Ru-nanoparticles in
the presence of 8mmol dm−3 SDS and 80mmol dm−3 propanol takes around
13 hours, with a reduction rate < 1 µmol dm−3min−1. They attributed this slow
reduction process to sequential one-electron reduction steps. The frequency de-
pendence on the reduction rate was also found to behave similarly to that of Au-
nanoparticles with the highest reduction rate observed in the range between 213
and 355 kHz [1].

Other Transition Metals

Much of the work on sonochemical synthesis in the literature has now been presen-
ted. However, some noble metals and other transition metals have not yet been
mentioned. The reason for this is because studies on the sonochemical synthesis
of these transition metals are either quite scarce or absent in the literature.

Sonochemical synthesis of rhodium has been mentioned by Okitsu et al. [26] with
the notable observation that the reduction is not possible with SDS, PVP, PEG,
Tween20 or any alcohols. Only when sodium formate was used as a scavenger,
Rh-nanoparticles was observed. They attributed the reduction to the formation
of the highly reducing ·CO2

– -radical. The problem with using sodium formate
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as a scavenger is that it is not hydrophobic and a very large concentration must
therefore be used to avoid the formation of H2O2 [104]. In addition, formate itself
can act as a reducing agent for certain noble metals like platinum, which defeats
the purpose of using ultrasound as the only reducing agent [104].

Another noble metal which has not been reported in the literature is iridium. The
reduction of Ir(IV) to Ir(III) proceeds readily, and the peaks belonging to Ir(IV)
in the UV-Vis absorbance spectrum almost disappear completely during ultrason-
ication between 40-60 min as seen in Figure 2.17(a). However, further reduction
from Ir(III) to Ir(0) appears to be unfavourable as no change in the absorbance
peaks can be detected as seen in Figure 2.17(b). The only change observed in the
UV-Vis spectra for Ir(III) belongs to the increasing amount of aldehydes expected
through pyrolytic decomposition of ethanol [88].
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Figure 2.17: Absorbance spectra of Ir(IV) (2.17(a)) and Ir(III) (2.17(b)) for different son-
ication times using ethanol (0.8mol dm−3) as the radical scavenger. An ultrasonic fre-
quency of 326 kHz was used with an acoustic power of (38± 3)W.

Now that the noble metals have been addressed, we turn our attention to the less
expensive common transition metals. The only successful sonochemical synthesis
of iron and nickel which exhibits a pure metallic nature was performed with metal
carbonyls by Suslick et al. [71]. Use of metal carbonyls in sonochemical synthesis
as an alternative to chemical reduction defeats some of the purpose of using a
sonochemical route in the first place. First of all, metal carbonyls are extremely
toxic following their volatile behaviour, and any HSE department would not touch
it with a 10-foot pole. Incidentally, it is the high vapour pressure associated with
these metal carbonyls that make them suitable for sonochemical synthesis. The
metal carbonyls readily enter the gas phase of the cavitation bubble and the metal
carbon bonds are therefore easily cleaved upon cavitation [71]. Secondly, as the
metal is already neutral, no reduction is needed, and metal particles readily form.



38 Theory

Kurikka et al. [99] also demonstrated how iron and nickel metal carbonyls can
be used to produce NiFe2O4. To achieve this they employed an O2-atmosphere
during sonication of the carbonyls. NiFe-oxy hydroxides have also been synthes-
ized sonochemically by Lee et al. [97]. They used nickel(II)-acetylacetonate and
iron(III)-acetylacetonate as precursors under direct sonication by a 20 kHz horn-
type sonicator in an Ar-atmosphere. The resulting product from sonication was
found to be metal alkoxides with nickel and iron present as Ni(II) and Fe(III). The
sonochemical treatment therefore did not reduce the metal precursors, but instead
modified their ligands. That seems to be a trend when attempting to reduce Ni(II)
and Fe(II) to their zero-valent state. Similarly to the reduction of Ir(III), these
reductions do not appear to be favourable through the sonochemical route. The
same can also be said for cobalt which also only appears to be involved in oxide
structures [100, 101].

As for the sonochemical synthesis of Cu-nanoparticles, most of the literature also
report the formation of oxides such as CuO and Cu2O [105, 106]. However, metal-
lic Cu can indeed be formed in sonochemical synthesis as we showed in our own
work by utilizing sodium formate as the radical scavenger (See paper 3) [13]. The
reason why oxides are mostly reported in the literature is probably that metallic Cu
readily oxidizes to Cu2O or CuO upon exposure to air. To solve this we put a pro-
tective layer of Pt on the surface of the metallic Cu-nanoparticles through galvanic
displacement.

From the present discussion, there appears to be four distinct possibilities for how
a sonochemical synthesis proceeds depending on the given transition metal. It can
either be fully aided by pyrolytic decomposition and proceed at very high rates
exceeding even that of the primary radical formation. It can also proceed at a rate
close to the rate of radical formation if only secondary radicals contribute to the
reduction. Then there are some elements which are only reduced under the right
conditions at a very slow rate. And then there are those elements which do not
appear to be suited for sonochemical reduction at all. This has been summarized
in a colour coded periodic table for the relevant transition metals in Figure 2.18.

From this figure it becomes apparent that the first-row transition metals are not
well suited for sonochemical reduction. One might assume this is because of their
low reduction potential, but as iridium (with its high reduction potential) falls into
the same category, there must be some other mechanism governing this process.
There is also no clear pattern as to which metals can be reduced with the aid of
pyrolytic decomposition products. To the best of our knowledge, no explanation
to these phenomena have been provided in the literature. Understanding why these
differences arise may help improve our understanding of sonochemical mechan-
isms. As a result, existing sonochemical synthesis routes may be improved, and
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Figure 2.18: Periodic table for a selection of transition metals which are colour coded
depending on their behaviour in a sonochemical synthesis. The bright green colour sig-
nifies the fastest type of reduction which is aided by pyrolytic decomposition products.
The lighter shade of green indicates the elements which are limited by the generation of
secondary radicals. The yellow coloured elements belongs to the elements which can be
synthesized under the right conditions, but do so very slowly. And finally, the red col-
our signifies those elements which are not feasible for reduction to metallic nanoparticles
through sonochemical synthesis.

new materials can be synthesized.

2.3.3 Ultrasound Parameters

Dissolved Gas

The gas composition of the cavitation bubble is especially important for the bubble
collapse. As the collapse occurs adiabatically, the compression at this stage is
largely determined by what gas is present inside the bubble. This is reflected by
the exponential dependence on the polytropic ratio in the expression for the final
cavitation pressure (equation 2.10) and temperature (equation 2.13). The higher
the polytropic ratio, the higher the pressure and temperature.

The polytropic ratio is heavily dependent on the degrees of freedom of the gas
molecule as shown in equation 2.11. This means that monoatomic gases such as
the noble gases have a polytropic ratio of 1.66, while diatomic gases such as O2 and
N2 have a polytropic ratio of 1.4. If water vapour is the only gas present during
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sonication, the polytropic ratio would be even lower as the non-linear triatomic
water molecule has 6 degrees of freedom resulting in a polytropic ratio of 1.33.
Monoatomic gases can therefore yield higher collapse temperatures and pressures
than other gases.

Two of the most common gases in our atmosphere are the diatomic gases nitrogen
(N2) and oxygen (O2). Solutions exposed to the atmosphere will therefore contain
these gases and upon sonication, nitrogen radicals ·N and oxygen radicals ·O will
be formed as a result of sonolytic cleaving of their bonds [36]. Both the ·N and the
·O will react with species in the solution and form many different intermediates as
described by Merouani et al. [36, 70, 107]. In their work they simulate the effect
of dissolved gases on ·OH formation during single-bubble cavitation. The most
prominent reaction for the ·O radical is its reaction with water.

·O+H2O → ·OH+ ·OH (2.28)

More ·OH radicals are therefore produced due to the sonolysis of the O2 itself.
From their simulation work, Merouani et al. found that the rate of ·OH radical
formation followed the order of Ar > O2 > air > N2 > H2 for frequencies above
515 kHz, and O2 > air ∼ N2 ∼ H2 > Ar for frequencies below 515 kHz [70].
Our own experimental results for the sonochemical yield from different gases also
showed that O2 gave a higher ·OH formation at 408 kHz compared to Ar (Figure
2.19).
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Figure 2.19: Concentration of I3
– for different saturation gases. Experiments were con-

ducted at 408 kHz with an acoustic power of 53 W. Measurements were taken after 10 min
of sonication.

Instead of having polyatomic gases such as N2 and O2 in the solution, monoatomic
gases such as helium (He), argon (Ar) or xenon (Xe) can be used instead [108,
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109]. Not having any bonds to another atom prevents these gases from being
cleaved by the extreme conditions inside the cavitation bubbles. Therefore, no rad-
icals are formed from these gases, and we can just consider the sonolysis of water
described in Equation 2.18. Another advantage of using monoatomic gases is their
higher polytropic ratio (1.66) which results in higher collapse temperatures and
therefore a higher generation of primary radicals. Hua et al. [109] demonstrated
this by showing that Kr and Ar display a higher ·OH radical and H2O2 formation
than O2 in the frequency range between 20 kHz and 513 kHz. They also showed
a higher radical yield for Kr > Ar > He. Seeing as the noble gases have the same
polytropic ratio, other properties of these gases such as their thermal conductiv-
ity and the gas solubility must be evaluated when choosing the most appropriate
saturation gas.

A higher thermal conductivity of the gas mixture will result in more dissipa-
tion of heat to the surrounding liquid thus reducing the maximum temperature
during cavitation [36, 70, 107]. For the gases we have considered so far, Xe
(0.006Wm−1K−1) < Ar (0.018Wm−1K−1) < O2 (0.026Wm−1K−1) ∼ N2
(0.026Wm−1K−1) < He (0.15Wm−1K−1) [110]. However, Okitsu et al. [108]
showed that in real multibubble systems the thermal conductivity does not signi-
ficantly affect the collapse temperature nor the sonochemical yield at 200 kHz.
Instead, the sonochemical yield was found to be directly related to the gas solubil-
ity.

Higher gas solubilities result in a higher number of active cavitation bubbles which
leads to a higher sonochemical yield, without necessarily affecting the collapse
temperature [108]. The solubility order of the aforementioned gases at 20 ◦C is Xe
(0.58 g dm−3) > Ar (0.059 g dm−3) > O2 (0.043 g dm−3) > N2 (0.019 g dm−3) >
He (0.0015 g dm−3) [110]. It is also important to remember that too many cavit-
ation bubbles may lead to inter-bubble interactions which may reduce the sono-
chemical activity due to bubble coalescence [111, 112]. CO2 is an excellent ex-
ample of a gas with too high gas solubility (1.69 g dm−3) in addition to its low
polytropic ratio (1.3) [110]. The very high gas solubility results in bubble coales-
cence before cavitation can occur [74, 111]. CO2 is therefore not very effective
towards radical generation as is also confirmed experimentally as seen in Figure
2.19.

It is worth noting that the gas solubility is temperature dependent and will de-
crease with increased temperature. It will therefore decrease the sonochemical
yield as well. However, from equation 2.13 higher collapse temperatures res-
ults from higher bulk temperatures suggesting that an optimum bulk temperature
should exist. Merouani et al. [107] showed that going above 30 ◦C results in a de-
crease of sonochemical activity when accounting for these opposing phenomena.
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The choice of saturation gas for a sonochemical synthesis should therefore be
based on gases with high polytropic ratios to increase the collapse temperature,
and a high gas solubility to increase the number of active cavitation bubbles. Self-
pyrolysis of the saturation gas as observed for O2 could also be considered, but
this comes at the cost of a lower polytropic ratio. Noble gases has therefore been
extensively used in sonochemical synthesis in the literature, with Ar being the pre-
ferred choice [1, 26–28, 30, 34, 38, 96]. Ar is cheap and readily available in a
common chemistry laboratory, and there is low risk connected to the use of it. Xe
would arguably be the better choice due to its much higher gas solubility, but it is
also more expensive than Ar.

Other gases have also been employed in sonochemical syntheses [99]. Kurikka et
al. [99] successfully synthesized NiFe2O4-nanoparticles from the respective metal
carbonyls using O2. The reason why oxygen is not widely used in sonochemical
synthesis is because of its scavenging properties [80, 85]. In oxygenated solutions,
no hydrogen is detected as the oxygen effectively scavenges the ·H radicals which
results in the formation of H2O2 [85].

O2 + ·H → ·HO2 (2.29)

·HO2 + ·HO2 → H2O2 +O2 (2.30)

A similar process also appears to occur with secondary radicals under acidic con-
ditions as described by Hart et al. [85].

· CO2
− +O2 → CO2 + ·O2

− (2.31)

·O2
− + ·O2

− → H2O2 +O2 (2.32)

The noble gases do not undergo such scavenging processes which allows the sec-
ondary radicals to actually contribute to the reduction of metal ions, whereas O2
simply results in accumulation of oxidising agents. This can also have its bene-
fits like enhancing the degradation of Bisphenol A as demonstrated by Torres et
al. [113]. However, presence of O2 is generally not desired for sonochemical
synthesis of metallic nanoparticles.



2.3. Sonochemistry and Current Development 43

Frequency

One of the most significant parameters to control during a sonochemical synthesis
is the acoustic frequency. It is directly related to the cavitation events and de-
termines how fast the contraction and rarefaction occur, and by extension also the
critical size of the cavitation bubble [69]. It also determines how many antinodes
are formed through the cavitation volume as the number of antinodes is determined
by the wavelength of the acoustic wave. This was discussed in section 2.1.4. As
the ultrasonic range spans three orders of magnitude (20 kHz - 1MHz), the choice
of frequency also allows for a great level of control over the cavitation process.

Slow contraction and rarefaction cycles brought about by low frequency ultrasound
allow for a longer expansion time in the final rarefaction cycle leading to a larger
bubble size on collapse [69]. Following equation 2.13 and 2.10, a larger collapse
size leads to higher collapse pressures and temperatures. The radical yield per
bubble is therefore higher at lower frequencies. This has also been shown through
single-bubble cavitation simulations by Merouani et al. [36, 70, 107, 114].

Increasing the frequency reduces the duration of the final rarefaction cycle, and
therefore results in a smaller bubble size on collapse [69]. However, increasing
the frequency also increases the number of active cavitation bubbles which can
contribute towards radical formation [1, 69]. An optimum frequency for radical
formation should therefore exist. The frequency range between 200-500 kHz has
been identified as the optimum range by several groups [1, 38–40].

Okitsu et al. [1] found an optimum frequency of 213 kHz through measurements
of the sonochemical reduction rate of Au(III) to gold nanoparticles. He et al. [38]
identified the optimum frequency as 355 kHz for the sonochemical reduction of
Ru(III) to Ru-nanoparticles. Hua et al. [39] determined the optimum frequency
based on sonoluminescence spectra and found 358 kHz to display the highest sig-
nal.

A power dependence on the optimum frequency was also found by Asakura et al.
[32]. At low acoustic powers (2-5 W), the highest sonochemical efficiency (meas-
ured by Weissler dosimetry) was displayed at 209 kHz. Increasing the power (15-
25 W) shifted the optimum to 305 kHz. However, in the low acoustic power range
(< 10 W), Kanthale et al. [69] demonstrated that the radical yield as measured
from H2O2 detection, was indistinguishable at 213 kHz, 355 kHz and 647 kHz.
From our own measurements we can also see that the rate of H2O2 formation is
somewhat improved at 210 kHz and 413 kHz compared to the other frequencies
when going to higher acoustic powers. This can be seen from the emerging peak
at 413 kHz in Figure 2.20. However, the differences between the frequencies in
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this range are still very small, and its only at 760 kHz that the rate is consistently
lower at all powers.
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Figure 2.20: Rate of H2O2 formation from ultrasound as a function of ultrasonic fre-
quency. The experiments were conducted for acoustic powers between 12 W and 40 W.
Lines between datapoints are drawn with spline interpolation to guide the eye.

In the lower frequency range (< 100 kHz), Hua et al. [109] also showed that the
radical yield as measured from Weissler dosimetry and terephthalic acid dosimetry
increased with increasing frequency (20 kHz - 80 kHz). Moving to higher fre-
quencies (300 kHz - 800 kHz), Torres et al. [113] found that the radical formation
measured by H2O2 detection was highest at 300 kHz with lower values detected at
500 kHz, 600 kHz, and 800 kHz. They also demonstrated that the degradation of
Bisphenol A followed the same trend.

Most of these studies have been concerned with a rather limited frequency range
in order to make general conclusion regarding the effect of frequency. Koda et al.
[40], however, performed a systematic investigation of the radical yield for nine
different frequencies spread out over the entire ultrasonic spectrum (19.5 kHz -
1.2 MHz). They also utilized different setups from four different laboratories, and
reported the result as a sonochemical efficiency. Weissler dosimetry and Fricke
dosimetry were used to measure the radical formation. They found that the highest
sonochemical efficiency is reached between 200 kHz and 500 kHz, and that differ-
ences in this frequency range are insignificant. Mark et al. [37] also did a similar
investigation in an air-saturated solution at 85 W. They observed a peak at 321 kHz,
but looking at their standard deviation, there is no significant difference between
200 kHz and 500 kHz. In our own work we found that the differences in radical
formation in this range were also quite small as can be seen from Figure 2.20.

In addition to the chemical effects associated with radical formation, the ultrasonic
frequency also affects shock wave pressure and the resulting mechanical effects
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during cavitation. Closer examination of equation 2.10 shows that a higher bubble
pressure is reached when the critical bubble size is larger. This was confirmed ex-
perimentally by McNamara et al. [115] where the shock wave pressure was meas-
ured from sonoluminescence spectra. Analogous to the temperature dependence,
lower frequencies therefore produce higher pressures as well. The release of this
pressure manifests itself as a shock wave emerging from the cavitation bubble [24,
25]. Lower frequencies clearly result in more violent bubble collapses with both
higher temperatures and more powerful shock waves. In contrast to the chemical
effects of radical formation, however, the shock wave pressure is not dependent on
the number of cavitation bubbles, and is monotonically decreasing with increased
frequency following equation 2.10. Mechanical effects of ultrasound such as mi-
cro jets are therefore more pronounced at lower frequencies [116]. This is the
reason why ultrasonic cleaning baths utilize low frequency ultrasound (20 kHz, 42
kHz, 80 kHz), as ultrasonic cleaning takes advantage of the mechanical effects of
ultrasound.

In the sonochemical community the main focus on frequency has been concerned
with its chemical effects rather than the mechanical ones. This is understandable
as sonochemists are interested in optimizing the radical yield. However, in sono-
chemical synthesis of nanoparticles, the dispersion capabilities of ultrasound may
also be of interest as it may affect agglomeration or other growth mechanisms
[117]. This is because the mechanical effects induce movement in the sonoreactor
[116]. However, only particles which are sufficiently small to not cause asymmet-
rical collapse of the cavitation bubble will be subject to such acoustic streaming
[24, 116]. For microjet formation to occur, particles equal to or larger than the
collapsing bubble must be present near the collapsing bubble [24].

Suslick et al. [25] have investigated the shock wave effects of low frequency ul-
trasound (20 kHz) on the agglomeration of solid zinc particles in a sonoreactor.
They found that interparticle collisions caused by the ultrasound shock wave may
lead to the fusing of two particles at the point of collision. This assumes that the
collision velocity exceeds the threshold (vc) determined by the melting point (Tm)
of the solid particles.

vc =
√
2
√
C(Tm − Tb) + L (2.33)

C is the specific heat capacity of the solid, Tb is the bulk temperature in the son-
oreactor, and L is the heat of fusion of the material. For zinc, this lower threshold
was identified to be 728.5m s−1 [25]. The actual velocity (v) reached by the solid
particles as a result of the shock wave was found to be dependent on the particle
radius (r) [25].
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v ≈ Pr

6η

[
1− exp

(
−9η∆t

2ρr2

)]
(2.34)

P is the shock wave pressure, η is the viscosity of the medium, ∆t is the duration
of the shock wave, and ρ is the density of the particle. Particles smaller than
2.2 µm and larger than 38 µm were not able to reach the critical velocity, and no
agglomeration could therefore occur [25].

In our work, we also observed a similar fusing of sonochemically synthesized Au-
nanoparticles as seen in Figure 2.21. However, the critical velocity required to
fuse these particles together upon impact can not be reached. Gold displaying a
higher melting point than Zn results in a higher critical velocity. In addition the
higher frequency used in our work (210 - 488 kHz) provides for a less violent
shock wave which reduces the particle velocity. Also, our Au-nanoparticles are
between 50 and 100 nm in diameter which further decreases the particle velocity.
Localized melting of these Au-nanoparticles is therefore not possible according
to equation 2.33-2.34. Instead we attributed the attachment of the particles to
ultrasound assisted agglomeration which appears to be frequency dependent for
frequencies lower than 326 kHz (See paper 2) [23].

(a) (b)

Figure 2.21: Scanning electron microscopy images of Au nanoparticles synthesized sono-
chemically at 210 kHz (2.21(a)) and 408 kHz (2.21(b)). Necking is only observed for Au
nanoparticles at 408 kHz.

The ultrasonic frequency in sonochemical synthesis therefore plays a major role
in both the sonochemical generation of radicals and the physical effects determ-
ining the dispersion of the particles after they are formed. The impact on both
chemical as well as physical effects must therefore be considered when choosing
an ultrasonic frequency for a sonochemical synthesis.
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Temperature

The collapse temperature of the cavitation bubble is shown to be proportional to
the temperature of the bulk solution through equation 2.13. One would therefore
assume that the higher the bulk temperature, the higher the yield of primary radic-
als. However, this is not the case. Increasing the temperature past 30 ◦C decreases
the yield of primary radicals as was shown through single-bubble simulations by
Merouani et al. [107]. They explained this by the temperature dependence of the
polytropic ratio. When the temperature increases, the vapour pressure of the solu-
tion also increases which leads to a higher amount of water vapour in the bubble.
Water vapour having a lower polytropic ratio than most common saturation gases
will therefore lead to a decrease in the polytropic ratio and consequently also a
decrease in the collapse temperature. On the other hand, an increase in the amount
of water vapour in the bubbles allows for more radicals to be formed per bubble
[107]. An optimal temperature for maximizing radical formation should therefore
exist, with the ideal temperature depending on the dissolved gas [107]. Merouani
et al. showed through simulations of single bubble systems that the sonochemical
radical yield in Ar saturated systems was optimized at a bulk temperature of 30 ◦C
[107].

For multi-bubble systems, the higher solubility of the saturation gas with increas-
ing bulk temperature will also have an effect on the number of cavitation bubbles
[108]. From the discussion on dissolved gases, it became clear that a higher gas
solubility leads to more cavitation bubbles and a higher radical yield. By increas-
ing the temperature, more cavitation bubbles will therefore form, albeit with a
lower collapse temperature. Investigations into the radical formation at different
temperatures in real sonochemical systems are somewhat limited. However, Mark
et al. [37] measured the ·OH radical yield from H2O2 measurements and tereph-
thalate acid dosimetry from 3 ◦C - 70 ◦C at 321 kHz, 85 W and using Ar as the
saturation gas. They found that the ·OH radical yield decreased monotonically by
increasing the temperature. An increase from 3 ◦C to 20 ◦C decreased the radical
yield to 60% of the value at 3 ◦C. They also attribute the decrease in radical yield
to a lower polytropic ratio, but also suggest that the compression and rarefaction
process is somewhat attenuated due to the higher vapour pressure of the gases
inside the cavitation bubble.

On the other hand, there have also been examples in the literature in which no
significant differences in radical yields were observed when changing the bulk
temperature [21, 118, 119]. In the work of Rochebrochard d’Auzay et al. [118]
the yield of I3

– was unchanged in the temperature range of 15 ◦C - 34 ◦C when
using an ultrasonic frequency of 365 kHz and an acoustic power of 18.9W. In
our own work, we briefly conducted an assessment of the radical formation at bulk
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temperatures of 5 ◦C and 20 ◦C in order to validate our other experiments [21].
This was achieved through Weissler dosimetry at 408 kHz with an acoustic power
of 53 W under an argon atmosphere. However, we could not find any signific-
ant differences between the two temperatures as can be seen in Figure 2.22. A
similar result was also found by Raúl Erades de Quevedo [119] who investigated
the primary radical formation through Weissler dosimetry and Fricke dosimetry
for temperatures between 10 ◦C and 40 ◦C. A slight decrease in radical yield was
observed close to 40 ◦C, but no significant differences were observed below that.
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Figure 2.22: Rate of I3
– formation from ultrasound as a function of sonication time with

bulk temperatures of 20 ◦C (⃝) and 5 ◦C (□). The experiments were performed with an
ultrasonic frequency of 408 kHz.

Apart from the apparent influence of bulk temperature on the radical formation,
the bulk temperature can also affect the aqueous solution directly by way of heat-
ing. Some species in the sonoreactor may react, decompose or evaporate simply
due to increased temperatures and not as a result of sonochemical reactions with
radicals. For instance, above 110 ◦C ethylene glycol decomposes to an aldehyde
which is capable of reducing metal precursors [120, 121]. Failure to control the
temperature during sonication may therefore result in conditions which could have
been reached by simply heating the solution on a hot-plate.

High temperature experiments during sonochemical synthesis was explored by
Park et al. [11]. They monitored the change in Fe(acac)3 and Pt(acac)2 in an ethyl-
ene glycol solution as a function of temperature. The temperature was generated by
the 20 kHz horn-type sonifier itself. Successful synthesis of Fe@Pt-nanoparticles
only occurred for temperatures above 105 ◦C. The high temperatures produced by
the sonifier therefore appear to cause a polyol synthesis rather than a sonochem-
ical synthesis. Separating the contribution from the temperature and the radical
formation towards the nanoparticle formation therefore becomes highly difficult.
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Careful control over the temperature through cooling is therefore necessary if the
role of sonochemically generated radicals are to be studied.

Acoustic Power

The acoustic power applied during sonochemical synthesis is also of importance
to the reduction rate. A higher intensity, or amplitude, for the oscillations leads
to a larger ratio between the collapse radius and ambient radius of the bubble [69,
107]. From Equation 2.13, the bubble temperature is therefore increased and the
number of radicals is increased.

Another important consequence of the acoustic power is the initiation of cavitation
itself. In order for cavitation bubbles to start forming, sufficient energy is required
to overcome the molecular forces of the liquid [56, p. 25]. As a result, the liquid
properties such as the surface tension and vapour pressure determines the power
threshold for cavitation [122]. More cavitation bubbles are therefore formed at
higher acoustic powers. This leads to an increase in the number of radicals as well.

Such an increase in radical yield and collapse temperature with increasing acoustic
power has also been confirmed experimentally through sonoluminescence meas-
urements and dosimetry experiments [32, 69, 73]. The increase in radical form-
ation at intermediate acoustic powers appears to be quite linear with a less steep
slope appearing for higher powers. We also observed such a linear behaviour in
our experimental work as shown in Figure 2.23(a). Subtle deviations from linear-
ity at low acoustic powers can be seen when plotting the sonochemical efficiency
as a function of power (Figure 2.23(b)). It seems that low acoustic powers ex-
hibit a slight reduction in the sonochemical efficiency compared to intermediate
powers where it is fairly constant. This was also observed by Mark et al. [37]
and Askakura et al. [32]. At exceedingly high powers, sudden drops in radical
yield are reported in the literature [32, 73]. A minimum threshold power for rad-
ical formation is also reported which is in agreement with the power required to
overcome the molecular forces of the liquid [69, 73]. Assuming linear behaviour
at low acoustic powers, our results (Figure 2.23(a)) also confirm this.

The decrease in radical yield for higher acoustic powers can be attributed to the
increased interactions between cavitation bubbles [32]. At high acoustic powers
the density of cavitation bubbles in the antinodes will increase. As a result, the sec-
ondary Bjerknes forces will increase resulting in interactions between individual
cavitation bubbles as described in section 2.2.4. Coalescence of cavitation bubbles
will therefore be favoured which will effectively quench the radical generation as
the bubbles are expelled from the antinodes. The upper power threshold for rad-
ical quenching is frequency dependent with lower frequencies displaying a lower
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Figure 2.23: Rate of ·OH radical formation measured by H2O2-detection (a), and the
corresponding sonochemical efficiency (b) as a function of acoustic power at 346 kHz (◦)
and 760 kHz (□).

threshold [32]. In order to achieve higher radical formation rates, higher frequen-
cies must be applied so that the acoustic power can be further increased without
suffering from quenching phenomena. However, as discussed in Section 2.3.3,
the frequency range from 200-500 kHz display the optimum sonochemical radical
generation. Setting aside the requirement for the highest sonochemical efficiency,
the highest overall attainable radical generation should therefore be achieved closer
to 500 kHz than 200 kHz due to Bjerknes forces being more dominant at 200 kHz
than at 500 kHz.

Systematic investigations of the effect of power on sonochemical syntheses are
rather limited in the literature as it appears to be mostly concerned with low fre-
quency (20 kHz) systems [94, 123]. Fuentes-Garcia et al. [94] showed that increas-
ing the acoustic power from 60 W to 210 W at 20 kHz leads to a reduction in gold
nanoparticle sizes from 16.2 nm to 12 nm. This is expected as the higher acoustic
power leads to higher radical formation rates. Kandjani et al. [123] examined the
agglomerate sizes following a change in acoustic power for the sonochemical syn-
thesis of ZnO. They found that the agglomerate size was effectively reduced from
9.5 µm at 12 W to 4.25 µm at 45 W.

To the best of our knowledge, there is no systematic investigation of the effect
of acoustic power for a sonochemical synthesis at higher frequencies. However,
results obtained at different acoustic powers in different research papers can still
be compared. The acoustic powers in literature varies a lot from tens of watts,
to hundreds of watts. In the case of Au-nanoparticles, significantly smaller nan-
oparticles were acquired at 200 W (≈ 5 nm) [26] compared to 20 W (≈ 15 nm)
[1]. Both experiments were conducted at an ultrasonic frequency close to 200 kHz.
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Further comparison at 20 kHz also reveals that a low acoustic power of 7 W [1]
gave particle sizes of ≈ 30 nm while 60 W and 210 W gave 16.2 nm and 12 nm,
respectively. In the case of Pt-nanoparticles, the particle sizes obtained in literat-
ure are much more monodisperse ranging from 2-6 nm for different powers and
frequencies [26–28, 34, 95, 96, 104]. However, no clear trend can be observed
when relating power to particle size for Pt-nanoparticles.

The acoustic power has to be higher than the threshold for cavitation which means
that acoustic powers above ≈ 5 W is needed. It must also be below the onset for
sonochemical quenching which is frequency dependent. If fundamental studies on
sonochemistry is the target, it is also prudent to stay within the linear region of
radical formation with respect to the acoustic power. This would ensure that the
effect of any secondary Bjerknes forces does not start to interfere when changing
other parameters, and also allow for a fairly constant sonochemical efficiency. If
high reduction rates are the purpose of the sonochemical synthesis, high acous-
tic powers close to the onset of sonochemical quenching should be chosen. Before
reaching the onset, however, the power limit of the transducer may also be reached.
Exceeding the limit set by the manufacturer may cause it to break down as I have
personally experienced. A break down of the transducer is followed by a signific-
ant increase in reflected power suggesting that the given resonance frequency is no
longer valid.

Radical Scavengers

Even if all ultrasound parameters were optimized to yield maximum radical gen-
eration, the generation rate is still on the order of tens of micro molar per minute
[26–30]. In addition, most of these radicals are lost to recombination processes
due to their short lifetime. Only a fraction of the primary radicals are able to
escape through the sonochemical hot-shell where most of the recombination reac-
tions occur [33, 87]. If sonochemistry is to be a viable alternative to traditional
chemical reduction methods, those precious few radicals must be utilized for re-
duction purposes and not wasted on recombination. In order to do so, the surface
active properties of a radical scavenger may be utilized.

An efficient radical scavenger is characterized by its excellent surface active prop-
erties. As most of the recombination processes take place in the sonochemical
hot-shell surrounding the collapsed bubble, it is paramount that the scavenger is
present at the bubble solution interface [33, 34]. That way, they are able to collect
the primary radicals before they have a chance to recombine. Most radical scav-
engers therefore consists of a hydrophilic head and a hydrophobic tail. The more
hydrophobic the scavenger, the higher its concentration at the bubble solution in-
terface [34]. These scavengers are therefore able to cover the entire cavitation
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bubble at much lower concentrations than less hydrophobic scavengers.

Henglein and Kormann [33] demonstrated how the scavenging efficiency is cor-
related to the hydrophobicity for a range of scavengers including ethanol, meth-
anol, t-butanol, formic acid and glycol. In their work they defined the scavenging
efficiency as the scavenger concentration required to reach 50% of the H2O2 con-
centration in a scavenger-free system at 300 kHz. Increasing the hydrophobicity
by 1 by going from methanol to ethanol was shown to decrease the necessary
scavenger concentration by an order of magnitude from 8 × 10−3mol dm−3 to
8 × 10−4mol dm−3. We found the exact same trends in our work (See paper IV)
which was performed at 346 kHz [41].

The hydrophobicity of the scavenger has also been shown to be decisive for sono-
chemical nanoparticle synthesis. Caruso et al. [34] investigated how the scav-
enger concentration of ethanol, propanol, and pentanol affects the reduction rate
of PtCl62 – . They found that a lower scavenger concentration was needed to reach
a maximum limiting reduction rate for the more hydrophobic scavengers.

From the present discussion, it may seem that the more hydrophobic scavengers
should be used for sonochemical synthesis. However, that is not the case. It is true
that the more hydrophobic scavengers are more efficient at scavenging the primary
radicals, but the resulting secondary radical must also be able to act as an electron
donor or reducing agent.

In order for a hydrocarbon based secondary radical to transfer its electron to an-
other specie, the electron must be located at its α-carbon site [35]. Asumus et
al. [35] identified that the shorter the hydrocarbon chain, the more α-radicals are
formed. In methanol the percentage of α-radicals was found to be 93.0%, while
for ethanol it was found to be 84.3%. They attributed this to the probability of
hydrogen abstraction. The longer the hydrocarbon chain, the lower the probabil-
ity of hydrogen abstraction at the α-site. Methanol is therefore the alcohol which
provides the highest yield in the transfer of primary radicals to useful secondary
radicals. The process of hydrogen abstraction is illustrated for an ethanol molecule
in Figure 2.24.

Even though methanol displays a fairly good yield of α-radicals, both ethylene
glycol and the formate ion can boast a yield of approximately 100% [35]. For
the formate ion, there are no other hydrogen atoms to react with than that of the
α-carbon. For ethylene glycol, it was shown that hydrogen abstraction from the
OH-site was highly unlikely, which necessarily means that the hydrogen abstrac-
tion must occur at one of the two equivalent α-sites [35]. The problem with ethyl-
ene glycol and formate is that they are not very hydrophobic, which means that
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(a)

(b)

(c)

Figure 2.24: Hydrogen abstraction from an ethanol molecule by an ·OH radical. The
radical can abstract a hydrogen atom from one of three different sites; the α-carbon site
(a), the β-carbon site (b), and the OH-group (c). The abstraction probability is 83.4%
from the α-site, 13.2% from the β-site, and 2.5% from the OH-group [35].

a very high concentration is required to completely scavenge all primary radicals.
Henglein and Kormann found that in order to reach 50% scavenging efficiency
a scavenger concentration of 7 × 10−2mol dm−3 and 2mol dm−3 was required
for ethylene glycol and formic acid, respectively [33]. This is several orders of
magnitude higher than the alcohols.

So far the benefits of using a radical scavenger has been discussed. However, it
does come with some drawbacks as well. Being so closely situated to the cavita-
tion bubble, the scavenger will also be affected by the high temperatures associ-
ated with the hot-shell region. The temperatures in the hot-shell can reach around
1900K which is comparable to the flame of a bunsen-burner [71]. Scavengers ex-
posed to such high temperatures will be decomposed in a pyrolysis process. The
decomposition products are various derivatives of the scavenger. In the case of
methanol, the main pyrolysis mechanism is the cleaving of the C-O-bond [82].

CH3OH → · CH3 + ·OH (2.35)

The resulting methyl radical (·CH3) and hydroxyl radical (·OH) then goes on to
react with the excess methanol [82].

·OH+CH3OH → · CH2OH+H2O (2.36)



54 Theory

· CH3 +CH3OH → · CH2OH+CH4 (2.37)

The resulting methanol radical(·CH2OH) from these reactions is also the result
from hydrogen abstraction by primary radicals. However, at higher methanol con-
centrations the methanol radical can be scavenged by a methyl radical producing
methane and formaldehyde [82].

· CH3 + · CH3OH → CH2O+CH4 (2.38)

The methyl radical can also recombine with itself forming alkanes and alkenes
[82].

· CH3 + · CH3 → C2H6 (2.39)

· CH3 + · CH3 → C2H4 +H2 (2.40)

Similar reactions also occur for longer hydrocarbons. Buttner et al. [82] invest-
igated the decomposition products of methanol and found that the decomposition
products exhibit a maximum for methanol concentrations between 20 and 40%.

A decrease in product formation at high scavenger concentrations can be attributed
to the collapse temperature. As previously explained, the radical generation in-
creases with increased bubble temperature. The bubble temperature is determined
by equation 2.13. When excessive scavenger concentrations are used, the gaseous
decomposition products from the scavenger start to enter the cavitation bubble as
well. For methanol this means CO, CH4 an small amounts of C2H6 and C2H4. The
many degrees of freedom displayed by these species results in a low value for the
polytropic ratio following equation 2.11. As a result, the collapse temperature of
the cavitation bubble decreases when these decomposition products are present in
excess. Using too high scavenger concentrations will therefore decrease the radical
generation.

Even though the pyrolysis products decrease the temperature of the cavitation
bubble, new reducing species are also generated from the pyrolysis as well. In
the example of methanol, both methyl radicals and methanol radicals arise as de-
composition products. Both these radicals are able to act as reducing agents. How-
ever, they are not always able to reduce all precursors. The reduction of Au(III) to
Au-nanoparticles, Pd(II) to Pd-nanoparticles, and Pt(IV) to Pt(II) are all known to
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proceed through these pyrolytically generated reducing agents [26]. The reduction
of Ag(I) to Ag-nanoparticles, and Pt(II) to Pt-nanoparticles, however, only proceed
through secondary radicals and not pyrolytically generated radicals [26, 28]. Some
sonochemical reactions can therefore be aided by pyrolytic decomposition, while
others must rely on secondary radicals only.

2.3.4 Scale Up

In order for nanoparticle synthesis methods to become viable for industrial ap-
plications, it must be possible to scale up the reactor volume to facilitate the high
throughput requirements put forth by the industry. Challenges to overcome when
scaling up a synthesis mostly revolves around achieving the same nanoparticle
properties as in laboratory scale measurements. Differing solution volumes and
reactor designs are some examples of why different nanoparticle properties are
achieved when scaling up a synthesis [16]. We will therefore be looking into how
these parameters influence the sonochemical synthesis method.

Increasing the solution volume in sonochemical synthesis either involves an in-
creased diameter of the ultrasonic transducer or an increased liquid height in the
reactor. It is often easier to increase the liquid height as the diameter of the ul-
trasonic transducer is fixed. This is why most of the literature is concerned with
investigating the liquid height of the sonoreactor [31, 32]. Son et al. [31] measured
the radical yield and the sonoluminescence for liquid heights ranging from 80 to
340 mm (0.75 to 3.2 L). They found that the radical yield was approximately con-
stant for all liquid heights. This was also the case for the acoustic power. This also
means that the number of radicals produced was found to increase when increasing
the liquid height. They attributed the increased number of radicals at higher liquid
heights to the formation of a larger standing wave region as was observed from
sonoluminescence images.

Similar observations on the radical yield and acoustic power was made by Asakura
et al. [32]. They performed Weissler dosimetry with an ultrasonic frequency of 514
kHz for solution volumes of 25, 50, 100, 150, and 200 mL (1.3 cm to 10.2 cm in
liquid height). A constant acoustic power was observed for all frequencies, as well
as a fairly constant I3

– concentration. As a result, the higher solution volume was
found to produce more radicals. They also attributed the higher number of radicals
at higher solution volumes to the formation of a wider standing wave field region.

Changes in the ultrasonic transducer diameter have been explored by Rochebrochard
d’Auzay et al. [118]. In their experiments, plate transducers with diameters of 65
mm and 102 mm were used to measure the radical yield through Weissler dosi-
metry at 370 kHz. The same solution height (132 mm) was used for both exper-
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iments, but the solution volume was 380 mL for the small diameter reactor, and
1000 mL for the large diameter reactor. They found a slightly higher yield of
radicals being produced by the lower diameter reactor.

Figure 2.25: Example of two sonoreactors where the left one was increased only in height
to facilitate larger scale sonochemical reactions. The diameter of the reactor remained
unchanged.

The findings in these works therefore seem to suggest that large scale sonore-
actors should be designed as long thin tubes where the liquid height can be in-
creased while maintaining a relatively small diameter for the ultrasonic trans-
ducer. However, these experiments are only concerned with the radical formation
in these sonochemical reactor configurations. Actual sonochemical synthesis of
nanoparticles would also be necessary in order to assess the proposed design of
industrial scale reactors. To my knowledge, there are not any mention of this in
the literature. It therefore remains relatively unexplored within the field of sono-
chemistry.
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2.4 Electrocatalysis

2.4.1 Introduction to Catalysis

For chemical reactions, a reaction is considered spontaneous if the change in Gibbs
energy is negative (∆G < 0) [124, p. 834]. The reaction is therefore thermody-
namically favoured to proceed. However, the rate at which this reaction proceeds
can not be predicted from the change in Gibbs energy itself. In order for the react-
ants to react and form the products, an intermediate species must be formed in a
transition state [125, pp. 23–78]. The energy required to form this species is called
the activation energy, and it can be high or low dependent on whether formation of
the intermediate is facilitated or not [125, p. 36].

To speed up these reactions, the activation energy from reactants to transition state
can be reduced by creating an environment in which the transition state becomes
more stable [125, p. 3]. This can be achieved by using a catalyst. A catalyst is
a species that reduces the activation energy without being consumed itself [125,
p. 2]. A catalyst reduces the activation energy by forming an intermediate with the
reactants which is more stable than the uncatalyzed intermediate. This can either
occur homogeneously in solution as in the formation of a new chemical species,
or heterogeneously on the surface of a solid catalyst [125, pp. 5–8]. For a solid
catalyst, the reactants adsorb to the surface of the catalyst [125, p. 3]. The relevant
bonds in the reactants are then broken as the resulting intermediates are stabilized.
Formation of the final products is then facilitated through bond formation between
the stabilized intermediates. The final product formed at the catalyst surface can
then desorb from the catalyst which completes the process and leaves the catalyst
unchanged.

The activation energy (Ea) associated with a reaction is related to the rate con-
stant for the particular reaction (k) and the temperature (T ) through the Arrhenius
equation [124, p. 626].

k = A exp

(−Ea

RT

)
(2.41)

A is a constant and R is the gas constant. Plotting the logarithm of k as a function
of T−1 produces a straight line from which the activation energy can be extracted.
We can also infer from this equation that a high rate constant reduces the activation
energy.

A high rate constant can be achieved by ensuring that the reactants easily adsorb
to the catalyst surface which is characterized by the formation of a stable interme-
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diate. However, if the resulting products are too easily adsorbed (or stabilized) on
the catalyst surface, no surfaces will be available for further adsorption, and the
process is halted. The products must therefore be able to easily desorb from the
catalyst surface to make space for additional reactants in order for the catalyst to
be efficient [125, p. 4]. A catalytic reaction is therefore typically either limited by
the adsorption or desorption, and an effective catalyst should aim towards equal
adsorption and desorption rates for the reactants and products, respectively. This
is referred to as the Sabatier’s principle [125, p. 4]. Following the Arrhenius equa-
tion (equation 2.41), the adsorption and desorption steps should also have their
own rate constants and activation energies.

What determines whether adsorption or desorption is favoured is the interaction
between the reactant and the electrons in the d-orbitals of the catalyst [124]. Many
transition metals are therefore commonly used as catalysts due to the availability
of these electrons. To further fine-tune the d-orbital interactions with the react-
ants and the products, alloys of different transition metals can also be developed.
When comparing the activity of different catalysts, it is common to present it as a
volcano plot [125, p. 383]. In a volcano plot the catalytic activity of each catalyst
material is plotted against its corresponding bonding energy. The shape of this plot
will take the form of a volcano with the highest activity belonging to the catalyst
with a bonding energy that is neither too strong nor too weak (Sabatier’s Prin-
ciple). These plots serve to highlight which materials are suitable as catalysts for
a particular reaction and which ones are not. Predicting which materials display
the ideal bonding energy for maximum catalytic activity is very complicated. A
combination of computer simulation and experimental testing is therefore one of
the strategies which is used when developing new catalysts.

2.4.2 Electrochemical Energy Conversion Devices

A special class of chemical reactions is oxidation- and reduction-reactions. These
involve changes in oxidation states and transfer of charge as shown below

M ⇌ Mn+ + ne− (2.42)

where the forward reaction is an oxidation, and the reverse reaction is a reduction.
Which reactant is reduced and oxidized is determined by the change in Gibbs
energy. As described above, the reaction where ∆G < 0 is spontaneous. However,
due to the charge transfer associated with these reactions, greater control over the
reaction can be achieved as energy can be supplied to the system through electrical
devices. The branch of chemistry which deals with how chemical reactions are
affected by the flow of charges is called electrochemistry.
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Multiple different electrochemical configurations exists, either by design or natur-
ally occurring. The oxidation of iron in contact with acidic water is an example of
a naturally occurring (undesired) electrochemical setup

2Fe → 2Fe2+ + 4e− (2.43)

O2 + 4H+ + 4e− → 2H2O (2.44)

where iron is oxidized and oxygen is reduced [124, p. 894]. An electrochemical
setup made by design, however, typically involves confining the oxidation and re-
duction at separate places in an electrochemical cell. The reactions typically take
place on the surface of a solid conducting material, which is called an electrode
[126, p. 105]. The electrode where the oxidation takes place is the anode, and the
electrode where the reduction takes place is the cathode [126, pp. 60–61]. The two
electrodes are connected with an outer circuit, allowing a pathway for electrons.
Ionic transport are ensured through the electrolyte between the two electrode com-
partments to close the circuit, allowing current to flow through the cell. A potential
difference is established between the anode and the cathode where the cathode is
located at a higher potential than the anode in a galvanic, spontaneous, cell.

The change in Gibbs energy can be related to the electrode potential (E) as

∆G = −zFE (2.45)

where z is the number of charges and F is Faraday’s constant [124, p. 874]. Gibbs
energy change is therefore related to the voltage difference between the cathodic
and anodic half-reactions. To have a way to compare all possible electrode re-
actions (half-cell), one of the half-cell reactions are defined as a reference point
for potential. This reference potential from which individual cell potentials can
be given are defined to be the standard hydrogen electrode (SHE). The electrode
potential of the SHE is defined to have an electrode potential (E0) of 0 V [126,
p. 106]. All other electrode reactions can then be compared to the SHE and tabu-
lated, i.e. the standard reduction potentials.

2H+ + 2e− ⇌ H2 (2.46)

If electrical work is applied to the cell by an external voltage source connected
between the two electrodes, the Gibbs energy is changed. If the voltage applied
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is greater than the thermodynamic cell voltage the opposite reaction will proceed
instead. The standard reduction potential of oxygen evolution from water is 1.23V
[110]. Since the standard reduction potential for oxygen is more positive than
for hydrogen, water splitting (oxygen evolution and hydrogen evolution) is not
spontaneous and requires a voltage higher than 1.23V to be applied between the
anode and the cathode (at 25 ◦C and standard conditions) [126, p. 77].

The process of applying a potential to drive an otherwise unfavourable electro-
chemical reaction is called electrolysis [126, p. 71]. The electrochemical setup
used to drive these reactions is therefore called an electrolyzer. Electrolyzers have
found their way into several different industries ranging from aluminium plants to
hydrogen evolution. In the case of hydrogen evolution, the electrolyzer works by
splitting water into hydrogen gas at the cathode, and oxygen gas at the anode [126,
p. 77].

4H+ + 4e− → 2H2 (2.47)

2H2O → 4H+ + 4e− +O2 (2.48)

Similarly to other chemical reactions, the kinetics of electrochemical reactions
like water electrolysis are not determined by thermodynamics. Applying a voltage
of 1.23V to a water solution expecting large scale production of hydrogen and
oxygen is therefore not realistic as can be seen in Figure 2.26. Differently from
regular chemical reactions, though, is that an external energy source is easily avail-
able, which can change the rate of reaction by changing the applied voltage. As
the transfer of charge is present in the reactions, we need only monitor how fast
the charges flow in order to obtain the rate of the reaction. The flow of charge per
unit time is electrical current by definition. Measurements of the current therefore
give a direct measure of the rate of the reaction. Applying a higher voltage than the
thermodynamic cell voltage will therefore increase the rate of the reaction. This is
referred to as applying an overvoltage [126, pp. 193–194].

The overvoltage consists of activation overpotentials due to electrode kinetics, con-
centration overpotential at each electrode and a loss connected to transport of ions
in the electrolyte and electrons in electrodes and outer circuit, called ohmic losses
or IR loss. Even though the rate of the reactions can be tuned with the applied
voltage, the overpotentials should be as low as possible in order to have an ef-
fective energy conversion device. The activation overpotential can be reduced by
improving the electrode kinetics towards the desired electrode reaction. An es-
sential parameter is the exchange current density, which is an electrode specific
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Figure 2.26: Current-voltage graph showing the potential regions where hydrogen evol-
ution (HER) and oxygen evolution (OER) occurs in water electrolysis (WE). The voltage
required to produce hydrogen and oxygen in any considerable amounts is indicated. Sim-
ilarly, the potential regions for the hydrogen oxidation reaction (HOR) and the oxygen
reduction reaction (ORR) associated with a fuel cell (FC) are also shown in the same fig-
ure. The cell voltage obtained from the fuel cell is also indicated.

parameter that dictates how well-suited the electrode is for transferring electrons
[127, 128]. A second important kinetic parameter is the increase in voltage for a
certain increase in current, often given in volts per decade and referred to as the
tafel slope [127]. The tafel slope for a certain electrode reaction depends on the
reaction mechanism. The exchange current density and tafel slope depends on
electrode material and can be improved by choosing an electrode material which
facilitates the electrochemical reactions better. Once more we have arrived in the
world of catalysis.

Electrocatalysts are catalytic materials which enhance electrochemical reactions
at the electrodes. Their working principle is similar to chemical catalysts, but an
additional requirement to electrocatalysts is that they need to be electrically con-
ductive in order to transfer the charges associated with the reactions. The most
commonly used catalysts for water electrolysis are based on noble metals due to
their excellent catalytic activity towards hydrogen and oxygen evolution reactions
[5, 7, 10, 14]. Platinum for the HER, and iridium for the OER are the two catalysts
which have displayed the highest activity [7, 10]. The scarcity of these materi-
als, in particular iridium with an annual production of less than 10 tons, makes
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them quite expensive which in turn also makes the resulting electrolyzer expensive
[129]. Other cheaper transition metals like nickel and iron have therefore been
explored as potential replacements for the noble metals [8, 9].

Another electrochemical energy conversion device which is often mentioned in
the same context as water electrolyzers is fuel cells. A fuel cell spontaneously
converts chemical energy in a fuel to useful electrical energy. One example is the
hydrogen/oxygen fuel cell. These reactions are shown in a current voltage plot in
Figure 2.26. Hydrogen is introduced at the anode and oxidized into H+ in a process
known as the hydrogen oxidation reaction (HOR) [125, p. 377].

2H2 → 4H+ + 4e− (2.49)

The electrons can then move through an external circuit and perform work before
arriving at the cathode where they reduce oxygen gas into water in a process known
as the oxygen reduction reaction (ORR).

O2 + 4e− + 4H+ → 2H2O (2.50)

In order for this process to proceed, H+ is transported through a membrane or
aqueous electrolyte, connecting the two compartments, ensuring a closed circuit.
The most well known proton exchange membrane material is the poly(perfluorosulfonic
acid) membrane NafionTM [14, 125, p. 378].

The maximum cell voltage in a hydrogen/oxygen fuel cell is 1.23V at standard
conditions and 25 ◦C, but losses associated with the activation energy of the reac-
tions occurring at both electrodes result in a lower cell voltage [125, p. 381]. This
is indicated by the lower cell voltage in Figure 2.26. Electrocatalysts at the elec-
trodes can decrease the losses by way of reducing the activation energy, but some
losses are still expected. The same noble metal catalysts used in electrolyzers are
also quite efficient towards the reverse reactions in fuel cells as well due to the
inherent nature of these metals [12, 95, 130, 131].

Several electrocatalyst designs have been developed to enhance the catalytic activ-
ity in water electrolysis and fuel cells [130, 132–134]. Most of these designs are
related to increases in the available surface area and intrinsic activity.

Ensuring the catalysts are on the nanoscale greatly contributes to enhanced surface
area per gram catalyst. For nanoscale materials, a greater proportion of the atoms
are surface atoms, where they can actively facilitate the catalytic reaction with
reaction sites. However, decreasing the particle size too much could also have
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a negative effect on the inherent catalytic activity. As a nanoparticle approaches
1 nm a much larger proportion of the surface atoms will be edge or corner atoms.
The dangling bonds from these atoms may interact more strongly with the reaction
components than the terrace atoms and alter the turn-over frequency at these sites
[130]. In the case of Pt-electrocatalysts much work has been conducted on the
size effect for different electrochemical reactions [130, 132–134]. A particle size
around 3 nm has been demonstrated to display the maximum mass activity (activ-
ity per mass catalyst) towards the ORR [130, 132–134]. Increasing the particle size
above 3 nm increases the specific activity (activity per available surface area), but
decreases the mass activity [133]. Great control over the size of the electrocatalyst
during large scale synthesis is therefore paramount if more effective electrocata-
lysts are to be synthesized on an industrial scale.

Another strategy which is essential for achieving high catalytic activity is the use
of a catalyst support [135, 136]. The role of the support is to ensure that the
individual nanoparticles do not aggregate, which would limit the available surface
area. The catalyst support also needs to be highly conductive in order to transfer
electrons readily to or from the catalysts. A well dispersed catalyst is therefore
desired to optimize the available surface area. The weight percentage of catalyst
to support is called the catalyst loading (wt%)

wt% =
mc

ms +mc
(2.51)

where mc is the mass of the catalyst, and ms is the mass of the support. A loading
of 20% is common for research purposes, but lower loadings are also used in full
scale electrochemical conversion devices [14]. One of the most common catalyst
support materials is carbon black. There are many varieties of carbon black, with
vulcan carbon (XC-72) perhaps being the most well known [137]. The benefits
of carbon black are its high surface area on which the precious catalyst material
can be well dispersed, its excellent electrical conductivity, satisfactorily stability
in a fuel cell environment, and fairly low cost [137, 138]. Nanostructured supports
such as graphene and carbon nano fibers have been attempted as they can provide
an even higher electrical conductivity, a larger surface area and improved stability,
albeit with a higher production cost [95, 136].

Alloys, bimetallics and core-shell configurations are also possible directions to
improve electrocatalytic activity. Introduction of another material can ensure that
the active sites on the catalyst have a slightly different d-orbital structure [12]. As
a result, the binding of reactants and products could be changed to a more optimal
balance closer to the peak of the volcano plot [134]. This would in turn increase
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the catalytic activity of the catalyst. For ORR, Stephens et al. [134] showed that
Pt/Pd, Pt3Ni, Pt5La, and dealloyed PtCu all have a higher catalytic activity than Pt
alone [134]. This was found through X-ray photoelectron spectroscopy and density
functional theory combined with electrochemical measurements. They attributed
this to the slightly stronger OH-binding energy compared to pure Pt.



Chapter 3

Methodology

3.1 Physical Characterization

3.1.1 UV-Visible Spectroscopy

Absorbance and Transmission

Exposing a material to white light will result in the absorption of light of certain
wavelengths and the reflection of others. The reflected wavelengths make up the
colours we perceive, and so we assign that colour to the material. The reflected
wavelengths must therefore necessarily be the complementary colours of the ab-
sorbed wavelengths as illustrated in Figure 3.1 [139, pp. 382–383]. This means
that if an object appears blue, it will absorb orange. If it appears yellow, it will
absorb violet.

Figure 3.1: Colour circle showing the wavelength ranges of each color. The complement-
ary colours are placed on opposite sides of the circle.
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This is also the case for liquid systems containing different ions and complexes.
The difference between a liquid and most solid systems is that light is also readily
transmitted through the liquid which means that we can measure the intensity of
the transmitted light and compare it to the intensity of the incident light. The ratio
between transmitted light intensity (I) and incident light (I0) is called transmit-
tance (T ) [139, p. 381].

T =
I

I0
(3.1)

The transmittance can be readily converted to absorbance (A) which is a measure
of how much light is absorbed by the solution [139, p. 381].

A = log(1/T ) (3.2)

The absorbance is proportional to the concentration (c) of photoabsorbing ions and
complexes that are in the solution, how much light is absorbed per ion or complex,
typically referred to as the molar extinction coefficient (ϵ), and the path length the
light has to travel (l). This relation is called Beer-Lambert’s law [139, p. 381].

A = ϵlc (3.3)

Absorbance measurements can therefore be used to quantitatively determine the
concentration of ions and complexes in solution. There are, however, a limitation
to the use of this relation. The proportionality is not valid for high concentrations
as interionic effects will start to interfere with the light being transmitted [139,
p. 383]. The result will be a saturation of the measured absorbance characterized
by a deviation from linearity when plotting absorbance against concentration. A
rule of thumb is therefore to ensure that the absorbance is kept below 1. From
equation 3.2 an absorbance of 1 corresponds to a transmittance of 10% which is
well within the detection limit of the spectrophotometer and sufficiently high to
avoid interionic effects. An absorbance of 2 for instance will result in a transmit-
tance of 1% and we will start seeing more noise in the absorbance spectrum as
well as a deviation from linearity in Beer-Lamberts law.

In order to successfully relate the absorbance to the concentration, a value for the
molar extinction coefficient must be assigned. Proper estimation of the molar ex-
tinction coefficient should be done by performing absorbance measurements over
a range of known concentrations as shown in Figure 3.2(a). The slope of the curve
resulting from plotting absorbance against concentration (Figure 3.2(b)) equals the
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molar extinction coefficient times the path length. It is important to remember that
tabulated values for the molar extinction coefficient of a specific ion or complex is
given at a specific wavelength, and absorbance measurements should therefore be
performed at the same wavelength in order to quantify the concentration.
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Figure 3.2: UV-Vis absorbance spectra of a H2O2-titanyl complex for different concen-
trations of H2O2 (a). The absorbance at the peak (411 nm) for every spectrum is plotted as
a function of H2O2 concentration (b). The solid line is a linear fit to the datapoints giving
a value for ϵ = 787 dm3 mol−1 cm−1.

Spectrophotometer

A spectrophotometer is an instrument in which monochromatic light of known in-
tensity is passed through a liquid sample and the resulting light intensity is meas-
ured [139, pp. 383–384]. A simple schematic is illustrated in Figure 3.3. The
wavelengths typically range from the UV-region (200 nm) to the near infrared
region (1000 nm) and is therefore suitable for the quantification of coloured sub-
stances in solution. The sample is usually kept in a cuvette with a standard path
length of 1 cm [139, p. 384]. Any absorbance from the cuvette itself is eliminated
by first performing a blank measurement of the cuvette and the solvent in which
the sample is dissolved. It is important to choose the appropriate cuvette material
for the wavelength range that is going to be investigated as some materials absorb
very efficiently at certain wavelengths [139, p. 384]. Failure to account for this will
result in a high absorbance at these wavelengths in the blank measurement which
will render this range useless for quantification. Regular glass cuvettes, for ex-
ample, absorb UV-light, and measurements below 300 nm will be subject to noise
[139, p. 384]. Quartz glass or special brands of plastic cuvettes should therefore
be used when the UV-range is of interest [139, p. 384].
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Figure 3.3: Transmission of light through a cuvette of path length l. The light intensity
from the monochromator (I0) is diminished due to absorption in the cuvette resulting in a
lower light intensity (I).

Nature of Light Absorption

We have now established that ions/complexes in solution absorb light of certain
wavelengths efficiently, while other wavelengths are transmitted quite undisturbed.
The question is therefore what makes an ion or complex absorb light at these spe-
cific wavelengths. To understand this we must introduce the notion of bonding,
non-bonding, and anti-bonding molecular orbitals [139, pp. 387–389].

When atomic orbitals combine to form a molecule the wavefunctions of the atomic
orbitals overlap and create constructive and destructive interference. The result
of the constructive interference is the stable ground state orbitals referred to as
bonding orbitals [140, p. 31]. These are orbitals of lower energies where electrons
are distributed in the ground state. For destructive interference, the result is an
anti-bonding orbital of higher energy typically marked by a star (∗) [140, p. 31].
To move an electron from the bonding orbital to the anti-bonding orbital, an energy
equal to the orbital separation must be supplied [140, p. 600]. This energy can be
supplied by light of a certain wavelength, as the energy of a photon (E) is inversely
proportional to its wavelength (λ).

E =
hc

λ
(3.4)

Light of the correct wavelength will therefore be absorbed by the specie in order to
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excite the electron, and as a result an absorption peak will emerge in the absorbance
spectrum.

In addition to the bonding and anti-bonding molecular orbitals, there are non-
bonding orbitals [139, pp. 387–389]. These are electrons which are not involved
in a chemical bond and are more commonly known as a lone pair. These electrons
are also susceptible to excitation to the anti-bonding orbitals and will also result in
light absorption. All these transitions are illustrated in Figure 3.4.
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Figure 3.4: Energy diagram showing the relative positions of the σ, σ∗, π, π∗ and n
orbitals. Approximate excitation wavelengths are shown below each orbital. Examples of
σ-, π-, and n-orbitals are shown to the right.

The energy difference separating the bonding and anti-bonding orbitals is greater
for the sigma bond than the pi bond, which means that the σ - σ∗ transition require
very short wavelengths [140, p. 600]. In fact, the wavelength for such transitions
are well below the range used in UV-Vis spectroscopy, so these may be ignored.
As for the π - π∗ transitions, the energy difference is almost within the range of
UV-Vis spectroscopy (171 nm, ethene) [140, p. 600]. However, for systems of
conjugated π-bonds the electrons are delocalized over multiple π-bonds so that
the molecule becomes more stable [140, pp. 600–601]. As such the separation
by the π orbitals becomes narrower which means that longer wavelengths may be
used to excite electron from π - π∗. For longer conjugated molecules, the electrons
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are further delocalized which further decreases the π - π∗ energy separation [140,
p. 601].

Other important transitions is the n - π∗ and n - σ∗ transitions [140, p. 602]. As
the non-bonding orbitals lie between the bonding and anti-bonding orbitals, these
are usually observed at longer wavelengths as well [140, p. 602]. These are more
commonly observed in the low wavelength range of the absorption spectrum (<300
nm) [140, p. 602]. Some examples include the n - σ∗ transition in ethanol (205 nm)
and the n - π∗ transition in aldehydes, ketones, carboxylic acids (250 nm - 300 nm)
[140, p. 602].

For metal ions in solution, there are a number of factors to consider in order to
explain the resulting absorption spectrum. The metal ions will not be freely dis-
solved as Mn+ ions. If they were, all d-orbitals would be degenerate and no trans-
ition between d-orbitals nor non-bonding orbitals would be possible, and therefore
no light absorption would occur [141]. Instead, metal ions form complexes with
the solution, any additives, or anions present in the system which creates bonds
between the cation and the ligand. These bonds serve two purposes. They intro-
duce the possibility of ligand to metal transitions and, depending on the orientation
of the ligand, they can cause a split in the energy levels of the d-orbitals [141]. The
two eg orbitals are oriented along the three axes of the metal ion, and if the lig-
ands orient themselves in an octahedral fashion around the metal ion these orbitals
will experience increased repulsion and become less stable [141]. As a result, the
eg orbitals will suffer an increase in energy and an energy difference will arise
between the more stable t2g orbitals and the more unstable eg orbitals [141]. This
is illustrated for the octahedral geometry in Figure 3.5

eg

Energy

t2g

dx2−y2 dx2

dxy dyx dxx

Figure 3.5: Energy diagram showing the relative positions of the eg and t2g orbitals for
an octahedral geometry.
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In such a complex there will be several possible transitions in the visible spectrum,
most notably, the n - eg and the t2g - eg transitions [141]. The n - eg transition
between the ligand and the metal is straight forward and will be characterized by a
strong absorbance peak in the near UV-range. The t2g - eg transition, on the other
hand, is more complex. The separation between the t2g - eg is influenced heavily by
the ligand metal interaction, and the t2g - eg transition itself may also be attenuated
due to forbidden transitions related to symmetry and change in spin [141]. As
such this transition is characterized by low molar absorptivities. Changing the
ligand may therefore shift the absorption spectrum and the measured absorbance.

Localized Surface Plasmon Resonance

Another phenomena which may be observed in UV-Visible spectroscopy is related
to the interaction of light with nanoparticles dispersed in solution. Due to the
small size of nanoparticles, a photon can cause a collective oscillation of the elec-
tron cloud in the metal nanoparticle causing separation of the positive core and the
negatively charged electron cloud [142]. This requires energy to be absorbed, and
will be reflected in an increased absorbance. The oscillation can be modelled as
an oscillating spring, and it will therefore also have a resonance frequency [142].
As the photons are the driving force for the oscillations, resonance can only oc-
cur when the frequency (wavelength) of the incident photons match the resonance
frequency of the electron oscillations. At this resonance frequency, we observe a
maximum in the absorbance spectrum, and the phenomenon is referred to as loc-
alized surface plasmon resonance [142]. The resonance frequency is dependent on
the dielectric media in which the oscillations occur, the shape of the nanoparticle,
and its size [142]. Larger sizes will have a lower resonance frequency which means
that light of higher wavelengths will be necessary to achieve resonance. This can
be observed in the positive peak shift of the LSPR peak of Ag-nanoparticles in
Figure 3.6.

Correspondingly, a smaller nanoparticle will have a higher resonance frequency
which means that light of lower wavelengths are needed. As non-polarized light
propagates along all directions in the xy-plane, electron oscillations will occur par-
allel to these electromagnetic waves [142]. The electron oscillations will therefore
occur along all dimensions of the nanoparticle which means that the shape of the
particle matter [142, 143]. For a spherical shape, there are no differences between
the different directions and one strong peak will be seen in the absorption spec-
trum [143]. For an oblate shape, however, the dimensions have different lengths
which will lead to different resonance frequencies depending on the dimension
[142, 143]. As a result, two peaks will emerge in the absorption spectrum with
the shortest dimension being located at lower wavelengths. This can be observed
as an emerging peak in the absorbance spectrum of silver nanoparticles in Figure
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Figure 3.6: UV-Vis spectra of Ag-nanoparticles at different stages of particle growth.
Notice a red-shift in the main LSPR peak and the emerging shoulder at higher wavelengths.

3.6. LSPR can therefore be used to obtain information about nanoparticle sizes
and shapes. The most common example of LSPR is that of gold nanoparticles
[142, 143], but it also happens in other noble metals like silver [144], platinum,
palladium and copper [145].

3.1.2 X-ray Diffraction

X-ray diffraction (XRD) is a physical characterization technique in which X-rays
are used to obtain crystallographic information about a sample. This occurs through
detection of X-rays which are reflected off the material specific atomic planes of
the sample at different incident beam angles (θ) [146]. The angle between the
incident beam and the detector will therefore be 2θ, and the resulting X-ray dif-
fractograms are typically plotted as a function of the 2θ-angle. An example of an
X-ray diffractogram can be seen in Figure 3.7.

The X-ray diffractometer can be designed in several ways with the Bragg-Brentano
design being a common configuration [147]. The Bragg-Brentano design uses a
stack of closely spaced metal plates referred to as a Soller slits to focus the X-rays
on the sample. The diffraction angle in such a design also follows the θ-θ setup
where both the X-ray source and the detector move over the specified θ-range while
the sample remains fixed horizontally [147]. An image of the Bragg-Brentano
setup can be seen in Figure 3.8(a). Parts of the instrumentation necessarily intro-
duces sources of error in the resulting diffractograms. One of these is the Soller
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Figure 3.7: X-ray diffractograms showing the characteristic peaks of platinum indicated
with their respective miller indices. The crystallite size estimated from the Scherrer equa-
tion was found to be 10 nm (a), and 6 nm (b) for the two diffractograms.

slits. As a result of the beam interaction with the Soller slits, instrument aberration
will occur, and the flatness of the sample will affect the position of the peaks in
the diffractogram. One therefore tries to avoid peaks or valleys in the preparation
of XRD samples, as a perfectly flat sample provides for the least error in the peak
positioning.

The most common X-ray source used in XRD is CuKα. It has a wavelength of
1.5406Å which is comparable to that of the atomic spacing of crystalline mater-
ials. The incident X-ray beam will therefore undergo diffraction when passing
through such spacings [146]. At material specific values of 2θ constructive in-
terference between the reflected X-rays will lead to an increased intensity in the
diffractogram. This will be seen as peaks in the diffractogram.

Constructive interference occurs when a diffracted X-ray beam has travelled a
whole number of wavelengths, nλ, further than the other diffracted X-ray beam
[146]. From the illustration in Figure 3.8(b), the extra distance equals 2dsin(θ),
where d is the interplanar distance between two atomic planes. From these re-
quirements we get Bragg’s law.

nλ = 2d sin(θ) (3.5)
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A crystalline material is therefore needed to produce any peaks at all, however,
the sample should also be prepared so that it presents all possible crystal planes.
This is achieved by using a powder or a highly polycrystalline material [146]. All
crystal planes are needed in the resulting diffractogram if the material is to be
identified, as the absence of a characteristic diffraction peak would complicate the
analysis.

(a)

𝑑
𝜃

λ

λ

𝑑sin(𝜃)

(b)

Figure 3.8: Image of the Bragg Brentano setup in the Bruker D8 A25 DaVinci X-ray
Diffractometer (a), and an illustration of how Bragg’s law is derived (b).

In addition to the qualitative assessment of the crystal structure of the material,
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XRD can also be used to make quantitative estimates of the material composition,
average crystallite size, and any lattice distortions in the material [148, 149].

To estimate the average crystallite size, the theory of line broadening must be ap-
plied [149]. In the ideal case with an infinite particle size, no defects, monochro-
matic X-ray radiation, and no geometrical or instrumental aberrations, the peaks
of the diffractogram would be delta functions. In reality none of these assumptions
apply fully, and they all contribute to a deviation from the perfect delta functions
by either shifting the peaks or making them broader. The effect of the instrument
and the X-ray beam will be constant for every sample and can therefore easily
be accounted for. Material specific properties such as the crystallite size (D) can
therefore be estimated by analysing the line broadening through the Scherrer equa-
tion [149],

D =
Kλ

β cos θ
, (3.6)

where K is a constant close to unity depending on the geometry of the particles,
and β is the full width at half maximum (FWHM) for the peak being analysed. The
effect of the crystallite size on the line broadening can be seen in Figure 3.7. A
common value for K is 0.9 which is valid for particles of a cubic shape [149]. Even
though using the Scherrer equation provides for an easy assessment of the crystal-
lite size, there are some limitations associated with it. Firstly, the Scherrer equation
does not discriminate between crystal directions. High aspect ratio particles such
as plates or needles will therefore not be estimated correctly. Secondly, strain in
the sample will also contribute to the line broadening which may also introduce
some uncertainty in the results. The use of the Scherrer equation can therefore be
used to obtain a rough estimate of the particle size, but in order to get more accur-
ate results more sophisticated methods must be used such as Rietveld refinement
[149].

Rietveld refinement is a least square method where the diffractogram is fitted to
the theoretical space group of the material [149, p. 44]. The method will refine
the input parameters such as the lattice parameters, crystallite size, scale factors,
and atomic positions until it reaches the smallest possible R-value. This R-value
is indicative of how close the fitted curve is to the experimentally obtained curve.
From such a refinement, a quantitative phase analysis can also be performed on
the sample which provides an indication of the weight percentage of the different
phases in the sample. Care must be taken when fitting the multitude of parameters
required for a complete analysis, as overfitting of diffractograms can result in a
good fit without any basis in reality. This method therefore requires patience and
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a systematic approach when fitting the data.

3.1.3 Electron Microscopy

Imaging of nanoscale objects is well outside the capabilities of regular optical mi-
croscopes [150, 151]. To overcome this magnification restriction, the electron mi-
croscope was developed. An electron microscope utilizes the interactions between
a focused electron beam and the sample to form an image of the sample surface
[150]. Given that the electron beam is focused to a few nanometers, nanoscale
objects are therefore clearly visible.

The primary electrons generated by an electron microscope is sent through a series
of electromagnetic lenses in order to focus the beam [150]. Some of these lenses
also serve to direct the electron beam. In a scanning electron microscope (SEM),
this is utilized in order to get the full image of the sample. The electron beam
is scanned in the xy-plane with a set frame rate where the combination of every
point forms the final image. Slower scan rates yields a higher resolution image,
but it makes navigating the sample more difficult due to the slow frame rate [150].
Faster scan rates are therefore used when navigating the sample, while slower scan
rates are used for the actual imaging.

Images from SEM are generated by detection of elastically or inelastically scattered
of electrons interacting with the sample [150]. For elastic scattering, the primary
electrons are backscattered from interactions with the atomic nuclei. These elec-
trons are therefore called backscattered electrons. Inelastic scattering of the primary
electrons occur when the primary electrons collide with the electrons belonging to
the sample and transfers some of its energy to them [150]. If the energy is suffi-
cient, these electrons will be excited to become free electrons, and are referred to
as secondary electrons.

The primary electrons will not only interact with the surface of the sample, but can
also penetrate into the sample depending on their kinetic energy and the density of
the material [150]. This is determined by the choice of acceleration voltage used
during imaging. The higher the acceleration voltage, the deeper the electrons can
penetrate into the sample. However, the signal from the secondary electrons will
only be detected from the first 2 nm below the surface which is called the escape
depth [150]. This is due to the low kinetic energy of the secondary electrons.
The image produced from secondary electrons will therefore mainly represent the
surface of the sample. An example of a secondary electron image can be seen in
Figure 3.9(a).

Another electron microscopy configuration is when the detector is located below
the sample. This is referred to as transmission electron microscopy (TEM). Instead
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of focusing the electron beam onto the sample, the optics ensure the electrons strike
the sample in parallel beams [150]. Below the sample, the electron beam is then
focused onto a detector plate. There are two different ways of positioning the
detector. It can either be located directly below the sample which means that only
electrons passing through the sample will produce a signal in the detector [150].
The resulting image will then be dark where the sample is, and bright where there
is no sample. This is therefore called bright field imaging, and an example of this
can be seen in Figure 3.9(b). The detector can also be placed at an angle below
the sample [150]. This means that only electrons scattered by interactions with the
sample will reach the detector. As a result, the sample will appear bright, while
places unoccupied by the sample will be dark. This is called dark field imaging.

(a) (b)

Figure 3.9: Secondary electron image of Au-nanoparticles (a), and the corresponding
bright field image (b).

When using TEM-grids with nanometer sized particles, bright field or dark field
often provides for a higher resolution than secondary electron imaging. For larger
particles where the surface morphology is of interest, secondary electron imaging
is typically used.

When preparing samples for either SEM or TEM it is important to make sure the
sample is conductive. As electrons are being directed at the sample, they will
start to accumulate on the sample surface if the sample is non-conductive [150].
Accumulation of electrons will affect the incident electron beam which will distort
the resulting image. This is called charging of the sample. A thin layer of a
conductive material may be deposited onto the sample surface to prevent this from
happening.

Another type of information which can be obtained from electron microscopy is
the chemical composition of the material. This is obtained as a consequence of the
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inelastic scattering of primary electrons in which core electrons in the material are
excited [150]. When these core electrons relax to their ground state they will emit
a photon with a characteristic energy which is material dependent. Several excita-
tions are available for the heavier elements, and will therefore create a fingerprint
over a broad range of energies in which the material can be identified. This tech-
nique is referred to as energy-dispersive X-ray spectroscopy (EDS or EDX) [150].
Spatial resolution of the elemental composition is also possible when combined
with the inherent scanning feature of the scanning electron microscope. The result
of this elemental mapping is an EDS map, an example of which can be seen in
Figure 3.10(b).

(a)

(b)

Figure 3.10: Secondary electron image of a Cu2O particle (a), along with the correspond-
ing EDX maps for oxygen, and copper (b). The EDX map of gold is also shown as the
TEM-grid used to support the particles were made of gold.
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3.1.4 Dynamic Light Scattering

Dynamic light scattering (DLS) is a method for determining the particle size of
sub-micrometer particles by means of light scattering [151]. Particles dispersed in
a solution of known viscosity and temperature are subjected to a monochromatic
light source and the intensity of the scattered light is measured at a fixed angle
with respect to the incident light [151]. Fluctuations in the light intensity is then
measured and related to the Brownian motions of the particles which is also related
to the particle size through the Stoke-Einstein equation [151].

In a typical setup for DLS a laser is directed towards the sample chamber and
is scattered by the particles in the dispersion [151]. The scattered light is then
measured at a fixed angle with respect to the incident light by a photodetector. A
common scattering angle is 90◦, but some instruments also have the opportunity
to measure the light intensity at other angles as well [151].

The light intensity is measured over a longer period of time, and during this time
the light intensity will fluctuate due to the movement of the particles in the disper-
sion. These fluctuations can then be Fourier transformed into an autocorrelation
function, g(2), showing the light intensity, I , as a function of delay time, τ , after
τ = 0 [151].

g(2)(τ) =
⟨I(0) · I(τ)⟩

⟨I⟩2
(3.7)

As larger particles will be moving slower than smaller particles, the fluctuations
in light intensity will also be slower for larger particles [151]. As a result, the
autocorrelation function will decay much slower for larger particles as compared
to smaller particles.

For a monodisperse system the autocorrelation function, g(1) follows an exponen-
tial decay given by

g(1)(τ) = exp (−Γ · τ) (3.8)

where

Γ = D ·
(
4πn

λ
sin

θ

2

)2

(3.9)

In this equation, Γ is the decay constant, D is the diffusion constant of the particles,
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n is the refractive index of the dispersion medium, λ is the wavelength of the incid-
ent light, and θ is the scattering angle [151]. The diffusion constant of the particles
can then be calculated and related to the hydrodynamic radius of the particles (as-
suming spherical particles) through the Stoke-Einstein equation

D =
kbT

6πηr
(3.10)

where η is the viscosity of the medium and r is the hydrodynamic radius of the
particles [151].

The hydrodynamic radius of the particles encompasses the radius of the particle
plus the stationary liquid layer outside the particle surface [151]. As a result, the
measured particle size is larger than the actual value and should therefore be treated
with caution.

For polydisperse systems, on the other hand, the autocorrelation function will con-
sist of a combination of many different decay constants. In order to obtain some
information about the system, this autocorrelation function is fitted to a polynomial
of degree m

ln (g(1)(τ)) =
∞∑

τ=1

Γm
−τm

m!

where Γ1 and Γ2 are the two most important values extracted from the fitted poly-
nomial [151]. Γ1 is the average decay constant for the entire polydisperse system,
and Γ2 is directly related to the degree of polydispersity. By inserting Γ1 in Equa-
tion 3.9 and Equation 3.10, an average particle size of the system can therefore be
determined. The degree of polydispersity is typically described by a polydispersity
index (PDI) defined as

PDI =
Γ2

(Γ1)2
(3.11)

where a value higher than 0.1 is an indication of a polydisperse system [151].

In order to obtain reproducible results from dynamic light scattering, the sample
preparation is crucial. Firstly, the particles must be dispersed in a liquid with min-
imal impact on the particle properties. The dispersion must therefore be stable to-
wards agglomeration, and the particles must not be dissolved or chemically altered
in any way. Secondly, the particle-particle interactions in the dispersion must be
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minimized so that the correct diffusion constant is determined. However, the dis-
persion must not be too diluted either as the measured signal will be too weak to
distinguish from the noise. An ideal dispersion concentration is typically achieved
when the instrument detects between 5 · 105 and 106 counts per second [151].
As the dispersion concentration corresponding to this interval is sample depend-
ent, no exact concentration can be recommended, but it is typically in the order
of 1mg/mL. Finally, care must be taken as to avoid dust or other contaminations
from entering the sample [151]. The presence of impurities will have a major im-
pact on the measured particle sizes, especially if their size is large. This can be
avoided to some extent by working in a cleanroom, and by filtering all dispersions
with a 3 µm. The choice of dispersant, optimizing the sample concentration, and
filtering out impurities from the dispersion are therefore very important in order to
obtain accurate and reproducible results from DLS-measurements.

3.2 Electrochemical Characterization
Initial testing of electrocatalyst performance is usually performed in three-electrode
setups [126, p. 105]. This setup consists of a working electrode (WE) where the
electrocatalyst is applied, a counter electrode (CE) to allow flow of charges through
the system, and a reference electrode (RE), which marks the reference point for the
potential difference applied to the working electrode [126, p. 105]. The potential
difference between the WE and the RE is controlled with a potensiostat [152]. The
potensiostat controls the potential between the WE and the RE through a feedback
loop. If the potential is too low, it increases the current through the CE which
results in a higher potential between the WE and RE.

In order to obtain accurate information on the catalytic activity of the electrocata-
lyst, the area of the working electrode must be precisely defined. This is typically
achieved by using a rotating disk electrode (RDE) [153]. The RDE consists of a
Teflon sleeve built around a conductive material with a fixed area which makes
up the actual WE. This material can be glassy carbon, platinum, nickel or gold
depending on the type of experiments being performed. Glassy carbon is typically
the material of choice for testing electrocatalysts as it does not produce a strong
electrochemical signal in the potential range for most electrochemical characteriz-
ation. That is not the case for the other metals, which all have characteristic elec-
trochemical behaviour that may interfere with the sample response. The catalyst
material is typically applied to the WE as an ink [14]. This is usually performed
by simple coating techniques such as drop casting, spin coating, or spray coating.
Alternative ways of making electrocatalysts include electrodeposition, chemical
vapour deposition, magnetron sputtering, atomic layer deposition and physical va-
pour deposition. The ink formulation may vary between different research groups,
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but there are some key constituents all have in common. The goal of the ink for-
mulation is to make sure the ink is dispersed well, that it is attached to the WE,
and that electrochemical reactions are able to proceed once it is applied. In order to
do this, the electrocatalyst is typically dispersed in an aqueous solution containing
an alcohol [8, 17, 95]. An ionomer is also added to ensure the catalyst sticks to
the electrode surface. However, the thickness of the ionomer layer should be kept
to a minimum so that it does not affect the catalytic activity of the catalyst or the
transport to and from the catalyst [153].

The choice of counter electrode for electrocatalytic testing depends on the nature
of the catalyst material itself and which reactions are being investigated. As the
counter electrode is not the electrode of interest, its contribution to the detected
signal should be minimized. This can be achieved through the use of a CE with
a large surface area [152]. It should also be stable towards the potentials applied
during testing, and if it is not, the dissolution of the CE should not affect the
reactions at the WE. An example of this is using a platinum CE when testing the
HER for a nickel electrocatalyst [154]. Moving further into the HER-region on the
WE may lead to oxidation of the platinum on the CE resulting in dissolution of
Pt-ions. These ions could be reduced to metallic platinum at the WE which would
lead to an extreme increase in catalytic activity towards the HER, and an incorrect
conclusion [154]. For nickel, one is therefore better off using graphite as the CE.

Figure 3.11: Image of a reversible hydrogen electrode (RHE).

As for the reference electrode, the choice mainly depends on what electrolyte is
being used. For an acidic solution, the reversible hydrogen electrode (RHE) or
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the silver-silver chloride electrode (Ag/AgCl) are two of the most commonly used
references [152]. An RHE consists of a platinum wire placed in a separate chamber
with ionic contact with the working electrode compartment. One example of the
RHE electrode is a Pt-mesh in a glass tube, sealed in one end and placed in a larger
glass holder separated from the working electrode compartment with a glass joint.
An image of this can be found in Figure 3.11. Approximately half the glass tube
is filled with hydrogen gas and the electrolyte has the same pH as in the working
electrode compartment.

2H+ + 2e− ⇌ H2 (3.12)

As this reaction is dependent on the proton concentration in the electrolyte, the
pH of the solution determines the exact reference potential. As for the Ag/AgCl
reference, a silver wire is placed inside a separate chamber with AgCl and KCl
which is in ionic contact with the electrolyte [152]. AgCl(s) quickly forms at the
Ag wire which gives rise to the redox-reaction between Ag and AgCl.

AgCl(s) + e− ⇌ Ag(s) + Cl− (3.13)

The electrode potential for this reaction is ∆E = 0.207 V in 3mol dm−3 KCl
[126, p. 108]. However, a chloride-based reference electrode should never be used
in conjunction with most noble metal catalysts without proper separation from
the working electrode compartment. The presence of chlorides significantly im-
pact catalyst performance and durability [155]. A conventional Ag/AgCl reference
electrode placed in the working electrode compartment during RDE measurements
will continuously leak out chloride ions that may significantly interfere with the
catalyst performance as described by Briskeby et al. [156].

Another important aspect of electrochemical characterization is the gas which the
electrolyte is saturated with. Care must be taken to ensure the gas is inert towards
the electrochemical reactions being tested. Oxygen is not inert within the typical
potential range for many electrochemical reactions and will affect the resulting
signal [131, 152]. Inert gases like N2 and Ar are therefore typically used as satura-
tion gases in electrochemical characterization to minimize the amount of dissolved
oxygen.

Another aspect of electrochemical testing is related to diffusion. The kinetics of
a reaction are often the primary reason for doing electrochemical characterization,
so if the reaction is diffusion limited, information about the kinetics are hidden. To
ensure that a reaction is kinetically limited, diffusion processes are sped up by ro-
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tation of the WE [157]. The rotating disk electrode is connected to a rotator where
the rotation speed can be specified. A rotation rate of 1600 rpm is commonly
chosen, however, proper measurements should include several rotation rates.

3.2.1 Linear Sweep Voltammetry

In order to assess the catalytic activity of a catalyst towards an electrochemical
reaction, information on how the current is affected by the potential must be ex-
amined. From section 2.4.2 a good electrocatalyst was shown to display high
currents for low overpotentials (Figure 2.26). For electrode reactions in proton ex-
change membrane fuel cells and water electrolyzers this is evaluated by examining
the overpotential required to reach 10mAcm−2 (Figure 3.12(b)) [7]. In order to
obtain current-potential plots from which catalytic activity may be quantified, the
current response from the electrochemical setup must be measured for a range of
potentials. This can be achieved through linear sweep voltammetry [158]. The po-
tential is swept from the starting potential to the final potential at a fixed scan rate
while the current is measured. An example of the scan profile and the resulting
voltammogram can be found in Figure 3.12.
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Figure 3.12: Example of a linear sweep voltammetry scan profile at 1mV s−1 (3.12(a)),
and the corresponding current response for the hydrogen evolution reaction on a Pt-catalyst
(3.12(b)). The overpotential at 10mAcm−2 is indicated by the dashed lines.

Linear sweep voltammetry should be conducted at sufficiently slow scan rates to
minimize transient contributions to the current signal. A scan rate of 1mV s−1 is
commonly accepted to be a reasonable compromise of scan rate with respect to
measurement time and stability of the catalyst/catalyst layer ensuring high degree
of reproducibility.

When investigating the catalytic activity using linear sweep voltammetry it is im-
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portant to remove contributions from other parts of the electrochemical setup. The
solution resistance and the resistance in the external cables are of no interest to the
performance of the catalysts, and since they affect the potential associated with the
measured current, these should be compensated for [159]. This can be achieved
by measuring the series resistance in the system using impedance spectroscopy or
current interrupt. The potential associated with the measured current can then be
recalculated by subtracting the contribution of this series resistance (Rs) from the
measured potential (E0) using Ohm’s law.

E = E0 − IRs (3.14)

This is referred to as IR-compensation, and in order to make sure the estimation
of the uncompensated series resistance is not overestimated, a common rule of
thumb is to multiply the experimentally measured uncompensated resistance with
0.85-0.9 [159] during measurements.

3.2.2 Cyclic Voltammetry

Changes in oxidation states, oxide formation, reduction phenomena, gas evolu-
tion and material stripping are all electrochemical processes that are associated
with specific material dependent potential regions. A convenient way to monitor
these phenomena is to sweep the potential over a larger range while measuring
the resulting current. A change in current is associated with the appearance of
one of these processes. As the potential at which these processes occurs is ma-
terial dependent, this technique can be used as a way of identifying the material
akin to spectroscopic fingerprints in physical characterization. This electrochem-
ical method is called cyclic voltammetry and it is one of the most important tools
in our electrochemical toolbox [152].

Cyclic voltammetry involves sweeping the potential back and forth between two
potentials with a constant scan rate [152, 158]. The processes of interest in cyc-
lic voltammetry are transient and does not require quasi steady state conditions
like linear sweep voltammetry. Considerably faster scan rates between 5 and
500mV s−1 can therefore be used [158].

The behaviour of the resulting peaks can reveal what type of process is occurring at
the electrode surface. For adsorption and desorption processes, sharp symmetrical
peaks can be found in the voltammogram [158]. One of the most famous adsorp-
tion/desorption peaks are those belonging to hydrogen on a Pt-electrode. Two such
peaks arise in the voltammogram. The area under these peaks in the voltammo-
gram is equivalent to how much hydrogen that has been adsorbed or desorbed from
the Pt-surface [158]. It can therefore be used to estimate the electrochemically act-
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ive surface area (ECSA) of the Pt-surface [160]. In doing so it is also important to
disregard the contribution to the current from the electrical double layer and any
hydrogen evolution that might be happening moving to lower potentials. The area
indicated in Figure 3.13(b) is therefore used to estimate the ECSA of a Pt electrode
[160]. This area represents the charge from the hydrogen, and by using literature
values for the charge density of hydrogen (220 µCcm−2) one can easily calculate
the ECSA [160]. The characteristic voltammogram of Pt can be found in Figure
3.13(a).
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Figure 3.13: Voltammogram of a Pt-electrocatalyst supported on carbon obtained with a
scan rate of 50mV s−1 (a), and an illustration of the area used to determine the ECSA from
hydrogen adsorption (b). The different surface reactions occuring on Pt are marked. (1) is
hydrogen desorption, (2) is the formation of PtOH closely followed by further oxidation
into PtO (3). Onset of oxygen evolution then follows (4). On the reverse scan, PtO is
reduced back to Pt (5), before underpotential deposition of hydrogen begins (6).

Another common phenomenon found in voltammetry is the appearance of a strip-
ping peak [158]. This is when the electrochemical process removes an existing
surface layer from the electrode. This can be recognised as the disappearance of a
peak in the voltammogram between two consecutive cycles [158, 161]. A common
application of this process is CO-stripping for determination of the surface area of
the electrode [161]. CO readily adsorbs to metal surfaces, so by purging the elec-
trolyte with CO prior to electrochemical measurements, one ensures that CO is
adsorbed to the metal surface. Cyclic voltammetry is then performed and a large
peak belonging to CO-stripping will be observed in the first cycle, whereas on the
following cycle, the peak will have disappeared [161]. The difference between the
first and second cycle therefore indicates the electrochemical surface area of the
catalyst. The position of the CO-stripping peak is also dependent on how strongly
it binds to the underlying metal [161]. It can therefore be used to asses the catalytic
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activity of the catalyst towards CO-oxidation and reactions involving adsorbed CO
as a reaction intermediate.

3.3 Ultrasound Characterization
In order to properly assess the results from a sonochemical synthesis, all sono-
chemical parameters must be accounted for. This is to ensure that any deviations in
results between experiments can be accounted for when drawing a conclusion. The
ultrasonic frequency is quite easy to control, as it is directly dictated by the signal
generator. The acoustic power, however, is strongly influenced by the impedance
mismatch between signal generator and transducer as explained in Section 2.2.2.
It must therefore be measured in a separate experiment so it can be accounted for.
The sum of all ultrasound parameters also determines the rate of radical gener-
ation in the system. One therefore has to measure the rate of radical formation
in order to evaluate how the different parameters affect the cavitation process. In
this section we will discuss how acoustic power is estimated through calorimetric
measurements, and how radical generation from ultrasound is estimated indirectly
through dosimetric techniques.

3.3.1 Calorimetry

The acoustic power transferred to a solution determines the maximum bubble size
in the final rarefaction cycle (equation 2.13) and the number of cavitation bubbles
[69, 107]. It is therefore absolutely essential to the radical generation rate. Fail-
ing to account for it when varying other ultrasound parameters will therefore be
detrimental to the conclusion. To the inexperienced sonochemist, this is an easy
mistake to make as it might be difficult to distinguish between electrical power
and acoustic power. As explained in Section 2.2.2, impedance matching between
signal generator and transducer determines how much of the electrical signal is
converted into mechanical motion. The impedance mismatch is also heavily fre-
quency dependent resulting in larger mismatch for lower frequencies. Failing to
account for the mismatch could therefore lead to a conclusion where the frequency
is the determining factor, when in reality it is just a difference in acoustic power.

When the acoustic wave propagates through the solution, the energy is lost to cavit-
ation and acoustic streaming [19]. The energy absorbed by the cavitation event is
eventually released as a shockwave and a local increase in temperature. How-
ever, over multiple ultrasonic cycles, this local heating will start to cause a global
heating in the solution as well, which can be detected with a thermocouple [162,
163]. As sonochemists we are mostly concerned with the energy needed to pro-
duce the primary radicals. Even though some energy is lost to acoustic streaming
and shockwave formation, only the temperature increases can be measured with
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the thermocouple. As the temperature increase is mainly caused by the cavita-
tion event, a direct measurement of the acoustic power used to produce radicals
is therefore obtained. It should be mentioned that acoustic streaming and shock-
wave formation also produce some heat due to movements in the solution, but not
nearly as much as the bubble collapse [162]. The increase in temperature due to
sonication is therefore a reasonable estimate of the acoustic power used to produce
radicals in a sonochemical system.

Just like the enthalpy of a chemical reaction can be calculated from calorimetric
temperature measurements, so too can the acoustic power (Pa) in sonochemistry
[162, 163].

Pa = ρV Cp

(
dT

dt

)

t=0

(3.15)

V is the volume of the solution, ρ is the density of the solution, Cp is the specific
heat capacity of the solution at constant pressure, and

(
dT
dt

)
t=0

is the initial tem-
perature increase in the solution per unit time. The temperature increase should be
linear as can be seen in Figure 3.14. The slope of this curve therefore provides the
value for

(
dT
dt

)
t=0

.

Calorimetric ultrasound measurements are typically conducted in deionized wa-
ter to avoid the influence of other species, and because its physical and chemical
properties are so well known. At 20 ◦C, the specific heat capacity of water is
(4.186 J g−1K−1) [164] and the density is 0.998 kg dm−3 [54]. The specific heat
capacity and density are quite stable between 20 and 30 ◦C, which means that a
dynamic value for these constants is not necessary if the temperature increase is
limited to this range. However, a lower acoustic power could be achieved when the
solution temperature is higher than room temperature as the surrounding reactor
walls (which are still close to room temperature) will absorb some of the heat that
is generated. This can be seen in Figure 3.14.

The general procedure for performing calorimetric ultrasound experiments is there-
fore to limit the temperature increase to relatively short sonication times (1-2min)
[162]. The water should be changed for every measurements in order to return to
room temperature and to avoid the buildup of H2O2 and other sonolysis products
which could affect the specific heat capacity and density. The temperature should
also be measured as close to the center as possible to avoid any edge effects from
the reactor walls. When reporting the acoustic power, it is also common to report
it normalized to the solution volume (Wdm−3) and/or normalized to the area of
the sonotrode/plate (Wcm−2).
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Figure 3.14: Temperature increase as a function of sonication time for three water solu-
tions of 200mL sonicated at 346 kHz with a load power of 50 W. The starting temperature
of each solution was 24 ◦C (red), 27 ◦C (blue), and 30 ◦C (green).

3.3.2 Dosimetry

In order to quantify the sonochemical generation of the short lived radicals in an
ultrasonic system, more stable species formed through reactions with the radicals
are measured. Such indirect measurements of the radical generation rate is referred
to as dosimetry, and there are many different dosimeters available for sonochem-
ical characterization. Through sonolysis of an aqueous system, we would expect
[·OH] = [·H], which means that only one of these radicals would have to be meas-
ured. As previously explained, the ·H is the most unstable radical of the two, and
will recombine into H2 or recombine with ·OH to form H2O almost immediately
after bubble collapse which means that it is very difficult to indirectly measure the
·H. The ·OH, on the other hand, has a longer lifetime, and will be able to diffuse
into the hot-shell surrounding the collapsed bubble and therefore react with spe-
cies there as well. Dosimeters involving the ·OH are therefore typically used when
quantifying the radical formation rate.

Weissler Dosimetry

One of the most common dosimeters for the detection of ·OH is potassium iodide
(KI) dosimetry, more commonly known as Weissler dosimetry. This method relies
on the oxidation of I– to I3

– through a series of reaction steps. I3
– has a distinctly

yellow colour with a maximum absorbance at 350 nm. It can therefore be quanti-
fied by measuring the absorbance using UV-visible spectroscopy (Section 3.1.1).
The absorbance (A) can then be related to the concentration (c) of I3

– through
Beer-Lambert’s law (equation 3.3)

Literature reports varying maximum absorbance wavelengths and ϵ values for I3
–
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from 26 000mol−1 dm−3 cm−1 at 350 nm [165] to 26 300mol−1 dm−3 cm−1 at
355 nm [77].

The oxidation of I– to I3
– starts with the diffusion of ·OH into the bulk solution

where it reacts with I– forming an iodine atom.

I− +OH −→ OH− + I

The iodine atom is not stable and will react with I– and the resulting I2
– will

experience a disproportionation reaction

I + I− −→ I2
−

2I2
−+ −→ I2 + 2I−

The molecular iodine will then react with excess I– and form triiodide I3
–

I2 + I− −→ I3
−

The net reaction for I3
– formation can therefore be expressed as

2( ·OH) + 3I− −→ I3
− + 2OH− (3.16)

which means that the amount of ·OH can be determined from the concentration
of I3

– as [·OH] = 2[I3
– ]. However, the ·OH formed during ultrasonication may

also recombine with themselves resulting in hydrogen peroxide following equation
2.19. H2O2 could also potentially oxidize the iodide ions to molecular iodine as
follows

H2O2 + 2H+ + 2I− −→ I2 + 2H2O (3.17)

The oxidation of I– by H2O2 would increase the [I3
– ] if it were not for the very

slow kinetics of this reaction [77]. The generation of H2O2 will therefore only
slightly increase the [I3

– ] which means that the total concentration of ·OH can be
expressed as

[ ·OH] = 2([I3
−] + [H2O2]) (3.18)
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Only considering the I3
– formation will therefore result in a lower estimation for

the [·OH], but it can still be used as an indication or for comparison purposes.
Alternatively, a catalyst can be utilized to facilitate the reaction in Equation 3.17. A
molybdate catalyst has been successfully used to enhance the rate of KI oxidation
by H2O2 [77][166].

It can also be seen from Equation 3.16 that the equilibrium is dependent on the pH
of the solution where a higher concentration of I3

– is expected at lower pH values
due to the Le Chatelier principle. Iida et al. [77] showed the pH dependence exper-
imentally by performing Weissler dosimetry at selected pH values between 2 and
9. The expected trend as predicted from Le Chatelier’s prinicple was confirmed
for pH values below 4 and above 7. However, for pH values between 4 and 7, the
concentration of I3

– was found to be constant. Performing Weissler dosimetry in
this pH range is therefore desirable, as slight changes in pH would not affect the
I3

– concentration. The pH of 0.1 mol dm−3 KI falls within this range [77], and
can therefore be used as is to determine the ·OH formation. For prolonged sonica-
tion with a high rate of radical formation, however, an increase in pH could occur
as indicated by Equation 3.16. The [I3

– ] as a function of time would therefore be
expected to deviate from a linear behaviour yielding a lower [I3

– ] per unit time.
Applying a buffer solution in order to keep the pH constant could therefore mit-
igate the problem. This was done by Gutierrez et al. [165] by using a phosphate
buffer to keep the pH at 5.9. Alternatively, the radical generation rate could also
be estimated from the time derivative of the [I3

– ] at t = 0 min.

Titanyl Dosimetry

Where the Weissler method relies on the oxidation of an added chemical to estim-
ate the ·OH, the titanyl method is performed in water only [33, 80, 167]. Without
any added chemicals to react with, the ·OH will recombine into more stable sub-
stances with one of the dominating products being H2O2. To detect H2O2, a sample
is extracted from the ultrasonic reactor and mixed with TiOSO4 which results in
the formation of a yellow Ti-complex with a maximum absorbance at 411 nm [33,
80, 167]. The UV-Vis spectrum of this complex can be seen in Figure 3.2(a). The
H2O2 concentration can therefore be estimated using Beer-Lambert’s law (Equa-
tion 3.3) with ϵ = 787mol−1 dm3 cm−1 [23].

Unlike the Weissler method, the titanyl dosimetry method proceeds through zero
order kinetics [33, 167]. This is expected as the generation of ·OH radicals is
linear with time. The titanyl dosimetry method is a well established method for
detecting hydrogen peroxide, even featuring in some of the earliest assessments
of sonochemical effects by Alfred Weissler [80]. It is therefore a well established
method which has also been utilized more recently as well [33, 167].
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Sonochemical Efficiency

Based on the ·OH radical concentration found from dosimetry experiments, and
the acoustic power (Pa) found from calorimetry experiments, the sonochemical
efficiency (SE) is expressed as

SE =
[ ·OH]V

Pa · t
(3.19)

where V is the volume of the solution, and t is the sonication time [40]. Its pur-
pose is to display the radical yield of ultrasound independent of the applied power.
Koda et al. [40] therefore attributed any changes in sonochemical efficiency to
changes in frequency. When assessing the radical generation capabilities at a spe-
cific ultrasonic frequency, the sonochemical efficiency should therefore be used.
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Abstract
A novel sonochemical approach to synthesize platinum (Pt) nanoparticles has been
developed to produce smaller, and more monodisperse particles than traditional
chemical reduction methods such as the sodium borohydride (NaBH4) reduction
method. It was also found that careful experimental manipulation of the ultrasonic
conditions such as the ultrasonic frequency (f ), the acoustic power (Pa) and the
solution volume (V ) may be employed to tailor the sonochemical radical yield
to the same value for two different ultrasonic systems (20 kHz provided by an
ultrasonic probe or sonifier, and 408 kHz by an ultrasonic plate transducer) leading
to a similar reduction rate, and as a consequence, to Pt-nanoparticles with similar
sizes. The reduction of Pt(IV) was found to be a first order reaction with a rate
constant (k) of 0.062 min−1 for both ultrasonic systems, and the particle sizes
from TEM measurements were found to be (2.2 ± 0.5) nm and (2.3 ± 0.4) nm for
the 20 kHz and the 408 kHz samples, respectively. In comparison, the chemical
reduction method resulted in particle sizes of (3.0 ± 0.5) nm. It was also found
that the sonochemical synthesis at 408 kHz was more efficient than at 20 kHz with
an initial sonochemical efficiency of (0.20 ± 0.04) µmol kJ−1 at 408 kHz and
(0.060 ± 0.004) µmol kJ−1 at 20 kHz. The sonochemical synthesis at 408 kHz
also yielded nanoparticles of higher purity. Interestingly, direct sonication into the
reaction vessel using the 20 kHz sonication probe produced impurities of Ti, V
and Al in the solution, indicating that direct sonication at lower frequencies led
to (i) probe material (made of Ti alloy - Ti-6Al-4V) erosion induced by cavitation
and (ii) a continuous supply of micro meter sized impurities. It was also observed
that the introduction of impurities increased the reduction rate constant of Pt(IV)
through heterogeneous nucleation (k = 0.12 min−1) as was demonstrated for the
408 kHz system under controlled addition of Ti/Al/V seed microparticles. Direct
sonication using a sonifier should therefore be avoided when high purity catalytic
materials are required.

Keywords: power ultrasound; sonochemistry; electrocatalyst; fuel cell; electro-
lyzer.

Introduction
In the last few years, many research works have been focused on developing new
technologies which can replace fossil fuels and other greenhouse gas emitting
sources. One such a technology is connected to electrochemical energy conver-
sion where the electrical energy is generated from the oxidation of a fuel (H2(g) -
hydrogen oxidation reaction, HOR), and the reduction of an oxidant (O2(g) - oxy-
gen reduction reaction, ORR) in the presence of a catalyst to produce water. This
device is referred to as a fuel cell. The reverse reactions are also possible, where
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H2(g) and O2(g) are produced via the hydrogen evolution (HER) and oxygen evol-
ution reactions (OER) at the expense of electrical energy, and this device is called
an electrolyzer.

In order for fuel cells and electrolyzers to work efficiently, catalysts present at the
anode and cathode must improve the slow kinetics associated with the anode and
cathode electrochemical reactions for both fuel cells and electrolyzers [1]. Plat-
inum (Pt), a Platinum Group Metal (PGM), has been proven to be an excellent
catalyst for these reactions, and is therefore the material of choice in already avail-
able commercial products [2]. Improvements of these technologies therefore lies
in either developing low-cost, highly-performing and durable materials with better
or similar catalytic activity, or improving the catalytic activity of the Pt-catalysts.

As the overall catalytic activity is closely related to the surface area of the cata-
lyst, synthesis of Pt-nanoparticles with high surface areas has been investigated
[2][3]. A common method for such a synthesis is by chemical reduction of Pt-salts
(e.g. PtCl4) using for example, NaBH4 [3]. NaBH4 is a strong reducing agent
that allows for a simple and fast synthesis procedure, which is ideal for industrial
applications. However, the chemical reduction method has limitations, e.g. in
controlling the particle size without the addition of additives such as surfactants
(e.g. polyvinyl pyrrolidone, PVP) [4]. Moreover, these surfactants must also be
removed from the nanoparticles after the synthesis as they are known to block the
active sites at the catalyst surface [4], thus adding more complexity to the synthesis
procedure. Methods involving co-precipitation [5], microwave irradiation [5], re-
fluxing [5] [6], spray drying pyrolysis [7], and hydrothermal synthesis [5] [8] have
also been used successfully to synthesize a range of nanomaterials.

Alternatively, a sonochemical method [5][9][10][11][12][13] can offer an additive-
free synthesis with improved control over particle size. This synthesis method em-
ploys low-frequency high-power ultrasound (20 kHz - 1 MHz) in order to generate
highly reactive radicals (H· and OH·, produced via sonolysis [14]) in the solution,
which act as reducing agents (H·) for metal ions (Mn+) in the solution. These
mechanisms have been described in several works [10][11][15] as follows:

H2O −−→ H·+OH· (1)

Mn+ + reducing radicals −−→ M0 (2)

Such an in situ generation of reducing radicals at room-temperature is a major
advantage over traditional methods as it removes the cost of adding expensive



97

reducing agents, provides an easy way to adjust reduction rates, and reduces the
HSE-risks typically associated with powerful reducing agents.

It has been found that the metal nanoparticle sizes depend on the ultrasonic para-
meters used during the sonochemical synthesis [10][11][15]. Ultrasonic frequency,
type of alcohols and surfactants, as well as atmospheric gasses have been shown
to contribute to the final nanoparticle size [12]. In the case of atmospheric gasses,
Merouani et al. recently simulated free radical production in acoustically driven
bubble systems and showed that a low thermal conductivity and high polytropic
ratio are favoured in order to achieve a higher radical yield, and therefore smaller
particle sizes [16].

Surfactants and alcohols may also be used in order to adjust the final particle size
as these act as radical scavengers. Due to the hydrophobic nature of the alcohols
and surfactants, they are situated on the bubble/solution interface, and upon bubble
collapse they usually are in the most immediate proximity of the radicals gener-
ated in the collapse. The alcohols and surfactants (RH) therefore react with these
radicals and become secondary radicals (R·). Afterwards, these secondary radicals
diffuse into the bulk solution where reactions with the metal ions (Mn+) proceed
as follows [11][15]:

RH+OH · (H · ) −−→ R·+H2O(H2) (3)

Mn+ + reducing species (R · ,H · , etc.) −−→ M0 (4)

The presence of such additives therefore increases the reduction rate constant (k),
and decreases the particle size as previously shown in several works [10][11][12].
It has also been found that the role of the surfactant in the sonochemical synthesis
is to improve the radical yield, and not to act as steric hindrance as it is for the
chemical reduction method.

The effect of ultrasonic frequency (f ), however, is one of the main contributors
to the final nanoparticle size and is of great interest as it is tuneable (up to 1
MHz). Okitsu et al. [15] showed that the reduction rate exhibited a maximum
value around an ultrasonic frequency of 213 kHz. This maximum value resul-
ted from a higher yield of radicals per bubble at lower frequencies, and a higher
number of bubbles generated at higher frequencies. Careful considerations of the
ultrasonic frequency for a given system can therefore be used to achieve the pre-
ferred nanoparticle size.

Using ultrasound to synthesize nanoparticles of specific sizes and shapes can be
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an important step when attempting to improve the catalytic activity of catalysts
for applications such as fuel cells and electrolyzers. Much research has already
been published on sonochemical synthesis of PGMs where the main focus has
been on exploring the contributions from the individual ultrasonic parameters on
the overall reduction rate and yield. Okitsu et al. [15] also investigated the effect
of ultrasonic frequency on the reduction rate and particle size of gold (Au) nano-
particles and found that the highest reduction rate and the smallest nanoparticles
were achieved using an ultrasonic frequency of 213 kHz. The same group [11]
also investigated the sonochemical synthesis of Ag, Pd, Au, Pt and Rh. Caruso et
al. [10] demonstrated that the reduction rate of Pt can be increased by adding alco-
hols to the solution. Much work has therefore been carried out on the fundamental
understanding of how sonochemical reduction occurs for these noble metals, and
thus, the next step is to explore its potential for industrial applications. Here, it
is important to assess whether the sonochemical route can compete with the well
established chemical reduction methods in terms of achieving the target size and
shape of the final nanoparticles, obtaining a monodisperse particle system, and the
possibility of scaling up the process.

The scope of this study is to assess whether two ultrasonic reactors generating
different frequencies (20 kHz and 408 kHz) can result in the same size of Pt-
nanoparticles when the radical yield from the sonolysis is tuned to the same value.
Taking into account the solution volume (V ) and the applied acoustic power (Pa),
we can therefore determine which sonochemical reactor is more efficient for poten-
tial industrial scale production. To quantify the radical yield, the potassium iodide
(KI) dosimetry method was used (also known as the Weissler method [17]), while
the reduction rate of Pt(IV) was monitored with a colorimetric technique involving
UV-Vis spectroscopy. Pt-nanoparticles were also synthesized by the chemical re-
duction route using NaBH4, and then compared to the sonochemical method. Ad-
ditionally, the use of seed Ti/V/Al microparticles to enhance the reduction rate of
Pt(IV) in the sonochemical method was also explored as a possible solution for
scaling up the production of Pt-nanoparticles. The chemical composition and the
particle sizes were investigated using X-ray diffraction (XRD), scanning (SEM)
and transmission electron microscopy (TEM) and dynamic light scattering (DLS).

Experimental Methods

Synthesis

For the sonochemical synthesis of Pt-nanoparticles, an aqueous solution of 2.0
mmol dm−3 PtCl4 (99.9% metal basis) was prepared using a solution of 0.8 mol
dm−3 96% ethanol. Milli-Q water with a resistivity of 18.2MΩcm at 25 °C was
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used for preparing the ethanol solution. The solution was then stirred with an
electromagnetic stirrer for 10 min to ensure a homogeneous solution.

Sonication was performed using a 20 kHz sonicator probe (sonifier) and a 408 kHz
plate transducer, both described in detail in Section . For the 20 kHz sonicator, 50
mL of the prepared solution was purged with Ar-gas for 10 min before being sonic-
ated using an on:off cycle of 1s:1s to prevent excessive heating. An Ar-atmosphere
was also maintained above the solution. Samples of 4 mL were extracted after 0
min, 5 min, 10 min, 20 min, and 40 min of sonication for the determination of
the reduction rate constants. The temperature was maintained at 5 °C by active
cooling of the solution. For the 408 kHz plate transducer, 200 mL of the prepared
solution was purged with Ar-gas for 10 min before being sonicated continuously
for 80 min. An Ar-atmosphere was maintained above the solution throughout the
sonication, and the temperature was maintained at 20 °C due to practical limita-
tions. 4 mL samples were extracted after 0 min, 5 min, 10 min, 20 min, 40 min, 60
min, and 80 min of sonication. The sonochemical syntheses were repeated three
times for each of the two ultrasonic systems used in this study.

For the chemical reduction of Pt-nanoparticles, a method described by Morales et
al. [18] involving sodium borohydride (NaBH4) as the reducing agent was used. 1
mL of 44 mmol dm−3 NaBH4 (granular, 10-40 mesh, 98%) from Sigma Aldrich
was added to 50 mL of 2.0 mmol dm−3 (99.9% metal basis) PtCl4 prepared in 0.8
mol dm−3 96% ethanol. The solution was then stirred with an electromagnetic
stirrer for 30 min.

Pt-nanoparticles were then removed from the remaining solution by centrifugation
at 12,000 rpm for 15 min, and redispersed in ethanol in preparation for SEM,
TEM and XRD measurements. For all other measurements, the original solution
was used.

Sonochemical Setup

The experimental setup for the 20 kHz sonicator probe is shown in Figure 1a. It
uses a Q700 sonicator system from QSonica with a maximum power output of
700 W along with a probe measuring 19 mm in diameter. The temperature was
maintained using a compact recirculating chiller from QSonica in combination
with a water bath surrounding the beaker containing the solution. An ultrasonic
amplitude of 50% was used. The acoustic power of the system was determined
calorimetrically [19] and was found to be (42.9 ± 0.3) W. The ultrasonic probe
was immersed directly into the reaction vessel.

The plate transducer used at a frequency of 408 kHz is shown in Figure 1b. This
setup differs from the QSonica system in that a plate transducer at the bottom of
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the reactor supplies the ultrasonic power, and that the atmosphere inside the reactor
is isolated from the external environment. The temperature was maintained using
a cooling jacket around the reactor where water was circulated from a cooling
bath. An ultrasonic amplitude of 100% was employed and the acoustic power
was determined calorimetrically and found to be (54 ± 2) W. The ultrasonic plate
transducer was directly in contact with the reaction solution.

(a) (b)

Figure 1: Ultrasonic setup for the QSonica Q700 20 kHz sonicator probe (a), and the 408
kHz plate transducer (b).

Physical Characterizations

In order to observe if exposure to ultrasound affected the PtCl4-solution, samples
were extracted at selected time intervals and subjected to UV-Vis spectroscopy us-
ing a Thermo Scientific Evolution 220 UV-Vis spectrophotometer. The absorbance
of the samples was measured over a wavelength range of 200 nm-800 nm with a
scan rate of 100 nm min−1.

Further investigations into the reduction of PtCl4 were also performed using a col-
orimetric technique based upon potassium iodide (KI). This technique involves
mixing a PtCl4-solution and an excess of KI which allows the remaining Pt(IV)
in the solution to react with I– -ions forming PtI6

2 – [20]. Using this technique
for the samples extracted at different sonication times allowed us to determine the
changes in the Pt(IV)-concentration and therefore also the reduction rate constant
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of PtCl4. This was achieved by plotting the concentration of Pt(IV) as obtained by
UV-Vis spectroscopy against sonication time, and fitting the resulting curve to an
exponential function. Semi-logarithmic plots were also used to easily identify any
deviations from the exponential fit. These semi-logarithmic plots were also nor-
malized against the respective initial concentrations of Pt(IV) for both samples. In
order to avoid interference from any Pt-nanoparticles formed during the sonication,
the original UV-Vis spectra of the samples were subtracted from their respective
colorimetric spectrum.

The Pt(II)-concentration was also determined using the same colorimetric tech-
nique. However, due to the overlap of the Pt(II) peaks with the rest of the spectrum,
the Pt(IV) spectrum had to be subtracted before quantification at 388 nm could be
performed. Assuming that the sum of the Pt(IV)- Pt(II)- and Pt(0)-concentration
equals the initial concentration of Pt(IV), the yield of Pt-nanoparticles from the
sonochemical methods could be determined.

For X-ray diffraction (XRD), measurements were performed using a Bruker D8
A25 DaVinci X-ray Diffractometer with CuKα radiation. The samples were drop
cast onto a flat Si wafer and covered with a Kapton film to prevent unwanted ex-
posure to the surrounding environment. The measurements were carried out using
a scan rate of 0.044 °/step for 2θ-angles between 15◦-75◦ and a 0.3◦ fixed slit for
60 min. The resulting diffractograms were then compared to the COD database
using the DIFFRAC.EVA software before undergoing Rietveld refinement using
the Topas software.

The sample preparation for dynamic light scattering (DLS) involved diluting the
samples in Milli-Q water until the particle count was sufficient (below 2 × 106

cps). The samples were then sonicated in the Elmasonic P ultrasonic bath for 1
min with a frequency of 80 kHz to obtain a homogeneous dispersion. The DLS-
measurements were performed in an ISO 7 cleanroom using a Beckmann Coulter
N5 submicron particle size analyzer. The cuvettes used for the measurements were
cleaned with Milli-Q water filtered through a 0.2 µm particle filter. The particle
dispersions were then transferred to the cuvettes using a syringe with a 2.7 µm
particle filter. The detector angle was chosen to be 90◦ for all measurements. Ten
measurements were performed for each sample. Using the obtained autocorrela-
tion function, the Beckmann Coulter PCS software calculated the mean particle
size, standard deviation and polydispersity index for every measurement.

Sample preparation for scanning (SEM) and transmission electron microscopy
(TEM) was performed by dispersing the particles in ethanol (96%). The samples
were then drop cast onto a Formvar, Copper TEM-grid, before being allowed to
dry over night. SEM images were acquired with an APREO SEM using an accel-
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eration voltage of 30 kV and an emission current of 0.4 nA, while TEM images
were acquired with a JEOL JEM-2100 TEM with an acceleration voltage of 100
kV.

Dosimetry Determination

Measuring the sonochemical formation of radicals (H· and OH·) in an aqueous
solution during sonication is challenging due to the radicals’ short lifespan. There
are several chemical dosimetry methods (e.g. terephthalic acid, Fricke and Weissler
methods) for determining the hydrogen peroxide (H2O2) or the hydroxyl radical
(OH·) formation during sonication. In this study, we used the Weissler dosimetry
method, i.e. the sonication of pure aqueous potassium iodide (KI) solution. 0.1
mol dm−3 KI solution saturated with Ar-gas for 10 min was sonicated for 20 min,
as described by Iida et al. [21], Son et al. [22], and La Rochebrochard d’Auzay et
al. [23], to determine OH· radical concentrations. The resulting I3

– formation was
monitored by a Thermo Scientific Evolution 220 UV-Vis spectrophotometer at a
wavelength of 350 nm (λmax), using a molar extinction coefficient (ϵ) of 26,000
dm3 mol−1 cm−1.

For the Weissler dosimetry, the reaction pathway is the direct oxidation of iodide
ions I– in solution by OH· forming iodine I (Equation 5).

OH·+ I− → OH− + I (5)

The iodine reacts with I– to produce I2
– (Equation 6) which subsequently give

rises to I2 (Equation 7).

I + I− → I2
− (6)

2 I2
− → I2 + 2 I− (7)

Molecular iodine produced from these reaction pathways reacts with excess I– to
form triiodide ions, I3

– (Equation 8).

I2 + I− → I3
− (8)

This method also allows the determination of the rate of triiodide anion formation
ν(I3

– ) (mol s−1) and thus the rate of formation of OH·, i.e. assuming that ν(I3
– )

= ν(OH·). However, in order to assess the sonochemical effects of an ultrasound
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system, the sonochemical efficiency (SE) must be calculated as shown by Koda et
al.[24]

SE =
[I3

−]× V

Pa × t
(9)

where V is the volume of the KI-solution, Pa is the acoustic power transferred by
the ultrasonic reactor to the solution, and t is the sonication time. As a result, the
sonochemical efficiency is given in units of mol J−1. This determination of the
sonochemical effects therefore allows for a direct comparison of the results of the
two different ultrasonic setups used in this study. The ultrasonic frequency should
therefore be the only factor responsible for any differences in the sonochemical
efficiency of the two setups.

Acoustic Power Determination

The ultrasonic or acoustic powers were determined calorimetrically using the meth-
ods of Margulis et al. [19] and Contamine et al. [25] and using Equation 10:

Pa = mCp

(
dT

dt

)

t=0

(10)

where (dT /dt)t=0 is the temperature slope of water per unit of sonication time (at
t = 0) in K s−1; m is the mass of the water used in g and Cp is the specific heat
capacity of water (4.186 J g−1 K−1). Here, the calorimetric method consists in
measuring the heat dissipated in a volume of water, taking into account the water
heat capacity (Cp) in which the acoustic energy is absorbed. This method assumes
that all absorbed acoustic energy is transformed into heat. From the calorimetric
experiments, the acoustic power, Pa in W mL−1 was determined.

Results

Synthesis

To monitor the Pt(IV) concentration throughout the sonication process a colorimet-
ric technique was used (as the method enhances the Pt(IV) peaks in the spectrum).
Such a procedure involves adding an excess of KI to the PtCl4-solution which
leads to the formation of PtI6

– 2 which has a characteristic peak at 495 nm with
a molar extinction coefficient of 9,400 dm3 mol−1 cm−1 [20]. The resulting UV-
Vis spectra obtained after adding KI can be seen in Figure 2a for the chemically
synthesized Pt-nanoparticles, and in Figure 2b and Figure 2c for the sonochemical
synthesis at frequencies of 20 kHz and 408 kHz respectively. The spectra also



104 104

reveal the appearance of a peak at 388 nm which can be attributed to PtI4
– 2 [20].

This peak is observed to reach a maximum point at intermediate sonication times,
which indicates that Pt(IV) is first reduced to Pt(II) before finally being reduced
to Pt-nanoparticles during the sonochemical synthesis. This is in good agreement
with previous studies on the sonochemical reduction of Pt(IV) [20]. Based on the
concentrations of Pt(IV) and Pt(II), as well as the initial concentration of PtCl4,
the yield of Pt-nanoparticles was determined to be 65% and 46% for the 20 kHz
system and 408 kHz system respectively.
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Figure 2: UV-Vis spectra of the PtCl4-solutions after the addition of excess KI for (a) the
chemical synthesis, and the sonochemical synthesis at (b) 20 kHz, and (c) 408 kHz. For
the sonochemical syntheses, measurements at different sonication times are plotted in the
same figure.
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Figure 3: Concentration of Pt(IV) in the solution as a function of sonication time under 20
kHz (◦) and 408 kHz (×) (a), and the normalized concentration of Pt(IV) in the solutions
plotted on a semi-logarithmic scale (b).

From these UV-Vis spectra, the concentration of Pt(IV) in the solution was calcu-
lated and plotted against sonication time as can be seen in Figure 3a. The linear
behavior of the semi-logarithmic plots in Figure 3b also reveal that the reduction of
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Pt(IV) is a first order reaction. For the first 10 minutes of sonication, no significant
differences in the reduction rate constants were observed for the two systems, as
k = 0.062 min−1 in both cases. However, in the range of 20 min - 80 min, the
reduction rate constant in the 20 kHz system (k = 0.23 min−1) was much higher
than the one at 408 kHz (k = 0.062 min−1), and the curve started deviating from
the exponential fit.

Physical Characterization

X-ray diffractograms for the Pt-nanoparticles are shown in Figure 4. Pt is observed
for all samples at 39.8◦, 46.3◦, and 67.6◦, while the 20 kHz sample also display Ti
at 38.4◦ and 40.2◦. Rietveld refinement of the diffractogram obtained at 20 kHz
revealed that the Pt- and Ti-content was 86% and 14% respectively. For the other
samples, only fcc Pt was found to match the diffractograms. Another interesting
observation is that the diffractograms of the sonochemically synthesized particles
display much wider peaks compared to those of the chemical reduction. This was
also confirmed through Rietveld refinement, where the peak widths were related
to the crystallite sizes. The size of the particles synthesized sonochemically with
a frequency of 408 kHz was found to be 1.4 nm, at 20 kHz it was found to be
2.7 nm, while the particles synthesized through chemical reduction was found to
be 4.1 nm. Thus, the sonochemical synthesis appears to produce nanoparticles of
smaller crystallite sizes than the chemical reduction method. A final remark on
the diffractograms is the difference in peak heights from one sample to another.
This is simply a result of the sample preparation where the higher volume of Pt-
nanoparticles produced at 408 kHz was more concentrated upon re-dispersion in
ethanol compared to the 20 kHz sample. In addition, the nearly complete reduction
of Pt(IV) to Pt-nanoparticles for the chemical reduction also provided the chem-
ical reduction sample with a higher Pt-nanoparticle concentration than the 20 kHz
sample, and therefore also higher peaks.

Normal distributions of the agglomerate sizes for the Pt-nanoparticles were ob-
tained from dynamic light scattering, and are shown in Figure 5. From these res-
ults, the mean agglomerate size was found to be (143 ± 85) nm for the chemical
reduction, (198 ± 50) nm for the sonochemical synthesis at 20 kHz, and (255 ±
105) nm at 408 kHz. The polydispersity of the agglomerates was also found to
be significantly smaller for the chemical reduction as compared to the sonochem-
ical synthesis. This suggests that the chemical reduction method leads to smaller
agglomerates of more uniform sizes than the sonochemical synthesis.

TEM images for Pt-nanoparticles of all samples are shown in Figure 6a-c. Both
samples that were produced sonochemically displayed a structure with small, spher-
ical nanoparticles clearly connected in larger agglomerates. The particles also
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Figure 4: X-ray diffractograms for Pt-nanoparticles synthesized sonochemically with an
ultrasonic frequency of 408 kHz (a), chemically using sodium borohydride (b), and sono-
chemically with an ultrasonic frequency of 20 kHz (c).
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Figure 5: Average agglomerate size distributions for Pt-nanoparticles synthesized chem-
ically using sodium borohydride (a), and sonochemically with ultrasonic frequencies of 20
kHz (b), and 408 kHz (c).

appear to be fairly monodispersed. For the sample which was produced chem-
ically, however, the microstructure shows a larger network consisting of particles
of different sizes and shapes with most of the particles being agglomerated. Lone
particles were used to determine the average sizes which were found to be (2.2 ±
0.5) nm for the 20 kHz sample, (2.3 ± 0.4) nm for the 408 kHz sample, and (3.0 ±
0.5) nm for the chemical reduction sample. As very few lone particles were found
for the chemical reduction sample, the estimated particle size was less certain than
for the other samples where lone particles were found in abundance.

EDX analyses revealed that the particles consisted of Pt in all cases. For the 20 kHz
samples, micrometer sized particles comprised of Ti, Al, and V were also found
distributed among the smaller Pt-nanoparticles (Figure 7a-c). Closer inspection of
these micrometer sized impurities showed that Pt particles were supported on the
surface as can be seen in Figure 7b and from the elemental maps in Figure 7c.
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(a) (b) (c)

Figure 6: Transmission electron microscopy images of the Pt-nanoparticles synthesized
chemically (a), and sonochemically at frequencies of 20 kHz (b), and 408 kHz (c).

(a) (b)

(c)

Figure 7: Scanning electron microscopy image of impurities for the 20 kHz sample (a-b),
and EDX-maps of the same impurities (c).

Calorimetry and Dosimetry

Measurements of the acoustic power (W) as a function of applied amplitude (%)
for the 20 kHz probe sonicator and the 408 kHz plate transducer are shown in
Figure 8. Curves fitted to the measured data are also plotted along with error bars
for the individual measurements. For the 20 kHz probe sonicator, an amplitude
of 50 % was used during the synthesis, and the corresponding acoustic power was
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measured to be (42.9 ± 0.3) W. For the 408 kHz system, an amplitude of 100 %
was used during the synthesis, and the corresponding acoustic power was found to
be (54 ± 2) W.
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Figure 8: Acoustic power as a function of applied amplitude for the 20 kHz probe sonic-
ator (◦), and for the 408 kHz plate transducer (×). The error bars are equal to the respective
standard deviations.

KI dosimetry results from the 20 kHz probe sonicator and the 408 kHz plate trans-
ducer are shown in Figure 9a. The 20 kHz probe sonicator displayed an initial ox-
idation rate of (3.1 ± 0.3) µmol dm−3 min−1 while the 408 kHz plate transducer
showed an initial oxidation rate of (2.9 ± 0.8) µmol dm−3 min−1. The results
show that the I3

– concentration is linear with respect to sonication time for the 20
kHz probe sonicator, while for the 408 kHz plate transducer the I3

– concentration
flattens out over time. Consequently, the I3

– concentration is higher at longer son-
ication times for the 20 kHz probe sonicator than for the 408 kHz plate transducer
even though there is no significant difference before 5 minutes of sonication.

However, when accounting for the volume and the applied acoustic power, the
initial sonochemical efficiency was found to be (0.20 ± 0.04) µmolkJ−1 at 408
kHz and (0.060 ± 0.004) µmolkJ−1 at 20 kHz by using Equation 9. The 408 kHz
plate transducer is therefore much more efficient than the 20 kHz probe sonicator
as can also be seen in Figure 9b.

Investigations into the effect of bulk temperature, acoustic power, and solution
volume on the sonochemical efficiency were also performed. For temperature, no
significant differences in sonochemical efficiency were observed between 5 °C and
20 °C for the 408 kHz system. As for the acoustic power, no significant differences
in the sonochemical efficiency were found between 43 W and 54 W (correspond-
ing to the acoustic power used for the 20 kHz and 408 kHz ultrasound systems,
respectively) for the 408 kHz system, but for much lower acoustic powers (11 W)
the sonochemical efficiency improved. For the solution volume, volumes of 200
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mL and 50 mL were compared at the same conditions using the 20 kHz probe son-
icator, and it was found that increasing the volume leads to a lower sonochemical
efficiency. Additional information is provided in Figure S10 and Table S1 in the
supporting information.
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Figure 9: Concentration of I3
– (a) and sonochemical efficiency (b) plotted against sonic-

ation time for the 20 kHz probe sonicator (◦), and the 408 kHz plate transducer (×). The
error bars are equal to the respective standard deviations.

Discussion

Reduction Rate Constant (k)

The observed increase in the reduction of Pt(IV) after 20 min of sonication using
the 20 kHz system can be attributed to the continuous supply of micrometer sized
eroded particles. The strong mechanical forces originating from the 20 kHz ultra-
sonic probe (made of a Ti alloy) is eroding the probe itself leaving large particles
(sizes up to 3 µm) comprising of Ti, V, and Al (probe elements) dispersed through-
out the solution as was confirmed by EDX. No evidence of such erosion processes
were found for the 408 kHz system. The amount of these eroded microparticles in-
creased with increased sonication time, and was also independent on the solution
being sonicated as the same phenomenon occurred when sonicating pure water.
The presence of impurities, such as these eroded particles, during the synthesis
of nanomaterials could lead to heterogeneous nucleation on the surface of these
particles due to a significantly reduced nucleation energy required and enhanced
reduction kinetics [26]. The gradual introduction of such nucleation sites for the
20 kHz system can therefore explain why the rate constant for Pt(IV)-reduction
increases after 20 minutes of sonication. As Pt was confirmed to be present on the
surface of the eroded particles through SEM and EDX, this indicates a possible
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heterogeneous nucleation process. In order to verify this hypothesis, 200 mL of
Milli-Q water was sonicated for 40 minutes with the 20 kHz probe. The resulting
water (containing eroded particles) was used to prepare a 200 mL PtCl4 solution
which was then sonicated with the 408 kHz system (where no erosion processes
occur) in the same manner as before, and the reduction rate was determined color-
imetrically (Supporting information Figure S11). From these results it was found
that the Pt(IV) concentration decays exponentially, albeit with two times higher
rate constant (k = 0.12 min−1) compared to when no nucleation sites were added
(k = 0.062 min−1).

In addition, slow degassing of the solution sonicated at 408 kHz could also have
affected the reduction rate over the sonication period. Since the dosimetry results
of the two systems are similar in the initial stages of sonication, the initial condi-
tions of the two systems appear to offer the same reduction rate, as was intended.
However, as sonication proceeds, these conditions are changed especially for the
408 kHz system as can be seen from the deviation from linearity in the dosimetry
results (Figure 9a). A similar phenomenon was described by Iida et al. [21] for
Ar saturation during sonication and was attributed to the degassing effect caused
by ultrasound. As a result, the high collapse temperatures and pressures caused
by Ar saturation decrease in turns leading to a lower radical yield and therefore a
deviation from linearity. However, the 20 kHz system does not exhibit the same
deviation from linearity, indicating that, whatever gas, or composition of gas, the
solution is saturated with, is unchanged during the course of sonication. As pulsed
sonication was used in a relatively small volume using a lower frequency, one may
expect degassing to occur to a much larger extent than for the 408 kHz system.
As a result, Ar would be degassed almost immediately leaving behind only water
vapour. If all the gases were to be purged away from solution in the first few ul-
trasonic cycles, a linear behaviour would also be expected as no degassing would
take place over an extended period of time.

Comparing the yield of the two sonochemical methods (65% at 20 kHz and 46% at
408 kHz) clearly reveals that more of the precursor was converted to Pt-nanoparticles
at 20 kHz when compared to that at 408 kHz. However, due to the different solu-
tion volumes used for the two systems (50 mL at 20 kHz and 200 mL at 408 kHz),
the yield was not an obvious indication of which system performed better.

The supply of eroded particles to the 20 kHz system might therefore increase the
reduction rate over the sonication period, while the degassing of Ar in the 408
kHz system could slightly decrease the reduction rate. This does not seem to af-
fect the final particle sizes in any significant ways as indicated by the TEM results
(Figure 6a-c). However, the agglomerate sizes and crystallite sizes as measured
by dynamic light scattering and XRD respectively, do seem to differ for the two
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ultrasonic systems. Regarding the XRD, the evaluation of the crystallite size for
the 20 kHz system might have been influenced by the presence of Ti as it over-
laps with the Pt-peak in the diffractogram. As for the agglomerate size, smaller
particles tend to form larger agglomerates due to the higher surface free energy
associated with the higher specific surface area. It is therefore expected that the
Pt-nanoparticles which were produced chemically also display the smallest ag-
glomerate size. However, the significant difference in particle size and standard
deviation observed between the particles produced sonochemically could be due
to the presence of larger eroded particles in the 20 kHz system during synthesis
and/or due to the mechanical effects dominating at lower ultrasonic frequencies.
The smaller agglomerates observed at 20 kHz compared to 408 kHz are therefore
as expected.

Comparison of Synthesis Methods

The sonochemical method and the chemical reduction method both offer their set
of advantages for the production of Pt-nanoparticles. For the chemical reduction
method, the most prominent advantage lies in the near instantaneous reduction of
Pt(IV) to Pt-nanoparticles. In comparison, the sonochemical method takes around
40 minutes to achieve complete reduction at the conditions used in this work. How-
ever, as no attempts were made to optimize the sonochemical processes, there are
multiple ultrasonic parameters which can be tuned to achieve faster reduction and
in turns making the sonochemical process more efficient [10][11]. The use of ad-
ditives such as surfactants, seed particles, higher acoustic powers, and optimized
ultrasound frequency or other saturation gasses have all been shown to influence
the reduction rate [15][11][12]. Even though the reduction rate of the sonochem-
ical method would not be as fast as for the chemical reduction, the large difference
that we have observed in our study can definitely be improved upon.

The advantages of the sonochemical method are mainly rooted in the ability to
control the reduction rate, and as a consequence, the particle properties such as
the size. In this investigation, we have shown that two very different setups op-
erating at two distinct frequencies were able to give the same reduction rate and
therefore a similar particle size. Simply by changing some of the ultrasonic con-
ditions, we were able to tune the particle size. The fact that similar results from
two completely different ultrasonic reactors can be achieved, also provides the
industry with a much higher degree of freedom when it comes to designing the
sonochemical reactors and thus, can lead to a more cost effective catalytic material
production. In addition, the size and shape of the nanoparticles were found to be
very uniform and spherical for the sonochemical method, whereas the chemical
reduction method displayed a much wider range of sizes and shapes as is shown
in the TEM results. The sonochemical synthesis is therefore very well suited for
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applications which requires uniform particle properties. In addition, no use of
reducing agents or surfactants, posing HSE risks, were necessary to achieve the
desired particle properties as is the case for the chemical reduction.

As for the efficiency of the two ultrasonic setups, it is apparent from the sono-
chemical efficiency ((0.20 ± 0.04) µmol kJ−1 at 408 kHz and (0.060 ± 0.004)
µmol kJ−1 at 20 kHz) that the higher frequency delivers the highest number of
nanoparticles per unit energy spent. In addition, by using a 20 kHz sonication
probe directly into the reaction vessel, eroded materials (induced by cavitation)
are generated and contaminate the sonochemically produced material of interest.
The accelerated reduction rate observed when adding such seed microparticles (Ti,
V and Al) can also be replicated under more controlled circumstances when turn-
ing to higher ultrasonic frequencies. Using direct sonication, especially at low ul-
trasonic frequencies, for sonochemical synthesis therefore introduces unnecessary
complications, which can be avoided by either using higher ultrasonic frequency
systems or by separating the ultrasonic probe from the reaction vessel.

Conclusion
The sonochemical approach at two ultrasonic frequencies led to Pt-nanoparticles
of similar sizes when the radical yield was tuned to the same initial value. The
sonochemical method produced Pt-nanoparticles which were significantly smaller
and more monodisperse than the chemical reduction method. The nanoparticles
were found to be spherical when using the sonochemical method whereas differ-
ent shapes were found in the chemical approach. Being able to tune the ultrasonic
parameters in order to obtain a specific particle size offers more control over the
synthesis without the use of stabilizing agents. This finding is in good agreement
with previous works where the nanoparticle size was found to be directly related
to the reduction rate, and the radical yield. From an industrial perspective, the
higher ultrasonic frequency offers more particles per unit energy and is also free of
impurities which is important for electrochemical applications. Direct sonication
at lower frequencies (20 kHz) should therefore be avoided if the target catalytic
material needs to be of high purity. The gradual introduction of impurities at low
frequencies also resulted in complications related to the rate of reduction as the
impurities were found to accelerate the reduction of Pt(IV) through heterogeneous
nucleation. Controlled addition of such seed Ti, V, and Al microparticles did con-
firm an increase in reduction rate at higher ultrasonic frequencies as well and could
be an important contributor when scaling up the synthesis for industrial purposes.
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Supporting Information
To assess whether the use of different ultrasound conditions like bulk temperature,
acoustic power and solution volume has any effect on the sonochemical efficiency,
several KI dosimetry experiments where performed as can be seen in Figure S10.
The experimental details can be found in Table S1. The results show that by ap-
plying the same power and temperature to the 408 kHz system as was used for the
20 kHz system, there are no significant differences in the sonochemical efficiency.
Further decreasing the power, however, showed that the sonochemical efficiency
increases at low acoustic powers. The results also show that when the solution
volume is increased, the sonochemical efficiency is reduced. This means that the
difference in sonochemical efficiency between the 20 kHz system and the 408 kHz
systems is even larger if both systems are operated at the same conditions.
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Figure S 10: Sonochemical efficiency as a function of sonication time for different ultra-
sound conditions listed in Table S1. Measurements performed at the synthesis conditions
are only referred to by their frequency, while any modifications are marked as Low P for
lower power, High V for higher volume, and Low T for lower temperature compared to
the synthesis conditions.

Table S 1: Overview of the different ultrasound parameters which was used in this exper-
iment.

Frequency (kHz) Gas Power (W) Temperature (◦C) Volume (mL)
20 Ar 42.9 5 50
20 Ar 42.9 5 200
408 Ar 54 20 200
408 Ar 42.9 5 200
408 Ar 11.4 20 200
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Measurements of the reduction rate of Pt(IV) are shown in Figure 11 and shows
the effect of adding the eroded particles from the 20 kHz probe to the 408 kHz
system. The rate constant increased from k = 0.062 min−1 to k = 0.12 min−1 by
adding the seed particles to the system.
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Figure S 11: Concentration of Pt(IV) in the solution as a function of sonication time under
20 kHz (◦), 408 kHz (×), and 408 kHz with the addition of Ti seed particles (+) (a), and
the normalized concentration of Pt(IV) in the solutions plotted on a semi-logarithmic scale
(b).
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Abstract
Optimizing the surface area of nanoparticles is key to achieving high catalytic
activities for electrochemical energy conversion devices. In this work, the fre-
quency range (200 kHz - 500 kHz) for maximum sonochemical radical forma-
tion was investigated for the sonochemical synthesis of Pt-nanoparticles to assess
whether an optimum frequency exists or if the entire range provides reproducible
particle properties. Through physical and electrochemical characterization, it was
found that the frequency dependent mechanical effects of ultrasound resulted in
smaller, more open agglomerates at lower frequencies with agglomerate sizes of
(238 ± 4) nm at 210 kHz compared to (274 ± 2) nm at 326 kHz, and electro-
chemical surface areas of (12.4 ± 0.9) m2g−1 at 210 kHz compared to (3.4 ± 0.5)
m2g−1 at 326 kHz. However, the primary particle size (2.1 nm) and the catalytic
activity towards hydrogen evolution, (19 ± 2) mV at 10mAcm−2,remained un-
changed over the entire frequency range. Highly reproducible Pt-nanoparticles are
therefore easily attainable within a broad range of ultrasonic frequencies for the
sonochemical synthesis route.

Keywords: ultrasound; sonochemistry; electrocatalyst; hydrogen; platinum; fre-
quency;

Introduction
The synthesis of nanomaterials with highly reproducible physical properties has
been a challenge ever since researchers started to explore their unique capabilit-
ies [1][2]. Most synthesis techniques are very sensitive towards changes in the
experimental conditions and can yield nanoparticles with very different properties
which might not be ideal for the given application it is intended for. In the field
of catalysis, precise control over the properties of the catalyst is essential as any
changes in the chemical composition, particle size, or surface area might drastic-
ally change its catalytic activity. Development of catalysts for electrochemical
conversion of hydrogen, e.g., the hydrogen evolution reaction (HER) or the oxy-
gen reduction reaction (ORR), is one of those research areas where reproducible
catalysts are highly important as the dominating catalyst materials belong to the
Platinum Group Metals (PGM) [3][4]. The high cost of these catalysts inflicted by
the price of PGMs makes it even more important to achieve the target properties as
any catalytic performance that is not ideal will hinder further commercialization
of hydrogen as a possible alternative to fossil fuels [3]. Reducing costs by op-
timizing the catalytic activity, getting reproducible nanoparticles, and scaling up
the catalyst production are therefore paramount if PGMs are to be used in future
electrochemical conversion devices for hydrogen [1].
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The synthesis of catalysts for electrochemical conversion of hydrogen is predom-
inantly based on the reduction of aqueous solutions of metal salts by a strong
reducing agent such as sodium borohydride (NaBH4) [5][6][7][8]. Other methods
involve utilizing high temperatures to decompose the solvent into reducing species
which will reduce the metal salts in a controlled manner. One of the most common
examples of such a synthesis method is the polyol-synthesis [9]. However, to suc-
cessfully achieve the desired properties, additives such as surfactants or stabilizers
must be used [10]. This adds to the total cost of the catalyst by virtue of the price
of the additive itself and the effort required to remove the additive post synthesis
[10]. Also, the introduction of an additional component in the synthesis makes
scaling the production more difficult as careful considerations must be taken into
account to ensure reproducibility.

An alternative to the current nanomaterial synthesis methods is the sonochem-
ical synthesis where high power ultrasound is used to reduce metal salts to metal
nanoparticles [11][12][13][14][15]. Cavitation bubbles formed in the aqueous me-
dium by ultrasound creates local environments of extreme temperatures and pres-
sures upon collapse, resulting in the splitting of water molecules into hydrogen
radicals (H·) and hydroxyl radicals (OH·). By applying a radical scavenger, like
ethanol which consists of a polar part (OH-group) and a non-polar part (hydro-
carbon chain), it will be situated at the bubble solution interface [16]. When the
short-lived radicals are generated inside these bubbles they will be scavenged at
the bubble solution interface and turn the scavenger into a reducing radical itself.
The resulting radical is referred to as a secondary radical, and it will have a longer
lifetime than primary radicals. The secondary radicals will therefore be able to
diffuse into the solution, and operate as a continuously generated reducing agent
for nanoparticle synthesis [16].

There are mainly two effects of ultrasound which can affect the nanoparticle syn-
thesis; the sonochemical effects arising from radical formation during cavitation,
and the mechanical effects caused by the shock wave pressure of the collapsing
bubbles. The sonochemical effects are mostly influencing the rate of reduction,
while the mechanical effects may affect the agglomeration process. The sono-
chemical effects of ultrasound have been studied quite extensively and several dif-
ferent groups report an optimum in the sonochemical effects between ultrasonic
frequencies of 200 kHz and 500 kHz [14][17][18][19]. At these optimum frequen-
cies the particle size of sonochemically synthesized nanoparticles is expected to
reach a minimum due to the increased reduction rate, which have been shown for
gold nanoparticles [14] and ruthenium nanoparticles [17]. However, these works
have used five frequencies spanning a wide range (20 kHz - 1 MHz) rendering it
difficult to pinpoint an exact optimum. Limiting the range of frequencies to the
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proposed optimal range for sonochemical radical formation would therefore be
beneficial to determine an exact optimum frequency for sonochemical synthesis
of nanomaterials. This is especially interesting for platinum (Pt) nanoparticles as
its excellent properties as HER- and ORR-catalysts could really benefit from an
optimized and robust synthesis method to justify the high cost of Pt. This can be
achieved by conducting a thorough investigation of the frequency dependence of
the properties of Pt-nanoparticles synthesized sonochemically. To the best of our
knowledge, no such investigation has been performed for the sonochemical syn-
thesis of Pt-nanoparticles. As for the mechanical effects, there are two phenomena
which can affect the agglomeration process. First is the formation of high velo-
city microjets which will cause erosion or deagglomeration of the target material.
However, microjet formation can only occur when the size of the target material
is larger than the collapsing bubble (micro meter size) [20]. The next mechanical
effect is the shock waves created by collapsing bubbles. Being multi directional,
these are less violent than the microjets, but are also capable of deagglomera-
tion. In addition these shock waves have also been found to aid agglomeration
through the facilitation of interparticle collisions as was shown by Suslick et al.
[20][21]. The shock waves can therefore lead to both deagglomeration of larger
agglomerates and facilitate agglomeration of primary particles. Agglomeration of
primary particles on the nano scale is especially interesting in the field of catalysis
where available surface area is key to achieving a higher catalytic activity [22]. As
shock wave pressures are highly frequency dependent [23], assessing the effect of
ultrasonic frequency on primary particle size and agglomeration could therefore
provide valuable information on which ultrasonic frequencies to chose to achieve
ideal catalyst properties, and which frequency range can be used for high reprodu-
cibility.

In this work we want to investigate if any frequency in the proposed optimum range
(200 kHz - 500 kHz) for radical formation can be used to synthesize highly repro-
ducible Pt-nanocatalysts. This is achieved by assessing the combined contribu-
tions from the sonochemical effects and the mechanical effects of ultrasound. The
combined effect of ultrasound on primary particle properties and agglomeration
will therefore serve as a measure of how reproducible the sonochemical synthesis
of Pt-nanoparticles is. The primary particle properties were evaluated based on
measurements of the particle sizes through scanning/transmission electron micro-
scopy (S(T)EM) and X-ray diffraction (XRD), and the catalytic activity towards
the HER from electrochemical measurements. As for agglomeration, agglomerate
sizes were obtained from dynamic light scattering (DLS), and agglomerate surface
area from the electrochemical surface area (ECSA). S(T)EM micrographs were
used to get an idea of the shape of the agglomerates.
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Experimental

Sonochemical Synthesis Setup

The experimental setup for the sonochemical synthesis is shown in Figure 1. The
frequency specific plate transducers (210 kHz, 326 kHz, 408 kHz, and 488 kHz)
from Honda Electronics are made from a stainless-steel alloy (SUS304) which
is highly corrosion resistant. These transducers were mounted on the bottom of
a borosilicate glass reactor being in direct contact with the solution in the inner
chamber of the reactor. The issue of eroded particles entering the system due to
transducer erosion from micro jet formation has been shown to occur previously
[24], but it was only observed at low ultrasonic frequencies (20 kHz) with high
acoustic powers (43 W). The lower mechanical effects of ultrasound at higher fre-
quencies (≥ 210 kHz) and lower acoustic powers (11.8 W) are therefore not expec-
ted to cause erosion of the transducer. This was also confirmed from the absence
of a constant baseline shift in the absorbance spectra (Figure S1). In the outer
chamber, water maintained at 20 ◦C was circulated using a compact recirculating
chiller from QSonica to maintain a constant solution temperature throughout the
system.

(a) (b)

Figure 1: Ultrasound setup used to synthesize Pt-nanoparticles at different ultrasonic fre-
quencies (a), along with one of the ultrasound transducers (b).

Synthesis

Pt-catalysts were synthesized sonochemically using ultrasonic frequencies of 210
kHz, 326 kHz, 408 kHz, and 488 kHz. For each frequency, the acoustic power
transmitted to the reactor was measured by calorimetry as described in Section
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2.5. All plate transducers were operated at an acoustic power of 11.8 W (which
would correspond to 0.307 W cm−2 or 0.059 W cm−3 for the geometry of our
cell.) (Figure S2). The temperature during ultrasonication was maintained at
20 ◦C throughout the entire experiment. For each synthesis 200 mL of 2 mmol
dm−3 PtCl4 (99.9 % basis, Alfa Aesar) was prepared in a 0.8 mol dm−3 ethanol
(96 %, GPR rectapur, VWR) solution where ethanol acts as a radical scavenger.
Complete scavenging of the primary radicals by 0.8 mol dm−3 ethanol was en-
sured as shown by a separate dosimetry experiment as described in the supporting
information (Figure S3). Prior to ultrasonication, the solution was purged with ar-
gon (Ar 5.0) gas for 10 min. Ar-gas was also supplied for the entire duration of the
experiment. In order to achieve sufficient amounts of Pt-nanoparticles for further
characterization the sonication time was set to 180 min. The Pt-nanoparticles were
then extracted from solution by use of an Eppendorf 5810 R centrifuge operated
at 12,000 rpm for 15 min. The particles were redispersed in ethanol and water
and centrifuged an additional three times. The particles were then dried at room
temperature before being ground into a fine powder using a mortar and pestle.

Physical Characterization

The sonochemical synthesis of Pt-nanoparticles is expected to proceed from Pt(IV)
to Pt(II) and then to Pt-nanoparticles. Primary radicals (OH· and H·) are scavenged
by the scavenger (RH) and will act as reducing agents following the reactions
below [25].

OH·(H·) + RH −→ H2O(H2) + R·

Pt(IV) + 2R· −→ Pt(II) + 2R

Pt(II) + 2R· −→ Pt(0) + 2R

The concentration of Pt(IV) and Pt(II) was therefore measured for all samples as
a function of sonication time using UV-visible spectroscopy. A Thermo Scientific
Evolution 220 UV-Vis spectrophotometer was used to record the absorbance spec-
tra. To distinguish the absorption peaks of Pt(IV) and Pt(II) a colorimetric tech-
nique was applied where an excess of potassium iodide (KI) (≥ 99.0 %, ACS
reagent, Sigma Aldrich) was added to the Pt(IV)/Pt(II) solution to form Pt iodide
complexes with distinct absorption peaks in the visible spectrum [25]. The res-
ulting PtI6

2 – peak at 495 nm (ϵ = 11,170 dm3mol−1cm−1) (Figure S9a) and the
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PtI4
2 – peak at 388 nm (ϵ = 4,600 dm3mol−1cm−1) [26] were related to the con-

centration of Pt(IV) and Pt(II), respectively through Beer-Lambert’s law.To avoid
interference from the Pt(IV) peaks in the determination of the Pt(II) concentra-
tions, the contributions of Pt(IV) was subtracted from the spectra. As a result of
the uncertainties introduced with this step, the reported Pt(II) concentrations only
serve to provide a qualitative assessment of the reduction mechanics of Pt, and is
not considered quantitatively. Recording the concentrations of Pt(IV) as a func-
tion of sonication time also allowed for the determination of reaction rates at the
different ultrasonic frequencies.

To examine the crystal structure, particle size, particle shape, and agglomerate size,
XRD, S(T)EM, and DLS were utilized. For XRD and S(T)EM dilute dispersions
of the different samples were drop cast onto a flat silicon wafer and a Cu formvar
TEM grid from Ted Pella, respectively. The XRD measurements were performed
with a Bruker D8 A25 DaVinci X-ray Diffractometer with CuKα radiation. A scan
rate of 0.044 °/step was used for 2θ-angles between 15◦-75◦ with a 0.3◦ fixed slit
for 60 min. From the diffractograms, the mean crystallite sizes, L, were estimated
using the Scherrer equation [27]

L =
Kλ

β cos θ
(1)

where K is the shape factor with a value of 1.333 for spherical particles [27], λ is
the wavelength of the incident X-rays, β is the full width at half maximum for the
given peak, and θ is the Bragg angle of the given peak.

For S(T)EM measurements a Hitachi High-Tech SU9000 was used in brightfield
mode with an acceleration voltage of 30 kV and an emission current of 0.7 µA.
High angle annular dark field scanning transmission electron microscopy (HAADF-
STEM) was also performed on the 210 kHz sample and the 326 kHz sample in
order to compare the respective particles in more detail. For these HAADF-STEM
measurements, a Jeol JEM ARM200F was used with an acceleration voltage of
200 kV. DLS was performed using a Beckmann Coulter N5 submicron particle
size analyzer where samples were diluted to achieve a particle count of approx-
imately 2 × 106 cps [28]. Presence of interfering dust particles was minimized
by filtering the dispersions through a 2.7 µm particle filter while working in an
ISO 7 cleanroom. Ten consecutive measurements were performed for each sample
and using the obtained autocorrelation function, the hydrodynamic diameter of the
particle agglomerates was extracted.
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Electrochemical Characterization

For electrochemical characterization of the Pt-nanoparticles, catalyst inks were
prepared by mixing 10 mg Pt-catalyst with 475 µL DI-water (Milli-Q, 18.2MΩcm),
475 µL isopropyl alcohol (IPA) (technical, VWR), and 50 µL Nafion 117 (5 wt%
in mixture of lower aliphatic alcohols and water, Sigma Aldrich). 10 µL aliquots
of the ink were spin coated onto a glassy carbon rotating disc electrode (RDE, Pine
Instruments) (area = 0.196 cm2) at 200 rpm in order to obtain a homogeneous dis-
persion of the catalyst on the electrode with a Pt loading of 0.5 mg cm−2. The
electrochemical measurements were performed in an Ar-saturated solution of 0.5
mol dm−3 H2SO4 (95-97%, VWR) with a reversible hydrogen electrode (RHE) as
the reference electrode and graphite as the counter electrode. An Ivium-n-stat po-
tensiostat was used to record all data. During the measurements, a rotation rate of
1,600 rpm was used for the RDE. Measures were also taken to cover the solution
surface with Ar during the experiments to prevent air from entering the electrolyte.
In order to activate the catalysts and obtain a stable voltammogram, the working
electrode was cycled 20 times between 0.07 V vs RHE and 1.5 V vs RHE with
a scan rate of 50 mV s−1 [29]. The voltammograms obtained during the final
cycles were then used to determine the electrochemical surface area, ECSA, of the
catalysts assuming a monolayer adsorption of hydrogen, with Qa = 220 µC cm−2

[30].

ECSA =
QH

220 µCcm−2
(2)

Linear sweep voltammetry was performed between 0.1 and -0.1 V vs RHE using a
scan rate of 1 mV s−1. Due to the high current densities obtained at low potentials,
IR-compensation was applied with values chosen as 85% of the series resistance
obtained from impedance measurements. The overpotential required to reach 10
mA cm−2 (η10) was then recorded for each sample and compared with each other.

Dosimetry and Calorimetry

Prior to the nanoparticle synthesis, the ultrasound reactor and the different ultra-
sound transducers were subjected to dosimetry experiments and calorimetry exper-
iments in an effort to determine the radical yield and transmitted ultrasonic power.
Two different dosimeters were employed; Potassium iodide (Weissler) dosimetry
[19][31][32][33], and titanyl sulfate dosimetry (TiOSO4) [34]. For Weissler do-
simetry a 0.1mol dm−3 KI solution was oxidized to I3

– by OH-radicals formed
during ultrasonication at the different ultrasonic frequencies [19]. I3

– having a
strong yellow colour (ϵ = 26,000 dm3mol−1cm−1) could therefore easily be quan-
tified through UV-visible spectroscopy and Beer Lambert’s law. No molybdate
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catalyst was used for Weissler dosimetry to avoid the contribution from H2O2 as
this is already accounted for by titanyl sulfate dosimetry. Instead Weissler dosi-
metry will indicate the amount of OH radicals that actually escape the cavitation
bubbles.

As for titanyl sulfate dosimetry, only DI-water was subjected to ultrasonication. As
the radicals being formed have no added species to react with, the radicals recom-
bine themselves, and one of the dominating products is hydrogen peroxide (H2O2)
due to the combination of two OH-radicals [34]. To detect the H2O2 being formed,
an excess of TiOSO4 (1.9 % - 2.1 %, Sigma Aldrich) was added to the sample
after ultrasonication. The TiOSO4 reacts with H2O2 and forms a peroxotitanium
(IV) complex with a strong absorption peak at 411 nm [34]. The molar absorp-
tion coefficient of this complex was measured in a separate calibration experiment
with commercial H2O2 to be ϵ = 787 dm3mol−1cm−1 (Figure S9b). Similarly to
the Weissler method, samples were extracted at various time intervals and meas-
ured with UV-visible spectroscopy to determine the [OH·] ([OH·]= 2[H2O2]), and
therefore the radical generation rate.

For the calorimetric measurements of the ultrasonic power, 200 mL of DI water
was sonicated for 2 min at various amplitudes for all frequencies while measuring
the temperature increase. Assuming all acoustic energy is transformed to heat the
acoustic power can be calculated as [35]

P acoustic = mCp

(
dT

dt

)

t=0

(3)

where (dT /dt)t=0 is the temperature slope of water per unit of sonication time (at
t = 0) in K s−1; m is the mass of the water used in g and Cp is the specific heat
capacity of water (4.186 J g−1 K−1). All measurements were repeated three times.

Results
The reduction rate constants (k) for the sonochemical reduction of Pt(IV) to Pt(II)
obtained at different ultrasonic frequencies are shown in Figure 2a. These values
were extracted from the UV-visible absorbance spectra and the Pt(IV) concentra-
tion profiles provided in the supporting information (Figure S4 and Figure S5).
Application of the lowest ultrasonic frequency (210 kHz) leads to significantly
faster Pt reduction compared to the other frequencies. However, at the highest fre-
quency (488 kHz) the reduction rate appears to increase again. The yield of the
resulting Pt-nanoparticles are also plotted against applied ultrasonic frequency in
Figure 2b, and exhibit the same trend as the reduction rate constants.
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Figure 2: Rate constant (k) for the reduction of Pt(IV) (a), and the yield of Pt-nanoparticles
(b) plotted against ultrasonic frequency. The error bars are equal to the respective standard
deviations, and the lines through the datapoints are drawn with cubic spline interpolation
to guide the eye.

S(T)EM micrographs of all Pt-samples are shown in Figure 3a-d. From these
micrographs we can see that the applied ultrasonic frequency during the synthesis
does not affect the microstructure of the primary particles nor their size as they
all exhibit a spherical shape with a size of (1.9 ± 0.3) nm. This is more apparent
from the inset shown in Figure 3b where the primary nanoparticles are more easily
resolved compared to the bulky structure of the agglomerate. Even though there
are no significant differences in the respective primary particles, the agglomerates
formed at 210 kHz appear to be less dense than for the other frequencies. More
examples are provided in the supporting information (Figure S6).

HAADF-STEM micrographs of Pt-nanoparticles synthesized using ultrasonic fre-
quencies of 326 kHz and 210 kHz are shown in Figure 3e and Figure 3f, respect-
ively. The way in which agglomeration occurs appear to be somewhat different
for the two samples. For the 210 kHz sample, the agglomerates seem to form long
strands, whereas for the 326 kHz sample the agglomerates become more clustered
together as was also observed for the agglomerates in the S(T)EM images.
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(a) (b)

(c) (d)

(e) (f)

Figure 3: Bright field scanning electron microscopy micrographs of Pt-nanoparticles syn-
thesized at 488 kHz (a), 408 kHz (b), 326 kHz (c), and 210 kHz (d). High angle an-
nular dark field scanning transmission microscopy micrographs were also acquired for
Pt-nanoparticles synthesized at 326 kHz (e), and 210 kHz (f). An inset of clearly resolved
primary particles have been included for the 408 kHz sample (b).
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The X-ray diffractograms of all Pt-samples are plotted together in Figure 4a. These
results show that all samples exhibit the same crystal structure of fcc Pt indicated
by the peak positions at 40.0◦ (111), 46.5◦ (200), and 67.9◦ (220). Assuming a
spherical shape of the crystallites as was observed from the S(T)EM micrographs,
the subsequent analysis of the peaks using the Scherrer equation (Equation 1) re-
vealed that all samples displayed an average crystallite size of 2.1 nm which is very
similar to the sizes obtained from S(T)EM. Results from dynamic light scattering
highlighting the mean agglomerate sizes of the Pt-nanoparticles are shown in Fig-
ure 4b. The figure clearly shows that the Pt-nanoparticles synthesized at the lowest
ultrasonic frequency of 210 kHz exhibits a smaller agglomerate size compared to
the other ultrasonic frequencies where the agglomerates appear to reach a constant
value.

40 50 60 70
2  (°)

0

2

4

6

8

10

In
te

ns
ity

 (a
.u

.)

210 kHz

326 kHz

408 kHz

488 kHz

(a)

200 300 400 500
Frequency (kHz)

230

240

250

260

270

280

290
Ag

gl
om

er
at

e 
Si

ze
 (n

m
)

(b)

Figure 4: X-ray diffractograms of Pt-nanoparticles synthesized at ultrasonic frequencies
of 488 kHz, 408 kHz, 326 kHz, and 210 kHz (a). Average agglomerate sizes of Pt-
nanoparticles synthesized at ultrasonic frequencies of 488 kHz, 408 kHz, 326 kHz, and
210 kHz as obtained from dynamic light scattering (b). The line through the datapoints for
dynamic light scattering is drawn with cubic spline interpolation to guide the eye.

The cyclic voltammograms (CV) normalized for the geometric surface area, and
the corresponding electrochemical surface area for all samples are shown in Figure
5a and Figure 5b, respectively. Significantly higher current densities are observed
for the 210 kHz sample compared to all the other samples which also leads to an
ECSA nearly three times as high as the other samples. As for the other frequen-
cies, the voltammograms are practically overlapping with each other which is also
reflected in their similar electrochemical surface areas.
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Figure 5: Cyclic voltammograms of Pt nanocatalysts synthesized at different ultrasonic
frequencies (a), and the corresponding electrochemical surface area (b). The line through
the datapoints is drawn with cubic spline interpolation to guide the eye.

-0.04 -0.02 0 0.02 0.04
E (V) vs RHE

-20

-15

-10

-5

0

j (
m

A 
cm

-2
)

488 kHz
408 kHz
326 kHz
210 kHz

(a)

-0.04 -0.02 0 0.02 0.04
E (V) vs RHE

-0.6

-0.4

-0.2

0

j (
m

A 
cm

-2
)

488 kHz
408 kHz
326 kHz
210 kHz

(b)

Figure 6: Linear sweep voltammograms of Pt nanocatalysts synthesized at different ultra-
sonic frequencies with current densities normalized for the geometric surface area (a), and
electrochemical surface area (b).

Linear sweep voltammograms normalized for the geometric surface area and the
ECSA for all samples are shown in Figure 6a and Figure 6b, respectively. No
significant differences were observed between the four samples when the current
densities were normalized for the geometric surface area as can be seen from the
overlap of the curves and the similar overpotentials at 10mA cm−2 equal to (19
± 2) mV. When normalizing the current densities for the ECSA, however, the
performance of the 210 kHz catalyst towards hydrogen evolution was worse than
the other frequencies. In addition, the 210 kHz catalyst displays a much higher
degree of reproducibility compared to the other frequencies as indicated by the
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near overlap of the curves at 210 kHz. More variation is observed for the other
frequencies, and no significant differences between the 326 kHz, 408 kHz, 488
kHz catalysts can be observed.
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Figure 7: Concentration profiles of I3
– (a), the concentration profiles of H2O2 (b), and the

reaction rate of OH· to H2O2 (c) for different ultrasonic frequencies. For the concentration
profiles (a and b), fitted curves have been included for the respective datapoints. For the
rate figure (c), the lines through the datapoints are drawn with cubic spline interpolation
to guide the eye.

KI-dosimetry results for the different ultrasonic frequencies are shown in Figure
7a. Concentration profiles were generated from UV-visible absorbance spectra
provided in the supporting information (Figure S7). All concentration profiles de-
viate from linearity after a few minutes of sonication with values starting to flatten
out towards the end of the 3 hour sonication period. The final I3

– concentration
for the different systems appear to be lowest at 210 kHz and highest at 488 kHz.

TiOSO4-dosimetry results for the different ultrasonic frequencies are shown in
Figure 7b-c, and are also extracted from UV-visible absorbance spectra provided
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in the supporting information (Figure S1). The concentration profiles are all ap-
proximately linear over the entire ultrasonication period with the exception of the
lowest ultrasonic frequency (210 kHz), which flattens out slightly towards the end
of the experiment. As for the rate of H2O2 formation, the fastest rate is observed
at 210 kHz followed by 488 kHz. The 326 kHz and 408 kHz systems both display
the slowest rate. This is in contrast to what is observed for KI-dosimetry where the
210 kHz system displayed the lowest I3

– concentration after 3 h.

For KI-dosimetry, I3
– is formed in-situ and mostly by reacting with OH-radicals.

Any H2O2 formed in the process from recombination of OH radicals will therefore
not contribute to the I3

– concentration. The lower concentration of I3
– observed

at 210 kHz may therefore be due to a faster recombination of OH radicals. How-
ever, as an interfacial radical scavenger (ethanol) was used in the actual synthesis,
radicals are scavenged before they recombine as was also shown with a separate
dosimetry experiment (Figure S3). KI-dosimetry is therefore suitable for the de-
tection of OH-radicals when using solution based radical scavengers. The titanyl
sulfate dosimeter therefore provides a more accurate estimation of the radical gen-
eration rate than KI-dosimetry for this particular synthesis.

Discussion
The agglomeration of Pt-nanoparticles appears to change from diffusion limited
growth at lower ultrasonic frequencies to reaction limited growth at higher ul-
trasonic frequencies due to the frequency dependent mechanical effects of ultra-
sound. This transition follows from the clear difference in frequency dependence
of the agglomerate size (Figure 4b) from dynamic light scattering and the elec-
trochemical surface area (Figure 5b) from electrochemical measurements. Small
porous agglomerates with large surface areas are characteristic of diffusion limited
growth, while large compact agglomerates are characteristic of reaction limited
growth. In addition, it was found from HAADF-STEM and S(T)EM micrographs
(Figure 3) that the lower ultrasonic frequency displays a more open, less compact
agglomerate structure compared to the other frequencies.

From numerical simulations of agglomerate growth [36, p.29-31] two distinct
growth mechanisms can be found; diffusion limited growth and reaction lim-
ited growth. For diffusion limited growth, agglomerates will form upon contact
between primary particles and therefore result in a more porous agglomerate, while
for reaction limited growth the primary particles will have a lower probability for
agglomeration and will therefore have time to diffuse into more energetically fa-
vourable surface sites. This creates a more compact structure.

Such a change in agglomeration can be attributed to the mechanical effects of ultra-
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sound. Previous reports on the agglomeration formation from ultrasound suggests
that the shock waves induced by ultrasound allows for high speed collisions of
primary particles in such a way that they are fused together [20][21]. Assuming
laminar flow of the nanoparticles through the liquid, we can estimate the velocity,
v, of the nanoparticles upon collision [21]

v =
rP

6µ

(
1− exp

(
−9µ∆t

2ρr2

))
(4)

where P is the shockwave pressure, r is the nanoparticle radius, µ is the viscosity
of the liquid medium, ρ is the density of the nanoparticle, and ∆t is the time it
takes for the particle to collide with another particle. As the Pt-nanoparticle radius
was found to be on the scale of 1 nm, the exponential term in Equation 4 becomes
negligible, and the collision velocity is given by

v ≈ rP

6µ
(5)

Using the shock wave pressures given by Merouani et al. [23] as an estimate of
the pressures exerted on the nanoparticles during bubble collapse and the viscosity
of water leads to collision velocities of 23.5m s−1 at 210 kHz, 12.8m s−1 at 326
kHz, 8.2m s−1 at 408 kHz, and 5.9m s−1 at 488 kHz. This is certainly not fast
enough for the particles to melt together upon impact [21], but the kinetic energy
supplied by the colliding particles could still aid agglomeration. Using the density
of Pt (21.45 g cm−3), and assuming spherical particles with a diameter of 1.9 nm,
the kinetic energies attained for the different ultrasonic frequencies are estimated
to be 0.13 eV (12.5 kJ mol−1) at 210 kHz, 0.039 eV (3.8 kJ mol−1) at 326 kHz,
0.016 eV (1.5 kJ mol−1) at 408 kHz, and 0.008 eV (0.8 kJ mol−1) at 488 kHz. As
such, the lower ultrasonic frequency will provide the highest kinetic energy upon
collision and therefore result in the highest probability for agglomeration. How-
ever, lower ultrasonic frequencies lead to fewer cavitation events per second due to
the slower collapse of cavitation bubbles [23]. And this is only when we consider
one cavitation event. As cavitation bubbles form due to the contraction and elong-
ation of sound waves through the medium, the more contractions and elongations
happening along the path of the sound wave the more cavitation bubbles will be
generated [11]. A higher frequency (and shorter wavelength) will therefore cause
more cavitation events.

In summation, the higher number of cavitation events at higher ultrasonic frequen-
cies increases the supply of nanoparticles towards agglomeration, but due to the
slower collision velocities, the probability of instantaneous agglomeration is lower
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compared to lower frequencies. As a result, more compact agglomerates, which
is a characteristic of reaction limited growth, are formed at higher ultrasonic fre-
quencies. Fewer cavitation events occur at lower frequencies resulting in less sup-
ply of nanoparticles to the agglomerate. However, the collision velocity is higher
allowing agglomeration to occur at sites of lower energy, thus creating a more
open agglomerate characteristic for diffusion limited growth. To strengthen this
hypothesis molecular dynamics simulations might provide additional insight into
particle collisions driven by the collapse of cavitation bubbles.

The impact of heat transfer in the region around the cavitation bubbles were also
considered as a possible explanation for the differing agglomeration behaviour,
but was not found to be significant. The idea is that metal nanoparticles in the
hot spot region are subjected to high temperatures possibly melting and solidify-
ing periodically depending on bubble collapse times (and ultrasonic frequency).
However, due to the small size of the nanoparticles, any temperature gradients
between the nanoparticles and the surrounding liquid will disappear completely
on a much shorter time scale (picosecond scale) than the frequency dependent ex-
pansion times of the cavitation bubbles. This can be seen from Figure S8 in the
supporting information which was calculated using the work of S. Paterson [37]. If
agglomeration due to heat transfer were to be affected by the ultrasonic frequency,
the heating and cooling rates of the nanoparticles would have to be at least on the
same time scale as the duration of the cavitation events, which is not the case.
We can therefore rule out heat transfer as an explanation to why the agglomera-
tion behaviour is frequency dependent. The observed differences in agglomeration
behaviour for different frequencies must therefore be due to purely mechanical ef-
fects.

For the same range of frequencies (210 - 488 kHz) that displayed a clear change in
agglomeration behaviour, no significant differences were observed in the primary
particle sizes of Pt-nanoparticles. All results related to the Pt primary particle
size were found to be similar and therefore independent on the applied ultrasonic
frequency within this range. This includes the crystallite sizes from XRD (2.1
nm) and the primary particle sizes from S(T)EM, (1.9 ± 0.3) nm. In addition,
the overpotential required to reach 10mA cm−2 (geometric surface area) for the
HER was the same for all samples (19 ± 2 mV) as can be seen from Figure 6a.
No apparent optimum ultrasonic frequency can therefore be identified within this
frequency range. There is, however, a difference in the LSVs when the current is
normalized for the ECSA (Figure 6b), but this can be explained by the porosity of
the agglomerates. El-Sayed et al. [38] showed that micro-bubbles can be trapped
inside the pores of a catalyst effectively blocking the active sites. The porous
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agglomerates formed at 210 kHz would therefore be more prone to micro-bubble
trapping during hydrogen evolution compared to the compact agglomerates formed
at higher frequencies.

Even though previous reports [14][17] have shown a frequency dependence on
nanoparticle sizes, their frequencies span the entire sonochemical range from 20
kHz to 1 MHz providing very different synthesis conditions. Although the trends in
radical formation rates (Figure 7c) and reduction rates (Figure 2a) for the different
frequencies correspond well with these reports, the differences are apparently too
small to be reflected in a detectable particle size change. An ideal frequency for
producing the smallest Pt-nanoparticles may therefore exist in theory, but for all
practical purposes, the entire frequency range between 210 kHz and 488 kHz can
be used to obtain Pt-nanoparticles with the same primary particle size when using
low acoustic powers (11.8 W).

Combining the sonochemical and mechanical effects of ultrasound therefore re-
veals that ultrasonic frequencies between 326 kHz and 488 kHz result in Pt nan-
oparticles with near identical properties in terms of primary particle size and ag-
glomeration behaviour. These frequencies therefore represent a range where high
reproducibility can be expected. Going to even lower frequencies (210 kHz) re-
vealed a change in the agglomeration process opening up the possibility of achiev-
ing more porous agglomerates, however the particle properties as well as the cata-
lytic activity towards the HER remained the same. For applications where agglom-
eration is a problem, lower ultrasonic frequencies can therefore be used without
changing the primary particle properties.

Conclusion
The frequency range used in this work clearly demonstrates a significant influ-
ence of the mechanical effects of ultrasound on the sonochemical synthesis of Pt-
nanoparticles. At lower ultrasonic frequencies, the stronger mechanical effects are
capable of changing the agglomeration mechanisms of the primary nanoparticles
from reaction limited growth to diffusion limited growth resulting in smaller, more
porous agglomerates. The lower ultrasonic frequency (210 kHz) also displayed a
higher sonochemical effect as was proved by the higher Pt(IV) reduction rate, and
higher radical formation rate. However, no significant changes in the primary nan-
oparticle size or shape could be found for any of the applied frequencies suggesting
that the sonochemical synthesis yields highly reproducible Pt-nanoparticles over a
very broad frequency range. This reproducibility was also reflected in the almost
similar catalytic activity towards hydrogen evolution displayed by all samples. The
sonochemical synthesis of monodisperse spherical Pt-nanocatalysts has therefore
proven itself to be highly reliable over a broad frequency range (210 kHz - 488
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kHz) making it ideal for applications requiring a high degree of reproducibility.
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Supporting Information
The absorbance spectra for TiOSO4-dosimetry for all ultrasonic frequencies are
shown in Figure S1. The peak absorbance at 411 nm is observed to increase over
time in line with the expected increase of OH-radicals.
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Figure S1: Absorbance spectra of a peroxotitanium (IV) complex plotted at different
sonication times at frequencies of 488 kHz (a), 408 kHz (b), 326 kHz (c), and 210 kHz
(d).

The ultrasonic power measurements, as calculated from Equation 3, are shown
in Figure S2. In order to ensure sufficiently high powers for all frequencies, the
maximum power (11.8 W) of the transducer with lowest maximum acoustic power
(210 kHz) was chosen for all frequencies meaning amplitudes of 51%, 53%, 73%,
and 100% were used at 488 kHz, 408 kHz, 326 kHz, and 210 kHz, respectively.
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Figure S2: Calorimetric measurements of different ultrasonic frequencies as a function of
amplitude.

To ensure that all primary radicals were scavenged by ethanol during the sono-
chemical synthesis, a separate dosimetry experiment was performed for the fre-
quency which gave the highest radical generation rate (210 kHz) in which pure
water was replaced by 0.8mol dm−3 ethanol. The idea being that no H2O2 will
be observed if ethanol manages to scavenge all primary radicals. This is reflected
in the absence of a peak at 411 nm. In addition, the acoustic power was increased
to 4 times the value used in the actual synthesis for good measure. The resulting
absorbance spectra over a period of 3 hours are shown in Figure S3. The results
confirm that no H2O2 is produced because all primary radicals are scavenged by
ethanol.
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Figure S3: Absorbance spectra of a 0.8mol dm−3 ethanol solution at different sonication
times mixed with TiOSO4.

Absorbance spectra of PtI6
2 – and PtI4

2 – acquired for all Pt-samples at different
ultrasonication times (Figure S4). The peak at 495 nm corresponding to PtI6

2 –
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and the emerging peak at 388 nm corresponding to PtI4
2 – can be related to the

concentration of Pt(IV) and Pt(II), respectively. These concentrations have been
plotted against ultrasonication time for all Pt-samples in Figure S5. The Pt(IV)
concentration was found to decrease following an exponential decay. Simultan-
eously, the Pt(II) concentration was found to increase until it reached a maximum
at intermediate ultrasonication times. The following decrease in the Pt(II) concen-
tration is therefore a result of Pt-nanoparticle formation following the reduction of
Pt(II) to Pt(0).
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Figure S4: Absorbance spectra of PtI6
2 – and PtI4

2 – plotted at different sonication times
at frequencies of 488 kHz (a), 408 kHz (b), 326 kHz (c), and 210 kHz (d).
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Figure S5: Concentration of Pt(IV) (o) and Pt(II) (x) plotted as a function of sonication
time at frequencies of 488 kHz (a), 408 kHz (b), 326 kHz (c), and 210 kHz (d). The error
bars are equal to the respective standard deviations.
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Additional examples of S(T)EM micrographs of Pt-nanoparticles synthesized at
different ultrasonic frequencies are shown in Figure S6.

(a) (b)

(c) (d)

Figure S6: Bright field scanning electron microscopy micrographs of Pt-nanoparticles
synthesized at 488 kHz (a), 408 kHz (b), 326 kHz (c), and 210 kHz (d).
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The absorbance spectra for KI-dosimetry for all ultrasonic frequencies are shown
in Figure S7. The peak absorbance at 350 nm is observed to increase over time in
line with the expected increase of OH-radicals.
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Figure S7: Absorbance spectra of I3
– plotted at different sonication times at frequencies

of 488 kHz (a), 408 kHz (b), 326 kHz (c), and 210 kHz (d).

The temperature profiles from the center of a spherical Pt-nanoparticle to the sur-
face for different cooling times are shown in Figure S8. The temperature of the
surrounding liquid is set to 20 °C, and the profiles show a complete cooling of
the particle within 1 ps. This estimation assumes that the Pt-nanoparticle is right
next to the collapsing bubble, and experience the maximum bubble temperature of
5,000 K.
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Figure S8: Temperature profiles of a Pt-nanoparticle after being heated by the temperat-
ures generated by a collapsing cavitation bubble as a function of the particle radius. The
center of the particle is at x = 0 nm, and the surface is at x = 1 nm. The temperature profiles
are also shown for different cooling times (time after the heating was stopped).

Measurements of the molar extinction coefficient at 495 nm for PtI6
2 – are shown

in Figure S9a. From the slope of this curve, the molar extinction coefficient of
PtI6

2 – was determined to be ϵ = 11,170 dm3mol−1cm−1. Measurements of the
molar extinction coefficient at 411 nm for the TiOSO4 complex formed due to
interaction with H2O2 are shown in Figure S9b. From the slope of this curve,
the molar extinction coefficient of this complex was determined to be ϵ = 787
dm3mol−1cm−1.
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Figure S9: Absorbance of PtI6
2 – at a wavelength of 495 nm measured for different known

concentrations of Pt(IV) (a), and the absorbance of the TiOSO4 complex at a wavelength
of 411 nm measured for different known concentrations of H2O2.
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Abstract
Reducing the amount of noble metals in catalysts for electrochemical conversion
devices is paramount if these devices are to be commercialized. Taking advant-
age of the high degree of particle property control displayed by the sonochemical
method, we set out to synthesize Cu@Pt bimetallic nanocatalysts in an effort to
improve the mass activity towards the hydrogen evolution reaction. At least 17
times higher mass activity was found for the carbon supported Cu@Pt bimetal-
lic nanocatalyst (737mAmg−1, E = −20mV) compared to carbon supported Pt
nanocatalysts prepared with the same ultrasound conditions (44mAmg−1, E =
−20mV). The synthesis was found to proceed with the sonochemical forma-
tion of Cu and Cu2O nanoparticles with the addition of PtCl4 leading to galvanic
displacement of the Cu-nanoparticles and the formation of a Pt-shell around the
Cu-core.

Keywords: ultrasound; sonochemistry; electrocatalyst; hydrogen; platinum; cop-
per; core-shell

Introduction
The sonochemical synthesis method has shown great promise with its ability to
easily tune the size of certain noble metal nanoparticles and to achieve narrow
nanoparticle size distributions [1–5]. This is achieved through easily adjustable
ultrasound parameters such as the ultrasonic frequency and acoustic power which
directly control the generation of reducing agents in the form of radicals [4, 6–
8]. Such control over nanoparticle properties is essential when developing new
nanomaterials for a range of different applications spanning a broad spectrum of
fields including the field catalysis.

To develop better catalyst materials, optimizing the surface properties of the cata-
lyst such as the surface area and the particle size is of great importance [9]. Current
wet chemical synthesis methods do not offer such ease of control as particle prop-
erties are usually adjusted by precise ratios of surfactants and precursors making
reproducibility difficult [9, 10]. The sonochemical synthesis method could there-
fore offer a greater degree of control over these properties thereby paving the way
for optimized catalyst materials.

However, many of the best catalyst materials in applications such as water electro-
lyzers and fuel cells are heavily dependent on noble metals which makes industrial
scale production not feasible due to the high cost of these raw materials [11, 12].
The hydrogen evolution reaction is one of those reactions in which noble metals
such as platinum have been used extensively. Switching to cheaper catalyst mater-
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ials is a possible solution, but the reduction in price is typically also followed by a
reduction in performance. Another possible solution is to minimize the amount of
noble metals by synthesizing core-shell nanocatalysts with the noble metal mak-
ing up the shell and a cheaper metal making up the larger core [13, 14]. The noble
metal surface properties may therefore be preserved or improved with a reduction
in raw material cost.

Several types of core-shell catalysts have been synthesized through various wet-
chemical techniques, but one that has received much attention due to its excel-
lent hydrogen evolution and hydrogen oxidation activity is the Cu@Pt bimetal-
lic structure [13–16]. The general approach to this synthesis appears to follow a
two-step process in which the Cu core is synthesized in the first step, followed
by galvanic displacement of the metallic Cu by a Pt-precursor to make up the
shell. One such synthesis was performed by Zhu et al. [13] where they synthes-
ized Cu@Pt bimetallic nanoparticles with a two-step polyol method using ethylene
glycol as the reducing agent. Sarkar et al. [14] also synthesized Cu@Pt bimetal-
lic nanoparticles, where they initially formed metallic Cu through reduction of
CuSO4 · 5 H2O by NaBH4 before creating the Pt-shell by galvanic displacement
using H2PtCl6 · 6 H2O.

The synthesis of core-shell nanoparticles through a sonochemical route, however,
is less common and has mostly been performed with probe sonicators taking ad-
vantage of the massive temperature increases from acoustic cavitation [17, 18].
Direct sonication with probe sonicators has been shown to cause probe erosion
which introduces unpredictable nucleation and growth conditions in turn influen-
cing the particle properties and the purity of the catalyst [19]. Higher frequency
plate transducers avoid the problem of erosion all together [19] meaning the high
degree of particle control associated with the sonochemical synthesis can be real-
ized. A successful high frequency sonochemical synthesis may therefore offer an
easy, reliable way of producing better and cheaper catalyst materials.

In this work we want to determine if the sonochemical synthesis method can be
used to synthesize carbon supported Cu@Pt bimetallic nanoparticles, and if the
resulting catalyst can challenge a carbon supported Pt-nanocatalyst with respect
to its mass activity for hydrogen evolution. Both catalysts were synthesized sono-
chemically at the same ultrasound conditions to eliminate any effect of the syn-
thesis method. Assessment of the existence of the core-shell structure was per-
formed through physical characterization such as X-ray diffraction and UV-Visible
spectroscopy, as well as electrochemical characterization through cyclic voltam-
metry and linear sweep voltammetry. The hydrogen evolution performance was
evaluated based on mass activity at an overpotential of 20mV.



155

Experimental

Sonochemical Setup

For all sonochemical experiments a plate transducer (70mm �) with resonance
frequency of 346 kHz from Honda Electronics was used to generate the ultrasonic
waves. The piezoelectric material making up the transducer is lead zirconate titan-
ate (PZT), while the plate which transfers the ultrasonic waves to the solution is a
highly corrosive resistant stainless steel alloy (SUS304). These plate transducers
make up the bottom part of the sonochemical reactor. The rest consists of an in-
ner chamber where the solution is sonicated, and an outer chamber where water
is circulating to control the temperature. The top part contains several inlets and
outlets to maintain proper atmosphere inside the reactor during sonication. The
reactor itself is made from borosilicate glass. A detailed figure showing the dif-
ferent parts of the reactor can be found elsewhere [3]. To generate the ultrasonic
waves, an AG 1012 RF signal generator was used in conjunction with an imped-
ance matching unit (T1k-7A) both from T&C Power Conversion. If there is a
mismatch between the impedance of the incoming electrical signal from the signal
generator and the operating impedance of the piezoelectric transducer, the actual
acoustic power will be severely reduced. A mismatch in impedance can be detec-
ted as a reflected power with the AG 1012 RF signal generator. By adjusting the
impedance matching unit appropriately, near zero reflected power can be achieved,
which makes the transducer more efficient.

Synthesis

Sonochemical synthesis of Cu@Pt bimetallic nanoparticles supported on XC-72
carbon was performed at 346 kHz through direct sonication. 2mmol dm−3 of
CuSO4 · 5 H2O was prepared in a 200mL 0.2mol dm−3 formate/formic acid buf-
fer of pH 5, and sonicated for 6 h. A pH of 5 was chosen as previous radiolytic
investigations of Cu(II) reduction showed that the pH range between 2 and 8 yield
metallic Cu [20]. The core-shell structure was achieved through galvanic displace-
ment by adding 50mL of 0.2mmol dm−3 PtCl4 precursor towards the end of the
sonication [14]. Samples taken before the addition of PtCl4 will from now on be
referred to as Cu2O-samples, while samples taken after the addition of PtCl4 will
be referred to as Cu@Pt-samples.

The formate ion is an excellent scavenger and a concentration of 0.2mol dm−3

is considered sufficient for radical scavenging without greatly affecting the col-
lapse conditions of the cavitation bubbles [21]. The temperature was maintained
at 3 °C with water cooling through the external jacket on the sonochemical reactor.
The applied electrical power was kept constant at 50W, but the effective acous-
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tic power was measured to be (38 ± 3) W. To avoid exposure to O2 and N2, Ar
was supplied to the solution 20min prior to sonication and throughout the entire
synthesis. The resulting particles were extracted from solution using an Eppendorf
5810 R centrifuge operated at 12 000 rpm for 15 min, before being cleaned three
times with an ethanol water mixture, and then dried in air over night.

To compare the performance of any Cu@Pt bimetallic catalysts, Pt-nanoparticles
supported on XC-72 carbon were also synthesized sonochemically using 0.8mol dm−3

ethanol as a radical scavenger. All other ultrasound parameters were kept the same
as described above. These samples will from now on be referred to as Pt-samples.

Characterization

Periodic absorbance measurements were performed throughout the sonication period
with an Evolution 220 UV-Visible spectrophotometer. The resulting absorbance
spectra were used to assess the development of the metal ions throughout the son-
ication period. Prior to these measurements, the samples were filtered through a
0.45 µm particle filter from VWR to avoid interference from any precipitates as
well as the carbon support.

The resulting Pt-, Cu-, and Cu@Pt-samples were characterized by X-ray diffrac-
tion (XRD) in order to determine the crystallographic phases as well as the mean
crystallite sizes of these phases. Particles were dispersed in ethanol and drop cast
onto flat silicon wafers and dried before being covered by a Kapton film. The
measurements were performed with a Bruker D8 A25 DaVinci X-ray Diffracto-
meter with CuKα radiation. A scan rate of 0.044 °/step was used for 2θ-angles
between 30°-75° with a 0.3° fixed slit for 60 min.

Electrochemical characterization was performed in a round bottom electrochem-
ical glass cell with a three electrode configuration. A glassy carbon rotating disk
electrode (Pine Instrument) coated with the catalyst ink was used as the working
electrode, graphite was used as the counter, and the reversible hydrogen electrode
(RHE) was used as the reference electrode. The catalyst ink was prepared by
mixing 10mg catalyst material with 475 µL isopropyl alcohol (technical, VWR),
475 µL ultrapure water (Milli-Q, 18.2MΩcm), and 50 µL Nafion 117 (5 wt% in
mixture of lower aliphatic alcohols and water, Sigma Aldrich). 10 µL of the cata-
lyst ink was spin coated onto the glassy carbon working electrode with a rotation
rate of 200 rpm. As the metal loading on the carbon support was estimated to
be 20wt%, the Pt-loading on the glassy carbon for the Pt-sample amounted to
100 µg cm−2. For the Cu@Pt-sample, the Pt-loading was even lower with an es-
timated value of 7.1 µg cm−2 assuming complete reduction of the PtCl4 precursor.

All measurements were conducted in an Ar-saturated 0.5mol dm−3 H2SO4 (95-
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97%, VWR) electrolyte. Cyclic voltammetry was performed for potentials between
0.04V-1.6V vs RHE with a scan rate of 50mV s−1. From the hydrogen un-
der deposition peaks located between 0.04V-0.3V vs RHE the electrochemical
active surface area (ECSA) was estimated using a monolayer coverage value of
220 µCcm−2 [22]. The activity towards the hydrogen evolution reaction was
also investigated through linear sweep voltammetry with a scan rate of 1mV s−1.
Mass activities at −20mV vs RHE were compared between the carbon supported
Cu@Pt bimetallic nanocatalysts and the carbon supported Pt nanocatalysts.

Transducer Characterization

The ultrasonic plate transducer was subject to rigorous testing before synthesis in
an effort to determine its actual acoustic power and radical generation capabilities.
To determine the acoustic power, calorimetric measurements were performed in
which the temperature increase caused by sonication was measured with the as-
sumption that all acoustic power is transformed into heat [23, 24]. Sonication was
performed in 200mL of deionized water at room temperature over the course of
1min. The acoustic power can therefore be calculated as

P acoustic = mCp

(
dT

dt

)

t=0

(1)

where (dT /dt)t=0 is the temperature slope of water per unit of sonication time (at
t = 0), m is the mass of the water, and Cp is the specific heat capacity of water
(4.186 J g−1K−1) [23, 24].

As for the radical generation capabilities of the ultrasonic transducer, TiOSO4 do-
simetry was used to measure the yield of H2O2 generated by sonication [8]. As
H2O2 is the primary recombination product of the ·OH radicals in pure water sys-
tems

2OH· −→ H2O2

we can assume that the yield of ·OH radicals is twice as high as the concentration
of H2O2. The detection of H2O2 was performed spectrophotometrically by meas-
uring the light absorption of a Ti-complex forming when excess TiOSO4 is added
to a sonicated sample of water. The TiOSO4 reacts with H2O2 to form this yel-
low Ti-complex which has a molar absorption coefficient of 787mol−1 dm3 cm−1

at 411 nm in the absorbance spectrum [3]. Sampling from 0min to 20min was
performed in order to obtain the rate of ·OH radical formation for each frequency.
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Longer sonication times were not necessary as the ·OH radical formation is expec-
ted to follow zero-order kinetics [3].

Results
Absorbance spectra for the Cu(II) species are shown in Figure 1a for different
sonication times. The decrease in absorbance with sonication time indicates that
the Cu(II) concentration also decreases during sonication signifying a successful
reduction by the sonochemically generated radicals. Plotting the absorbance at the
peak (773 nm) as a function of sonication time (Figure 1b) shows that the reduction
rate follows first-order kinetics with a rate constant of k = 0.27 h−1. Such a first-
order behaviour is similar to the previously observed sonochemical reduction of
Pt(IV) to Pt(II), albeit with a much lower rate constant [3].

After sonicating the Cu-solution for 6 hours, PtCl4 was added to the sonicating
solution and the development of the Pt(IV) concentration was measured with UV-
Visible spectroscopy for 10 min. To enhance the Pt(IV) peaks, the sample was
mixed with an excess of KI to form PtI6

2 – (λmax = 495 nm) [25]. The resulting
absorbance spectra are shown in Figure 2a. The figure shows a clear decrease
in the peak at 495 nm suggesting the successful reduction of Pt(IV) to Pt(II) as
indicated by the appearance of a PtI4

2 – peak at 388 nm [25].

The absorbance belonging to the Pt(IV) species at 495 nm is also plotted as a
function of sonication time in Figure 2b. The Pt(IV) concentration is shown to
decrease rapidly to about 50% of the starting concentration within the first minute
before it experiences a slow increase. Further sonication appears to stabilize the
Pt(IV) concentration close to the value obtained after 1 min.
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Figure 1: Absorbance spectra of Cu(II) at different sonication times (a), and the absorb-
ance at 773 nm plotted as a function of sonication time (b). The contribution from other
interfering species such as the carbon support and the as-formed nanoparticles were re-
moved by filtration.
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Figure 2: Absorbance spectra of PtI6
2 – and PtI4

2 – at different sonication times (a) and the
absorbance at 495 nm plotted as a function of sonication time (b). The sonication time is
measured in minutes after the addition of PtCl4 to the Cu-solution. The contribution from
other interfering species such as the carbon support and the as-formed nanoparticles were
removed by filtration.

X-ray diffractograms of the resulting particles from the sonochemical synthesis
are shown in Figure 3. The Cu@Pt-sample (c) exhibits peaks corresponding to
metallic Cu at 2θ angles of 43.3° (111), 50.4° (200), and 74.1° (220). Additional
peaks corresponding to Cu2O are also found at 2θ angles of 29.5° (110), 36.4°
(111), 42.3° (200), 61.4° (220), and 73.4° (311). No clear indication of Pt was
found in the diffractogram, but a separate diffractogram of Pt supported on carbon
(a) shows that its contribution disappears into the carbon support background. The
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Cu2O-sample (b) only exhibits peaks corresponding to Cu2O as described above.

Applying the Scherrer equation to the Cu2O (111) and metallic Cu (111) peaks
showed that the crystallite size for the Cu2O-sample was significantly larger (84.1 nm)
than the Cu@Pt-sample (35.0 nm). No determination of the crystallite size for the
Pt-sample was feasible due to its signal being quenched by the carbon support.
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Figure 3: X-ray diffractograms of particles from the sonochemical synthesis. Carbon
supported Pt-nanoparticles are shown in red (a), while Cu-samples synthesized before the
addition of PtCl4 are shown in blue (b), and Cu-samples synthesized after the addition of
PtCl4 are shown in black (c). Peaks corresponding to the Cu2O phase (*) and the metallic
Cu phase (o) are marked in the figure.

The cyclic voltammograms of the Pt-, Cu2O-, and Cu@Pt-samples are shown in
Figure 4. For the Pt-sample (a), the characteristic CV of Pt was observed [13]
confirming that Pt was indeed prepared sonochemically. From the hydrogen un-
derpotential deposition peaks, the ECSA was estimated to be 6.2m2 g−1. For the
Cu2O-sample (b), no clear features are observed in the voltammogram at lower
potentials. If the particles contained metallic Cu, one would expect to see Cu dis-
solution represented by a stripping peak around E = 0.6 V for the first cycle in
the anodic direction [26]. Towards higher potentials, the Cu2O-sample displays an
increased current, even surpassing that of the Pt-sample. For the Cu@Pt-sample
(c), the characteristic voltammogram of Pt can be seen [13], albeit with a smal-
ler current compared to the Pt-sample. This can most likely be attributed to the
lower Pt-loading as expected for the Cu@Pt-sample. A voltammogram acquired
at 400mV s−1 (Figure S1 from Supplementary Materials) was used to estimate
the ECSA of the Cu@Pt-sample in order to enhance the hydrogen underpotential
deposition peaks. The resulting ECSA was estimated to be 15.1m2 g−1.
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Figure 4: Cyclic voltammograms for sonochemically synthesized carbon supported Pt-
nanoparticles (a), and Cu-nanoparticles before (b) and after (c) the addition of PtCl4. All
measurements were performed in 0.5mol dm−3 H2SO4 with a scan rate of 50mV s−1.

The catalytic activity of the Pt-, Cu2O-, and Cu@Pt-samples towards the hydrogen
evolution reaction (HER) are shown through linear sweep voltammetry (Figure 5).
The Pt-sample displays an overpotential of 29.3mV at 10mA/cm2

geo towards the
HER, while the Cu2O-sample has zero contribution to the HER in the same region.
The Cu@Pt-sample has a very similar performance to the Pt-sample with an over-
potential of 28.6mV at 10mA/cm2

geo towards the HER. The mass activity of the
Pt-sample at an overpotential of 20mV was found to be 44mAmg−1 while the
mass activity of the Cu@Pt-sample was found to be 737mAmg−1. This amounts
to an approximately 17 times higher mass activity for the Cu@Pt-sample.
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Figure 5: Linear sweep voltammogram acquired over the hydrogen evolution region for
sonochemically synthesized carbon supported Pt-nanoparticles (a), and Cu-nanoparticles
before (b) and after (c) the addition of PtCl4. Figure a shows the current normalized for
the geometric surface area, while Figure b shows the current normalized for the estimated
mass of Pt.



162 162

Results from dosimetry and calorimetry experiments are shown in Figure 6a and
6b, respectively. The TiOSO4 dosimetry shows an approximately linear increase
in the ·OH radical formation. This is also expected as zero-order kinetics has been
demonstrated for a similar ultrasound configuration previously [3]. The radical
generation rate is estimated to be (12 µmol dm−3min−1) assuming all ·OH rad-
icals recombine into H2O2. The corresponding absorbance spectra are given in
the supporting information (Figure S2 from Supplementary Materials). From the
calorimetry measurements the acoustic power was estimated using equation 1 to
be (38 ± 3) W. The temperature increase in the reactor as a function of sonication
time is given in Figure 6b.
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Figure 6: TiOSO4 dosimetry showing the ·OH concentration as a function of sonication
time (a). The concentration of the ·OH was estimated from the hydrogen peroxide con-
centration. Calorimetry measurements of the acoustic power of ultrasound showing the
resulting temperature increase in water as a function of sonication time (b).

Discussion
The sonochemical synthesis of Cu@Pt bimetallic nanoparticles appears to be pos-
sible by taking advantage of galvanic displacement of Cu by Pt(IV). The charac-
teristic CV of Pt and the enhanced mass activity observed through electrochemical
measurements (Figure 4 and Figure 5b, respectively) as well as the existence of
metallic Cu as seen from XRD (Figure 3) show that the sample contains both Pt
and Cu.

If Pt and Cu were to be separate phases, any metallic Cu would oxidize to Cu2O
upon exposure to air during drying as was observed for the Cu2O-sample (Figure
3). In addition, we would have seen an increase in the current towards higher
potentials in the cyclic voltammogram as was demonstrated by the Cu2O-sample
(Figure 4). The much higher mass activity observed for the Cu@Pt-sample (Figure
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5b) is also an indication of a core-shell structure as such low Pt-loadings would
not be able to reach such high currents. This was demonstrated by the Pt-sample
which reached the same current densities as the Cu@Pt-sample (normalized for
geometric surface area) at a much higher Pt-loading (Figure 5a). One can also
argue that the presence of Pt(IV)- and Pt(II)-ions in the reaction solution (Figure
2a) after the reaction was completed is an indication of the Cu-sites being fully
blocked by a shell of Pt resulting in no further Pt-reduction.

Arguments for the galvanic displacement of Cu by Pt(IV) can be made through
careful analysis of the UV-Vis absorbance spectra of Pt (Figure 2a) and the radical
generation capabilities of the sonochemical reactor as measured through TiOSO4
dosimetry (Figure 6a). From the Pt UV-Vis absorbance spectra in Figure 2a, the
rapid reduction of Pt(IV) to about 50% of the starting concentration within the
course of 1 min is a clear indication of an assisted reduction. The ·OH radical gen-
eration rate was determined to be 12 µmol dm−3min−1 as shown through dosi-
metry measurements (Figure 6a). If all ·OH radicals generated within this minute
was fully scavenged by the formate ions, it would be able to reduce maximum
1.5 µmol Pt(IV) to Pt(II), and only 0.75 µmol Pt(IV) to Pt(0). The amount of
Pt(IV) being added to the reactor is 10 µmol which means that if half of this is
reduced within the first minute, the sonochemical synthesis must be assisted. With
Pt exhibiting a more positive reduction potential than Cu, the galvanic displace-
ment of Cu with Pt(II) and Pt(0) therefore appears to be the dominant reduction
mechanism for the added Pt(IV).

The estimated crystallite sizes of the Cu-phases from XRD for the Cu2O-sample
(84.1 nm) and the Cu@Pt-sample (35.0 nm) also suggests that the size determ-
ining Cu-core has been reduced in size upon adding PtCl4. Such a size reduction
would only occur if some of the already formed Cu is galvanically replaced by Pt or
Pt(II). Another complementary effect to a size reduction of the Cu@Pt-sample is a
size increase for the Cu2O-sample which would occur upon formation or growth of
Cu2O when the particles are dried in air. Both explanations support the formation
of a Cu@Pt bimetallic structure.

The Pt(IV) concentration was also observed to stabilize after the reaction was com-
pleted (Figure 2) which could suggest that there are no more Cu-sites available for
galvanic displacement. From the X-ray diffractograms (Figure 3) it is shown that
metallic Cu still prevails in the sample. The metallic Cu present in the sample
must therefore be protected from the Pt(IV) still present in the reactor. This could
be due to the formation of a metallic Pt shell around the Cu-particles.

Another argument which can be made for the formation of the Cu@Pt bimetallic
structure is the fact that the metallic Cu phase is not present in the X-ray diffracto-
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gram of the Cu2O-sample taken before the addition of PtCl4 as seen in Figure 3.
The absence of a covering Pt-shell could allow for the oxidation of metallic Cu
to Cu2O when dried in air, but if the particles are coated with a layer of Pt no
such oxidation is possible. Peaks belonging to Cu2O are still seen in the X-ray
diffractogram of the Cu@Pt-samples which might suggest that not all particles are
perfectly covered with Pt or that this Cu2O phase was also formed to some de-
gree during sonication. As was previously discussed, no free Cu sites should be
available as this would have ensured further Pt(IV) reduction. Cu2O may form in
situ through the reaction between metallic Cu and hydrogen peroxide which is an
expected byproduct of unreacted ·OH during sonication.

2Cu + H2O2 −→ Cu2O+H2O (2)

This reaction is evidently not dominating as metallic Cu prevails throughout the
entire 6 hour sonication period, but it can explain why Cu2O is observed to some
degree for the Cu@Pt-sample. The presence of hydrogen peroxide is further
strengthened by the slight increase in Pt(IV) concentration after the initial reduc-
tion as seen in Figure 2b. When the Pt(IV) is reduced to Pt(II), Pt(II) may be
reoxidized by any residual hydrogen peroxide in the reactor. The hydrogen perox-
ide is then removed through this reaction, and the Pt(IV) concentration eventually
stabilizes. The Cu2O phase observed along with the Cu@Pt bimetallic structure
therefore appears to be a byproduct of unreacted ·OH radicals during sonication.

Conclusion
The sonochemical synthesis of carbon supported Cu@Pt bimetallic nanoparticles
proved successful with the catalysts achieving at least 17 times higher mass activity
compared to carbon supported Pt-nanoparticles prepared in the same manner. The
core-shell formation appears to occur through three steps; Cu(II) is reduced to
metallic Cu through sonochemical reduction. A Cu2O phase then appears to some
degree due to oxidation of metallic Cu by hydrogen peroxide. When PtCl4 is
added, the Pt is galvanically reduced at the metallic Cu surface until all Cu sites
are covered with Pt making up the Cu@Pt bimetallic structure.
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Supporting Information
Cyclic voltammogram acquired at 400mV s−1 for sonochemically synthesized
carbon supported Cu-nanoparticles after the addition of PtCl4 is shown in Figure
S1. The characteristic Pt-behaviour confirms the presence of Pt in the Cu@Pt-
sample.
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Figure S 1: Cyclic voltammogram for sonochemically synthesized carbon supported Cu-
nanoparticles after the addition of PtCl4. Voltammograms were acquired in 0.5mol dm−3

H2SO4 with a scan rate of 400mV s−1.

Absorbance spectra showing the development of the Ti-complex formed when
TiOSO4 reacts with sonochemically generated H2O2 are shown in Figure S2. The
constant increase in absorbance suggests a constant generation of ·OH, which in
turn form hydrogen peroxide in a pure water solution.
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Figure S 2: Absorbance spectra of the Ti complex formed when TiOSO4 reacts with
H2O2. Spectra were acquired for different sonication times.
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Abstract
Maintaining nanoparticle properties when scaling up a chemical synthesis is chal-
lenging due to the complex interplay between reducing agents and precursors. A
sonochemical synthesis route does not require the addition of reducing agents
as they are instead being continuously generated in-situ by ultrasonic cavitation
throughout the reactor volume. To optimize the sonochemical synthesis of nano-
particles, understanding the role of radical scavengers is paramount. In this work
we demonstrate that optimum scavenger concentrations exist at which the rate
of Ag-nanoparticle formation is maximized. Titanyl dosimetry experiments were
used in conjunction with Ag-nanoparticle formation rates to determine these op-
timum scavenger concentrations. It was found that more hydrophobic scavengers
require lower optimum concentrations with 1-butanol < 2-propanol < ethanol <
methanol < ethylene glycol. However, the optimum concentration is shifted by an
order of magnitude towards higher concentrations when pyrolytic decomposition
products contribute to the reduction. The reduction rate is also enhanced consider-
ably.

Figure 1: Graphical illustration of the scavenger process in a sonochemical reaction. The
central bubble represents the cavitation bubble which achieves extremely high temperat-
ures on collapse. Scavengers are adsorbed on the bubble surface with primary radicals
being scavenged by the hydrophobic tail of the scavenger. Incomplete bubble coverage
leads to recombination of primary radicals which are illustrated in the surrounding bulk
solution.

Continued development of many technological applications require the use of the
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unique properties of nanomaterials. The synthesis methods for these materials
must therefore ensure that the desired nanoparticle properties are reproducible.
Narrow size distributions, good dispersion, ease of changing the nanoparticle prop-
erties as well as the possibility of scaling up the synthesis method are therefore
desired traits for a well suited synthesis method. Chemical reduction methods by
strong reducing agents such as NaBH4 are currently being used for nanoparticle
synthesis [1–4]. The addition of a strong reducing agent which reacts very quickly
with the precursor makes it difficult to obtain a homogeneous mixture. As such
different nucleation and growth conditions arise which can result in poor reprodu-
cibility. An alternative synthesis method to chemical reduction is the sonochemical
synthesis method which utilizes high power ultrasound to generate reducing agents
in-situ.

Sonochemical synthesis of nanoparticles has shown great promise when it comes
to tailoring reduction rates and particle sizes [5–12]. This is achieved through ad-
justing the ultrasonic frequency [7, 13], acoustic power [13], saturation gas [12–
15], bulk temperature [13, 14], reactor design [16], and choice of radical scav-
enger [8, 17–19]. Changes in any of these parameters can influence the size of the
resulting nanoparticles as they all affect the generation of radicals, which act as
reducing agents [7]. However, the sonochemical method is a very slow process as
it is dependent upon in-situ generation of primary radicals which is on the order
of 10-20 µmol dm−3min−1 depending on the ultrasound parameters [6, 9–12]. If
the sonochemical method aims to replace traditional chemical synthesis methods,
the utilization of these precious few primary radicals must be optimized. This is
ensured by radical scavengers.

The role of a radical scavenger (RH) is to convert the highly unstable primary
radicals (·H and ·OH) into more stable reducing secondary radicals (·R) as shown
through equation 1 [6]. Less primary radicals are therefore lost to recombina-
tion processes (equation 2-4), and can instead be utilized for reductive purposes
(equation 5). The choice of a proper scavenger for sonochemical synthesis is very
complex as a number of chemical and physical properties must be considered.

·OH( ·H) + RH −→ R·+H2O(H2) (1)

·OH+ ·H −→ H2O (2)

·OH+ ·OH −→ H2O2 (3)
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·H+ ·H −→ H2 (4)

nR·+Mn+ −→ nR′ +M (5)

One such property is the hydrophobicity of the scavenger. To increase the probab-
ility of completely scavenging the primary radicals, the radical scavenger should
be situated close to the cavitation bubbles [8, 20, 21]. This can be ensured by
choosing a hydrophobic scavenger as it will have a higher affinity towards the gas-
solution interface presented by the cavitation bubbles. Such a correlation between
scavenging efficiency and hydrophobicity of radical scavengers was demonstrated
by Henglein and Kormann for various radical scavengers including glycol, meth-
anol, ethanol, and tert-butanol [20].

As the hot-spot surrounding a cavitation bubble will cause the scavenger to de-
compose, the pyrolytic decomposition products of the scavenger must also be con-
sidered as these can directly influence the cavitation bubble or the precursor re-
duction [10, 22, 23]. Büttner et al. [22] showed that pyrolytic decomposition of
methanol leads to the formation of a methyl radical (·CH3) through the pyrolytic
cleaving of the C-O bond in methanol. The methyl radical then goes on to form
methane, formaldehyde and carbon monoxide through reactions with methanol.
Other alcohols, such as ethanol, display similar pyrolytic decomposition reactions
as was shown by Gutierrez and Henglein [23]. The introduction of these organic
species has been shown to lower the bubble collapse temperature as they evaporate
into the cavitation bubbles [17, 22]. Fewer primary radicals are therefore produced
[14, 15, 21].

The methyl radical and other pyrolytic decomposition products have also been
shown to contribute in the reduction of certain metal precursor like Pt(IV), Pd(II),
and Au(III) [6, 10, 11]. For these precursors, the rate of reaction is massively in-
creased compared to processes which relies on secondary radicals only. However,
not all precursors appear to react with the methyl radical as both the reduction
of Ag(I) and Pt(II) to their respective metal nanoparticles only proceed through
reactions with secondary radicals [6, 9, 10, 12].

Even if the scavenging efficiency of the radical scavenger is large, it does not mat-
ter if the resulting secondary radical is not able to contribute to the reduction of the
metal precursor. For alcohols, hydrogen abstraction from the α-carbon leads to the
formation of α-alcohol radicals which has reducing properties [24]. β and higher
order alcohol radicals do not have the same reducing properties [24]. Asmus et
al. [24] quantified the yield of hydrogen abstraction from the OH-site, α-site, and
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higher order sites for different alcohols and found that the shorter hydrocarbon
chains lead to higher yields of α-alcohol radicals. Both the formate ion and ethyl-
ene glycol was shown to exhibit nearly 100% yield of α-radicals, while n-butanol
only displayed a yield of 41.0%.

To achieve faster sonochemical reduction rates, the scavenger must therefore be
an efficient primary radical scavenger, and the resulting secondary radical must
be able to readily transfer electrons to the metal precursor. Ideally, the pyrolytic
decomposition products should also contribute to the reduction before they are
converted into volatile gases. However, if they are inactive towards the reduc-
tion, their concentration should be minimized. A higher scavenging efficiency will
therefore increase sonochemical reduction, while excessive pyrolytic decomposi-
tion will decrease the sonochemical reduction. As the scavenging efficiency and
pyrolytic decomposition both increase with scavenger concentration, an optimum
scavenger concentration for faster sonochemical reduction should therefore exist.

In this work, the optimum scavenger concentrations for methanol, ethanol, 1-
butanol, 2-propanol, and ethylene glycol were determined for the sonochemical
reduction and formation of Ag-nanoparticles. This was performed through identi-
fying the lowest alcohol concentrations required to reach complete scavenging of
primary radicals through absorbance-based detection of H2O2. H2O2 detection
offers useful insight into the degree of scavenging as it will form by recombin-
ation of primary radicals in the absence of a scavenger. These results were then
compared to the formation rates of Ag-nanoparticles under the same conditions.
To determine whether pyrolytic decomposition products affect the optimum scav-
enger concentration or not, the sonochemical reduction of Pt(IV) to Pt(II) was also
assessed for different methanol concentrations. The effect of acoustic power and
ultrasonic frequency on the scavenging efficiency was also considered in order to
determine the extent to which these must be taken into account when optimizing
the scavenger concentrations.

Results
The scavenging efficiency of ·OH radicals for different alcohols and alcohol con-
centrations are shown in Figure 2. Scavenging efficiency is a measure of how
much primary radicals are converted into secondary radicals through scavenging.
The alcohol concentration required to reach the scavenging efficiency limit (90%)
is lower for the more hydrophobic scavengers. These concentrations are approxim-
ately 0.3mmol dm−3 for 1-butanol, 1mmol dm−3 for 2-propanol, 10mmol dm−3

for ethanol, 100mmol dm−3 for methanol, and 500mmol dm−3 for ethylene glycol.
Absorbance spectra and the corresponding concentration profiles (Figure S1-S5),
and H2O2 rates as a function of alcohol concentration (Figure S6) for all samples
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are provided in the supporting information.

The sonochemical formation rates of Ag-nanoparticles in the presence of different
alcohols and alcohol concentrations are shown in Figure 3. The rates are normal-
ized to the maximum formation rate in the methanol series and are corrected for
shifts in the localized surface plasmon resonance (LSPR) peak. All alcohols ex-
hibit a maximum rate of Ag-nanoparticle formation. The alcohol concentration re-
quired to reach maximum Ag-nanoparticle formation is lower for the more hydro-
phobic scavengers. These concentrations are approximately 0.3mmol dm−3 for 1-
butanol, 1mmol dm−3 for 2-propanol, 10mmol dm−3 for ethanol, 30mmol dm−3

for methanol and 2mol dm−3 for ethylene glycol. The maximum rate for ethyl-
ene glycol was found to be 5.4 times higher than the maximum rate for methanol.
Absorbance spectra and the corresponding concentration profiles (Figure S7-S11)
for all Ag-samples are provided in the supporting information. Ag-nanoparticle
formation rates without LSPR peak correction are also provided in the supporting
information (Figure S12). Nitrate ions have previously been shown to affect the
scavenging of OH radicals [25, 26]. However, the nitrate ions present in AgNO3
in our work have a negligible effect towards the scavenging efficiency as demon-
strated in Figure S13 in the supporting information. Representative SEM micro-
graphs of the resulting Ag-nanoparticles are also provided in the supporting in-
formation (Figure S14(a)) along with the corresponding EDS-map of Ag (Figure
S14(b)).
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Figure 2: Scavenging efficiency of ·OH radicals as a function of alcohol concentration.
Methanol (MeOH) (#), ethanol (EtOH) (2), 1-butanol (BuOH) (3), 2-propanol (IPA) (▽),
and ethylene glycol (EG) (△) were used as radical scavengers. Solid and dotted lines are
drawn with spline interpolation to guide the eye. The horizontal line at 90% represents
the upper detection limit for the scavenging efficiency.
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Figure 3: Rate of Ag-nanoparticle formation as a function of alcohol concentration. Meth-
anol (MeOH) (#), ethanol (EtOH) (2), 1-butanol (BuOH) (3), 2-propanol (IPA) (▽), and
ethylene glycol (EG) (△) were used as radical scavengers. The rate of Ag-nanoparticle
formation is normalized to the optimum for the methanol series. Solid and dotted lines are
drawn with spline interpolation to guide the eye.

Normalized sonochemical formation rates of Ag-nanoparticles and Pt(II) at differ-
ent methanol concentrations are shown in Figure 4. The methanol concentration
required to reach maximum Pt(II) formation (1mol dm−3) is an order of mag-
nitude higher than what is needed to reach maximum Ag-nanoparticle formation
(30mmol dm−3). Absorbance spectra and the corresponding concentration pro-
files of Pt(II) (Figure S15), and the non-normalized Pt(II) rates (Figure S16) are
provided in the supporting information.
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Figure 4: Normalized rate of Ag-nanoparticle formation (#) and Pt(II) formation (2)
as a function of methanol concentration. Solid and dotted lines are drawn with spline
interpolation to guide the eye.

The effect of acoustic power and ultrasonic frequency on the methanol scavenging
efficiency is shown in Figure 5(a) and Figure 5(b), respectively. No significant



177

differences can be observed between high and low ultrasonic powers, and they both
reach the scavenging efficiency limit (90%) at the same methanol concentration
(100mmol dm−3). However, when the ultrasonic frequency is increased from 346
kHz to 760 kHz the scavenging efficiency does increase. Complete scavenging
of ·OH radicals therefore appears to occur at lower methanol concentrations at
760 kHz (50mmol dm−3) compared to 346 kHz (100mmol dm−3). Absorbance
spectra and the corresponding concentration profiles for measurements conducted
at 30 W (Figure S17) and 760 kHz (Figure S18) are provided in the supporting
information.
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Figure 5: Scavenging efficiency of ·OH radicals as a function of methanol concentration
for applied electrical powers of 50 W (#) and 30 W (2) (a), and for applied ultrasonic
frequencies of 346 kHz (#) and 760 kHz (2) (b). The power experiments in (a) were
acquired at an applied ultrasonic frequency of 346 kHz, while the frequency experiments
in (b) were acquired at an applied electrical power of 50 W. Solid and dotted lines are
drawn with spline interpolation to guide the eye. The horizontal lines at 90% represents
the upper detection limit for the scavenging efficiency.

Discussion
The optimal scavenger concentration for sonochemical formation of Ag nano-
particles is achieved for the concentration at which the scavenger exactly covers
the cavitation bubble. This is supported by the good agreement between the al-
cohol concentration required for complete radical scavenging (Figure 2) and max-
imum Ag-nanoparticle formation rate (Figure 3). At lower alcohol concentrations,
primary radicals are lost to recombination due to insufficient bubble coverage. At
higher alcohol concentrations pyrolytic decomposition of excess alcohol contrib-
utes to a lower formation rate of primary radicals. This is in line with the decrease
in Ag-nanoparticle formation rates at low and high alcohol concentrations (Figure
3).
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If the cavitation bubble is not completely covered by the scavenger, the primary
radicals may recombine in scavenger-deficient areas of the hot-spot [27]. This
is consistent with the low scavenging efficiencies observed at low alcohol con-
centrations (Figure 2). Low scavenging efficiencies means that less secondary
radicals are formed. Correspondingly low rates are therefore observed for the
Ag-nanoparticle formation (Figure 3) because it proceeds through reactions with
secondary radicals [12]. As the alcohol concentration increases, more of the cavit-
ation bubbles are covered by the scavenger and less recombination occurs. This
is evident from the high scavenging efficiencies observed at higher scavenger con-
centrations (Figure 2). As a result, more secondary radicals are generated which
increases the Ag-nanoparticle formation rates (Figure 3).

Increasing the scavenger concentration beyond complete bubble coverage does not
contribute to more scavenging of primary radicals. However, the excess scavenger
will still be subject to the high temperatures that are associated with the hot-spot
region [28]. Previous studies on decomposition of alcohols through high frequency
ultrasound have shown that alkanes and alkenes are formed as gaseous decomposi-
tion products [22, 23]. Accumulation of these compounds in the cavitation bubbles
will alter the collapse conditions of the bubbles. This is because the polytropic ra-
tio (γ) is pushed towards lower values when moving from monoatomic Ar (1.66)
to polyatomic organic species (1.3-1.2)[17, 21, 29]. A decrease in the polytropic
ratio leads to a decrease in the bubble collapse temperature (T )

T = Tbulk

(
Rmax

R0

)3(γ−1)

(6)

where Tbulk is the bulk temperature of the solution, Rmax is the maximum radius
of the cavitation bubble and R0 is the ambient radius of the cavitation bubble [14].
A lower collapse temperature also leads to fewer primary radicals being formed
[14]. As a result, the rate of secondary radical formation is also reduced. The
slower Ag-nanoparticle formation rate at high alcohol concentrations can therefore
be attributed to pyrolytic decomposition of the excess scavenger.

To achieve maximum Ag-nanoparticle formation rates, secondary radical forma-
tion must therefore be optimized. Secondary radical formation is maximized when
the scavenger concentration is high enough to scavenge all primary radicals, but
low enough to limit pyrolytic decomposition of the scavenger. This occurs once the
scavenger exactly covers the cavitation bubbles. The observed maximum in Ag-
nanoparticle formation rates (Figure 3) does indeed coincide with the concentra-
tion where complete bubble coverage is reached (Figure 2). We therefore conclude
that maximum Ag-nanoparticle formation rates can be achieved for scavenger con-
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centrations at which complete bubble coverage occurs.

Maximum Ag-nanoparticle formation occurring at complete bubble coverage is
also supported when comparing the shift in optimum scavenger concentrations
between different alcohols (Figure 3). The trend follows the hydrophobicity of the
scavengers with the most hydrophobic scavenger (1-butanol) displaying the low-
est optimum concentration, and the least hydrophobic scavenger (ethylene glycol)
displaying the highest optimum concentration (1-butanol < 2-propanol < ethanol
< methanol < ethylene glycol). This is the same trend we observe for the scaven-
ging efficiency experiments (Figure 2). It is also the same trend as Henglein and
Kormann [20] observed for their scavenging efficiency experiments which they
attributed to the higher degree of bubble coverage displayed by the more hydro-
phobic scavengers. This further strengthens our finding that the Ag-nanoparticle
formation rate is determined by the degree of bubble coverage.

In addition to a shift in optimum scavenger concentration, the relative rates of
Ag-nanoparticle formation also appear to be scavenger dependent. The relative
rates of Ag-nanoparticle formation for the different scavengers can be related to
the conversion efficiency from primary radicals to α-alcohol secondary radicals,
where the shorter hydrocarbon chains display higher conversion efficiencies. This
is shown from the trends in the normalized rates (Figure 3).

When an alcohol scavenger interacts with a primary radical, the radical may ab-
stract a hydrogen atom from any position in the alcohol [24]. The longer the chain
length the lower is the probability of hydrogen abstraction from the α-site which is
the only site capable of proper electron transfer to a metal precursor [24]. Abstrac-
tion probabilities from the α-site were estimated for methanol (93.0%), ethanol
(84.3%), 2-propanol (85.5%), and n-butanol (41%) by Asmus et al. [24]. The
relative rates we observe for the Ag-nanoparticle formation rates (Figure 3) appear
to be consistent with the abstraction probabilities of the linear alcohols.

For ethylene glycol, the relative rate of Ag-nanoparticle formation was observed to
be about five times higher than for methanol. It also reached a maximum rate for
ethylene glycol concentrations one order of magnitude higher than what is needed
for complete bubble coverage (Figure 3). A fast rate of Ag-nanoparticle form-
ation is indeed expected when using ethylene glycol as approximately 100% of
the secondary radicals are α-alcohol secondary radicals [24]. However, the ex-
tremely fast rate and an optimum scavenger concentration which is higher than
expected suggests that there are other factors contributing to the reduction process.
It is well known that ethylene glycol is used extensively in polyol-reduction meth-
ods for synthesizing nanoparticles [30, 31]. This occurs at elevated temperatures
where ethylene glycol decomposes into species with reducing capabilities. Excess
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ethylene glycol in the hot-spot region could therefore decompose from the high
temperatures, but instead of negatively affecting the bubble collapse like the other
alcohols, the decomposition products could act as additional reducing agents. This
might explain why the relative rate of Ag-nanoparticle formation is so much higher
than for methanol, and also why the optimum scavenger concentration is shifted to
higher ethylene glycol concentrations.

To assess the extent to which the Ag-nanoparticle formation is aided by pyrolytic
decomposition of ethylene glycol, the reduction of Pt(IV) to Pt(II) was monitored
for different methanol concentrations (Figure 4). The reduction of Pt(IV) to Pt(II)
has also been shown to proceed through pyrolytic decomposition products [10].
This process is driven by the decomposition products from alcohols in general.
We observe that the Pt(II) formation rate also displays a maximum for methanol
concentrations one order of magnitude higher than the Ag-nanoparticle formation
(Figure 4). This is very similar to what we observe for ethylene glycol. The shift
in the optimum scavenger concentration for Pt(II) may therefore be attributed to
the contribution from the decomposition products towards the reduction. Going
beyond complete bubble coverage would therefore increase the number of redu-
cing agents which would lead to further increase in the rate of nanoparticle form-
ation. However, lower collapse temperatures associated with these decomposition
products will eventually start to dominate at higher scavenger concentrations lead-
ing to lower reduction rates. We therefore conclude that the optimum scavenger
concentration is shifted towards higher concentrations when the decomposition
products actively participates in the sonochemical reduction.

Thus far we have shown that the scavenger concentration and hydrophobicity de-
termine how much of the bubble area that is covered by the scavenger. If the bubble
area is modified through changes in the ultrasound parameters, the bubble cover-
age might change as well. As a result, we would need to find optimum scavenger
concentrations for a given set of ultrasound parameters as well.

An increase in ultrasonic power above 10 W increases the number of cavitation
bubbles, but the size of each cavitation bubble remains fairly constant [32]. This
leads to a larger total surface area, but the individual bubble area is unchanged. The
scavenging efficiency was found to be independent on the ultrasonic power (Figure
5(a)). The bubble coverage is therefore independent on the number of cavitation
bubbles.

Increasing the ultrasonic frequency has several effects on the cavitation bubbles.
It reduces the size of each bubble, increases the number of cavitation bubbles, re-
duces the collapse times, decreases the final shock wave pressure, and decreases
the collapse temperatures and therefore also the amount of primary radicals gener-
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ated per bubble. The scavenging efficiencies of methanol at 346 kHz and 760 kHz
(Figure 5(b)) reveals that an increase in frequency increases the bubble coverage
for the same methanol concentration. From the power measurements, we know
that the bubble coverage is independent of the number of cavitation bubbles. The
decrease in the single bubble surface area may affect the bubble coverage through
changes in diffusion of the alcohol towards the bubble surface. However, the dif-
fusion process may also be affected by the different collapse times, shock wave
pressures and collapse temperatures imposed by the ultrasonic frequency. When
optimizing the scavenger concentration, the ultrasonic frequency must therefore
be taken into account. An optimum concentration at high ultrasonic frequencies
would therefore not be sufficient at lower frequencies which would require a higher
scavenger concentration.

Conclusions
For sonochemical reduction of metal precursor to nanoparticles, optimum scav-
enger concentrations do exist. This depends on the hydrophobicity and pyro-
lytic decomposition products of the scavenger. More hydrophobic scavengers re-
duces the optimum scavenger concentration due to their higher affinity towards
the bubble solution interface. If the pyrolytic decomposition products of the scav-
enger are active towards the precursor reduction, the optimum scavenger concen-
tration and the rate of reduction increases. For scavengers without active pyro-
lytic decomposition products, the optimum scavenger concentration coincides with
the scavenger concentration required to reach complete bubble coverage. This is
simply determined as the lowest scavenger concentration which yields undetect-
able amounts of H2O2. It was also found that the optimum scavenger concentra-
tions are dependent on the ultrasonic frequency and independent on the ultrasonic
power for the acoustic powers and frequencies used in this work.

Methods

Chemicals

Methanol (MeOH) (Acros Organics, 99.8% for electronic use), ethanol (EtOH)
(VWR, 96% GPR RECTAPUR®), 1-butanol (BuOH) (Merck, ≥99.5% EMSURE®

ACS, ISO, Reag. Ph Eur), 2-propanol (IPA) (VWR, 98% technical), ethylene
glycol (EG) (Sigma Aldrich, ≥99.0% ReagentPlus®), sodium nitrate (NaNO3)
(Merck, EMSURE® ACS, ISO, Reag. Ph Eur), silver nitrate (AgNO3) (Sigma
Aldrich, ≥99.0% ACS reagent), platinum tetrachloride (PtCl4) (Sigma Aldrich,
96%), titanium(IV) oxysulfate solution (TiOSO4) (Sigma Aldrich, 1.9-2.1%), and
potassium iodide (KI) (Sigma Aldrich, ≥ 99% ACS reagent) were used as received
from the supplier. Milli-Q water (18.2MΩ · cm) was used for all experiments.
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Sonochemical Setup

All sonochemical experiments were performed using Honda Electronics 70mm�
stainless steel alloy (SUS304) plates connected to lead zirconate titanate (PZT)
piezoelectric transducers (346 kHz and 760 kHz). Temperature control (3 ◦C)
was maintained through water circulation around the reactor. Atmospheric gasses
where removed from solution through constant supply of argon (5.0) before and
during the sonochemical experiments. An AG 1012 RF signal generator from T&C
Power Conversion was used in combination with the plate transducers to generate
the ultrasonic waves. Proper transfer of the power from the signal generator to the
transducer was ensured through an impedance matching unit (T1k-7A) from T&C
Power Conversion. In our previous work, the conversion efficiency from electric
power (50 W) to acoustic power (38 ± 3) W was found to be (76 ± 6) % [33]. De-
tailed schematics of the sonochemical reactor can be found in our previous work
[34].

Alcohol Scavenging Efficiency

The scavenging properties of methanol, ethanol, 2-propanol, 1-butanol, and ethyl-
ene glycol were determined through titanyl dosimetry. 200mL aqueous solutions
with scavenger concentrations between 60 µmol dm−3 and 1mol dm−3 were son-
icated for 20min at 346 kHz and 50W electric power. 500 µL aliquots were taken
every 5 minutes and mixed with 500 µL of 0.02mol dm−3 TiOSO4 [18, 26, 35,
36]. The absorbance spectra of these solutions were acquired with a scan rate of
100 nmmin−1 between 300 nm and 600 nm with an Evolution 220 UV-Visible
spectrophotometer from Thermo Fisher. The H2O2 concentration for all samples
was determined from the absorbance peak at 411 nm (ϵ = 787mol−1 dm3 cm−1)
belonging to the yellow titanium hydrogen peroxide complex [34]. The H2O2
formation rates at the given alcohol concentrations were determined from the slopes
of the resulting linear concentration profiles. The rates were then converted to
scavenging efficiencies (S) by comparing the rate of H2O2 production with a scav-
enger present (rS) and without a scavenger present (r0 = 5.5 µmol dm−3min−1).

S =

(
1− rS

r0

)
× 100% (7)

A lower detection limit for H2O2 of 10 µmol dm−3 after 20 min sonication was
used as an indicator of complete scavenging for the different alcohols. This was
identified as the H2O2 concentration where the absorbance peak at 411 nm was no
longer discernible from the background. From equation 7, a scavenging efficiency
above 90% can therefore be regarded as complete scavenging of the primary rad-
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icals. The alcohol concentrations were increased until complete scavenging was
achieved. Three replicate experiments were performed for all scavenger concen-
trations below the scavenging efficiency limit. The standard deviation from these
replicates were then used as error bars in the resulting graphs. The scavenging ef-
ficiency of methanol was also determined at 760 kHz with a 50 W electric power,
and at 346 kHz with a 30 W electric power to assess the effect of ultrasonic fre-
quency and power.

Sonochemical Reduction Rate of Silver Nitrate

The reducing capabilities of the secondary radicals were evaluated in terms of the
sonochemical reduction of Ag(I) to Ag-nanoparticles. The Ag(I) reduction was
chosen specifically because it has been shown to proceed mainly through reactions
with secondary radicals [6, 12]. 200mL of 10mmol dm−3 AgNO3 solutions with
scavenger concentrations between 100 µmol dm−3 and 10mol dm−3 were sonic-
ated for 20min at 346 kHz and 50W electric power. 500 µL aliquots were taken
every 5 minutes and mixed with 500 µL of Milli-Q water. The absorbance spec-
tra of these solutions were acquired with a scan rate of 100 nmmin−1 between
200 nm and 800 nm with an Evolution 220 UV-Visible spectrophotometer from
Thermo Fisher. Ag-nanoparticle formation rates were estimated from the develop-
ment of the localized surface plasmon resonance (LSPR) peak in the absorbance
spectra which is located between 400 nm and 500 nm.

As the exact wavelength of the LSPR peak of Ag-nanoparticles is dependent on
the Ag-nanoparticle size, nanoparticle growth throughout the sonication period
will shift the LSPR peak to higher wavelengths and therefore result in different
molar extinction coefficients for the Ag-nanoparticles. In order to compensate
for the LSPR peak shift throughout the sonication period and between different
samples, the Ag-nanoparticle concentration had to be evaluated with the molar
extinction coefficient corresponding to the individual LSPR peak positions. In
a work by Paramelle et al. [37] they measured the molar extinction coefficient
of citrate capped Ag-nanoparticles for LSPR peak positions between 392.1 nm
and 492.8 nm. They found that the molar extinction coefficient is proportional
to the square of the LSPR peak position. From their data we corrected the Ag-
nanoparticle absorbance values at every sample interval by matching the observed
LSPR peak positions with the corresponding molar extinction coefficients. The
calibration curve relating the molar extinction coefficient to the peak wavelength
is provided in the supporting information (Figure S19). To estimate the rate of Ag-
nanoparticle formation for the different scavengers, the slope of the absorbance
profiles at 0 min was used.
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Sonochemical Reduction Rate of Platinum Chloride

The reduction of PtCl4 from Pt(IV) to Pt(II) was chosen to investigate the scav-
enger concentration dependence when pyrolytic decomposition also plays a part
in the reduction process. 200mL of 1mmol dm−3 PtCl4 solutions with meth-
anol concentrations between 10mmol dm−3 and 5mol dm−3 were sonicated for
20min at 346 kHz and 50W electric power. 100 µL aliquots were taken every
5 minutes and mixed with 100 µL of KI and 800 µL of Milli-Q water. The res-
ulting PtI6

2 – complex (ϵ = 11 170 dm3mol−1 cm−1, λmax = 495 nm) and PtI4
2 –

complex (ϵ = 4600 dm3mol−1 cm−1, λmax = 388 nm) were determined spectro-
photometrically as described in our previous work [34]. The formation rates of
Pt(II) for the different methanol concentrations were determined as the slope of
the Pt(II) concentration profiles at 0 min.
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Supporting Information

Titanyl Dosimetry Results

Absorbance spectra showing the development of H2O2 for different sonication
times along with their corresponding concentration profiles are given in Figure
S1, S2, S3, S4, and S5 for methanol, ethanol, 1-butanol, 2-propanol, and ethylene
glycol, respectively. Rates of H2O2 formation in the presence of different alcohols
and alcohol concentrations are shown in Figure S6.
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Figure S1: Absorbance spectra of titanium hydrogen peroxide complexes at different
sonication times acquired using methanol as the radical scavenger. Initial methanol con-
centrations of 0.3mmol dm−3 S1(a), 1.0mmol dm−3 S1(b), 10mmol dm−3 S1(c), and
100mmol dm−3 S1(d) were used. The resulting H2O2 concentrations for all methanol
(MeOH) concentrations are also plotted as a function of sonication time S1(e).
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Figure S2: Absorbance spectra of titanium hydrogen peroxide complexes at different son-
ication times acquired using ethanol as the radical scavenger. Initial ethanol concentrations
of 0.1mmol dm−3 S2(a), 1.0mmol dm−3 S2(b), 3.0mmol dm−3 S2(c), 10mmol dm−3

S2(d), and 100mmol dm−3 S2(e) were used. The resulting H2O2 concentrations for all
ethanol (EtOH) concentrations are also plotted as a function of sonication time S2(f).
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Figure S3: Absorbance spectra of titanium hydrogen peroxide complexes at different
sonication times acquired using 1-butanol as the radical scavenger. Initial 1-butanol
concentrations of 0.06mmol dm−3 S3(a), 0.1mmol dm−3 S3(b), 0.3mmol dm−3 S3(c),
1.0mmol dm−3 S3(d), and 10mmol dm−3 S3(e) were used. The resulting H2O2 concen-
trations for all 1-butanol (BuOH) concentrations are also plotted as a function of sonication
time S3(f).
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Figure S4: Absorbance spectra of titanium hydrogen peroxide complexes at different
sonication times acquired using 2-propanol as the radical scavenger. Initial 2-propanol
concentrations of 0.06mmol dm−3 S4(a), 0.1mmol dm−3 S4(b), 0.3mmol dm−3 S4(c),
1.0mmol dm−3 S4(d), and 10mmol dm−3 S4(e) were used. The resulting H2O2 concen-
trations for all 2-propanol (IPA) concentrations are also plotted as a function of sonication
time S4(f).



194 194

300 400 500 600
Wavelength (nm)

0

0.01

0.02

0.03

0.04

Ab
so

rb
an

ce

0 min
5 min
10 min
15 min
20 min

(a)

300 400 500 600
Wavelength (nm)

0

0.01

0.02

0.03

Ab
so

rb
an

ce

0 min
5 min
10 min
15 min
20 min

(b)

300 400 500 600
Wavelength (nm)

0

0.01

0.02

0.03

Ab
so

rb
an

ce

0 min
5 min
10 min
15 min
20 min

(c)

300 400 500 600
Wavelength (nm)

0

0.005

0.01

0.015

0.02
Ab

so
rb

an
ce

0 min
5 min
10 min
15 min
20 min

(d)

350 400 450 500 550 600
Wavelength (nm)

0

1

2

3

4

Ab
so

rb
an

ce

10-3

0 min
5 min
10 min
15 min
20 min

(e)

0 5 10 15 20
Sonication Time (min)

0

0.02

0.04

0.06

0.08

0.1

[H
2O

2] (
m

m
ol

 d
m

-3
)

Water
EG 0.1 mM
EG 1 mM
EG 10 mM
EG 100 mM
EG 1 M

(f)

Figure S5: Absorbance spectra of titanium hydrogen peroxide complexes at different
sonication times acquired using ethylene glycol as the radical scavenger. Initial ethylene
glycol concentrations of 0.1mmol dm−3 S5(a), 1.0mmol dm−3 S5(b), 10mmol dm−3

S5(c), 100mmol dm−3 S5(d), and 1.0mol dm−3 S5(e) were used. The resulting H2O2
concentrations for all ethylene glycol (EG) concentrations are also plotted as a function of
sonication time S5(f).



Bibliography 195

10-4 10-3 10-2 10-1 100

[Alcohol](mol dm-3)

0

2

4

6

-3
 m

in
-1

) MeOH
EtOH
BuOH
IPA
EG

Water

Figure S6: Rate of H2O2 formation as a function of alcohol concentration. Methanol
(MeOH) (#), ethanol (EtOH) (2), 1-butanol (BuOH) (3), 2-propanol (IPA) (▽), and
ethylene glycol (EG) (△) were used as radical scavengers. Solid lines are drawn with
spline interpolation to guide the eye. The horizontal line represents the lower detection
limit of H2O2.

Silver Nanoparticle Absorbance Spectra

Absorbance spectra showing the development of the Ag plasmon peak for different
sonication times along with their corresponding concentration profiles are given in
Figure S7, S8, S9, S10, and S11 for methanol, ethanol, 1-butanol, 2-propanol, and
ethylene glycol, respectively. The rates of Ag-nanoparticle formation for different
alcohols and alcohol concentrations are shown in Figure S12. The absorbance
values are not corrected for shifts in the Ag LSPR peak.

We would also like to briefly address the validity of the method used to quantify the
rate of Ag-nanoparticle formation. Considering the short sonication time (20 min),
the relatively high initial Ag(I) concentration (1mmol dm−3), the one-electron
transfer from Ag(I) to Ag(0), and the fact that formation of primary (and second-
ary) radicals is linearly dependent on time, we also expect the Ag-nanoparticle
formation to behave linearly as well within this short time frame. From the con-
centration profiles in the supporting information (Figure S7-S11), we observe that
the Ag-nanoparticle formation is indeed linear. All concentration profiles appear
to be quite linear except for the optimum concentrations for ethylene glycol (where
pyrolytic decomposition is significant). Interference from the asymmetric or over-
lapping peaks therefore appear to not interfere much with the analysis of the res-
ults. Certainly not enough to change the clearly different trends observed in Figure
S12.
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Figure S7: Absorbance spectra of Ag-nanoparticles at different sonication times ac-
quired using methanol as the radical scavenger. Initial methanol concentrations of
1.0mmol dm−3 S7(a), 10mmol dm−3 S7(b), 30mmol dm−3 S7(c), 100mmol dm−3

S7(d), and 1.0mol dm−3 S7(e) were used. The absorbance for all methanol (MeOH)
concentrations are also plotted as a function of sonication time S7(f).
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Figure S8: Absorbance spectra of Ag-nanoparticles at different sonication times
acquired using ethanol as the radical scavenger. Initial ethanol concentrations of
0.1mmol dm−3 S8(a), 1.0mmol dm−3 S8(b), 10mmol dm−3 S8(c), 100mmol dm−3

S8(d), and 1.0mol dm−3 S8(e) were used. The absorbance for all ethanol (EtOH) concen-
trations are also plotted as a function of sonication time S8(f).
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Figure S9: Absorbance spectra of Ag-nanoparticles at different sonication times
acquired using 1-butanol as the radical scavenger. Initial 1-butanol concentra-
tions of 0.1mmol dm−3 S9(a), 0.3mmol dm−3 S9(b), 1.0mmol dm−3 S9(c), and
10mmol dm−3 S9(d) were used. The absorbance for all 1-butanol (BuOH) concentra-
tions are also plotted as a function of sonication time S9(e).
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Figure S10: Absorbance spectra of Ag-nanoparticles at different sonication times
acquired using 2-propanol as the radical scavenger. 2-propanol concentrations
of 0.1mmol dm−3 S10(a), 1.0mmol dm−3 S10(b), 10mmol dm−3 S10(c), and
1.0mol dm−3 S10(d) were used. The absorbance for all 2-propanol (IPA) concentrations
are also plotted as a function of sonication time S10(e).
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Figure S11: Absorbance spectra of Ag-nanoparticles at different sonication times ac-
quired using ethylene glycol as the radical scavenger. Initial ethylene glycol concentrations
of 0.1mmol dm−3 S11(a), 10mmol dm−3 S11(b), 1.0mol dm−3 S11(c), 2.0mol dm−3

S11(d), and 10mol dm−3 S11(e) were used. The absorbance for all ethylene glycol (EG)
concentrations are also plotted as a function of sonication time S11(f).
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Figure S12: Rate of Ag-nanoparticle formation as a function of alcohol concentration.
Methanol (MeOH) (#), ethanol (EtOH) (2), 1-butanol (BuOH) (3), 2-propanol (IPA)
(▽), and ethylene glycol (EG) (△) were used as radical scavengers. The rates of Ag
formation are extracted from the slopes of the absorbance profiles and are not corrected
for shifts in the localized surface plasmon resonance peaks. Solid lines are drawn with
spline interpolation to guide the eye.

Scavenging Efficiency of Nitrate

Concentration profiles of H2O2 in water and in 10mmol dm−3 NaNO3 are shown
in Figure S13. Both concentration profiles overlap completely showing that the
nitrate ions which are present during the Ag synthesis does not contribute to any
scavenging of primary radicals.
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Figure S13: Concentration of H2O2 as a function of sonication time in water (#) and in
10mmol dm−3 NaNO3 (2). The solid lines are linear fits to the datapoints.



202 202

Electron Microscopy

SEM micrographs of Ag-nanoparticles synthesized with ethylene glycol (2mmol dm−3)
as the scavenger is shown in Figure S14(a). Micrographs were acquired with a
Hitachi High-Tech SU9000 scanning (tunneling) electron microscope using an ac-
celeration voltage of 20 kV and a beam current of 10.5 µA. An energy-dispersive
X-ray spectroscopy (EDS) map of Ag for the same particle is shown in Figure
S14(b). EDS was performed with an Oxford Ultim Extreme EDX-system. Both
single nanoparticles and agglomerates were observed.

(a) (b)

(c) (d)

Figure S14: Secondary electron image (S14(a)) and the corresponding EDS map of Ag
(S14(b)) synthesized with ethylene glycol as the radical scavenger. Additional images of
a single nanoparticle (S14(c)) and an agglomerated particle (S14(d)) are also provided.

Platinum(II)/Platinum(IV) Absorbance Spectra

Absorbance spectra and the corresponding Pt(II) concentration profiles for all meth-
anol concentrations are shown in Figure S15. The rate of Pt(II) formation at dif-
ferent methanol concentrations are given in Figure S16.
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Figure S15: Absorbance spectra of Pt(IV)/Pt(II)-iodide complexes at different sonica-
tion times acquired using methanol as the radical scavenger. Initial methanol concen-
trations of 10mmol dm−3 S15(a), 100mmol dm−3 S15(b), 1.0mol dm−3 S15(c), and
5.0mol dm−3 S15(d) were used. The Pt(II) concentrations for all methanol (MeOH) con-
centrations are also plotted as a function of sonication time S15(e).
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Figure S16: Rate of Pt(II) formation as a function of methanol concentration. The solid
lines are drawn with spline interpolation to guide the eye.

Absorbance Spectra at 30 W and 760 kHz

Absorbance spectra of H2O2 for different sonication times along with their corres-
ponding concentration profiles are given in Figure S17. The measurements were
conducted using an ultrasonic frequency of 346 kHz and an electrical power of 30
W with methanol as the radical scavenger.

Absorbance spectra of H2O2 for different sonication times along with their corres-
ponding concentration profiles are given in Figure S18. The measurements were
conducted using an ultrasonic frequency of 760 kHz and an electrical power of 50
W with methanol as the radical scavenger.
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Figure S17: Absorbance spectra of H2O2 at different sonication times acquired with an
electrical power of 30 W, an ultrasonic frequency of 346 kHz, and methanol as the rad-
ical scavenger. Initial methanol concentrations of 1.0mmol dm−3 S17(a), 10mmol dm−3

S17(b), and 100mmol dm−3 S17(c) were used. The resulting H2O2 concentrations for all
methanol (MeOH) concentrations are also plotted as a function of sonication time S17(d).
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Figure S18: Absorbance spectra of H2O2 at different sonication times acquired with an
ultrasonic frequency of 760 kHz, an electrical power of 50 W, and methanol as the rad-
ical scavenger. Initial methanol concentrations of 1.0mmol dm−3 S18(a), 10mmol dm−3

S18(b), and 100mmol dm−3 S18(c) were used. The resulting H2O2 concentrations for all
methanol (MeOH) concentrations are also plotted as a function of sonication time S18(d).

Localized Surface Plasmon Resonance Peak Correction

The calibration curve used to correct the absorbance at the LSPR peak for Ag
nanoparticles is shown in Figure S19.
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Figure S19: Molar extinction coefficient of Ag-nanoparticles as a function of the localized
surface plasmon resonance peak in the absorbance spectrum. Experimental values (#) are
obtained from Paramelle et al. [37]. The data were fitted to a 2. order polynomial and is
plotted as a solid line.



208 Optimum Scavenger Concentrations for Sonochemical Nanoparticle Synthesis



Chapter 8

Discussion

The most important findings in paper I-IV are concerned with expanding the un-
derstanding of the sonochemical synthesis. There are still many unanswered ques-
tions about the mechanisms governing the sonochemical synthesis of nanomateri-
als, and a proper understanding of these are needed if the synthesis method is to be
used as a regular nanocatalyst production method for electrochemical energy con-
version devices. This thesis work has therefore mainly focused on investigating
fundamental aspects of sonochemistry in relation to nanoparticle synthesis. In this
chapter the main findings in this thesis and their importance to the sonochemical
community are discussed. Furthermore, findings and interpretations made in the
earlier parts of the thesis work are revisited and discussed based on more recent
discoveries.

8.1 Effect of Radical Scavengers
Considering all findings in this thesis work, the most significant for the sonochem-
ical community, is the work on scavengers [41]. It shows a direct correlation
between the bubble coverage by the radical scavenger and the reduction rate of
Ag(I). This correlation is also expected to hold true for any sonochemical reduc-
tion which is mainly driven by secondary radicals. It can therefore be used to
estimate the ideal concentration of the radical scavenger for maximizing the re-
duction rate. As the choice of radical scavenger and its concentration was shown
to have a massive impact on the sonochemical reduction rate, it is highly important
to consider when scaling up the sonochemical method beyond laboratory scale. In
addition, fundamental studies on sonochemistry involving radical scavengers will
also be influenced by this choice. Failing to account for the contribution of the
scavenger may therefore yield inaccurate conclusions on a fundamental level too.

209
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As the work on radical scavengers was performed most recently, all our previous
publications have not considered the effect of the scavenger concentration. It is
therefore appropriate to revisit them with this new piece of information in hand. In
paper I [21], two distinct frequencies (20 kHz and 408 kHz) were employed with
different acoustic powers so that the radical generation rate became the same in
the two different reactors. Both systems used 0.8mol dm−3 ethanol as the radical
scavenger and the target was a sonchemical reduction of Pt(IV) to Pt-nanoparticles.
Considering the reduction from Pt(IV) to Pt(II) proceeds through the aid of pyro-
lytic decomposition products, the optimal ethanol concentration is expected to be
10 times higher than the optimal ethanol concentration found in the sonochemical
synthesis of Ag-nanoparticles. This amounts to roughly 0.1mol dm−3. As ethanol
was used in slight excess of the optimal value for the sonochemical reduction of
Pt(IV) to Pt(II), the frequency effect on the bubble coverage demonstrated in paper
IV should not apply. The frequency effect is mainly concerned with the bubble
coverage by the scavenger, and as the scavenger was used in excess, the cavitation
bubbles originating from the two frequencies are therefore expected to be fully
covered anyway. The similar reduction rates observed for short sonication times in
paper I can therefore be evaluated without great concern of the radical scavenger
behaviour.

More interesting, perhaps, is the detailed investigation of the frequency dependent
Pt(IV) reduction rates in paper II [23]. This was also performed using 0.8mol dm−3

ethanol as the radical scavenger. Seeing as the ethanol concentration is once again
slightly higher than the optimum value, and far above the concentration leading
to complete bubble coverage, the differences in the resulting reduction rate does
not seem to originate in the choice of scavenger concentration. The conclusions in
paper II are therefore unaffected by the choice of radical scavenger concentration.

The use of 0.2mmol dm−3 formate scavenger in paper III is somewhat more sig-
nificant to the conclusion [13]. This is most certainly too low to achieve complete
scavenging as sodium formate is even less hydrophobic than ethylene glycol as
shown by Henglein et al. [33]. In paper IV it was shown that a concentration
around 1mol dm−3 ethylene glycol was required for complete scavenging. A sep-
arate measurement shown in Figure 8.1 also shows that only 60% of primary rad-
icals are scavenged at a formate concentration of 0.2mol dm−3. H2O2 is therefore
expected to accumulate during operation in the sonochemical reduction of Cu(II)
in paper III. The proposed explanation for the presence of Cu2O in paper III in-
volved the reaction between metallic Cu and H2O2. This explanation is therefore
strengthened by this information. Based on the results by Henglein et al. [33],
formate requires around 20 times higher concentration than ethylene glycol for
complete scavenging. A concentration of around 20mol dm−3 would therefore be
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needed for complete scavenging. That is 100 times more than what was used in
paper III! Sodium formate is not very expensive, but if you need 270 g for 200mL
the cost will add up.
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Figure 8.1: Scavenging efficiency for different concentrations of sodium formate and
sodium acetate. Meausurements were conducted at 346 kHz with an acoustic power of 38
W.

Our work on sonochemistry before discovering the massive impact of the radical
scavenger therefore remains valid through a fortunate choice of ethanol concentra-
tion. This choice was initially made based on the work of Caruso et al. [34]. They
showed that an ethanol concentration of 0.8mol dm−3 in a 20 kHz system was the
lowest concentration of ethanol required before the reduction rate of Pt(IV) stabil-
ized. However, their concentration range only extended to 1mol dm−3 for ethanol.
If they had continued to increase the ethanol concentration they would probably
have discovered that the reaction rate would have started to decrease. Considering
our investigation into the radical concentration spans several orders of magnitude,
the higher resolution and more limited range in the work of Caruso et al. [34]
provides much needed validation for the stability of the reduction rate. Changes
in radical scavenger concentration following evaporation or scavenging through-
out sonication may therefore have a negligible effect on the reduction rate. This
is under the assumption that a radical scavenger concentration near the optimal
concentration is chosen.

A similar fortunate (or maybe deliberate, but not specifically stated) choice of
scavenger concentration and target reaction can be found in the fundamental work
by Okitsu et al. [1]. Here the frequency effect is explored in the sonochemical
reduction of Au(III). They used 20mmol dm−3 of 1-propanol for all frequencies
(20 kHz, 213 kHz, 358 kHz, 647 kHz, and 1062 kHz). This concentration is 20
times higher than the optimum concentration for 2-propanol at 346 kHz as demon-
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strated in paper IV. In addition, the reduction of Au(III) is also reported to proceed
through pyrolytic decomposition products which means that their choice of scav-
enger concentration is slightly higher than what is expected from 1-propanol. This
is very similar to our choice of scavenger concentration in the sonochemical re-
duction of Pt(IV) which means that the same logic with regards to the frequency
effect is valid here as well. The frequency dependence on the reduction rate, and
on the resulting particle size can therefore be assumed to be unaffected by their
choice of scavenger and its concentration.

8.2 Impedance Mismatch
As described in section 2.2.2, a proper matching of the impedance between the
signal generator and the ultrasonic transducer reduces the power which is lost in the
signal transfer process. As a result, the acoustic power transferred to the solution
will be close to what is supplied by the signal generator. The lack of an impedance
matching unit in paper I and II means that the power delivered to the transducer was
not optimized as it was in paper III and IV. The increasing impedance following a
decrease in frequency therefore means that the lower frequency transducers would
necessarily exhibit a lower power output than the higher frequencies. This is a very
relevant point concerning the results in paper I, but especially in paper II where the
effect of frequency was examined.

When using the Meinhardt signal generator without an impedance matching unit in
paper I and II, the delivered acoustic power was visually observed to differ when
changing the ultrasonic frequency. This was seen by the ripples in the surface
being more violent for higher frequencies when applying the same power from the
signal generator. Calorimetric measurements of the acoustic power were therefore
introduced as a standard transducer characterization method before using any new
transducer. In doing so, a similar acoustic power was delivered to the system
at every frequency without having to take impedance matching into account. Of
course, this necessarily meant that the acoustic power range was limited to the
worst performing transducer which was only able to deliver 11.8 W to the system.
A comprehensive study on the acoustic power delivered to each transducer used
in paper II can be found in Figure 8.2(a) which is adapted from Figure 2 in the
supporting information of paper II. For comparison, the acoustic powers for these
frequencies with an impedance matching circuit is shown in Figure 8.2(b). The
488 kHz transducer does not feature in Figure 8.2(b) as it was damaged prior to
receiving the impedance matcher.
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Figure 8.2: Acoustic powers generated by different ultrasonic frequencies as a function
of applied power amplitude without impedance matching (8.2(a)) and acoustic powers
generated by different ultrasonic frequencies as a function of signal generator load power
with impedance matching (8.2(b)).

Not having access to an impedance matching circuit in the first two papers are
therefore not of any concern to the conclusions presented in these works as in-
dependent acoustic power measurements were performed instead. However, by
using an impedance matching circuit you get the added benefit of an expanded
power range, greater power efficiency, and less wear and tear on transducers with
high impedance differences. Use of impedance matching circuits are very rarely
reported in the literature, save for a few exceptions [32, 118]. However, most of
the literature is indeed reporting the acoustic power generated by their ultrasonic
transducers.

8.3 Direct Sonication and Indirect Sonication
Low frequency horn-type sonifiers have been used for decades to disperse solu-
tions owing to the formation of high power microjets which can break up even the
most stubborn agglomerates. However, low frequency, high power ultrasound, is
also notorious for causing cavitation damage on the probe material itself as shown
in section 2.2.1. Having eroded particles deposited during dispersion of a solution
is a cause of contamination which can seriously impact the results depending on
the application. In paper I it was shown that nanoparticles are attached to eroded
micrometer-sized particles when using a 20 kHz horn-type sonifier in the sono-
chemical synthesis of Pt-nanoparticles [21]. The effect becomes significant after
only 20 min of sonication and can easily be seen in an electron microscope.

Following the findings in paper I, we have recommended that any use of low fre-
quency, high power sonifiers be conducted indirectly as to avoid the inevitable
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probe erosion. Indirect sonication has been described in multiple publications [29,
30], and converting an existing direct ultrasound setup to an indirect alternative
only requires the design of a new cell. To make sure power is transferred with as
little losses in intensity as possible, the distance between the transducer and the
bottom of the cell containing the solution should be equal to λ/2 [29, 30]. For a 20
kHz setup in an aqueous solution the shortest distance is equal to 3.7 cm.

Due to the findings on probe erosion in paper I, combined with the higher sonon-
chemical activity at higher frequencies, all subsequent works were conducted above
200 kHz. The higher frequencies are not sufficient to cause erosion processes, and
we therefore opted to use direct sonication in these cases. An indirect sonica-
tion cell was also constructed for the high frequency transducers, but due to the
much shorter wavelength a precise tuning of the transducer-partition distance to
λ/2 becomes practically impossible, and an application of such a cell would intro-
duce substantial uncertainty in the acoustic power between every experiment. For
example, for a 200 kHz transducer, the shortest distance would be 3.7mm. Mis-
alignment of the cell by just a fraction of a millimeter would therefore significantly
alter the transfer of the acoustic waves through the partition.

Indirect sonication is only needed when operating in the low frequency, high power
range of ultrasound. Typically, this involves the standard 20 kHz and 40 kHz horn-
type sonifiers. Their long half-wavelengths of 3.7 cm and 1.85 cm, respectively,
also makes indirect sonication feasible in practical application.

8.4 Sonochemistry in Electrocatalyst Preparation
In this thesis work, efforts towards electrocatalysis have mostly been concerned
with Pt-nanoparticles as hydrogen evolution catalysts. Evaluating sonochemistry
as a possible synthesis method for large scale production of hydrogen evolution
electrocatalysts is therefore somewhat limited. However, supplementing our own
results with those obtained by other sonochemistry groups may allow for a broader
overview of the feasibility of sonochemistry towards electrocatalyst synthesis.

In the case of Pt-electrocatalysts, all frequencies between 210 and 488 kHz give
identical particle sizes with a narrow size distribution, (1.9 ± 0.3) nm. These
are also similar to the ones produced at 20 kHz, (2.2 ± 0.5) nm, and 408 kHz,
(2.3 ± 0.4) nm, in paper I, which were synthesized with different volumes, react-
ors and acoustic powers. Literature values for sonochemically synthesized nan-
oparticles are also limited to a range between 2-6 nm [26–28, 34, 95, 96, 104].
From these results, it appears that the sonochemical synthesis of Pt-nanoparticles
is highly stable yielding small nanoparticles with a very narrow size distribu-
tion. This is ideal for electrocatalytic applications as the catalytic activity of Pt-
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nanoparticles has been shown to be dependent on the nanoparticle size [132–134].
Incidentally, the ideal particle size for Pt-nanoparticles towards the oxygen reduc-
tion reaction is 3 nm [132–134]. In addition to the similar particle sizes observed
for sonochemically synthesized Pt-nanoparticles, the catalytic activity towards the
hydrogen evolution reaction was also found to be similar as well which further
highlights the high degree of reproducibility.

Even though the individual particle properties of sonochemically synthesized Pt-
nanoparticles appear to be similar over a wide range of frequencies, the agglom-
erate characteristics are not. The agglomeration behaviour seems to be frequency
dependent, with smaller more open agglomerates forming at low ultrasonic fre-
quencies due to the higher mechanical effect of ultrasound. This was shown in
paper II. Somewhere between 210 kHz and 326 kHz, the mechanical effects of
ultrasound become less pronounced resulting in similar agglomeration behaviour.
Smaller and more open agglomerates are definitely an advantage for increasing
the available surface area of non-supported nanoparticles, but it may be harder to
control than the equal agglomeration response for the higher frequencies. Some
reproducibility could there be sacrificed if small open agglomerates are desired.

However, electrocatalysts are typically supported on a high surface area support in
electrochemical applications which means that the agglomeration focus is shifted
more towards how well dispersed the particles are on the support. For a regu-
lar chemical reduction method, achieving a homogeneous dispersion of catalyst
on the support is difficult due to the fast reduction and the inability of achieving
a homogeneous distribution of the reducing agent. In the sonochemical method,
reducing agents are generated more homogeneously throughout the reactor and
acoustic streaming and shockwaves can contribute in directing catalyst nuclei to-
wards an available support site. An example of how sonochemically synthesized
Pt-nanoparticles are dispersed on a carbon support is shown in Figure 8.3.
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Figure 8.3: Bright field S(T)EM image of Pt-nanoparticles supported on carbon. Pt-
nanoparticles were synthesized sonochemially at 346 kHz with an acoustic power of 38 W
using 0.5mol dm−3 ethanol.

Sonochemical synthesis of Pt-nanocatalysts for electrochemical energy conversion
devices therefore possesses the ability to yield well dispersed, high performance,
and highly reproducible Pt-nanoparticles. These are all key characteristics of a
well suited synthesis route for electrocatalysts. However, the versatility and scale
up potential of the sonochemical synthesis must also be considered before we can
recommend it as a catalyst synthesis method.

The sonochemical method has proven to be quite versatile for many of the noble
metals. In the case of Au, a wide range of particle sizes are attainable depending on
the ultrasound parameters [1]. However, many transition metals which are relevant
for developing cheaper electrocatalysts like nickel, iron or copper are either too
slow to be viable, or not possible to obtain at all. If future electrocatalyst materials
are to be dominated by the more abundant transition metals, sonochemistry will
not be able to fill the role as a large scale synthesis method unless these issues are
solved. Current state of the art electrolyzers and fuel cells do employ noble metals,
and in its current stage sonochemistry must be regarded as a possible contender
due the key characteristics discussed above. In addition to the conventional single
metal nanocatalysts, we also demonstrated the possibility of making core-shell
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nanocatalysts with much improved mass activity in paper 3. The Cu@Pt core-shell
nanoparticles displayed an impressive 17 times increase in mass activity over Pt-
nanoparticles alone. The sonochemical synthesis therefore offers many different
strategies with regards to nanoparticle synthesis, but is not as versatile as chemical
reduction.

The second uncertainty with the sonochemical method is scalability. Whether
scalibility is a weakness or a strength of the sonochemical method is debatable.
On one hand, the formation rate of primary radicals is usually in the order of 10-
20 µmol dm−3min−1 which means that in the ideal case the synthesis of 1 g of
Pt-nanoparticles would take about 21 hours in a 200 mL reactor. However, there
will be loss of primary radicals during the synthesis, and the yield usually stabilizes
well below 100% for long sonication times. On the other hand, the sonochemical
method generates its reducing agents in-situ which makes it ideal for continuous
processes compared to the batch type process of chemical reduction. In addition,
increasing the height of the sonochemical reactor has also been shown to yield
more primary radicals than lower heights while maintaining the same concentra-
tion of radicals [31, 32]. Scaling up the sonochemical method may therefore not
suffer from changes in particle properties, which is typical for chemical reduction.
Our initial studies on this in paper I led us to believe that sonochemical synthesis
of Pt yields similar particle characteristics in widely different reactors. This was
performed on a rather small scale (50-200 mL) so it is therefore interesting if sim-
ilar particle properties are observed for larger volumes as well. We are currently
working on how the particle properties of Pt-nanoparticles are affected when the
reactor is scaled up, the result of which may help determine if the sonochemical
method is viable on a larger scale.

Considering the performance, reproducibility, dispersion, versatility, and scale up
potential of the sonochemical method, it may be a better option than chemical
reduction for noble metal nanoparticle synthesis. However, fundamental studies
related to the electron transfer process between scavengers and metal precursors
are needed to solve the issues with using some of the more abundant transition
metals in the sonochemical synthesis. Proper large scale studies are also needed to
assess if sonochemistry can outperform chemical reduction on an industrial scale.
These two aspects should be considered as the two most important research areas
to pursue within sonochemical synthesis of electrocatalysts.
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Chapter 9

Conclusions and Outlook

For sonochemical reactions driven by secondary radicals, an optimum scavenger
concentration exists for achieving the highest reduction rate. The concentration is
scavenger dependent and is equivalent to the scavenger concentration required to
completely cover the cavitation bubbles. More hydrophobic scavengers therefore
require a lower concentration than less hydrophobic scavengers.

For sonochemical reactions driven by pyrolytic decomposition products, the op-
timum scavenger concentration is found to be approximately one order of mag-
nitude higher than the concentration required for complete bubble coverage. This
is attributed to the additional number of pyrolytic decomposition products which
can be produced when going beyond complete bubble coverage.

The sonochemical reduction of Ag(I) to Ag-nanoparticles has been shown to pro-
ceed through pyrolytic decomposition as well as secondary radicals when ethylene
glycol was used as a scavenger. Previously, the sonochemical reduction of Ag(I)
to Ag-nanoparticles has been believed to only occur through secondary radicals.

Sonochemical synthesis of Pt-nanoparticles makes for a great synthesis route for
achieving highly performing, reproducible electrocatalysts with a high degree of
dispersion on carbon supports. This makes them excellent catalysts for electro-
chemical conversion devices. Some issues must still be solved related to their
versatility and scale up processes.

The sonochemical synthesis of Pt, Cu, Cu@Pt, and Ag has been studied in detail,
but Au, Ir, Ni and Fe was also investigated during the course of this thesis work.
Metallic Ir, Ni and Fe-nanoparticles were not formed to any appreciable extent, the
reasons of which are still unclear and would require more research.
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Direct sonication of a solution at low ultrasonic frequencies and high acoustic
power should be avoided to prevent contamination of the solution by eroded probe
material. Indirect sonication should therefore be implemented as a standard operat-
ing procedure when dispersing inks for electrochemical characterization purposes.

The electron transfer from scavenger to metal precursor should be explored further
in order to explain why some transition metals are more easily reduced than others.
Understanding these processes would facilitate establishing favourable synthesis
routes through rational choice of scavengers. In addition, a greater focus on scal-
ing up the sonochemical synthesis by use of large scale reactors and high precursor
concentrations should be conducted to assess if sonochemistry is to be viable for
industrial scale production of nanoparticles. For electrocatalytic purposes, the goal
should also be to achieve sufficient amounts of electrocatalysts to be able to con-
duct full stack fuel cell or electrolyzer performance tests so that their performance
can be assessed under real operating conditions.
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Nomenclature

Roman Letters

A Amplitude 1
A Pre-exponential factor 1
A Acoustic factor 1
A Absorbance 1
A Area cm2

C Capacitance F
CP Specific heat at constant pressure J g−1K−1

CV Specific heat at constant volume J g−1K−1

c Concentration mol dm−3

c Speed of light ms−1

D Diffusion constant m2 s−1

D Crysallite size nm
d Distance between cavitation bubbles m
d Interplanar distance nm
E Photon Energy J
E Electrode potential V
Ea Activation energy Jmol−1

F Faraday’s constant Cmol−1

Fp Primary Bjerknes force N
Fs Secondary Bjerknes force N
f Frequency Hz
f Degrees of freedom 1
G Gibbs energy J
g(1) Autocorrelation function for monodisperse systems 1
g(2) General autocorrelation function 1
h Planck’s constant m2 kg s−1

I Transmitted light intensity Wm−2

I Current A
I0 Incident light intensity Wm−2

j Current density Acm−2

j0 Exchange current density Acm−2

K Geometric constant in X-ray diffraction 1
Ks Stiffness coefficient kgm−1 s−2

k Stiffness kg s−2

k Rate constant min−1

kb Boltzmann’s constant JK−1
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L Heat of fusion J kg−1

L Inductance H
l Pathlength of light cm
l Thickness of partition m
m Mass kg
n Refractive index 1
P Pressure Pa
P0 Bubble pressure before collapse Pa
Pa Acoustic power W
R Universal gas constant Jmol−1K−1

R Degree of reflection %
R Charge transfer resistance Ω
Rs Series resistance Ω
r Bubble radius m
r Particle radius m
r Hydrodynamic radius nm
r0 Initial bubble radius m
SE Sonochemical efficiency mol J−1

T Temperature K
T Transmittance 1
T0 Temperature before bubble collapse K
Tb Bulk temperature of solution ◦C
Tm Melting temperature ◦C
V Bubble volume m3

V0 Initial bubble volume m3

v Wave velocity ms−1

z Number of electrons 1
vc Collision velocity threshold ms−1

ZS Impedance of the electrical signal Ω
ZL Impedance of the transducer Ω
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Greek Letters

α Sound attenuation coefficient m−1

β full width at half maximum 1
Γ Decay constant min−1

γ Polytropic ratio 1
ϵ Molar extinction coefficient dm3mol−1 cm−1

η Viscosity kgm−1 s−1

θ Diffraction angle ◦

θ Scattering angle ◦

λ Wavelength nm
µ Viscosity kgm−1 s−1

ν Scan rate mV s−1

ρ Density kgm−3

τ Delay time min
φ Phase shift ◦

ωr Angular resonance frequency Hz

Abbreviations

BuOH Butanol
CE Counter electrode
CV Cyclic voltammetry
DLS Dynamic light scattering
ECSA Electrochemically active surface area
EDS Energy-dispersive X-ray spectroscopy
EDX Energy-dispersive X-ray spectroscopy
EG Ethylene glycol
EtOH Ethanol
HER Hydrogen evolution reaction
HOR Hydrogen oxidation reaction
IPA Isopropyl alcohol
LSPR Localized surface plasmon resonance
LSV Linear sweep voltammetry
MeOH Methanol
OER Oxygen evolution reaction
ORR Oxygen reduction reaction
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PDI Polydispersity index
PEG Polyethylene glycol monostearate
PEMFC Proton exhange membrane fuel cell
PGM Platinum group metal
PVP Polyvinylpyrrolidone
PZT Lead zirconate titanate
RDE Rotating disk electrode
RE Reference electrode
RH Radical scavenger
RHE Reversible hydrogen electrode
SDS Sodium dodecylsulfate
SEM Scanning electron microscopy
SHE Standard hydrogen electrode
S(T)EM Scanning (transmission) electron microscopy
TEM Transmission electron microscopy
Tween20 Polyoxyethylenesorbitan monolaurate
UV-vis Ultraviolet-visible spectroscopy
WE Working electrode
XRD X-ray diffraction
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