
Journal Full Title: Journal of Biomedical Research & Environmental Sciences
Journal NLM Abbreviation: J Biomed Res Environ Sci
Journal Website Link: https://www.jelsciences.com

Journal ISSN: 2766-2276
Category: Multidisciplinary

Subject Areas: Medicine Group, Biology Group, General, Environmental Sciences
Topics Summation: 128

Issue Regularity: Monthly
Review Process type: Double Blind

Time to Publication: 7-14 Days
Indexing catalog: Visit here

Publication fee catalog: Visit here

DOI: 10.37871 (CrossRef)
Plagiarism detection software: iThenticate

Managing entity: USA
Language: English

Research work collecting capability: Worldwide
Organized by: SciRes Literature LLC

License: Open Access by Journal of Biomedical Research & Environmental Sciences is 
licensed under a Creative Commons Attribution 4.0 International License. Based on a 

work at SciRes Literature LLC.
Manuscript should be submitted in Word Document (.doc or .docx) through

Online Submission
form or can be mailed to support@jelsciences.com

BIBLIOGRAPHIC INFORMATION SYSTEM

 Vision: Journal of Biomedical Research & Environmental Sciences main aim is to enhance the importance of science and technology to the scientifi c community and also to provide an equal opportunity to 
seek and share ideas to all our researchers and scientists without any barriers to develop their career and helping in their development of discovering the world.

https://portal.issn.org/resource/ISSN/2766-2276
https://www.jelsciences.com/assets/img/subjects.php
https://www.jelsciences.com/archive.php
https://www.jelsciences.com/peer-review-process.php
https://www.jelsciences.com/indexing.php
https://www.jelsciences.com/publication-fee-2021.php
https://search.crossref.org/?q=%22Journal+of+Biomedical+Research+%26+Environmental+Sciences%22&from_ui=yes
https://www.jelsciences.com/crossref-similarity-check.php
https://www.jelsciences.com/submit-form.php


 

RESEARCH ARTICLE

Multivariate Statistical Process Control 
and Classifi cation Applied on Prostate 
Cancer Screening
Øivind Riis1,2*, Andreas Stensvold3, Helge Stene-Johansen1 and Frank 
Westad2,4

1Department of Medicine and Health Sciences, Østfold Hospital Trust, Grålum, Norway
2Department of Engineering Cybernetics, NTNU, Trondheim, Norway
3The Cancer Department, Østfold Hospital Trust, Grålum, Norway
4Idletechs AS, Trondheim, Norway

*Corresponding author(s)

Øivind Riis, Department of Medicine and 
Health Sciences, Østfold Hospital Trust, 
Grålum, Norway

ORCID: 0009-0003-2760-7902
Tel: +47-416-979-45
Email: oivind.riis@so-hf.no

DOI: 10.37871/jbres1764

Submitted: 06 June 2023

Accepted: 13 June 2023

Published: 14 June 2023

Copyright: © 2023 Riis Ø, et al. Distributed 
under Creative Commons CC-BY 4.0  

  OPEN ACCESS 

Keywords

  Prostate cancer

  Multivariate analysis

  MSPC

  Classifi cation

VOLUME: 4  ISSUE: 6 - JUNE, 2023

MEDICINE GROUP

ONCOLOGY  CANCER  RADIATION THERAPY

Abstract
Introduction: We report in this study the results of analyzing biomarkers in blood samples 

with two objectives; i) as an approach for screening patients by use of Multivariate Statistical 
Process Control (MSPC); ii) Compare various classifi cation methods with the purpose of 
diagnosing prostate cancer. 

Methods: We applied Principal Component Analysis (PCA) with statistical limits for 
outlier detection. Various splits of the data into training and test sets were chosen to evaluate 
the performance of classifi cation methods as a function of the training/test sample ratio.

Results: MSPC based on 12 analytes in blood samples was shown to outperform the 
traditional biomarker criterion: the level of the analyte Prostate-Specifi c Antigen (PSA), 
in screening for prostate cancer. The performance of different multivariate classifi cation 
techniques for classifying which of the patients in a clinical pathway for prostate cancer 
have malignant tumors showed that the basic method Linear Discriminant Analysis (LDA) 
and classifi cation trees gave similar results, whereas adaboost gave a higher specifi city but 
lower sensitivity. 

Conclusion: The accuracy, especially the sensitivity, does not justify any clinical use of the 
applied classifi cation methods with the available biomarkers. Additional medical information 
about the patients might enhance the accuracy with the purpose of identifying benign and 
malignant tumors.
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Applied on Prostate Cancer Screening. 2023 June 14; 4(6): 1030-1038. doi: 10.37871/jbres1764, Article ID: JBRES1764, Available at: 
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Abbreviations
LD: Linear Dichroism; SPC: Statistical Process Control; MSPC: 

Multivariate Statistical Process Control; PCA: Principal Component 
Analysis: LDA: Linear Discriminant Analysis; SVM: Support Vector 
Machines; PSA: Prostate-Specifi c Antigen

Introduction
The Prostate-Specifi c Antigen (PSA) has been used as a screening 

parameter for prostate cancer as a routine procedure. However, there is 
no general agreement on the threshold to be applied for clinical purposes, 
although a threshold of four is often applied. Thus, there is a need for 
including additional biomarkers for the inclusion of patients in the clinical 
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The general form of the PCA model is:

T
A A AX T P E                 (1)

The loading vectors in P are orthonormal but not 
uncorrelated. The score vectors in T are orthogonal, 
and also uncorrelated for a model with mean-centered 
data. For each PC there is an associated eigenvalue 
that refl ects the amount of variance explained by each 
PC. The subscript A indicates that the informative part 
of the data is modelled by A number of PCs, and the 
residuals per sample and variable (noise) are found in  
EA.

One of the important aspects of PCA is to separate 
information from noise, i.e., to fi nd when one starts 
to model noise (overfi tting). The optimal number of 
PCs might be decided upon by a number of criteria. 
There is, however, no single criterion that will give the 
optimal number of PCs for a certain application. Some 
criteria are i) The total sum of explained variance > 
a given threshold, ii) "Broken stick" and iii) Cross 
validated variance. Nevertheless, interpretation 
of explained variance, scores and loadings should 
always be applied when deciding on the optimal 
number of PCs, and preferably also by using domain 
specifi c background and experience. PCA has been 
investigated as an exploratory tool and for visual 
classifi cation in medical applications, see e.g. Ljubicic 
ML, et al. [10]. 

PCA and Multivariate Statistical Process Control 
(MPSC)

Multivariate Statistical Process Control [11,12] 
is an extension of the classical SPC. One important 
aspect of SPC is that if one applies e.g. a control chart 
with critical limits for several individual variables, 
the overall signifi cance level will decrease with 
the number of variables. This reduces the ability to 
identify outliers when the variables are correlated and 
if there are interactions between them. 

Once a PCA model has been established on a 
training data set, a new sample xnew may be projected 
onto this model, giving the projected score for each 
component a:

, ,â new a new at  x p                                                                    (2)

Subscript a indicates the residual in xnew after 
defl ating a components. The projection of a new 
sample is the basis for detecting out-of-control 
situations in MSPC. 

pathway for prostate cancer. At the same time, it is 
desirable to have a better classifi cation of which of the 
included patients have malignant tumors.

Tests are often based on samples from blood, 
serum, and urine. Many of them utilize Multivariate 
Data Analysis (MVDA), including classifi cation, and 
techniques applied to data from diff erent instruments 
for chemical and biochemical analysis. Medipally DKR, 
et al. [1] applied MVDA on vibrational spectroscopy of 
blood samples. Martynko E, et al. [2] applied MVDA 
on macro and trace element concentration profi les 
in urine determined by Inductively Coupled Plasma 
Optical Emission Spectroscopy (ICP-OES) and 
Atomic Absorption Spectroscopy (AAS).  Su KY, et 
al. [3] used FT-IR spectroscopy for cancer screening 
whereas Amante E, et al. [4] used higer order methods 
metabolomic profi ling. Lubes G, et al. [5] used MVDA 
on urine samples analyzed with GC-MS based 
metabolomics used for the identifi cation of 27cancer 
volatile organic compounds as biomarkers [6]. 
Solovieva S, et al. [7] applied MVDA on urine samples 
analyzed with a potentiometric multisensor system 
[8,9]. To the authors' knowledge, none of them apply 
Multivariate Statistical Process Control (MSPC) for 
inclusion and surveillance of the production of health 
services in clinical pathways.

Within the concept of MSPC, there might be 
combinations of a number of variables/analytes that 
will indicate an out-of-control situation, whereas 
traditional Statistical Process Control (SPC) evaluates 
each variable separately. It is known that the Type 1 
error increases with the number of univariate tests. 
Thus, the hypothesis which is the basis of this study 
is that applying MSPC on all variables is a better 
approach than screening based on PSA alone. The 
MSPC-based biomarker modeling approach uses 
blood samples that are routinely collected from the 
patients and hence requires no medical imaging or 
biopsies.  

Materials and Methods
Principal Component Analysis (PCA)

PCA is a method for decomposing a matrix X into 
underlying latent variables or Principal Components 
(PCs). The criterion is to maximize the variance for 
the direction of each PC. Although PCA in itself is 
a mathematical operation, the underlying latent 
variables are often interpretable based on domain 
knowledge. 



1032Riis Ø, et al. (2023) J Biomed Res Environ Sci, DOI: https://dx.doi.org/10.37871/jbres1764

Outlier detection

For multivariate methods such as PCA, one 
distinguishes between two types of outliers: i) Inside 
the model space, ii) In the residual space.  For the 
fi rst type of outliers, the Hotelling's T2 statistic is 
often applied. It is a multivariate generalization of 
the Student t-test and can be viewed as how much 
variance there is in one sample compared to the total 
variance. For more details we refer to Jackson JE [11]. In 
the MSPC literature the statistical limits for detecting 
outliers in the residual space have traditionally been 
based on the χ2 distribution, so-called Q-residual 
statistics. Again, we refer to Jackson JE [11] for details 
as both the Hotelling’s T2 and Q-residuals have been 
applied extensively in e.g. chemical process industry.

Classifi cation methods

For an evaluation of methods for classifying 
patients with malignant tumors, four methods 
were chosen. The methods are described briefl y at 
the conceptual level, we refer the reader to other 
publications for in-depth theory of the methods in 
the following subsections.

Linear Discriminant Analysis (LDA)

Discriminant analysis is a supervised classifi cation 
method, as it is used to build a classifi cation model for 
a number of pre-allocated classes [13]. This model is 
later used for allocating new and unknown samples 
to the most probable class. LDA estimates the pooled 
covariance of the individual classes. Some options 
for estimating the covariance in LDA include linear, 
quadratic, or a Mahalanobis-based approach.

The distance to the various classes is given by:

 
    

2
1
2

kiDistance log prior k x x
 

   
               (3)

where x(i) is the vector of variables for each sample, 

kX  is the class mean and k is an index for the class. 
The new sample is assigned to the class with the 
smallest distance from the equation above.

Support Vector Machines (SVM) classifi cation

Support Vector Machines Classifi cation (SVM-C) is 
a classifi cation method [14] that has in general shown 
good performance among many classifi cation and 
discrimination methods. In SVM, the data are mapped 
into a new feature space, and a dual representation 
is used with the data objects represented by their 

dot product. A kernel function is used to map from 
the original space to the feature space and can be 
of many forms, thus providing the ability to handle 
nonlinear classifi cation cases. One useful property 
of SVM is that it searches for a subset of the samples 
that lie on the boundary between the classes. This 
is especially useful for inhomogeneous classes. The 
support vectors are the samples that were chosen for 
establishing the boundary. 

Classifi cation trees

Classifi cation trees are often chosen as one of the 
classes of methods for comparison of performance 
in the case of classifi cation/discrimination [15]. The 
trees are built up from the root by fi rst selecting the 
variable with the best discrimination between the 
classes, thereafter the tree is "branched" out into 
a tree structure. From the fi rst development and 
applications of the basic classifi cation tree approach, 
several enhancements have evolved. This includes 
ensemble learning, boosting and bagging techniques 
to make the trees more robust (i.e., reduce overfi tting) 
as well as improve the performance. In this study, the 
basic classifi cation tree method is compared with 
the more sophisticated adaboost ensemble trees 
[16]. The statistics toolbox in Matlab was used for 
these calculations (MATLAB. version 9.6.0 (R2019a). 
Natick, Massachusetts: The MathWorks Inc.; 2020).    

Validation of classifi cation methods

Proper validation is one of the most important 
aspects of science. One way of distinguishing 
the concept of validation is external and internal 
validation [17]. The former relates to validation at 
the more conceptual level, such as "do I fi nd the true 
signals in my system", "are the found biological 
markers matching theory or previous studies" or "are 
the results for various methods with the same purpose 
giving the same conclusions?", to name a few. 

The internal validation is more empirical in that 
it tries to, in a conservative way, to train a model 
or models to be robust towards future known and 
unknown sources of variation and report suitable 
fi gures of merit. In the case of classifi cation, this is 
often sensitivity or specifi city or any other derived 
metric, depending on the application. This balance 
between over- and under-fi tting is also called the 
bias-variance trade-off  [18]. One way of dividing 
samples into training and test sets is the Kennard-
Stone algorithm [19]. This algorithm fi nds the point 
in the n-dimensional space that is furthest away 
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from the mean, then the next point is selected to be 
furthest away from the mean and the fi rst point until 
a specifi ed number of points has been selected. The 
drawback of this method is that the training set spans 
the whole sample space whereas the test set is confi ned 
to the region around the mean of the samples. A better 
option is to assign every second sample as training or 
test respectively, which was chosen in this study.

In addition to the Kennard-Stone algorithm, 
randomly selecting training and test set samples with 
various split ratios is common practice. This should be 
used with caution if there is information about sample 
groups that should be considered in the validation to 
investigate the robustness of the model, such as age 
groups. In the present case, random selection could 
be justifi ed as the external information about the 
patients was scarce.

Data

Data were collected from the clinical pathway 
for prostate cancer at Østfold Hospital Trust during 
the period 2016-2017. These included blood tests, 
PIRADS score, Gleason score, TNM stages, diagnostic 
codes, and activity codes with time stamps specifying 
the start and end of the activities. Only the blood 
test was used for the work described in this article 
as the purpose was to search for an alternative 
use of PSA as a biomarker based on the blood tests 
routinely carried out in the pathway. Data from 238 
patients (samples) were selected for analysis. The 
variables consisted of 12 chemical/biological blood 
sample analytes (Appendix 1). These biomarkers are 
analyzed whenever blood samples are taken routinely 
at hospitals or y the GP. Data for other patients were 
also available, however, each of these had one or more 
missing values. It was considered to apply imputation 
or directly omit the missing data in the calculations 
in the NIPALS algorithm for PCA. However, with 
the generally low correlation between the variables 
(see below), imputation was regarded as being not 
recommended for this application.

As all blood samples had been taken based on 
either i) PSA screening > 4.0 or ii) Palpation or other 
indication of enlarged prostate glands, there were no 
samples within the normal range for all biomarkers. 
The alternative was thus to simulate samples based 
on the normal ranges for these. An established theory 
when simulating data from the normal distribution 
is to use the range divided by four as the standard 
deviation, corresponding to a 95% confi dence 
interval. The normal ranges for the biomarkers 

are given in table 1, they were all continuously 
quantitative. Simulated data were generated with the 
Matlab functions mvnrnd and betarnd. Inspection of 
the histograms for all variables revealed that they all 
seemed to follow a Gaussian distribution, except PSA, 
which empirically resembled a beta distribution. The 
beta distribution parameters applied were 2 and 3.

Results and Discussion
The analysis of the data served two purposes. 

The fi rst was to show how MSPC can be applied in 
a diagnostic setting, based on all the blood sample 
biomarkers. The second was to investigate the 
predictability of the patient’s medical status from 
these biomarkers.

An initial PCA was performed on the 228 
samples. By inspection of plots of raw data as well as 
interpretation of scores and loading, it was revealed 
that some of the samples had extreme values for one 
or more analytes. The optimal dimensionality of the 
model was found keeping these in the model will 
mean that only a few of the samples will span many of 
the underlying dimensions, which can give a skewed 
representation of the model space. 11 samples were 
lying outside of the critical limit at the 0.1% level for 
one or both of the two criteria for outlier detection 
as described above. Although we are not, in general, 
advocating for removing samples blindly as outliers 
just because they lie outside a critical limit, we fi nd 
this to be justifi ed in this case. 

As the main biomarker for screening prostate 
cancer is PSA, histograms for this analyte are 
shown for the actual and simulated data in fi gure 1. 
106 samples in the simulated data were found to be 
lying outside of the threshold of 4.0, thus, PSA in 
itself cannot distinguish suffi  ciently well between 
simulated and actual samples. The actual data may 
have some inherent correlations based on underlying 
biological factors. Therefore, a correlation table 
based on the empirical data was generated for the 
227 remaining samples. Interestingly enough, only 
the correlation between SALAT and SASAT was 
higher than 0.3, which means that these univariate 
biomarkers each represent something unique in the 
blood. 227 random samples were generated.

Using PCA for Multivariate Process Control 
(MSPC)

The procedure for establishing an MSPC model 
and the results from projecting other samples onto 
this model are described below. 
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Establishing the model for MSPC: The fi rst step 
in the analysis was to establish a PCA model for the 
227 remaining samples. As the variables had very 
diff erent units and ranges of variation, they were fi rst 
centered and scaled to unit variance.

From the analysis and interpretation of the 
explained variance and the loadings, the optimal 
number of components was assessed to be 11. This 
accounted for 97.6% of the variance. This is in 
agreement with the univariate correlations and an 
interesting fi nding, as in most biological systems 
there will be redundancy, thus the underlying model 
rank is usually signifi cantly lower than the number 
of variables. However, for these biomarkers, it seems 
that they span more or less their own underlying 
dimension. A model was then calculated for 60% of the 
simulated data, setting the optimal dimensionality to 
11 for the subsequent projection of the actual data and 
the simulated test set. The reason for setting aside 
40% of the samples was to test if the simulated data 
would be classifi ed as being outside of the model. Only 
projecting the actual patient data onto a model on all 
simulated samples would not be a proper procedure. 
The Kennard-Stone sample selection method [19] 
was applied to divide the samples into training and 
test sets.

Projecting the actual samples onto the model

The 227 samples were projected onto the model 
by estimating the scores from the centered and 
scaled data and the loadings. The critical limits from 
Hotelling's T2 and Q-residuals were applied to identify 
samples outside the model as well as the residual 
space. Figures 2,3 (zoomed in) show the samples in a 
combined plot for identifying outliers. The confi dence 

level was 99.5%. As can be seen, all samples except 
three fall outside one or more of the limits, thus 
all patients are classifi ed as having a deviating 
pattern for the biomarkers based on a projection 
onto the multivariate model. When projecting the 
40% simulated samples onto this model, only three 
samples were outside of the Q-residual limit. 

A common threshold for PSA for further 
consultation by medical doctors regarding prostate 
cancer is 4.0. In this case, this left 61 patients below the 
threshold. These patients were enrolled in the clinical 
patient pathway due to other tests, e.g. palpation and 
biopsy of the prostate and by Magnetic Resonance 
Imaging (MRI), and they should all show abnormal 
serum levels for one or more biomarkers. However, if 
one looked at a specifi c biomarker, the samples lying 

Figure 1 Histogram of the actual and simulated PSA data.

Figure 2 Results from projecting the actual samples on the PCA 
model.

Figure 3 Results from projecting the actual samples on the PCA 
model, zoomed in.
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outside the 99.5% confi dence interval would lie inside 
the limits for other biomarkers. Only a multivariate 
approach can identify the actual patients as outliers 
compared to the simulated data.

Classifi cation of patients with malignant tumors 
from the blood biomarker variables

The 227 samples, after omitting the outliers, 
were fi rst divided into training and test sets. A 
binary column, often named one-hot encoding, 
representing the diagnostic outcome of the medical 
doctor's evaluation, defi ned the categorical variable 
for classifi cation, with malignant tumor as one class 
and all other diagnostic outcomes as "non-tumor". 
The reason for this binary classifi cation scheme was 
that the "non-tumor" class represented many other 
diagnostic stages, the most prominent was "other 
abnormal serum concentration" which could pertain 
to any of the individual biomarkers. 52 samples were 
categorized as malignant.

For evaluation of the results from classifi cation, 
the so-called duplex version of the Kennard-Stone 
was applied, assigning every second sample to the 
training and test set respectively, giving a 50/50 
split of training and test. In addition, 100 random 
realizations of 50/50, 60/40, 70/30, and 80/20 splits 
of training and test were simulated. The adaboost 
classifi cation was run with 100 learning cycles.

The results from the various classifi cation 
methods are presented in tables 2-4. All the results 
from the random splits are based on 100 realizations. 
They show that the classifi cation metrics of the tumor 
diagnosis, set at the stage named "investigation in the 
clinical pathway for prostate cancer", are not good 
enough for implementation as a clinical procedure.

There are many reasons for the poor performance 
on the test set compared to the training set. Firstly, the 
blood test does not relate directly to the patient's state 
w.r.t to cancer. Secondly, the patients not diagnosed 
with cancer are themselves quite heterogeneous w.r.t. 
their medical condition. The ideal situation in the case 
of classifi cation is to have a homogeneous class of 
"normal" patients whereas the "abnormal" deviate 

Table 1: Overview of basic statistics of the variables. See appendix A for full variable names.

Variable Mean Min Max Range Std Dev Mean Mean Dimulated

HB 15 13.5 16.5 3 0.75 15.1 15

LEUK 7.25 3.5 11 7.5 1.875 7.2 7.2

PSA 3.75 0 6.5 6.5 1.63 8.69 3.75

SAFOS 70 35 105 70 17.5 73.3 69.5

SALAT 40 10 70 60 15 31 39.9

SASAT 30 15 45 30 7.5 27.8 29.8

SHDLK 1.45 0.8 2.1 1.3 0.325 1.28 1.47

SK 4.3 3.6 5 1.4 0.375 4.37 4.3

SKOL 5.85 3.9 7.8 3.9 0.975 4.92 5.68

SKREAT 82.5 60 105 45 11.25 84.5 82.4

SNA 141 137 145 11.3 2.5 141.5 141.1

TRC 300 150 400 300 72.5 219 300.3

Table 2: Results for LDA for the various splits of training and test 
sets.

Training Duplex 50/50 60/40 70/30 80/20

Sensitivity 0.92 0.89 0.84 0.80 0.80

Specifi city 0.84 0.83 0.79 0.77 0.75

Test Duplex 50/50 60/40 70/30 80/20

Sensitivity 0.25 0.26 0.34 0.33 0.34

Specifi city 0.76 0.77 0.72 0.70 0.68

Table 3: Results for adaboost for the various splits of training and 
test sets.

Training Duplex 50/50 60/40 70/30 80/20

Sensitivity 0.83 0.81 0.6 0.45 0.32

Specifi city 1.00 0.99 0.99 0.98 0.98

Test Duplex 50/50 60/40 70/30 80/20

Sensitivity 0.07 0.12 0.11 0.08 0.07

Specifi city 0.87 0.84 0.85 0.87 0.89

Table 4: Results for classifi cation trees for the various splits of 
training and test sets.

Training Duplex 50/50 60/40 70/30 80/20

Sensitivity 1.00 1.00 1.00 1.00 1.00

Specifi city 1.00 1.00 1.00 1.00 1.00

Test Duplex 50/50 60/40 70/30 80/20

Sensitivity 0.29 0.27 0.28 0.3 0.28

Specifi city 0.65 0.76 0.74 0.76 0.75
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for one reason or another. Finally, the tumors are not 
a homogeneous class in themselves. 

Apart from evaluating the classifi cation results 
as such in terms of specifi city and sensitivity, 
a comparison of the various methods with the 
purpose of evaluating if they give the same results, 
is an important aspect. LDA is often regarded as a 
benchmark for comparison with more sophisticated 
methods. In this case, there is a worse performance 
on the test set compared to the training set for 
all methods. The results for LDA and the basic 
classifi cation tree method show similar performance 
on the test set.

Adaboost gives 10% better performance on the 
specifi city, but a much worse performance on the 
sensitivity. In most medical applications, as is also 
the case in this study, high sensitivity is preferable to 
high specifi city: patients with severe conditions are 
being treated at an early stage.

The SVM classifi cation gave 0% sensitivity for both 
the training and test set (not shown). The specifi city 
was 100% for training as well as for the test set. The 
settings of hyper-parameters were chosen based 
on a grid search with 20 segment random cross-
validation to avoid overfi tting. Only 53 of the samples 
were selected as support vectors in the SVM, of which 
29 were benign and 24 were malignant. None of the 
kernel options gave diff erent results. 

Another approach to modelling is to calculate 
ratios of variables as input to the model. As an 
additional procedure, PSA was divided onto the other 
biomarkers to produce a derived data table. The 
results from LDA on these data are given in table 5. 
Sensitivity has improved by around 15% at the cost of 
decreased specifi city in similar numbers. This might 
be a preferred modelling option in a clinical setting.

As an additional analysis in light of the above 
fi ndings, A PCA model on the 227 samples revealed 
that there was no clear separation of the classes, 
thereby confi rming that there was no systematic 
variation in the data pertaining to the classes when an 
unsupervised method such as PCA was applied. This 
is an indication of why the supervised classifi cation 
methods do not perform well on this data set.

A closer investigation into the data regarding 
classifi cation accuracy pertaining to the age groups of 
the patients would be of interest, unfortunately, age 
was not part of the dataset due to limited access for 

exporting variables/information from the software/
database where the information was stored. According 
to Putra IB, et al. [20], there is only a week correlation 
between PSA and age, therefore one cannot assume 
that age as an additional variable would change the 
results signifi cantly.

Conclusion
The methodology presented in this study 

investigates the potential for screening patients 
for inclusion in the clinical pathway for prostate 
cancer and also predicting the occurrence of malign 
tumors, which is in line with the concepts of Precision 
Medicine (PM) utilizing multivariate statistics. MSPC 
is extensively used in many industrial applications, 
however to the best of our knowledge rarely used 
in the provisioning of health services. The results 
showed that the multivariate approach was far more 
eff ective in detecting the deviating pattern of the 
biomarkers compared to the single PSA criterion.

The summary from the classifi cation models gave 
quite diff erent results for the various methods. LDA 
and classifi cation trees gave similar performance on 
the test set for the specifi city for the random splits of 
training and test sets, although the classifi cation tree 
method over-fi tted the training set. For the double 
Kennard-Stone approach, the specifi city was higher 
for LDA. It is also worth noticing that the sensitivity 
for the training set for the adaboost method was 
reduced with a higher training/test set split ratio. The 
results for SVM were surprising, as SVM normally 
ranks among the best methods in general, as reported 
in the literature. The fact that only 53 samples were 
selected as support vectors in the model, and thus 
does not indicate overfi tting, further adds to this 
being an unexpected result.

As the number of digitized measurements related 
to a person's health is increasing rapidly there will 
be ample opportunities for the use of MSPC as a 
software-based biomarker approach. 

Table 5: Results for LDA for the various splits of training and test sets 
on the ratio derived data.

Training Duplex 50/50 60/40 70/30 80/20

Sensitivity 0.96 0.91 0.90 0.91 0.89

Specifi city 0.63 0.62 0.54 0.48 0.43

Test Duplex 50/50 60/40 70/30 80/20

Sensitivity 0.39 0.41 0.53 0.56 0.61

Specifi city 0.63 0.61 0.51 0.45 0.41
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