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#### Abstract

Green's functions are powerful tools in theoretical condensed matter physics. They can be used to model a wide range of physical systems, including complicated heterostructures consisting of multiple materials with different types of quantum order, such as magnetism and superconductivity, and with various geometries in arbitrary external electromagnetic fields. Such systems are of special interest because when two different materials are combined in a mesoscopic structure, new physics can arise that was not present in either material separately. For example, putting a spin-singlet superconductor next to a spin-polarized ferromagnet can spawn a spin-triplet superconducting condensate that can carry spin-polarized currents with no resistance. Although quasiclassical Green's function theory can effectively model a wide range of realistic heterostructures and reproduce experimental measurements with high accuracy, there are still systems outside the scope of the theory. For instance, the equations become difficult or even unsolvable in time-dependent systems, and while ferromagnetic systems can easily be incorporated into the quasiclassical theory for normal metals, the same is not true for antiferromagnets.

In this thesis I give a thorough introduction to quasiclassical Green's function theory, starting from the very foundations of quantum mechanics. The main body of work consists of the 10 enclosed research papers. These papers apply Green's functions to study heterostructures, with an emphasis on systems with spin-polarization and coherent superconducting condensates. The work is focused on, but not limited to, quasiclassical theory, and includes the development of new theory, such as quasiclassical theory for antiferromagnetic systems and approaches to studying time-dependent phenomena using quasiclassical Green's functions.


## Preface

This thesis is submitted in partial fulfillment of the requirements for the degree of philosophiae doctor at the Norwegian University of Science and Technology (NTNU). The research presented herein was conducted as part of a four-year graduate program in physics. The graduate program also included coursework corresponding to 30 ECTS and one year of teaching duties. My research has been supervised by Professor Jacob Linder, and Professor Justin Wells was my co-supervisor. I have used the template by Jabir Ali Ouassou, which is available at gitlab.com/jabiro/babathesis, as a basis when preparing my thesis. This template is in turn based on the KOMA-Script book class, and is compiled using Lualatex.

It has been my intention to write the thesis as self-contained as possible, starting from the mathematical foundations of quantum mechanics. It has been satisfying to construct a narrative connecting the state-of-the-art quasiclassical Green's function techniques to the very foundations of quantum mechanics. My hope is that this can prove useful to others trying to enter the field, or simply wanting to learn quantum mechanics. While I have tried to include everything necessary to give a self-contained picture, I have also placed special emphasis on topics that I believe not to be widely known or discussed, such as the subtle distinction between Hermitian (symmetric) and self-adjoint operators, and the geometric connection between spin and rotation. In this way, I hope that both experts and newcomers can find something interesting to learn, or possibly relearn, within these pages.

In addition to the enclosed papers, I have also authored two other publications [1,2] during my time as a graduate student. However, these are thematically unrelated and not part of this thesis.

## Acknowledgements

First and foremost, I am forever grateful to my supervisor Jacob Linder, without whom this thesis would not have been possible. I have been extraordinarily lucky to have such an enthusiastic, helpful, and knowledgeable supervisor. It has been a joy discussing physics with you, and your enthusiasm, kindness, and passion for physics continue to be great sources of inspiration. I will always look back on these years with fondness, and that is in no small part thanks to you.

Next, I want to thank Karl Yngve Lervåg, Åsmund Ervik and Øivind Wilhelmsen. Before my graduate studies, you took the time and effort to patiently guide me as an inexperienced, young student in my very first meeting with publishing in scientific journals. It was an educational and exciting experience that I will never forget. Thank you very much.

Another beacon of guidance for me has been Morten Amundsen. I am thankful for having shared an office with you during the first year of my studies. Working on closely related theories, and sometimes on the same project, you never hesitated to share your insight and experience. Thank you.

I also wish to extend my gratitude to everyone at QuSpin for four enjoyable years, with special thanks to John Ove Fjærestad, Henning Goa Hugdal, Jabir Ali Ouassou, Asle Sudbø, Alireza Qaiumzadeh, Arne Brataas, Haakon Thømt Simensen, Håvard H. Haugen, Even Thingstad, Sol H. Jacobsen, Anna Cecilie Åsland, Jeroen Danon, Jonas Lidal, Niels Henrik Aase, Christian Svingen Johnsen, Vemund Falch, Lina Johnsen Kamra, Bjørnulf Brekke, and of course Karen-Elisabeth Sødahl. Thank you for all the enjoyable and enlightening conversations.

I have also had the great pleasure of collaborating with many talented people outside of QuSpin. I have learned a lot through many emails and Zoom calls, in particular with Ayelet Zalic and Werner M. J. van Weerdenburg, but also with Tom Dvir, Hadar Steinberg, Anand Kamlapure, and Alexander Ako Khajetoorians. I also wish to thank Niels P. E. van Mullekom, Manuel Steinbrecher, Peter Krogstrup, Takashi Taniguchi, and Kenji Watanabe.

Finally, I wish to thank my family for all the unwavering support over the years, and in particular I want to give the most heartfelt of
thanks to my wife, Hursanay. You are not only my wife, but also my partner, best friend, and jinim. In addition to giving me constant guidance and support, you have also made sure that life has been enjoyable along the way. Thank you for everything.

## Contents

Publications ..... ix
1 Introduction ..... 1
1.1 History of computers ..... 1
1.2 Spintronics ..... 4
1.3 Superconducting spintronics ..... 6
1.4 Outline ..... 8
2 Quantum Mechanics ..... 11
2.1 The Mathematics of Quantum Mechanics ..... 11
2.2 Time Evolution in Quantum Mechanics ..... 15
2.3 Many Particle Physics ..... 19
2.4 Non-Interacting Particles ..... 22
2.5 Spin and Conservation Laws ..... 25
2.6 The Electron Magnetic Moment and Spin-Orbit Coupling ..... 32
2.7 Quantum Electrodynamics ..... 44
3 Quantum Theory of Solids ..... 51
3.1 Lattice Models ..... 51
3.2 Magnetism ..... 57
3.3 Superconductivity ..... 69
3.4 External Fields ..... 85
3.4.1 Electrostatic Potential and the Zeeman Effect ..... 86
3.4.2 Peierls Substitution ..... 88
3.4.3 Rashba Spin-Orbit Coupling ..... 92
4 Green's functions ..... 95
4.1 Definition of Green's functions ..... 95
4.2 Equilibrium Green's functions ..... 100
4.3 Example: Non-interacting systems ..... 102
4.3.1 Magnets ..... 104
4.3.2 Superconductors ..... 108
5 Green's Function Perturbation Theory ..... 113
5.1 Quadratic Hamiltonians ..... 113
5.1.1 Example: Impurity scattering ..... 118
5.2 Interaction Picture and Time Ordering ..... 123
5.2.1 Example: Dissipation ..... 135
6 Quasiclassical Keldysh Theory ..... 139
6.1 Green's functions in Wigner coordinates ..... 140
6.2 The Quasiclassical Green's Function and the Eilen- berger Equation ..... 151
6.3 Normalization Condition ..... 160
6.4 The Dirty Limit ..... 167
6.5 Boundary conditions ..... 180
6.6 Observables in quasiclassical theory ..... 185
7 Numerics ..... 189
7.1 Parametrization ..... 190
7.2 Discretization ..... 193
7.2.1 The Finite Element Method ..... 193
7.2.2 Collocation Methods ..... 199
7.3 Solving Nonlinear equations ..... 202
7.4 Forward-Mode Automatic Differentiation ..... 205
7.5 Fixed-Point Acceleration ..... 206
8 Research Highlights ..... 211
9 Conclusion and Outlook ..... 219
Bibliography ..... 221
Enclosed Publications ..... 259

## Publications

I Eirik Holm Fyhn and Jacob Linder, ..... 259
Superconducting vortices in half-metals. Physical Review B 100, 224508 (2019)
DOI: 10.1103/physrevb.100.224508
II Eirik Holm Fyhn and Jacob Linder, ..... 271
Controllable vortex loops in superconducting proximity systems. Physical Review B 100, 214503 (2019)
DoI: 10.1103/physrevb.100.214503
III Eirik Holm Fyhn, Morten Amundsen, Ayelet Zalic, Tom Dvir, ..... 281
Hadar Steinberg, and Jacob Linder,
Combined Zeeman and orbital effect on the fosephson effect inrippled graphene.
Physical Review B 102, 024510 (2020)DoI: 10.1103/physrevb.102.024510
IV Tom Dvir, Ayelet Zalic, Eirik Holm Fyhn, Morten Amundsen, ..... 293
Takashi Taniguchi, Kenji Watanabe, Jacob Linder, and Hadar Steinberg,
Planar graphene-NbSe $e_{2}$ fosephson junctions in a parallel magnetic field.
Physical Review B 103, 115401 (2021)
DoI: 10.1103/physrevb.103.115401
V Eirik Holm Fyhn and Jacob Linder, ..... 309
Temporarily enhanced superconductivity from magnetic fields. Physical Review B 103, L100502 (2021) DoI: 10.1103/physrevb.103.1100502
VI Eirik Holm Fyhn and Jacob Linder, ..... 321
Spin pumping in superconductor-antiferromagnetic insulator bi- layers. Physical Review B 103, 134508 (2021) Doi: 10.1103/physrevb.103.134508
VII Eirik Holm Fyhn and Jacob Linder, ..... 333
Spin-orbit pumping. Physical Review B 105, L020409 (2022) DoI: 10.1103/physrevb.105.1020409
VIII Werner M. J. van Weerdenburg, Anand Kamlapure, Eirik ..... 347
Holm Fyhn, Xiaochun Huang, Niels P. E. van Mullekom, Manuel Steinbrecher, Peter Krogstrup, Jacob Linder, and Alexander Ako Khajetoorians,
Extreme enhancement of superconductivity in epitaxial aluminum near the monolayer limit.
Science Advances 9, eadf5500 (2023)
DoI: 10.1126/sciadv.adf5500
IX Eirik Holm Fyhn, Arne Brataas, Alireza Qaiumzadeh, and ..... 379 Jacob Linder, Quasiclassical theory for antiferromagnetic metals. Physical Review B 107, 174503 (2023) Doi: 10.1103/physrevb.107.174503
X Eirik Holm Fyhn, Arne Brataas, Alireza Qaiumzadeh, and ..... 407Jacob Linder,Superconducting proximity effect and long-ranged triplets in dirtymetallic antiferromagnets.
arXiv:2210.09325Doi: 10.48550/arxiv. 2210.09325

## Introduction

### 1.1 History of computers

A modern computer does essentially three things. It reads data, manipulates data, and performs calculations. We have had machines that do the latter for a long time. From the simple abacus, dating back to Mesopotamia more than 4000 years ago [3], to the much more complicated difference engine [4]. The difference engine, a mechanical machine named after the method of divided differences and conceived in the 1820 s by Charles Babbage, was designed to tabulate polynomial functions. ${ }^{1}$ At a time when the way to multiply large numbers was to look up tables of logarithms, it was naturally desirable to be able to compute logarithms and other functions that can be approximated as polynomials through Taylor series.

While mechanical calculators are useful, the true utility of computers is unlocked when the computer can read and manipulate data. A system for data manipulation, such as the instruction set of a computer, is said to be Turing-complete [5, 6] if it fulfills certain conditions, such as the ability to perform conditional branching. ${ }^{2}$ Unlike a mechanical calculator, a Turing-complete machine is a general purpose machine capable of executing an infinite number of different algorithms. It can not only perform a predetermined algorithm using the input data, but the input data can itself define the algorithm. This means that a Turingcomplete machine can be programmed to do more or less any task, given enough time and memory. It would not be an overstatement to say that this feature of computers has had a major impact on modern society.

The first design for a Turing-complete machine was created before Alan Turing was born. It was Charles Babbage's successor to the

1. Despite much funding from the British government at the time, the difference engine was not made until much later.
2. More precisely, a machine is Turing complete if it is computationally equivalent to the automatic machine defined by Turing [5]. The automatic machine is a simple theoretical machine that manipulates symbols on a strip of tape. Despite its simplicity, it can implement any computer algorithm.
difference engine, the analytical engine [4]. Although never built, it would have been able to run computer programs written on punched cards. In fact, such programs were written, making them the first computer programs in history. A famous example is the program by Ada Lovelace [7], which would have computed Bernoulli numbers on the analytical engine. ${ }^{3}$ Punched cards were also used to input data in the early computers, such as the EDSAC [8] produced by the University of Cambridge in 1949.

The first generation of digital computers used vacuum tubes for logic circuitry [9]. However, everything changed when computer manufacturers instead began using MOSFET transistors. This was because of what is known as Dennard scaling, which is the phenomenon that the power use of MOSFET transistors is proportional to their area [10]. Dennard scaling means that even if you double the number of transistors, the required power stays the same as long as the area of each transistor is halved. As transistors became smaller, the power reduction from Dennard scaling allowed manufacturers to turn the transistors on and off faster, thereby drastically increasing clock frequencies. Not only have clock frequencies increased, but the number of transistors in integrated circuits has since essentially doubled every two years, in accordance with the so-called Moore's law [11, 12]. As a result, we have seen a vast improvement in both compactness and computational power ever since the first commercial microprocessor was released in 1971. This was the Intel 4004 [13]. It had 2300 transistors running at 740 kHz . In comparison, Apple's M1 Ultra chip from 2021 has 114 billion transistors running at 3.2 GHz [14].

Unfortunately, this way of improving computers by making the transistors smaller and faster cannot last forever. In fact, the method of increasing clock speed stopped working around 2005. Intel's Pentium D 840 processor, released in 2005 , had clock speeds up to 3.2 GHz [15]. Although the M1 Ultra chip has about five hundred times more transistors, the clock frequency has not improved compared to the 16 years older Pentium D 840. The primary reason for this boils down to Joule heating [16]. When electrons move they generally produce heat, ex-
3. Ada Lovelace is often considered to be the world's first programmer because of her idea that numbers in a computer could represent more than just numbers. It is also argued that the first programmer was instead Charles Babbage since he wrote the first programs for the analytical engine.
cept if the medium happens to be a superconductor. Depending on the temperature, transistors can become unstable. In some temperature regimes, MOSFETs can enter so-called thermal runaways [17]. A thermal runaway is a positive feedback loop in which the amount of Joule heating increases with temperature. For example, the on-resistance of MOSFETs increases with temperature. Therefore, a constant current through a MOSFET in the on-state will produce more Joule heating when the temperature is higher. This positive feedback loop limits how fast the transistor can operate.

While Moore's law has proven more resilient, this too cannot last forever. With transistors currently on the order of nanometers in size, we might be nearing the limit of what is physically, or at least practically, possible. As a result, the cost for producers to fulfill Moore's law is ever-increasing. Moreover, even if Moore's law could last forever, or even if we are happy with the speed of computers today, we should still seek alternative ways to manufacture computers. The reason for this is that computers consume an unnecessarily large amount of energy. This is not only because of the energy wasted through Joule heating but also the additional energy needed to cool the computers down in order to avoid the above-mentioned thermal runaway. The recommended power supply for a personal computer with the latest graphics cards and CPUs is currently as much as 1300 W [18]. This is more than many heaters. A state-of-the-art personal computer can therefore produce enough heat to heat up an entire room.

It is perhaps not surprising then, that a sizable amount of the world's energy demand comes from information and communication technologies, and that this is only expected to increase [19]. This is not only because there are small computers in almost literally everything today, but also because of the growth of big data centers, not to mention the use of computer graphic cards to mine cryptocurrency [20] or to train large artificial neural networks such as in the currently ongoing explosion of large language models like generative pre-trained transformers (GPT). In a sense, the computers of today are like incandescent light bulbs. The purpose of these light bulbs is to produce light, but they waste around $95 \%$ of the applied energy to heat. Just as incandescent light bulbs have been replaced by much more efficient LED light bulbs, the inefficient way computers work today should be replaced by more
energy-efficient technologies. There are a few contenders in the race to find alternative ways to build computers. The most relevant to the work presented here is called spintronics.

### 1.2 Spintronics

The idea behind spintronics is to utilize not just the electric charge of electrons, like in conventional electronics, but also the electron spin [21-24]. Every electron carries an intrinsic angular momentum called spin, which origin is explained in section 2.5. Because total angular momentum can be a conserved quantity (see section 2.5), it is possible to use spin to store and manipulate information. Historically, spintronics has most successfully been used to store information, but in theory it could also be used to manipulate data in an energyefficient way, making spintronics a contender for next-generation energy-efficient computer technology.

What makes spintronics possible is that electrons effectively have magnetic moments which are parallel to their spin [25]. This means that one can rotate electron spin through applied magnetic fields. Alternatively, since the theory of relativity implies that the electric field observed by a static observer is equivalent to a magnetic field observed by a moving observer (see section 2.6), the spin of moving electrons can be influenced by electric fields. This effect is known as the spin-orbit effect because it couples spin and orbital motion inside potentials.

The most prominent example of spintronics in modern computers is possibly in hard disk drives [26]. Hard disk drives are a type of non-volatile memory, meaning that they can hold information without being actively powered. This is done by encoding information using magnetic domains. By sandwiching a nonmagnetic material between two ferromagnets, the electrical resistance will depend on the relative angle between the magnetization directions of the ferromagnets [2729]. This spintronics effect is called either giant magnetoresistance [30, 31] or tunnel magnetoresistance [32,33], depending on whether the nonmagnetic material is conducting. ${ }^{4}$ Using this effect, the magnetization orientation of ferromagnets can encode information [34]. The
4. The 2007 Nobel prize in physics was awarded to Albert Fert and Peter Grünberg for the discovery of giant magnetoresistance [29].
information can be read by measuring the resistance, and it can be changed by applying an external magnetic field.

Being made of permanent magnets, the information is kept even when the computer is turned off. This is in contrast to volatile memory, such as dynamic random-access memory (DRAM) [35], in which information is stored through the electric charge. To store information using electric charge, one can for instance use capacitors. If the capacitor is charged, it may represent a 1 , and if it is discharged it may represent a 0 . When power is turned off, the charge quickly disperses and all information is lost. Equal charges repel, and for this reason, long-term memory has often been stored either by physically altering an object, like optical disks [36] or punched cards [37], or by using magnetic materials, such as magnetic tape [38], floppy disks [39] or hard disk drives [26]. That being said, hard disk drives are currently being superseded by solid-state drives (SSDs) [40], which work using electric charge. The reason why the information does not need to be actively sustained in solid-state drives is that the charge is surrounded by an electrically insulating material in so-called floating gate MOSFETs [41].

There are also other examples of spintronics applications, such as in spin organic light-emitting diodes (spin-OLED) [42], magnetoresistive random-access memory (MRAM) [43] and the Datta-Das transistor [44]. However, common for all of these examples is that they rely on charge transport. As a result, they produce waste heat in a similar way to electronics-based computer components. The question therefore remains: How can one store and manipulate information by utilizing spin in a way that does not produce as much waste heat? Insight into possible answers to this question can be found by considering the main mechanism for heat production in computers, which is Joule heating.

As mentioned above, Joule heating refers to the heat produced by electrons passing through a conductor with resistance. Therefore, there are in essence two ways to eliminate this process. One can either remove the passing of electrons, or one can remove the resistance of the conductor. Two promising research directions within the field of spintronics pursue these two different methods for eliminating Joule heating. Spin insulatronics removes the passing of electrons by utilizing spin waves in ferromagnetic and antiferromagnetic insulators, thereby separating the charge and spin degrees of freedom. The resistance,
on the other hand, can be removed by using superconductors. To use superconductors within the field of spintronics is the aspiration in the field of superconducting spintronics, which is the main motivation of most of the work presented in this thesis.

### 1.3 Superconducting spintronics

The term superconducting spintronics can sound like an oxymoron to readers with some degree of familiarity with superconductors. Superconductors [45], discovered in 1911 [46], are primarily associated with two important effects. First is that electric currents can pass through superconductors with zero resistance, which is what makes superconductors especially useful when the aim is energy efficiency. The second effect, which is often said to be more fundamental to superconductivity, is the so-called Meissner effect [45, 47]. This is the effect that superconductors expel magnetic fields from their interiors. That is, superconductors are materials with perfect diamagnetism. Superconductivity and magnetism are therefore competing types of quantum order. In order to penetrate a conventional superconductor with magnetic fields you have to destroy the superconductivity, either completely or partially, by introducing so-called superconducting vortices [45, 48].

On the other hand, spintronics is about manipulating the magnetic properties of electrons. This would seem difficult in materials with perfect diamagnetism. Nevertheless, Keizer et al. [49] showed experimentally that a complete synergy between superconductivity and magnetism is possible when they observed resistance-free current through a half-metallic ferromagnet. Half-metals are strongly polarized ferromagnets where all itinerant electrons have their spins aligned in the same direction [50]. Therefore, the only way a resistance-free current, or supercurrent, can pass through half-metals is through socalled spin-triplet superconductivity [51].

Conventional superconductivity, meaning superconductivity described by BCS-theory [52], occurs in materials with an effective attraction between electrons (see section 3.3). This can result in the formation of Cooper pairs, named after Leon Cooper who, together with John Bardeen and John Schrieffer, developed the above-mentioned BCS theory [52], the first microscopic theory for superconductivity.

Being formed by two electrons, Cooper pairs are bosons, and this allows them to condense into the same quantum state (see section 2.3). This breaks the $U(1)$ symmetry of quantum electrodynamics, which through the Higgs-mechanism makes the photon field massive inside superconductors, resulting in the Meissner effect [53, 54]. ${ }^{5}$

The Cooper pairs in conventional superconductors are spin-singlets, meaning that they have zero net spin. Spin-singlet supercurrents therefore carry no spin, making such currents impractical in the context of spintronics. However, as the experiments by Keizer et al. [49] prove, it is possible to create supercurrent carried by spin-triplet superconductivity. Using such superconductors, it is possible to transfer spin without any generation of waste heat. While there are examples of materials that are both superconducting and ferromagnetic in certain temperature regimes [55-62], a possibly more promising way to produce spin-triplet superconductivity with regards to future application is through the proximity effect $[63,64]$. The proximity effect refers to how materials in close proximity to superconductors also show superconducting properties.

By combining common ferromagnets with conventional superconductors, it is possible to create spin-carrying spin-triplet superconductivity [65]. This is also how Keizer et al. [49] produced spin-triplet superconductivity inside half-metallic ferromagnets. Depending on the mean free path, the spin-triplet superconductivity created in this way is often odd-frequency [66]. While conventional even-frequency superconductors are condensates of Cooper pairs, resulting in a nonzero expectation value of the Cooper pair annihilation operator (see section 2.3 ), this is not generally true for odd-frequency superconductors. In purely odd-frequency superconductors there is by definition no standard Cooper pair annihilation operator ${ }^{6}$ with a non-zero expectation value. Hence, these are not condensates of normal Cooper pairs
5. While the Higgs-mechanism is most famous for its role in the standard model, it was first discovered in the context of superconductivity by Anderson [53]. It is therefore also referred to as the Anderson-Higgs-mechanism.
6. By standard Cooper pair annihilation operator I mean operators like $c_{\lambda} c_{\mu}$, where $c_{\lambda / \mu}$ are electron annihilation operators. One could broaden this definition by going to the Heisenberg picture and evaluate the electron operators at arbitrary times, $c_{\lambda}\left(t_{1}\right) c_{\mu}\left(t_{2}\right)$. In this definition, both even-frequency and odd-frequency superconductors will have non-zero Cooper pair expectation values, depending on $t_{1}$ and $t_{2}$.
in the same way as conventional superconductors. Instead, they can in some cases be characterized as condensates of composite bosons [67].

The creation of spin-triplet superconductivity, for instance in mesoscopic heterostructures combining conventional spin-singlet superconductivity with either inhomogeneous ferromagnets [49, 65, 68-72] or spin-orbit coupling [73-80] opens the possibility for using superconductivity to transport spin without any dissipation of energy. Currently known superconductors require either very low temperatures, below 39 K for conventional superconductors conforming to BCS theory [81, 82] or below 138 K for unconventional high-temperature superconductors [82-84], or very high pressures of more than 100 GPa [85-88]. These are not ideal conditions for everyday electronics such as personal computers. Nevertheless, they could be overcome in big data centres [89, 90], which represent a substantial portion of the energy consumption from information and communication technologies [19]. Hence, significant energy savings can be obtained from cryogenic computers [89, 90], even if a satisfying solution to the hundred-year-old problem of room-temperature superconductivity [91] is never found.

The field of superconducting spintronics has already spawned proposals for practical applications [92], such as memory cells based on heterostructures involving superconductors and ferromagnets [93-96], which could work together with single-flux-quantum superconducting logic devices [97-99]. Nevertheless, there is still much to explore in terms of fundamental physics related to superconducting spintronics. This is the focus of the work presented here. By expanding our understanding of the physics of mesoscopic systems, we can hopefully facilitate the development of novel energy-efficient information and communication technologies.

### 1.4 Outline

This thesis starts with a review of the mathematics of quantum mechanics in chapter 2. Starting from the definition of Hilbert spaces and the subtleties between Hermitian and self-adjoint operators, I introduce time-evolution, the quantum theory of many-particle systems, the origin of spin, the electron magnetic moment and spin-orbit coupling, before I end the chapter with a discussion on quantum electrodynamics. Having introduced the fundamental building blocks of
the electron and photon quantum fields, I discuss the quantum theory of solids in chapter 3. First, I show how the periodic potentials in crystalline materials can be captured by lattice models, which is the starting point for much of the theoretical modeling in the remainder of the thesis. Then, I show how electric interactions combined with fermionic statistics give rise to magnetism, and how the motion of the crystal lattice can give rise to superconductivity. Finally, I complete the description of crystalline materials by showing how to include the effect of external electromagnetic fields.

Having shown how to model mesoscopic structures, the next three chapters describe how to use these models to set up differential equations and compute observables. Chapter 4 introduces the concept of Green's functions, both in the mathematical sense and in how the term is used in condensed matter physics. Chapter 5 shows how perturbation techniques can be used to approximate Green's functions when a full solution is difficult to compute. This includes a derivation of the Dyson equation based on the concepts introduced in chapter 4 and a thorough derivation of perturbation theory based on time-ordered Green's functions, including an example from my work. I conclude the chapter with examples of how these concepts can be used to include dissipation and elastic impurity scattering, which are later used in the next chapter as well as in my work more broadly.

Chapter 6 takes the theoretical foundations of Green's functions presented in chapters 4 and 5 and derives quasiclassical Green's function theory, which is capable of modeling complex heterostructures with impurities and a wide array of inhomogeneous effects, both in and out of equilibrium. Quasiclassical theory has been an effective tool in my work, and the derivation I present in chapter 6 is the most general derivation I have seen to this date. It includes an arbitrary number of energy-bands, which can describe a wide range of physical systems, such as antiferromagnets, ferromagnets, Rashba-superconductors or multi-orbital superconductors. I also allow the different energy bands to cross the Fermi surface at different points, and with different gradients, meaning that their densities of states are different, something which is normally not included in quasiclassical theory. I also derive a generalized normalization condition which is valid for this theory, and show how the equations simplify in the diffusive limit. Finally, I
derive boundary conditions for diffusive systems and how to compute observables from quasiclassical Green's functions.

Having shown how to set up differential equations to heterostructures, methods for solving these equations numerically are discussed in chapter 7. This includes how to parametrize the quasiclassical Green's functions, different methods for discretizing the equations, how to solve the resulting set of non-linear equations, and how to ensure that the solution is self-consistent. Finally, chapter 8 reviews some research highlights, and concluding remarks are given in chapter 9.

## Quantum Mechanics

Quantum mechanics is arguably the most successful theory in the history of physics. Many of its predictions have been verified to very high accuracy, and most systems seem to be fundamentally described by quantum mechanics. The only exception is possibly general relativity, although there are fascinating efforts to obtain spacetime from a bare-bones version of quantum mechanics [100-103]. In certain situations, for example when considering macroscopic systems, the quantum theory can be well approximated by a classical theory. However, this is often not the case for mesoscopic heterostructures, so to properly model nanophysics one must start from a quantum mechanical description.

In this chapter, I review the important underlying concepts of quantum mechanics that are necessary to model the physics of electrons in crystalline solids. I start from the mathematical foundations of quantum mechanics before I introduce time evolution and the quantum theory of many particles. Next, I explain the physics of non-interacting particles, which must still effectively interact through the rules of quantum mechanics. Thereafter, I show how conservation laws originate from symmetries, which introduces both the origin of spin and the principle of least action. From the principle of least action, I start from the fully relativistic Dirac Lagrangian and derive a non-relativistic effective theory. This explains both the Zeeman effect and spin-orbit coupling, both serving pivotal roles in spintronics. Again using the principle of least action, I conclude the chapter by introducing the electromagnetic field in quantum electrodynamics and deriving an effective theory of interacting electrons which serves as the foundation for the quantum theory of solids in the next chapter.

### 2.1 The Mathematics of Quantum Mechanics

In quantum mechanics, the current state of a system is encoded in its state vector, $|\psi\rangle[104]$. The state vector is assumed to be the element of a Hilbert space $\mathscr{V}$, which means that the space is equipped with an inner product and that the space is complete with respect to this inner product [105]. In braket-notation, the inner product of $|\psi\rangle$ and $|\varphi\rangle$ is $\langle\varphi \mid \psi\rangle=\langle\psi \mid \varphi\rangle^{*}$ and is a complex scalar. The inner product is conjugate
linear in the left argument and linear in the right argument, meaning that if $|\psi\rangle=a\left|\psi_{1}\right\rangle+b\left|\psi_{2}\right\rangle$, then

$$
\begin{align*}
& \langle\varphi \mid \psi\rangle=a\left\langle\varphi \mid \psi_{1}\right\rangle+b\left\langle\varphi \mid \psi_{2}\right\rangle,  \tag{2.1a}\\
& \langle\psi \mid \varphi\rangle=a^{*}\left\langle\psi_{1} \mid \varphi\right\rangle+b^{*}\left\langle\psi_{2} \mid \varphi\right\rangle . \tag{2.1b}
\end{align*}
$$

Also, the inner product of a vector with itself is always real and nonnegative, meaning that $\langle\psi \mid \psi\rangle \geq 0$. State vectors are often normalized such that $\langle\psi \mid \psi\rangle=1$. The completeness of Hilbert spaces comes from the fact that every Cauchy sequence converges with respect to the norm defined by the inner product [105]. However, for physicists, a more important reason for why the space is assumed complete is that it ensures the existence of an orthonormal basis. That is, there exists a set of vectors, $B$, such that all $|\psi\rangle \in \mathscr{V}$ can be written

$$
\begin{equation*}
|\psi\rangle=\sum_{|b\rangle \in B}|b\rangle\langle b \mid \psi\rangle . \tag{2.2}
\end{equation*}
$$

The convergence of this series follows from the completeness of $\mathscr{V}$ because of the convergence of Cauchy sequences [105]. The dimensionality of the Hilbert space might be infinite, meaning that the cardinality of $B$ can be infinite and even possibly uncountable. The basis $B$ is said to be complete when it spans the whole space, and one can often see equation (2.2) written in terms of the identity operator 1 ,

$$
\begin{equation*}
1=\sum_{|b\rangle \in B}|b\rangle\langle b| . \tag{2.3}
\end{equation*}
$$

This is often referred to as a completeness relation and $\langle b|$ must be understood as an operator mapping vectors $|\psi\rangle$ to scalars $\langle b \mid \psi\rangle$.

Observables are typically assumed to be represented by symmetric, or Hermitian, operators. ${ }^{1}$ This is partly because symmetric operators can only have real expectation values [106]. However, the reverse is not true. That is, operators can have real spectra without being Hermitian. For example, in an important paper, Bender and Boettcher [107] showed that the Hermiticity requirement could be replaced by symmetry under the combined operator of parity $(\mathrm{P})$ and time reversal $(\mathrm{T})$. Operators

1. The word Hermitian is sometimes used to mean symmetric and sometimes used to mean self-adjoint. Here, I use Hermitian to mean symmetric. The concepts of self-adjoint and symmetric operators are related, as I discuss below.
which are PT-symmetric are also interesting for other physical [108, 109] and mathematical [110, 111] reasons. Nevertheless, in this work, I assume that operators representing observables are Hermitian.

The adjoint, $A^{\dagger}$, of an operator, $A$, is defined such that

$$
\begin{equation*}
\langle\varphi|(A|\psi\rangle)=\left(\langle\varphi| A^{\dagger}\right)|\psi\rangle \tag{2.4}
\end{equation*}
$$

for all $|\psi\rangle$ in the domain of $A$, and the domain of $A^{\dagger}$ is the set of all $|\varphi\rangle$ for which equation (2.4) holds. The operator $A^{\dagger}$ acts to the left on the right-hand side of equation (2.4). An operator is called symmetric, or Hermitian, if $A|\psi\rangle=A^{\dagger}|\psi\rangle$ for all $|\psi\rangle$ in the domain of $A$. One can see that this leads to real expectation values, $\langle\psi| A|\psi\rangle$, since

$$
\begin{equation*}
\langle\psi| A|\psi\rangle^{*}=\langle\psi| A^{\dagger}|\psi\rangle=\langle\psi| A|\psi\rangle . \tag{2.5}
\end{equation*}
$$

To determine whether or not an operator is symmetric is not always trivial. For instance, consider a single scalar particle in a onedimensional system, such that the Hilbert space is $L^{2}(\mathbb{R})$, consisting of all square-integrable functions on the real line. The operators $K=-\partial^{2} / \partial x^{2}$ and $V=-x^{4}$ are both symmetric, but their sum, $-\partial^{2} / \partial x^{2}-x^{4}$, is not. In fact, $K+V$ has purely imaginary eigenvalues $[104,106]$. This shows that a sum of Hermitian operators need not be Hermitian. However, note that the operator $K+V$ is the Hamiltonian operator corresponding to an unphysical situation with a potential that is unbounded from below. In practice one often assumes that operators corresponding to observables are Hermitian as long as they reflect physically realizable systems.

A more strict operator requirement is that of self-adjoint operators. In order for an operator $A$ to be self-adjoint, it must be symmetric and, in addition, the domains of $A$ and $A^{\dagger}$ must be the same. As an example of a symmetric but not self-adjoint operator, take the momentum operator $P=-i \partial / \partial x$ acting on particles in an infinitely deep, onedimensional quantum well, meaning all square-integrable functions on the domain $[0,1]$ with $\psi(0)=\psi(1)=0$. This operator is symmetric, but not self-adjoint. This is reflected in the fact that $P$ has no eigenfunctions. While the expectation value, $\langle\psi| P|\psi\rangle=\int_{0}^{1} \mathrm{~d} x \psi^{*}(x) P \psi(x)$, is always real for a symmetric operator, the existence of eigenfunctions is only guaranteed for self-adjoint operators. For example, the momentum operator $P=-i \partial / \partial x$ acting on particles in a thin ring is
self-adjoint. The space of particles in a thin ring is the set of all squareintegrable functions on $[0,1]$ with $\psi(0)=\psi(1)$, and the eigenfunctions are $\exp (2 \pi i k x)$, where $k$ is in the set of integers.

In practice, it is sufficient for operators to be essentially self-adjoint, meaning that their closures are self-adjoint [106]. Self-adjoint operators are of special interest because of the spectral theorem. In simple terms, the spectral theorem essentially states that self-adjoint operators can be diagonalized [106]. That is, self-adjoint operators have complete sets of eigenstates. However, this is only a simplification and not strictly true. Because we are dealing with infinite-dimensional Hilbert spaces, it is often not possible to properly diagonalize operators in the conventional sense. That is, it is often not possible to find a basis $B$ for which a self-adjoint operator, $\mathscr{H}$ can be written

$$
\begin{equation*}
\mathscr{H}|\psi\rangle=\sum_{|b\rangle \in B} \mathscr{H}|b\rangle\langle b \mid \psi\rangle=\sum_{|b\rangle \in B}|b\rangle h(b)\langle b \mid \psi\rangle, \tag{2.6}
\end{equation*}
$$

for all $|\psi\rangle$, where $h(b)$ is a scalar.
Take for instance the position operator $X$. Taking again $L^{2}(\mathbb{R})$ as the Hilbert space and applying $X$ to a function $\psi \in L^{2}(\mathbb{R})$ gives $(X \psi)(x)=$ $x \psi(x)$, meaning that $X$ is a so-called multiplication operator [105]. This operator is self-adjoint, but it has no eigenvectors, or eigenfunctions, in $L^{2}(\mathbb{R})$. Instead, it has eigenvectors in a larger space, namely the space of distributions. The $\delta$-distributions are eigenvectors since $x \delta(x-\lambda)=$ $\lambda \delta(x-\lambda)$. However, the space of distributions is not a Hilbert space. As a result, we may diagonalize $X$, but not in terms of proper eigenvectors. We may diagonalize it in terms of generalized eigenvectors, so that

$$
\begin{equation*}
(X \psi)(x)=\int_{\mathbb{R}} \mathrm{d} y \delta(x-y) y \int_{\mathbb{R}} \mathrm{d} z \delta(y-z) \psi(z) \tag{2.7}
\end{equation*}
$$

If we identify $|y\rangle=\delta(x-y)$, we can write

$$
\begin{equation*}
X|\psi\rangle=\int_{\mathbb{R}} \mathrm{d} y|y\rangle y\langle y \mid \psi\rangle, \tag{2.8}
\end{equation*}
$$

which is on the same form as equation (2.6). This notation is purely formal, however, because $\langle y \mid \psi\rangle$ is not an inner product in the sense of the Hilbert space, it is a distribution acting on $|\psi\rangle$, and $|y\rangle$ is not a member of the Hilbert space. The generalized eigenvectors are normalized in the sense that $\langle x \mid y\rangle=\delta(x-y)$.

The spectral theorem states that any self-adjoint operator is unitarily equivalent to a multiplication operator [106]. This means that the operator can be diagonalized in the sense of generalized eigenvectors, even if the operator does not have any proper eigenvectors. Although the generalized eigenvectors are not in the Hilbert space, they span the space in the sense that any element of the Hilbert space can be written in terms of generalized eigenvectors, as in equation (2.8). That is, one can also refer to completeness relations for generalized eigenvectors, which may be written in a formal notation as

$$
\begin{equation*}
1=\int_{\mathbb{R}} \mathrm{d} x|x\rangle\langle x| . \tag{2.9}
\end{equation*}
$$

For example, all square-integrable functions can be written as a linear combination of plane waves, the generalized eigenvectors of the momentum operator, even though plane waves themselves are not square-integrable.

In physics literature, the word Hermitian is sometimes also used to refer to self-adjoint operators. However, since the Hilbert space under consideration typically is infinite-dimensional, symmetric operators need not be self-adjoint. This distinction is especially important for the Hamiltonian, which is the total energy operator. The special connection between the Hamiltonian and time-evolution in quantum mechanics, discussed in section 2.2, requires the spectral theorem, which is valid for self-adjoint operators but not symmetric operators. The technical reason is that Stone's theorem [106, 112], which relies on the spectral theorem, establishes a one-to-one correspondence between one-parameter families of strongly continuous unitary operators and self-adjoint operators. It is important that the time-evolution operators are unitary since this preserves the normalization of state vectors, and that they are continuous in one parameter, namely time. Selfadjointness is also important when considering functions of operators, such as the potential energy in the Hamiltonian being a function of the position operator.

### 2.2 Time Evolution in Quantum Mechanics

In quantum mechanics, one is typically first introduced to the Schrödinger picture, in which the state vectors evolve in time according to the

Schrödinger equation [25],

$$
\begin{equation*}
i \frac{\partial}{\partial t}\left|\psi_{S}(t)\right\rangle=\mathscr{H}_{S}(t)\left|\psi_{S}(t)\right\rangle \tag{2.10}
\end{equation*}
$$

where $t$ is time, $\mathscr{H}_{S}(t)$ is the Hamiltonian at time $t$ and the subscript $S$ reminds us that these objects are defined in the Schrödinger picture. One can also define the time-evolution operator $U\left(t, t_{0}\right)$ as being the operator which takes a state vector from time $t_{0}$ to $t$, meaning that

$$
\begin{equation*}
\left|\psi_{S}(t)\right\rangle=U\left(t, t_{0}\right)\left|\psi_{S}\left(t_{0}\right)\right\rangle . \tag{2.11}
\end{equation*}
$$

Since equation (2.10) must hold regardless of the choice of $\left|\psi_{S}\left(t_{0}\right)\right\rangle$, one can see that

$$
\begin{equation*}
i \frac{\partial}{\partial t} U\left(t, t_{0}\right)=\mathscr{H}_{S}(t) U\left(t, t_{0}\right) \tag{2.12}
\end{equation*}
$$

From $U\left(t_{0}, t\right) U\left(t, t_{0}\right)=1$, one also gets

$$
\begin{equation*}
-i \frac{\partial}{\partial t} U\left(t_{0}, t\right)=U\left(t, t_{0}\right) \mathscr{H}_{S}(t) . \tag{2.13}
\end{equation*}
$$

In quantum mechanics, quantities define operators which act on state vectors. The expectation value of an operator $A_{S}(t)$ for a system in state $\left|\psi_{S}(t)\right\rangle$ is defined as [25]

$$
\begin{equation*}
\langle A\rangle_{\psi}(t)=\left\langle\psi_{S}(t)\right| A_{S}(t)\left|\psi_{S}(t)\right\rangle . \tag{2.14}
\end{equation*}
$$

However, one typically only has statistical knowledge of the state of a system. If the probability of the system to be in state $\left|\psi_{S}\right\rangle$ is $p_{\psi}$, then the expectation value is

$$
\begin{equation*}
\langle A\rangle(t)=\sum_{\psi}\langle A\rangle_{\psi}(t) p_{\psi}, \tag{2.15}
\end{equation*}
$$

where the sum goes over a complete set of state vectors. For example, in the grand canonical ensamble [113], which will be assumed here unless otherwise specified, the probability for an eigenstate of the Hamiltonian with eigenvalue $E-\mu N$ is

$$
\begin{equation*}
p_{\psi}=\frac{1}{Z} \mathrm{e}^{-(E-\mu N) \beta}, \tag{2.16}
\end{equation*}
$$

where $Z$ is the partition function and $\beta$ is inverse temperature. Note that I have defined the Hamiltonian to include the chemical potential $\mu$
multiplied by the number of particles $N$. The partition function ensures that the probability distribution is normalized.

The Heisenberg picture is equivalent to the Schrödinger picture, but the time-evolution is attached to the operators instead of the state vectors [114]. This is done in such a way that all expectation values are unchanged, meaning that

$$
\begin{equation*}
\langle A\rangle_{\psi}(t)=\left\langle\psi_{S}(t)\right| A_{S}(t)\left|\psi_{S}(t)\right\rangle=\left\langle\psi_{H}\right| A_{H}(t)\left|\psi_{H}\right\rangle \tag{2.17}
\end{equation*}
$$

where the subscripts $H$ indicate that objects are defined in the Heisenberg picture. If $\left|\psi_{H}\right\rangle=\left|\psi_{S}\left(t_{0}\right)\right\rangle$, one can see from

$$
\begin{align*}
&\langle A\rangle_{\psi}(t)=\left\langle\psi_{S}\left(t_{0}\right)\right| U^{\dagger}\left(t, t_{0}\right) A_{S}(t) U\left(t, t_{0}\right)\left|\psi_{S}\left(t_{0}\right)\right\rangle \\
&=\left\langle\psi_{H}\right| U\left(t_{0}, t\right) A_{S}(t) U\left(t, t_{0}\right)\left|\psi_{H}\right\rangle \tag{2.18}
\end{align*}
$$

that

$$
\begin{equation*}
A_{H}(t)=U\left(t_{0}, t\right) A_{S}(t) U\left(t, t_{0}\right) \tag{2.19}
\end{equation*}
$$

Taking the derivative of this with respect to $t$ and using equations (2.12) and (2.13), I get that operators in the Heisenberg picture must solve

$$
\begin{equation*}
i \frac{\partial A_{H}}{\partial t}=-\left[\mathscr{H}_{H}(t), A_{H}(t)\right]_{-}+U\left(t_{0}, t\right) i \frac{\partial A_{S}}{\partial t} U\left(t, t_{0}\right) \tag{2.20}
\end{equation*}
$$

which is known as the Heisenberg equation.
The correlation function of two operators, $B(t)$ and $A\left(t^{\prime}\right)$, can in the Schrödinger picture be computed through

$$
\begin{equation*}
\left\langle B(t) A\left(t^{\prime}\right)\right\rangle=\sum_{\psi}\left\langle\psi_{S}(t)\right| B_{S}(t) U\left(t, t^{\prime}\right) A_{S}\left(t^{\prime}\right)\left|\psi_{S}\left(t^{\prime}\right)\right\rangle p_{\psi} . \tag{2.21}
\end{equation*}
$$

In the Heisenberg picture, this is simply

$$
\begin{equation*}
\left\langle B(t) A\left(t^{\prime}\right)\right\rangle=\sum_{\psi}\left\langle\psi_{H}\right| B_{H}(t) A_{H}\left(t^{\prime}\right)\left|\psi_{H}\right\rangle p_{\psi} \tag{2.22}
\end{equation*}
$$

Correlation functions of more than two operators are defined in the same way.

The fact that the Hamiltonian is the operator that generates time evolution in quantum mechanics gives rise to a specific commutation relation between position operators and their corresponding canonical
momentum operators. From Hamiltonian mechanics [115], we know that the time evolution of position $r$ and the corresponding canonical momentum $\boldsymbol{p}$ follows Hamilton's equations,

$$
\begin{align*}
& \frac{\partial \boldsymbol{r}}{\partial t}=\nabla_{p} \mathscr{H}  \tag{2.23a}\\
& \frac{\partial \boldsymbol{p}}{\partial t}=-\nabla_{r} \mathscr{H} \tag{2.23b}
\end{align*}
$$

where $\nabla_{p} \mathscr{H}=\left(\partial \mathscr{H} / \partial p_{x}, \partial \mathscr{H} / \partial p_{y}, \partial \mathscr{H} / \partial p_{z}\right)$, and similarly for $\nabla_{r} \mathscr{H}$. Hamilton's equations can be derived from the principle of least action, which is further discussed in section 2.5, and must therefore also hold as operator identities. But because the Hamiltonian $\mathscr{H}$ generates time evolution, we know from the Heisenberg equation that

$$
\begin{align*}
& \frac{\partial \boldsymbol{r}}{\partial t}=i[\mathscr{H}, \boldsymbol{r}]_{-}  \tag{2.24a}\\
& \frac{\partial \boldsymbol{p}}{\partial t}=i[\mathscr{H}, \boldsymbol{p}]_{-}, \tag{2.24b}
\end{align*}
$$

where the Hamiltonian must be understood to be in the Heisenberg picture of quantum mechanics. This means that $[\mathscr{H}, \boldsymbol{r}]_{-}=-i \nabla_{p} \mathscr{H}$ and $[\mathscr{H}, \boldsymbol{p}]_{-}=i \nabla_{r} \mathscr{H}$, which is the case when $\left[r^{\alpha}, p^{\beta}\right]_{-}=i \delta_{\alpha \beta}$, where $\alpha, \beta \in\{x, y, z\}$ and $\delta_{\alpha \beta}$ is the Kronecker delta. To see why, note that one can prove that $\left[r^{\alpha}, p^{\beta}\right]_{-}=i \delta_{\alpha \beta}$ implies $\left[\left(r^{\alpha}\right)^{n}, p^{\beta}\right]_{-}=\operatorname{in}\left(r^{\alpha}\right)^{n-1} \delta_{\alpha \beta}$ by induction. It holds for $n=1$ by construction, and if it holds for $n-1$, such that $\left[\left(r^{\alpha}\right)^{n-1}, p^{\beta}\right]_{-}=i(n-1)\left(r^{\alpha}\right)^{n-2} \delta_{\alpha \beta}$, then

$$
\begin{equation*}
\left[\left(r^{\alpha}\right)^{n}, p^{\beta}\right]_{-}=r^{\alpha}\left[\left(r^{\alpha}\right)^{n-1}, p^{\beta}\right]+\left[r^{\alpha}, p^{\beta}\right]\left(r^{\alpha}\right)^{n-1}=\operatorname{in}\left(r^{\alpha}\right)^{n-1} \delta_{\alpha \beta}, \tag{2.25}
\end{equation*}
$$

which concludes the proof.
From $\left[\left(r^{\alpha}\right)^{n}, p^{\beta}\right]_{-}=\operatorname{in}\left(r^{\alpha}\right)^{n-1} \delta_{\alpha \beta}$ it follows that any operator, $A$, which can be written in a power series of $r^{\alpha}$, meaning that

$$
\begin{equation*}
A=\sum_{n=0}^{\infty} a_{n}\left(r^{\alpha}\right)^{n} \tag{2.26}
\end{equation*}
$$

where $a_{n}$ is any operators such that $\left[a_{n}, p^{\alpha}\right]_{-}=0$, satisfies

$$
\begin{equation*}
\left[A, p^{\alpha}\right]_{-}=i \frac{\partial A}{\partial r^{\alpha}} \tag{2.27}
\end{equation*}
$$

Assuming that $p^{\beta}$ commutes with $p^{\alpha}$ for all $\alpha$ and $r^{\alpha}$ for all $\alpha \neq \beta$, all operators should be possible to write as a series expansion with $\left[a_{n}, p^{\alpha}\right]_{-}=0$. As a result, setting $A=\mathscr{H}$ gives

$$
\begin{equation*}
[\mathscr{H}, \boldsymbol{p}]_{-}=i \nabla_{r} \mathscr{H}, \tag{2.28}
\end{equation*}
$$

as required. The same argument, but switching $\boldsymbol{r}$ and $\boldsymbol{p}$ shows that

$$
\begin{equation*}
[\mathscr{H}, \boldsymbol{r}]_{-}=-i \nabla_{p} \mathscr{H} . \tag{2.29}
\end{equation*}
$$

Hence, $\left[r^{\alpha}, p^{\beta}\right]_{-}=i \delta_{\alpha \beta}$ gives the consistency between the Heisenberg equation and Hamilton's equations.

### 2.3 Many Particle Physics

The Hilbert space of a system of $N$ identical particles can be composed of the tensor product of $N$ single-particle Hilbert spaces. However, for a proper relativistic quantum field theory, interchanging two particles is equivalent to rotating one particle by $2 \pi$ [116]. In terms of the annihilation operators to be defined below, $v u=u R(2 \pi) v$, where $R(2 \pi)$ rotates $v$ by $2 \pi$. This means that for so-called integer spin fields, such as scalar fields and vector fields, where $R(2 \pi) v=v$, the fields must commute. On the other hand, spinor-fields, which satisfy $R(2 \pi) \psi=-\psi$, must anticommute. As a result, fields with integer spins are bosons and fields with half-integer spins are fermions [116]. This is the famous spinstatistics theorem [117]. To take this theorem into account, the tensor product is made either symmetric or antisymmetric. The connection between spin and statistics is further discussed in section 2.5.

When considering the most general case with an indefinite number of identical particles, the Hilbert space of interest is called a Fock space [114]. A Fock space is a direct sum of $N$-particle spaces for all $N$, meaning that

$$
\begin{equation*}
\mathscr{V}=\bigoplus_{n=0}^{\infty} S_{ \pm} \mathscr{V}_{1}^{\otimes n}=\mathbb{C} \oplus \mathscr{V}_{1} \oplus S_{ \pm}\left(\mathscr{V}_{1} \otimes \mathscr{V}_{1}\right) \cdots, \tag{2.30}
\end{equation*}
$$

where $S_{+}$and $S_{-}$symmetrize and antisymmetrize, respectively, $\mathscr{V}_{1}$ is the single particle Hilbert space and $\mathbb{C}$ is the set of complex numbers.

A convenient basis for the Fock space, which is used throughout this thesis, is known as the occupancy number representation [114].

Given a basis $\left\{\left|\psi_{i}\right\rangle\right\}_{i}$ for $\mathscr{V}_{1}$, a basis for $\mathscr{V}$ can be written

$$
\begin{equation*}
B=\left\{\left|n_{1}, n_{2}, \ldots\right\rangle\right\}_{n_{1}, n_{2}, \ldots} . \tag{2.31}
\end{equation*}
$$

Here, $n_{1}$ is the number of particles in the $\left|\psi_{1}\right\rangle$ state, $n_{2}$ is the number of particles in the $\left|\psi_{2}\right\rangle$ state, and so on. For fermions, $n_{i} \in\{0,1\}$ while for bosons $n_{i} \in \mathbb{N}^{0}$. In other words, for fermions,

$$
\begin{align*}
& |0,0,0, \ldots\rangle=|0\rangle \oplus 0 \oplus 0 \oplus \cdots,  \tag{2.32a}\\
& |0,1,0, \ldots\rangle=0 \oplus\left|\psi_{2}\right\rangle \oplus 0 \oplus 0 \oplus \cdots,  \tag{2.32b}\\
& |1,1,0, \ldots\rangle=0 \oplus 0 \oplus \frac{1}{\sqrt{2}}\left(\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle-\left|\psi_{2}\right\rangle \otimes\left|\psi_{1}\right\rangle\right) \oplus 0 \oplus 0 \oplus \cdots, \tag{2.32c}
\end{align*}
$$

and so on. Here, the zeros on the right-hand sides are the zero elements of their respective vector spaces, and $|0\rangle$ is a state of norm 1 known as the vacuum state. The basis vectors in the occupancy number basis have a definitive number of particles, but a general vector in the Fock space is a superposition of these basis vectors and may therefore have an indefinite number of particles.

The occupancy number representation is especially useful when working with annihilation and creation operators [114]. These are operators which either remove or add a particle of a given state. If we again assume a single-particle basis $\left\{\left|\psi_{i}\right\rangle\right\}_{i}$, then $b_{i}^{\dagger}$ will add a particle with state $\left|\psi_{i}\right\rangle$ while $b_{i}$ will remove a particle with state $\left|\psi_{i}\right\rangle$. For instance, if we are considering a bosonic system, then

$$
\begin{align*}
b_{i}^{\dagger}\left|\ldots, n_{i}, \ldots\right\rangle & =\sqrt{n_{i}+1}\left|\ldots, n_{i}+1, \ldots\right\rangle,  \tag{2.33a}\\
b_{i}\left|\ldots, n_{i}, \ldots\right\rangle & =\sqrt{n_{i}}\left|\ldots, n_{i}-1, \ldots\right\rangle . \tag{2.33b}
\end{align*}
$$

Note that $b_{i}\left|\ldots, n_{i}, \ldots\right\rangle=0$, when $n_{i}=0$, and that $n_{j}$ is not changed for $j \neq i$. Note also that the creation operator is the adjoint of the annihilation operator, which justifies the notation $b_{i}^{\dagger}$. Moreover, it follows from equation (2.33) that one can identify $b_{i}^{\dagger} b_{i}$ as the number operator, giving the number of particles in state $n_{i}$, since $b_{i}^{\dagger} b_{i}\left|\ldots, n_{i}, \ldots\right\rangle=n_{i}\left|\ldots, n_{i}, \ldots\right\rangle$. Finally, the commutation relations

$$
\begin{align*}
& {\left[b_{i}, b_{j}\right]_{-}=\left[b_{i}^{\dagger}, b_{j}^{\dagger}\right]_{-}=0,}  \tag{2.34a}\\
& {\left[b_{i}, b_{j}^{\dagger}\right]_{-}=\delta_{i j}} \tag{2.34b}
\end{align*}
$$

also follow from equation (2.33).
For a fermionic system, one must take into consideration the antisymmetry, so if $\left\{c_{i}\right\}$ is the set of annihilation operators and $\left\{c_{i}^{\dagger}\right\}$ is the set of creation operators, then

$$
\begin{align*}
& c_{i}^{\dagger}\left|\ldots, n_{i}, \ldots\right\rangle= \begin{cases}(-1)^{\sum_{j<i} n_{j}} \sqrt{n_{i}+1}\left|\ldots, n_{i}+1, \ldots\right\rangle & \text { if } n_{i}=0 \\
0 & \text { if } n_{i}=1,\end{cases}  \tag{2.35a}\\
& c_{i}\left|\ldots, n_{i}, \ldots\right\rangle= \begin{cases}0 & \text { if } n_{i}=0 \\
(-1)^{\sum_{j<i} n_{j}} \sqrt{n_{i}}\left|\ldots, n_{i}-1, \ldots\right\rangle & \text { if } n_{i}=1 .\end{cases} \tag{2.35b}
\end{align*}
$$

Again, we can identify $c_{i}^{\dagger} c_{i}$ as the number operators. In this case, one can deduce the following anticommutation relations

$$
\begin{align*}
& {\left[c_{i}, c_{j}\right]_{+}=\left[c_{i}^{\dagger}, c_{j}^{\dagger}\right]_{+}=0}  \tag{2.36a}\\
& {\left[c_{i}, c_{j}^{\dagger}\right]_{+}=\delta_{i j}} \tag{2.36b}
\end{align*}
$$

Creation and annihilation operators are sometimes also defined in terms of the generalized eigenvectors discussed above. That is, instead of creating states in a proper basis, they create and annihilate generalized eigenvectors such as $|x\rangle$. For such operators, the Kronecker $\delta$ in equations (2.34b) and (2.36b) is changed to Dirac $\delta$-distributions. The creation and annihilation operators corresponding to the generalized eigenvectors of the position operators are called field operators [114]. Using the formal notation introduced above, one can write the field operators in terms of a normal basis $B$ and its creation and annihilation operators, $c_{i}^{\dagger}$ and $c_{i}$, as

$$
\begin{align*}
& \psi(\boldsymbol{r})=\sum_{b \in B}\langle r \mid b\rangle c_{b}  \tag{2.37a}\\
& \psi^{\dagger}(\boldsymbol{r})=\sum_{b \in B}\langle b \mid r\rangle c_{b}^{\dagger} \tag{2.37b}
\end{align*}
$$

There can be multiple field operators corresponding to a single point in space when there are multiple degrees of freedom in addition to the spatial degrees. For instance, a spinor-valued field will have two degrees of freedom per position, so there are two field operators per position.

### 2.4 Non-Interacting Particles

Identical particles, such as electrons, effectively interact in two ways. First, by the nature of them being identical, they must obey the correct fermionic or bosonic anticommutation or commutation rules. Second, the quantum field interacts with other quantum fields, giving rise to effective interactions between identical particles. For instance, the electron field interacts with the photon field, giving rise to Coloumb interactions between electrons. When referring to non-interacting particles in the context of many-particle quantum mechanics, it means that the Hamiltonian can be written as a sum of identical single-particle Hamiltonians. This means that non-interacting particles, as I define them, can still interact with other fields as long as the other fields are not treated quantum mechanically, and they still interact effectively through the commutation or anticommutation rules.

The Hamiltonian for a single fermion with mass $m$ can typically be written

$$
\begin{equation*}
\mathscr{H}_{1}=\frac{p^{2}}{2 m}+U(\boldsymbol{r}, \boldsymbol{p}) \tag{2.38}
\end{equation*}
$$

where $\boldsymbol{r}$ is the position operator, $\boldsymbol{p}$ is the momentum operator and $U$ may include the electric potential as well as other terms to be discussed later. Hence, the Hamiltonian for $N$ identical, non-interacting particles can be written

$$
\begin{equation*}
\mathscr{H}_{N}=\sum_{i=1}^{N} \mathscr{H}_{1}\left(\boldsymbol{r}_{i}, \boldsymbol{p}_{i}\right)=\sum_{i=1}^{N}\left[\frac{p_{i}^{2}}{2 m}+U\left(\boldsymbol{r}_{i}, \boldsymbol{p}_{i}\right)\right], \tag{2.39}
\end{equation*}
$$

where the subscript $i$ means that the operator acts on particle $i$. For instance, $\boldsymbol{p}_{2}\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots=\left|\psi_{1}\right\rangle \otimes \boldsymbol{p}\left|\psi_{2}\right\rangle \otimes \cdots$.

Equation (2.39) is more conveniently expressed by using the number occupancy representation with the eigenstates of the single-particle Hamiltonian $\mathscr{H}_{1}$. Assuming $\mathscr{H}_{1}$ is self-adjoint, these states, which may be generalized eigenstates, span the whole space, as discussed above. That is, any $|\psi\rangle \in \mathscr{V}_{1}$ can be written $|\psi\rangle=\sum_{i}^{\infty}\left|b_{i}\right\rangle\left\langle b_{i} \mid \psi\right\rangle$, where $\mathscr{H}_{1}\left|b_{i}\right\rangle=\varepsilon_{i}\left|b_{i}\right\rangle$, with real $\varepsilon_{i}$ and where the sum might be an integral. The space of $N$-particle states is a subspace of Fock-space, so one may write any state vector using the occupancy number representation with the eigenstates of $\mathscr{H}_{1}$. Using this basis, the occupancy number
representation states are eigenstates of $\mathscr{H}_{N}$, with eigenvalues equal to the sum of the energies of the occupied states,

$$
\begin{equation*}
\mathscr{H}_{N}\left|n_{1}, n_{2}, \ldots\right\rangle=\left(\sum_{i=1}^{\infty} \varepsilon_{i} n_{i}\right)\left|n_{1}, n_{2}, \ldots\right\rangle . \tag{2.40}
\end{equation*}
$$

A general state will be a superposition of occupancy number states, but we can write the Hamiltonian in the general case by switching the occupancy number $n_{i}$ with the number operator $c_{i}^{\dagger} c_{i}$, so

$$
\begin{equation*}
\mathscr{H}_{N}=\sum_{i=1}^{\infty} \varepsilon_{i} c_{i}^{\dagger} c_{i} . \tag{2.41}
\end{equation*}
$$

It is often also of interest to study systems with an indefinite number of particles, meaning that state vectors can live in the whole Fock space. In this case, one often considers the grand canonical ensemble and the expectation value for the number of particles is determined by the chemical potential, $\mu$. The chemical potential multiplied by the number operator for the total number of particles is added to the Hamiltonian, meaning that

$$
\begin{equation*}
\mathscr{H}=\sum_{i=1}^{\infty}\left(\varepsilon_{i}-\mu\right) c_{i}^{\dagger} c_{i} . \tag{2.42}
\end{equation*}
$$

One can also express $\mathscr{H}$ in terms of a basis that is not the set of eigenstates of $\mathscr{H}_{1}$. Generally, the creation and annihilation operators, $\left\{c_{a}\right\}$, for a basis $A=\{|a\rangle\}$ and the annihilation operators, $\left\{d_{b}\right\}$, for another basis, $B=\{|b\rangle\}$, are related through

$$
\begin{align*}
& d_{b}=\sum_{a \in A}\langle b \mid a\rangle c_{a},  \tag{2.43a}\\
& d_{b}^{\dagger}=\sum_{a \in A}\langle a \mid b\rangle c_{a}^{\dagger} . \tag{2.43b}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\mathscr{H}=\sum_{m \in A} \sum_{n \in A} c_{m}^{\dagger} \sum_{i=1}^{\infty}\left\langle m \mid b_{i}\right\rangle\left(\varepsilon_{i}-\mu\right)\left\langle b_{i} \mid n\right\rangle c_{n}=\sum_{m \in A} \sum_{n \in A} c_{m}^{\dagger} M_{m n} c_{n}, \tag{2.44}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{m n}=\sum_{i=1}^{\infty}\left\langle m \mid b_{i}\right\rangle\left(\varepsilon_{i}-\mu\right)\left\langle b_{i} \mid n\right\rangle . \tag{2.45}
\end{equation*}
$$

If we use that $\langle a| c_{m}^{\dagger} c_{n}|b\rangle=\delta_{a m} \delta_{b n}$ when $|a\rangle$ and $|b\rangle$ are single particle states, we can also express $M_{m n}$ as

$$
\begin{equation*}
M_{m n}=\langle m| \mathscr{H}|n\rangle \tag{2.46}
\end{equation*}
$$

The choice of what basis to use depends on the problem at hand. Often, it is desirable to work with the basis in which the Hamiltonian is diagonal, meaning that it can be written in the form of equation (2.42). However, often either the eigenvalues or the eigenstates of the Hamiltonian are not known, and it is more convenient to use a basis in which one can express the Hamiltonian exactly. For instance, one may use the generalized eigenstates of the position operator, such that the Hamiltonian is expressed in terms of field operators. In this case, the Hamiltonian takes a form more reminiscent of equation (2.39),

$$
\begin{equation*}
\mathscr{H}=\int \mathrm{d}^{3} r \psi^{\dagger}(\boldsymbol{r})\left[\frac{-\nabla^{2}}{2 m}+U(\boldsymbol{r},-i \nabla)-\mu\right] \psi(\boldsymbol{r}), \tag{2.47}
\end{equation*}
$$

where the differential operators act on the field operator, $\psi$. The presence of the differential operators follows from the commutation relation $\left[r^{\alpha}, p^{\beta}\right]=i \delta_{\alpha \beta}$ derived in section 2.2. To see why, note that

$$
\begin{equation*}
\left\langle\boldsymbol{r}_{1}\right| r^{\alpha} p^{\alpha}\left|\boldsymbol{r}_{2}\right\rangle-\left\langle\boldsymbol{r}_{1}\right| p^{\alpha} r^{\alpha}\left|\boldsymbol{r}_{2}\right\rangle=\left(r_{1}^{\alpha}-r_{2}^{\alpha}\right)\left\langle\boldsymbol{r}_{1}\right| p^{\alpha}\left|\boldsymbol{r}_{2}\right\rangle=i\left\langle\boldsymbol{r}_{1} \mid \boldsymbol{r}_{2}\right\rangle, \tag{2.48}
\end{equation*}
$$

where $\left[r^{\alpha}, p^{\beta}\right]=i \delta_{\alpha \beta}$ was used in the last equality. Since $\left\langle\boldsymbol{r}_{1} \mid \boldsymbol{r}_{2}\right\rangle=$ $\delta^{3}\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)$ and $\delta^{3}\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)=\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right) \cdot \nabla \delta^{3}\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)$ in the sense of distributional derivatives, this means that $\left\langle\boldsymbol{r}_{1}\right| \boldsymbol{p}\left|\boldsymbol{r}_{2}\right\rangle=i\left[\nabla \delta^{3}\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)\right]$ in the sense of distributions. Therefore, for any single particle state $|\varphi\rangle$,

$$
\begin{array}{r}
\langle\boldsymbol{r}| \boldsymbol{p}|\varphi\rangle=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x\langle\boldsymbol{r}| \boldsymbol{p}|x\rangle\langle\boldsymbol{x} \mid \varphi\rangle=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x i\left[\nabla \delta^{3}(\boldsymbol{r}-\boldsymbol{x})\right]\langle\boldsymbol{x} \mid \varphi\rangle \\
=-i \nabla_{r}\langle\boldsymbol{r} \mid \varphi\rangle . \tag{2.49}
\end{array}
$$

Setting $|\varphi\rangle=|\boldsymbol{p}\rangle$ equal to a generalized eigenstate of the momentum operator, I get

$$
\begin{equation*}
\boldsymbol{p}\langle\boldsymbol{r} \mid \boldsymbol{p}\rangle=-i \nabla_{r}\langle\boldsymbol{r} \mid \boldsymbol{p}\rangle, \tag{2.50}
\end{equation*}
$$

where $\boldsymbol{p}$ on the left-hand side is a vector and not an operator, so

$$
\begin{equation*}
\langle\boldsymbol{r} \mid \boldsymbol{p}\rangle=C \mathrm{e}^{-i r \cdot p} \tag{2.51}
\end{equation*}
$$

for some constant $C$. The amplitude of $C$ can be determined to be $|C|=$ $1 / \sqrt{2 \pi}$ from the normalization condition $\langle\boldsymbol{p} \mid \boldsymbol{q}\rangle=\delta^{3}(\boldsymbol{p}-\boldsymbol{q})$. Inserting into the expression for the kinetic energy $\boldsymbol{p}^{2} / 2 m$, using equation (2.45), I finally get

$$
\begin{array}{r}
K=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} r_{1} \mathrm{~d}^{3} r_{2} \psi^{\dagger}\left(\boldsymbol{r}_{1}\right) \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} p\left\langle\boldsymbol{r}_{1} \mid \boldsymbol{p}\right\rangle \frac{\boldsymbol{p}^{2}}{2 m}\left\langle\boldsymbol{p} \mid \boldsymbol{r}_{2}\right\rangle \psi\left(\boldsymbol{r}_{2}\right) \\
=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} r_{1} \mathrm{~d}^{3} r_{2} \psi^{\dagger}\left(\boldsymbol{r}_{1}\right) \frac{-\nabla_{r_{1}}^{2}}{2 m} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} p \frac{1}{2 \pi} \mathrm{e}^{-i \boldsymbol{p} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)} \psi\left(\boldsymbol{r}_{2}\right) \\
=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} r \psi^{\dagger}(\boldsymbol{r}) \frac{-\nabla_{r}^{2}}{2 m} \psi(\boldsymbol{r}) . \tag{2.52}
\end{array}
$$

A multitude of physical effects in solids, such as magnetism and superconductivity, comes about because electrons are interacting. They interact with the quantum mechanical electromagnetic field, and this interaction gives rise to various effective interactions between electrons, as will be clear in the next chapter. Nevertheless, systems with magnetic or superconducting properties can often be treated as effective systems of non-interacting quasiparticles. That is, they can often be modeled with quadratic Hamiltonians in the form of equation (2.44).

### 2.5 Spin and Conservation Laws

Quantum fields, like classical fields, are generally not symmetric under rotation in space. This is the origin of spin and can be understood by considering that there are two ways to rotate fields. Take for instance a vector field, $\boldsymbol{v}: \boldsymbol{x} \mapsto \boldsymbol{v}(x)$. You can rotate by moving all the spatial positions around an axis, $\boldsymbol{v}(\boldsymbol{x}) \mapsto \boldsymbol{v}\left(R_{1} \boldsymbol{x}\right)$, where $R_{1}$ is a rotation operator which can be represented using rotation matrices. On the other hand, you can also rotate the vectors themselves, meaning that $\boldsymbol{v}(\boldsymbol{x}) \mapsto R_{2} v(x)$. Generally, the Lagrangian of a closed system is only invariant under the combined transformation of both rotating spatial positions and rotating the field values themselves, $v(x) \mapsto R_{2} v\left(R_{1} x\right)$, for some combination of $R_{1}$ and $R_{2}$. This symmetry gives rise to a conserved quantity $J$, through Noethers theorem [116, 118], as I show
below. The symmetry is the combination of two transformations, and each gives rise to its own term in the conserved quantity, $J=L+S$. The term $L$ comes from the rotation of spatial positions, $x \mapsto R x$, and is called orbital angular momentum, while the term $S$ comes from the rotation of the vector values of the field, $\boldsymbol{v} \mapsto R \boldsymbol{v}$, and is called spin angular momentum.

The term "spin" is also used to classify fields according to their rotation properties. Different fields rotate according to different irreducible representations of the three-dimensional rotation group, $S O(3)$ [116, 119]. A spin- $n$ field rotates under the $(2 n+1)$-dimensional representation of $S O(3)$, where $n$ can be integer, $(1,2, \ldots)$, or half-integer, $(1 / 2,3 / 2, \ldots)$. How the field transforms under a full rotation is what determines whether they are fermions or bosons, as explained in section 2.3.

The electron field is a spinor field, which is a spin- $1 / 2$ field. This means that the rotation of spinors can be represented by 2-dimensional matrices. Accordingly, spinors can be represented using 2-tuples. If $\psi$ is a spinor, one can write

$$
\begin{equation*}
\psi=\binom{\psi_{\uparrow}}{\psi_{\downarrow}} \tag{2.53}
\end{equation*}
$$

where the two components $\psi_{\uparrow}$ and $\psi_{\downarrow}$ depend on choice of the coordinate system. When rotating an angle $\theta$ around and axis $\boldsymbol{n}$, the spinor $\psi$ transforms as [119]

$$
\begin{equation*}
\psi \mapsto \exp \left(i \frac{\theta}{2} \boldsymbol{n} \cdot \boldsymbol{\sigma}\right) \psi=\cos \left(\frac{\theta}{2}\right) \psi+\boldsymbol{i} \boldsymbol{n} \cdot \boldsymbol{\sigma} \sin \left(\frac{\theta}{2}\right) \psi \tag{2.54}
\end{equation*}
$$

where $\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$, is the vector of Pauli matrices,

$$
\begin{align*}
\sigma_{x} & =\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),  \tag{2.55a}\\
\sigma_{y} & =\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)  \tag{2.55b}\\
\sigma_{z} & =\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \tag{2.55c}
\end{align*}
$$

Note that under $2 \pi$ rotation, $\psi \rightarrow-\psi$, which is why spinor fields are fermionic.

Before we can compute the spin density from the transformation properties of the field, we first need the Lagrangian density. Since the Hamiltonian is an operator, so too is the Lagrangian $L$, and consequently also the action, $S=\int_{-\infty}^{\infty} \mathrm{d} t L(t)$. To obtain the Hamiltonian density, and thereby the Lagrangian density, I write

$$
\begin{equation*}
\mathscr{H}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} r h(\boldsymbol{r}) . \tag{2.56}
\end{equation*}
$$

The Lagrangian density is then ${ }^{2}$

$$
\begin{equation*}
\mathscr{L}=\pi^{\dagger} \frac{\partial}{\partial t} \psi+\left(\frac{\partial}{\partial t} \psi^{\dagger}\right) \pi-h \tag{2.57}
\end{equation*}
$$

where $\pi^{\dagger}$ and $\pi$ are the conjugate momentum densities for $\psi$ and $\psi^{\dagger}$, respectively. The notation $\pi^{\dagger}$ is not literal. One does not have to choose $\pi^{\dagger}$ to be the adjoint of $\pi$. If we do not include coupling to other fields, we can use equation (2.47), such that

$$
\begin{equation*}
h(\boldsymbol{r})=\psi^{\dagger}(\boldsymbol{r})\left[\frac{-\nabla^{2}}{2 m}+U(\boldsymbol{r},-i \nabla)-\mu\right] \psi(\boldsymbol{r}) . \tag{2.58}
\end{equation*}
$$

In the principle of least action ${ }^{3}$ formulation of physics, the field which is realized is that which extremizes the action,

$$
\begin{equation*}
S=\int_{-\infty}^{\infty} \mathrm{d} t \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} r \mathscr{L}(t, \boldsymbol{r}) \tag{2.59}
\end{equation*}
$$

One can find an equation for the field that extremizes the action by taking the functional derivative of the action with respect to the field and setting this to zero. If the Lagrange density, and thereby action, is a function of a real scalar field $\varphi$, the functional derivative, $\delta S / \delta \varphi$, is defined to be the function that satisfies

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} t \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} r \frac{\delta S}{\delta \varphi} \rho=\lim _{\varepsilon \rightarrow 0} \frac{S(\varphi+\varepsilon \rho)-S(\varphi)}{\varepsilon} \tag{2.60}
\end{equation*}
$$

2. Note that while $\mathscr{L}$ is the Lagrangian density and $L$ is the total Lagrangian, $h$ is the Hamiltonian density and $\mathscr{H}$ is the total Hamiltonian. The inconsistent use of calligraphic font in relation to density is chosen because the two most important quantities are $\mathscr{H}$ and $\mathscr{L}$.
3. The action does not need to be minimal, so a better name is the stationary action principle.
for all real scalar fields $\rho$. When $\varphi$ is a complex field, the Lagrangian can be written in terms of two real fields, $\varphi=\varphi_{R}+i \varphi_{I}$, and the action must be extremized with respect to both of the real fields, $\varphi_{R}$ and $\varphi_{I}$. Equivalently, one can treat the field $\varphi$ and its complex conjugate, $\varphi^{\dagger}$ as two separate fields and extremize with respect to both. The electron field is a spinor field, which means that it can be written in terms of two complex fields, $\psi_{\uparrow}$ and $\psi_{\downarrow}$, as defined in equation (2.53). The action must therefore be extremized with respect to $\psi_{\uparrow}, \psi_{\downarrow}, \psi_{\uparrow}^{\dagger}$, and $\psi_{\downarrow}^{\dagger}$, treating them all separately.

One can freely perform partial integrations in the expression for action and I assume that surface terms vanish. As a result, the differentiation operators can be moved around such that the Lagrangian density is a function of only the four fields, $\psi_{\uparrow}, \psi_{\downarrow}, \psi_{\uparrow}^{\dagger}$, and $\psi_{\downarrow}^{\dagger}$, and their first derivatives in time and space. When the Lagrangian density, $\mathscr{L}$, can be written as a function of fields and their first derivatives, taking the functional derivative of the action with respect to a field $\varphi$ gives

$$
\begin{equation*}
\frac{\delta S}{\delta \varphi}=\frac{\partial \mathscr{L}}{\partial \varphi}-\frac{\partial}{\partial t}\left[\frac{\partial \mathscr{L}}{\partial\left(\partial_{t} \varphi\right)}\right]-\nabla \cdot\left[\frac{\partial \mathscr{L}}{\partial(\nabla \varphi)}\right] \tag{2.61}
\end{equation*}
$$

where $\partial_{t}=\partial / \partial t$ is differentiation with respect to time. Setting equation (2.61) to zero is also known as the Euler-Lagrange equation [115, 116].

The Euler-Lagrange equations must reproduce the Heisenberg equation, and this fact can be used to determine the proper Lagrangian density. If the Lagrangian density is

$$
\begin{equation*}
\mathscr{L}=\psi^{\dagger}\left[i \frac{\partial}{\partial t}+\frac{\nabla^{2}}{2 m}-U+\mu\right] \psi, \tag{2.62}
\end{equation*}
$$

I get from equation (2.61) that

$$
\begin{equation*}
\frac{\delta S}{\delta \psi^{\dagger}}=\left[i \frac{\partial}{\partial t}+\frac{\nabla^{2}}{2 m}-U+\mu\right] \psi \tag{2.63}
\end{equation*}
$$

Therefore, setting the functional derivative of the action equal to zero reproduces the Heisenberg equation for $\psi$,

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}=-[\mathscr{H}, \psi]_{-}=\left[\frac{-\nabla^{2}}{2 m}+U-\mu\right] \psi . \tag{2.64}
\end{equation*}
$$

One can also verify that the Heisenberg equation for $\psi^{\dagger}$ is reproduced by extremizing the action with respect to $\psi$. Note that this means that any operator that can be written as a polynomial in the field operators also satisfies the Heisenberg equation. This can be proved by induction, using the fact that

$$
\begin{equation*}
\frac{\partial}{\partial t}(A B)=\left[\frac{\partial}{\partial t} A\right] B+A\left[\frac{\partial}{\partial t} B\right]=i[\mathscr{H}, A] B+i A[\mathscr{H}, B]_{-}=i[\mathscr{H}, A B]_{-} . \tag{2.65}
\end{equation*}
$$

Thus the principle of least action is entirely equivalent to the formulation of quantum mechanics presented in section 2.2.

Comparing with equation (2.57), we see that the conjugate momentum densities are $\pi^{\dagger}=i \psi^{\dagger}$ and $\pi=0$. One could equivalently choose a more symmetrical Lagrangian density with $\pi^{\dagger}=i \psi^{\dagger} / 2$ and $\pi=-i \psi / 2$. The symmetric and asymmetric Lagrangians are equivalent as they produce the same action. This can be seen by performing a partial integration. In the symmetric case, $\pi$ and $\pi^{\dagger}$ are adjoint operators, which is more in line with what the notation suggests. Note that $\mathscr{L}$ is a non-relativistic Lagrangian. Relativity is considered in section 2.6.

One key advantage of the principle of least action formulation of physics is that it allows for simple derivations of conservation laws. Let $\psi=\left(\psi_{1}, \ldots, \psi_{n}\right)^{T}$ be an $n$-tuple of fields and let $\theta$ be a single parameter which characterizes a transformation of $\psi$. For instance, $\theta$ can be an angle when the transformation is a rotation. Assume further that $\psi$ extremizes the action and that the Lagrangian density is a function of $\psi$ and its first derivatives in time and space, $\mathscr{L}\left(\psi, \partial_{t} \psi, \nabla \psi\right)$. Finally, let $\tilde{\psi}(\theta, t, \boldsymbol{r})$ be the field after the transformation and $\tilde{\psi}(0, t, \boldsymbol{r})=\psi(t, \boldsymbol{r})$. The derivative of the $\mathscr{L}\left(\tilde{\psi}, \partial_{t} \tilde{\psi}, \nabla \tilde{\psi}\right)$ with respect to $\theta$, evaluated at $\theta=0$, is then

$$
\begin{align*}
& \frac{\mathrm{d} \mathscr{L}}{\mathrm{~d} \theta}=\sum_{i=1}^{n}\left\{\frac{\partial \mathscr{L}}{\partial \psi_{i}} \frac{\partial \tilde{\psi}_{i}}{\partial \theta}+\frac{\partial \mathscr{L}}{\partial\left(\partial_{t} \psi_{i}\right)} \frac{\partial}{\partial t}\left[\frac{\partial \tilde{\psi}_{i}}{\partial \theta}\right]+\frac{\partial \mathscr{L}}{\partial\left(\nabla \psi_{i}\right)} \cdot \nabla\left[\frac{\partial \tilde{\psi}_{i}}{\partial \theta}\right]\right\} \\
&=\sum_{i=1}^{n}\left\{\frac{\partial \mathscr{L}}{\partial \psi_{i}}-\right.\left.\frac{\partial}{\partial t}\left[\frac{\partial \mathscr{L}}{\partial\left(\partial_{t} \psi_{i}\right)}\right]-\nabla \cdot\left[\frac{\partial \mathscr{L}}{\partial\left(\nabla \psi_{i}\right)}\right]\right\} \frac{\partial \tilde{\psi}_{i}}{\partial \theta} \\
& \quad \sum_{i=1}^{n}\left\{\frac{\partial}{\partial t}\left[\frac{\partial \mathscr{L}}{\partial\left(\partial_{t} \psi_{i}\right)} \frac{\partial \tilde{\psi}_{i}}{\partial \theta}\right]+\nabla \cdot\left[\frac{\partial \mathscr{L}}{\partial\left(\nabla \psi_{i}\right)} \frac{\partial \tilde{\psi}_{i}}{\partial \theta}\right]\right\} . \tag{2.66}
\end{align*}
$$

The first term on the right-hand side is zero by assumption since $\psi$ extremizes the action. The transformation is called a symmetry if the Lagrangian density is either invariant or changed by a gradient term, meaning that

$$
\begin{equation*}
\frac{\mathrm{d} \mathscr{L}}{\mathrm{~d} \theta}=\frac{\partial q_{0}}{\partial t}+\nabla \cdot \boldsymbol{q} . \tag{2.67}
\end{equation*}
$$

When the transformation is a symmetry, equation (2.66) becomes a conservation law,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot \boldsymbol{j}=0 \tag{2.68}
\end{equation*}
$$

where the conserved "charge" density is

$$
\begin{equation*}
\rho=q_{0}-\sum_{i=1}^{n} \frac{\partial \mathscr{L}}{\partial\left(\partial_{t} \psi_{i}\right)} \frac{\partial \tilde{\psi}_{i}}{\partial \theta}, \tag{2.69}
\end{equation*}
$$

and the conserved current is

$$
\begin{equation*}
\boldsymbol{j}=\boldsymbol{q}-\sum_{i=1}^{n} \frac{\partial \mathscr{L}}{\partial\left(\nabla \psi_{i}\right)} \frac{\partial \tilde{\psi}_{i}}{\partial \theta} . \tag{2.70}
\end{equation*}
$$

The Lagrange density is not invariant under spatial rotations, $\boldsymbol{x} \mapsto$ $R_{1} x$. Rather, as explained above, the Lagrangian is invariant under the combined rotation of space and spinors, $\psi(x) \mapsto R_{2} \psi\left(R_{1} x\right)$, where $R_{2}$ rotates the spinor and $R_{1}$ rotates the spatial position. For a rotation around an axis $\boldsymbol{n}, R_{2}$ is given by equation (2.54) and

$$
\begin{equation*}
R_{1}=\exp (\theta \boldsymbol{n} \cdot \boldsymbol{\Lambda}) \tag{2.71}
\end{equation*}
$$

where

$$
\begin{align*}
\Lambda_{x} & =\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right),  \tag{2.72a}\\
\Lambda_{y} & =\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right),  \tag{2.72b}\\
\Lambda_{z} & =\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) . \tag{2.72c}
\end{align*}
$$

For a small rotation by an angle $\theta$, the spinor field, therefore, transforms as

$$
\begin{align*}
\psi(\boldsymbol{x}) & \mapsto\left(1+i \frac{\theta}{2} \boldsymbol{n} \cdot \boldsymbol{\sigma}\right) \psi(\boldsymbol{x}+\theta \boldsymbol{n} \cdot \boldsymbol{\Lambda} \boldsymbol{x}) \\
& =\psi(\boldsymbol{x})+\theta\left[\frac{i}{2} \boldsymbol{n} \cdot \boldsymbol{\sigma} \psi(\boldsymbol{x})+(\boldsymbol{n} \cdot \boldsymbol{\Lambda}) \boldsymbol{x} \cdot \nabla \psi(\boldsymbol{x})\right]+\mathcal{O}\left(\theta^{2}\right) \tag{2.73}
\end{align*}
$$

So

$$
\begin{equation*}
\frac{\partial \tilde{\psi}}{\partial \theta}=\frac{i}{2} \boldsymbol{n} \cdot \boldsymbol{\sigma} \psi(\boldsymbol{x})+(\boldsymbol{n} \cdot \boldsymbol{\Lambda}) \boldsymbol{x} \cdot \nabla \psi(\boldsymbol{x}) \tag{2.74}
\end{equation*}
$$

The field $\psi^{\dagger}$ also transforms, but we can freely choose the asymmetric form of the Lagrangian density with $\partial \mathscr{L} / \partial\left(\partial_{t} \psi^{\dagger}\right)=0$, such that $\partial \tilde{\psi}^{\dagger} / \partial \theta$ does not enter in equation (2.69). When using this asymmetric form, $\partial \mathscr{L} / \partial\left(\partial_{t} \psi\right)=\pi=i \psi \psi^{\dagger}$, so the conserved charge density associated with rotation is

$$
\begin{align*}
& \rho(\boldsymbol{x})=-i \psi^{\dagger}(\boldsymbol{x})\left[\frac{i}{2} \boldsymbol{n} \cdot \boldsymbol{\sigma} \psi(\boldsymbol{x})+(\boldsymbol{n} \cdot \boldsymbol{\Lambda}) x \cdot \nabla \psi(\boldsymbol{x})\right] \\
&=\psi^{\dagger}(\boldsymbol{x}) \frac{1}{2} \boldsymbol{n} \cdot \boldsymbol{\sigma} \psi(\boldsymbol{x})+\psi^{\dagger}(\boldsymbol{x})(\boldsymbol{n} \times \boldsymbol{x}) \cdot(-i \nabla) \psi(\boldsymbol{x}) \\
&=\boldsymbol{n} \cdot[S(\boldsymbol{x})+\boldsymbol{L}(\boldsymbol{x})] \tag{2.75}
\end{align*}
$$

where we used that $(\boldsymbol{n} \cdot \boldsymbol{\Lambda}) \boldsymbol{x}=(\boldsymbol{n} \times \boldsymbol{x})$ and defined the spin angular momentum density $S$ and orbital angular momentum density, $L$, respectively as

$$
\begin{align*}
& S(x)=\frac{1}{2} \psi^{\dagger}(x) \sigma \psi(x)  \tag{2.76a}\\
& L(x)=\psi^{\dagger}(x)[x \times(-i \nabla)] \psi(x) \tag{2.76b}
\end{align*}
$$

Note that both the orbital and spin angular momentum can in principle be nonzero even for a static field. This is not to say that $S$ and $L$ do not represent rotation in the sense of flow around an axis.

It is difficult to see how the spin $S$ makes intuitive sense as a measure of dynamic rotation around an axis without a geometric understanding of spinors. Luckily, it is possible to find a geometric understanding of spinors in the fascinating field of geometric algebra [120, 121]. In geometric algebra, spinors can be understood as rotors combined with dilation. As the name suggests, a rotor defines a rotation. Using geometric algebra notation, a spinor $\psi$ transforms vectors according to
$\boldsymbol{v} \mapsto \psi \boldsymbol{v} \psi^{\dagger}$, where the dagger is used to denote the geometric algebra reverse operation. That is, while vectors define arrows with an amplitude and a direction, spinors define rotations and dilations of vectors. In the case of the electron field, the spinors define a rotation that depends on the coordinate system one works with. One can think of the electron as defining a rotation from your coordinate system to the electron's coordinate system. The $z$-axis of the electron's coordinate system is pointing in the direction defined of $\psi^{\dagger} \boldsymbol{\sigma} \psi$ with the notation used here. Now, consider how the electron field changes in time, which is given by equation (2.64). For simplicity, take the situation in which

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}=E \psi \Longrightarrow \psi(t)=\mathrm{e}^{-i E t} \psi(t) \tag{2.77}
\end{equation*}
$$

In this case, the spin $\psi^{\dagger} \boldsymbol{\sigma} \psi$ is constant. If we convert equation (2.77) to the formulation of spinors as rotors in geometric algebra, multiplying $\psi$ by a factor $\exp (i \varphi)$ is the same as rotating the electron coordinate system in the $x y$-plane. That is, the spinor defines a rotation to a coordinate system that is rotating around the axis which points in the direction given by $\psi^{\dagger} \boldsymbol{\sigma} \psi$. Hence, in the geometric picture, there is a clear rotation around the spin axis.

As a side note, the geometric understanding of spinors also gives insight into their special rotation properties, which makes them fermionic through the spin-statistics theorem. The fact that spinors act on vectors from both sides, $\boldsymbol{v} \mapsto \psi \boldsymbol{v} \psi^{\dagger}$ is why they essentially rotate with half the speed of vectors. It is why they transform according to the 2 -dimensional representation of the rotation group, which is why they acquire a minus sign under $2 \pi$ rotation. This minus sign is why they are fermionic.

### 2.6 The Electron Magnetic Moment and Spin-Orbit Coupling

The fact that angular momentum is a conserved quantity means that it can be used to encode and send information. If you suddenly observe an increased amount of angular momentum, you know that it must have come from somewhere. When you send a specified amount of upwards-pointing angular momentum down an insulated wire, you can be certain that it will be received at the other end. If you and the receiver have agreed that upwards-pointing angular momentum
means 1 , you have just sent a bit of information. This is in a sense, and in overly simplified terms, the basis for spintronics.

However, in order for this to work, one needs a convenient way to manipulate angular momentum. That is, while electronics work by using the electric field to manipulate the conserved scalar quantity called electric charge, spintronics require an analogous way to manipulate angular momentum. Fortunately, manipulation of angular momentum is possible, both through the magnetic field and the electric field. In particular, both the electric field and the magnetic field can be used to manipulate the spin of electrons.

Understanding how the electron spin interacts not only with the magnetic field, but also with the electric field, requires the theory of relativity. In relativistic theories, one cannot meaningfully separate the electric field and the magnetic field. Even if a stationary observer measures no magnetic field, another observer might measure a non-zero magnetic field as a consequence of the fact that this observer is in motion relative to the first observer [122]. As a result, one should instead consider a more fundamental field, $(V, A)$, which is sometimes referred to as the photon field [123] or the electromagnetic 4-potential [122]. The photon field is a 4 -vector field because one must treat time and space on the same footing in relativistic theories. The electric field, $\boldsymbol{E}$, and the magnetic field, $\boldsymbol{B}$, are determined from the photon field and can be calculated from

$$
\begin{align*}
& E=-\nabla V-\frac{\partial A}{\partial t},  \tag{2.78a}\\
& B=\nabla \times A . \tag{2.78b}
\end{align*}
$$

Fundamentally, the same interaction that allows electric charge to be moved in electronic devices also allows spin to be manipulated in spintronics devices. A single interaction between the electron field and the photon field gives, in the non-relativistic limit, three different types of interactions: the normal electromagnetic interaction responsible for the Lorentz force, the interaction between the electron spin and the magnetic field, and the spin-orbit interaction.

In this section, I derive the interaction between the electron spin and the electromagnetic field. To do so, I start with the relativistic description of electrons and take the non-relativistic limit. Taking the non-relativistic limit means that we neglect terms with small operator
norms on the subset of non-relativistic states. That is, I assume that the system is well described by a subset of Hilbert space, $\mathscr{V}_{\mathrm{NR}} \subset \mathscr{V}$ where the energy is dominated by the rest mass energy. The operator norm of an operator $T$ on $\mathscr{V}_{\mathrm{NR}}$ is defined as the smallest real number $c$ satisfying [105]

$$
\begin{equation*}
|\langle\psi| T| \psi\rangle \mid<c\langle\psi \mid \psi\rangle \tag{2.79}
\end{equation*}
$$

for all $|\psi\rangle \in \mathscr{V}_{\text {NR }}$. The aim is to write the Lagrangian as a series expansion in operators with increasingly small operator norms on the non-relativistic subset of the Hilbert space. In terms of the relativistic corrections, I keep only the terms that couple spin to the magnetic and electric fields, and only the lowest order in which they occur. For a consistent description of electrons, one should keep all terms that are of the same order. However, the aim here is not full consistency. The potentials in real materials are often too complicated to evaluate even the lowest order term exactly, so including higher order terms are not necessary. The point is rather to determine the form of the most important terms in the Hamiltonian, such that we know which effects to add in an effective description of real systems, even if the strengths of these effects must be determined empirically.

In the relativistic description of the electron field, the electron field consists of two coupled spinor fields: $\psi_{L}$ and $\psi_{R}$. These are known as the left-chiral and right-chiral Weyl spinors, respectively [116]. Both transform in the same way under rotation, but they transform differently under Lorentz boosts. For a general rotation of angle $\theta$ around the $\boldsymbol{n}$ axis and a Lorentz boost $\eta$ in the $\boldsymbol{v}$-direction, then

$$
\begin{equation*}
\psi_{R / L} \mapsto \exp \left(i \frac{\theta}{2} \boldsymbol{n} \cdot \boldsymbol{\sigma} \pm \frac{\eta}{2} \boldsymbol{v} \cdot \boldsymbol{\sigma}\right) \psi_{R / L} \tag{2.80}
\end{equation*}
$$

Let

$$
\begin{equation*}
\psi=\binom{\psi_{L}}{\psi_{R}} . \tag{2.81}
\end{equation*}
$$

The Lagrangian density, known as the Dirac Lagrangian [116, 124], is then given by

$$
\begin{equation*}
\mathscr{L}=\psi^{\dagger}\left[i\left(\frac{\partial}{\partial t}+i q V\right)+i \gamma_{0} \gamma \cdot(\nabla-i q A)-\gamma_{0} m\right] \psi \tag{2.82}
\end{equation*}
$$

where $q$ is the electric charge and $(V, A)$ is the photon field and the $4 \times 4$ gamma matrices are

$$
\gamma_{0}=\left(\begin{array}{ll}
0 & 1  \tag{2.83}\\
1 & 0
\end{array}\right), \quad \text { and } \quad \gamma=\left(\begin{array}{cc}
0 & \sigma \\
-\sigma & 0
\end{array}\right)
$$

We are mainly interested in the conserved quantity associated with rotation. Using that the Lagrangian is invariant under rotation and the Weyl-spinors transform according to equation (2.80), the same derivation as in section 2.5 shows that the spin density operator is

$$
S=\psi^{\dagger} \frac{1}{2}\left(\begin{array}{cc}
\sigma & 0  \tag{2.84}\\
0 & \sigma
\end{array}\right) \psi
$$

In order to obtain a non-relativistic description one must decouple the bispinor field into two spinor fields by using the fact that the rest mass $m$ is large compared to other energies in the non-relativistic limit. This is difficult in the Weyl basis because the dominant mass term, $-\psi^{\dagger} \gamma_{0} m \psi$, couples the left-chiral and right-chiral Weyl spinors. Instead, it is more convenient to use the Dirac bispinor

$$
\psi_{D}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{2.85}\\
1 & -1
\end{array}\right)\binom{\psi_{L}}{\psi_{R}}=\binom{u}{v} .
$$

Written in terms of the Dirac bispinor, the Lagrange density is

$$
\begin{equation*}
\mathscr{L}=\psi_{D}^{\dagger}\left[\left(i \frac{\partial}{\partial t}-q V\right)-\boldsymbol{\alpha} \cdot(-i \nabla-q \boldsymbol{A})-\beta m\right] \psi_{D}, \tag{2.86}
\end{equation*}
$$

where

$$
\beta=\left(\begin{array}{cc}
1 & 0  \tag{2.87}\\
0 & -1
\end{array}\right), \quad \text { and } \quad \alpha=\left(\begin{array}{cc}
0 & \sigma \\
\sigma & 0
\end{array}\right) .
$$

One way to decouple the relativistic Dirac theory is to perform a Foldy-Wouthuysen transformation [125-127]. This is done by iteratively transforming the bispinors through unitary transformations and successively removing off-diagonal terms. A unitary transformation, by definition, is one which preserves inner products. Normally, a Foldy-Wouthuysen transformation is performed by transforming state vectors, $|\psi\rangle$ with well-defined inner products. Here, however, we want to transform the bispinor operators, and inner products are not
defined for the space of operators. Nevertheless, one can perform a transformation that preserves an expression reminiscent of the inner product in $L^{2}$,

$$
\begin{equation*}
N_{\text {tot }}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi_{D}^{\dagger} \psi_{D} \tag{2.88}
\end{equation*}
$$

This expression is the operator for the total number of particles.
By ensuring that our two new decoupled spinor fields, ${ }^{4} \psi_{e}$ and $\psi_{p}$, also satisfy

$$
N_{\mathrm{tot}}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x\left(\begin{array}{ll}
\psi_{e}^{\dagger} & \psi_{p}^{\dagger} \tag{2.89}
\end{array}\right)\binom{\psi_{e}}{\psi_{p}},
$$

one ensures that $\psi_{e}^{\dagger} \psi_{e}$ and $\psi_{p}^{\dagger} \psi_{p}$ can still be used to count the number of particles. Note however, that this does not mean that the equality $\psi_{D}^{\dagger}(x) \psi_{D}(x)=\psi_{e}^{\dagger}(x) \psi_{e}(x)+\psi_{p}^{\dagger}(x) \psi_{p}(x)$ holds locally, so $\psi_{e}^{\dagger} \psi_{e}$ and $\psi_{p}^{\dagger} \psi_{p}$ need not be density operators in the same sense as $\psi_{D}^{\dagger} \psi_{D}$. Because I consider quantum field theory rather than just a free Dirac particle, I do not perform a Foldy-Wouthuysen transformation. Instead, I use the Dirac equation to rewrite the Lagrangian in terms of two decoupled spinor fields, $\psi_{e}$ and $\psi_{p}$, and then I ensure that the new fields can be interpreted as matter fields by ensuring that equation (2.89) is satisfied and that the total number operator is preserved for each of the two new fields. The result is consistent with what one obtains from a Foldy-Wouthuysen transformation [126].

In order to ensure that the total number operator is conserved, note that the total number of $e$-particles is conserved if the Lagrangian density has the form $\mathscr{L}=\mathscr{L}_{e}+\mathscr{L}_{p}$ with

$$
\begin{equation*}
\mathscr{L}_{e}=\psi_{e}^{\dagger} i \frac{\partial \psi_{e}}{\partial t}-h_{e} \tag{2.90}
\end{equation*}
$$

and similarly for $\mathscr{L}_{p}$. In this case, given that $\mathscr{L}_{e}$ and $\mathscr{L}_{p}$ are symmetric under global $U(1)$-transformations, $\psi_{e / p} \mapsto \exp (i \varphi) \psi_{e / p}$, Noethers theorem states that the conserved charge densities are

$$
\begin{equation*}
\rho_{e / p}=-i \psi_{e / p}^{\dagger} i \psi_{e / p}=\psi_{e / p}^{\dagger} \psi_{e / p} . \tag{2.91}
\end{equation*}
$$

4. I use the subscripts $e$ and $p$ to indicate that $\psi_{e}$ is the electron field and $\psi_{p}$ is related to the positron field. Note, however, that $\psi_{p}$ is not exactly the positron field. A positron is defined as the absence of what I refer to as a $p$-particle. The positron field would therefore be $\psi_{p}^{\dagger}$.

Therefore, the total charges

$$
\begin{equation*}
N_{e / p}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \rho_{e / p}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi_{e / p}^{\dagger} \psi_{e / p} \tag{2.92}
\end{equation*}
$$

are conserved. We see that $N_{e / p}$ can be identified as the total number of $e$-particles and $p$-particles respectively. Note again that this does not mean that $q \psi_{e}^{\dagger}(x) \psi_{e}(x)$ is the electric charge density of the $\psi_{e}$-field, as we will see.

To motivate the definitions of $\psi_{e}$ and $\psi_{p}$, consider the Dirac equation, which is obtained by extremizing the action with respect $\psi_{D}^{\dagger}$,

$$
\begin{equation*}
\frac{\delta S}{\delta \psi_{D}^{\dagger}}=\left[\left(i \frac{\partial}{\partial t}-q V\right)-\boldsymbol{\alpha} \cdot(-i \nabla-q A)-\beta m\right] \psi_{D}=0 \tag{2.93}
\end{equation*}
$$

A general solution may be written as a sum of terms with positive energies and terms with negative energies. These are related to particle and antiparticle solutions, respectively, and I will use them to define $\psi_{e}$ and $\psi_{p}$. To write the Dirac equation in terms of energies, I Fourier transform in time, such that

$$
\begin{equation*}
\psi_{D}(E)=\int_{-\infty}^{\infty} \mathrm{d} t \psi_{D}(t) \mathrm{e}^{i E t} \tag{2.94}
\end{equation*}
$$

After a Fourier transformation in time equation (2.93) becomes

$$
\begin{align*}
(E+i \boldsymbol{\alpha} \cdot \nabla-\beta m) & \psi_{D}(E) \\
& =-q \int_{-\infty}^{\infty} \mathrm{d} \varepsilon[V(\varepsilon)+\boldsymbol{\alpha} \cdot \boldsymbol{A}(\varepsilon)] \psi_{D}(E-\varepsilon) \tag{2.95}
\end{align*}
$$

If we assume that the right-hand side, as well as the term $\boldsymbol{\alpha} \cdot \nabla \psi_{E}$, are both much smaller than $m \psi_{D}$, we see that equation (2.95) only has nonzero solutions when $E$ is close to $\pm m$. Moreover, in the non-relativistic limit, $V(\varepsilon)+\boldsymbol{\alpha} \cdot \boldsymbol{A}(\varepsilon)$ is negligible when $|\varepsilon| \approx 2 m$, so the solutions close to $\varepsilon=m$ and $\varepsilon=-m$ do not couple. In other words, there is some cutoff energy $E_{c} \ll m$ for which one can define

$$
\psi_{ \pm}(E)= \begin{cases}\psi_{D}(E \pm m) & \text { if }|E|<E_{c}  \tag{2.96}\\ 0 & \text { otherwise }\end{cases}
$$

such that $\psi_{D}(E)=\psi_{+}(E-m)+\psi_{-}(E+m)$ and

$$
\begin{align*}
&(E+i \boldsymbol{\alpha} \cdot \nabla-\beta m) \psi_{ \pm}(E \mp m) \\
&=-q \int_{-\infty}^{\infty} \mathrm{d} \varepsilon[V(\varepsilon)+\boldsymbol{\alpha} \cdot \boldsymbol{A}(\varepsilon)] \psi_{ \pm}(E \mp m-\varepsilon) . \tag{2.97}
\end{align*}
$$

To avoid the convolution on the right-hand side, I inverse Fourier transform back to time coordinates, such that

$$
\begin{equation*}
\left[\left(i \frac{\partial}{\partial t}-q V\right)-\boldsymbol{\alpha} \cdot(-i \nabla-q \boldsymbol{A})-\beta m \pm m\right] \psi_{ \pm}=0 \tag{2.98}
\end{equation*}
$$

Inserting $\psi_{D}(t)=\exp (-i m t) \psi_{+}(t)+\exp (i m t) \psi_{-}(t)$ into the Dirac Lagrangian (2.86), one gets cross-terms involving both $\psi_{+}$and $\psi_{-}$. However, these terms will also be proportional to $\exp ( \pm 2 i m t)$. Since $\psi_{ \pm}(t)$ and the photon field by assumption vary slowly in time compared to $\exp ( \pm 2 i m t)$, these terms will have a negligible influence on the action. ${ }^{5}$ It is the action,

$$
\begin{equation*}
S=\int_{-\infty}^{\infty} \mathrm{d} t \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \mathscr{L}(t, x) \tag{2.99}
\end{equation*}
$$

that matters. Therefore, I assume that I can neglect the cross terms. As a result, the Dirac Lagrangian becomes

$$
\begin{equation*}
\mathscr{L}=\mathscr{L}_{e}+\mathscr{L}_{p} \tag{2.100}
\end{equation*}
$$

where the electron Lagrangian and positron Lagrangian are

$$
\begin{equation*}
\mathscr{L}_{e / p}=\psi_{ \pm}^{\dagger}\left[\left(i \frac{\partial}{\partial t}-q V\right)-\boldsymbol{\alpha} \cdot(-i \nabla-q \boldsymbol{A})-\beta m \pm m\right] \psi_{ \pm} \tag{2.101}
\end{equation*}
$$

respectively.
Equation (2.101) looks similar to equation (2.90), but it is written in terms of bispinor fields rather than spinor fields. The next step is therefore to extract proper spinor fields from $\psi_{ \pm}$. I will only consider
5. There can in principle be cross-terms in $\mathscr{L}$, like $\psi_{-}^{\dagger}(t) \boldsymbol{A}(t) \psi_{+}(t)$, that are not negligible if $\boldsymbol{A}$ oscillates with frequency 2 m . In physical terms, a (+)-particle can become a $(-)$-particle through an oscillation with frequency $2 m$ in the photon field. This could for example be the creation of an electron-positron pair through the annihilation of a very energetic photon. I do not include such effects here, since I assume that the photon field does not oscillate that rapidly.
the electron Lagrangian $\mathscr{L}_{e}$. The derivation of the positron Lagrangian, $\mathscr{L}_{p}$, follows the same steps, but I don't show this derivation because, for the purposes of condensed matter physics, positrons are not of much relevance. Despite the fact that matter, like electrons, and antimatter, like positrons, are on equal footing in the theoretical model, our observable universe is made almost entirely of matter [128]. Therefore, when studying the physics of condensed matter, the electron is the main player.

Inserting $\psi_{+}=\left(u_{+}, v_{+}\right)^{T}$ into equation (2.98) I get

$$
\begin{align*}
\left(i \frac{\partial}{\partial t}-q V\right) u_{+} & =\sigma \cdot(-i \nabla-q \boldsymbol{A}) v_{+}  \tag{2.102a}\\
\left(i \frac{\partial}{\partial t}-q V+2 m\right) v_{+} & =\sigma \cdot(-i \nabla-q \boldsymbol{A}) u_{+} \tag{2.102b}
\end{align*}
$$

To solve for $v_{+}$in terms of $u_{+}$, I apply the operator

$$
\begin{equation*}
P=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 m)^{n+1}}\left(i \frac{\partial}{\partial t}-q V\right)^{n} \tag{2.103}
\end{equation*}
$$

to equation (2.102b) and use that

$$
\begin{align*}
P\left(i \frac{\partial}{\partial t}-q V+2 m\right) v_{+}= & -\sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{(2 m)^{n+1}}\left(i \frac{\partial}{\partial t}-q V\right)^{n+1} v_{+} \\
& +\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 m)^{n}}\left(i \frac{\partial}{\partial t}-q V\right)^{n} v_{+}=v_{+} \tag{2.104}
\end{align*}
$$

which is true provided that the series converges. In the non-relativistic limit $\left|(i \partial / \partial t-q V)^{n} v_{+}\right| /(2 m)^{n} \rightarrow 0$, so the series does converge. As a result,

$$
\begin{equation*}
v_{+}=P \sigma \cdot(-i \nabla-q A) u_{+} \tag{2.105}
\end{equation*}
$$

Inserting equation (2.105) into the electron Lagrangian, I get

$$
\begin{gather*}
\mathscr{L}_{e}=u_{+}^{\dagger}\left(i \frac{\partial}{\partial t}-q V\right) u_{+}-u_{+}^{\dagger} \sigma \cdot(-i \nabla-q A) P \sigma \cdot(-i \nabla-q A) u_{+} \\
+\left[P \sigma \cdot(-i \nabla-q A) u_{+}\right]^{\dagger}\left(i \frac{\partial}{\partial t}-q V+2 m\right) P \sigma \cdot(-i \nabla-q A) u_{+} \\
-\left[P \sigma \cdot(-i \nabla-q A) u_{+}\right]^{\dagger} \sigma \cdot(-i \nabla-q A) u_{+} . \tag{2.106}
\end{gather*}
$$

Performing the partial integrations such that all differentiation operators act to the rightmost $u_{+}$, I get that

$$
\begin{gather*}
\mathscr{L}_{e}=u_{+}^{\dagger}\left(i \frac{\partial}{\partial t}-q V\right) u_{+}-u_{+}^{\dagger} \boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A}) P \boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A}) u_{+} \\
+u_{+}^{\dagger} \boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A}) P\left(i \frac{\partial}{\partial t}-q V+2 m\right) P \boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A}) u_{+} \\
-u_{+}^{\dagger} \boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A}) P \boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A}) u_{+} . \tag{2.107}
\end{gather*}
$$

From equation (2.104) one can see that the second and third terms cancel, so

$$
\begin{equation*}
\mathscr{L}_{e}=u_{+}^{\dagger}\left[i \frac{\partial}{\partial t}-q V-\sigma \cdot(-i \nabla-q A) P \sigma \cdot(-i \nabla-q A)\right] u_{+} . \tag{2.108}
\end{equation*}
$$

We now have an expression for the electron Lagrangian in terms of a spinor field $u_{+}$, and one can get the effective electron Lagrangian to a given order in $E_{c} / m$, where $E_{c}$ is the largest energy scale below $m$, by terminating the series expression of $P$. However, $u_{+}$is not an appropriate choice for the spinor electron field because it does not give the correct total number of electrons. The total number of electrons is

$$
\begin{align*}
N_{e}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x & \psi_{+}^{\dagger} \psi_{+}= \\
& =\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x\left\{u_{+}^{\dagger} u_{+}\right.  \tag{2.109}\\
& \left.+\left[P \sigma \cdot(-i \nabla-q \boldsymbol{A}) u_{+}\right]^{\dagger} P \sigma \cdot(-i \nabla-q A) u_{+}\right\} .
\end{align*}
$$

Hence, we want a spinor electron field $\psi_{e}$ which is normalized such that

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi_{e}^{\dagger} \psi_{e}=N_{e} . \tag{2.110}
\end{equation*}
$$

In order to make the expansion in inverse mass more clear, I reinstate SI units when comparing terms. To convert to SI-units, the kinetic momentum operator, $(-i \nabla-q A)$, must be multiplied by the speed of light, $c$, mass $m$ must be multiplied by $c^{2}$ and differentiation with respect to time and space must be multiplied by the reduced Planck constant, $\hbar$. As discussed above, I only want the lowest order corrections, so I consider a description valid to first order in $E_{c} / m c^{2}$. To this order, the number of electrons is

$$
\begin{equation*}
N_{e}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x u_{+}^{\dagger}\left\{1+\frac{c^{2}}{4 m^{2} c^{4}}[\boldsymbol{\sigma} \cdot(-i \hbar \nabla-q \boldsymbol{A})]^{2}\right\} u_{+} . \tag{2.111}
\end{equation*}
$$

Choosing

$$
\begin{equation*}
\psi_{e}=\left\{1+\frac{1}{8 m^{2} c^{2}}[\sigma \cdot(-i \hbar \nabla-q A)]^{2}\right\} u_{+} \tag{2.112}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
u_{+}=\left\{1-\frac{1}{8 m^{2} c^{2}}[\boldsymbol{\sigma} \cdot(-i \hbar \nabla-q \boldsymbol{A})]^{2}\right\} \psi_{e} \tag{2.113}
\end{equation*}
$$

ensures that equation (2.110) is satisfied to first order. Inserting this into equation (2.108), I get that to first order in $E_{c} / m c^{2}$,

$$
\begin{equation*}
\mathscr{L}_{e}=\psi_{e}^{\dagger}\left(\varepsilon-\frac{\Pi^{2}}{2 m}+\frac{\Pi^{4}}{8 m^{3} c^{2}}-\frac{\Pi^{2} \varepsilon}{8 m^{2} c^{2}}-\frac{\varepsilon \Pi^{2}}{8 m^{2} c^{2}}+\frac{\Pi \varepsilon \Pi}{4 m^{2} c^{2}}\right) \psi_{e} \tag{2.114}
\end{equation*}
$$

where

$$
\begin{align*}
& \varepsilon=i \hbar \frac{\partial}{\partial t}-q V  \tag{2.115a}\\
& \Pi=\sigma \cdot(-i \hbar \nabla-q A) \tag{2.115b}
\end{align*}
$$

From here I again go back to natural units, setting $c=1$ and $\hbar=1$.
Consider first the second term in equation (2.114). Using the relation that if $\boldsymbol{a}$ and $\boldsymbol{b}$ are two vectors, then

$$
\begin{equation*}
(\boldsymbol{a} \cdot \boldsymbol{\sigma})(\boldsymbol{b} \cdot \boldsymbol{\sigma})=\boldsymbol{a} \cdot \boldsymbol{b}+i(\boldsymbol{a} \times \boldsymbol{b}) \cdot \boldsymbol{\sigma} \tag{2.116}
\end{equation*}
$$

I get that

$$
\begin{align*}
& \Pi^{2} \psi_{e}=\left[(-i \nabla-q \boldsymbol{A})^{2}+i(-i \nabla-q \boldsymbol{A}) \times(-i \nabla-q \boldsymbol{A}) \cdot \sigma\right] \psi_{e} \\
& =\left[(-i \nabla-q \boldsymbol{A})^{2}+q(\nabla \times \boldsymbol{A}) \cdot \boldsymbol{\sigma}\right] \psi_{e} \\
& =\left[(-i \nabla-q \boldsymbol{A})^{2}+q \boldsymbol{B} \cdot \boldsymbol{\sigma}\right] \psi_{e} \tag{2.117}
\end{align*}
$$

where I used that the magnetic field is $\boldsymbol{B}=\nabla \times \boldsymbol{A}$. From this one can also evaluate the term proportional to $\Pi^{4}$. One can see that this will only give corrections to the kinetic energy and higher-order interactions between spin and B. I am only interested in including the most important interactions between spin and the electromagnetic field, so I ignore the term proportional to $\Pi^{4}$.

Next, the three remaining terms can be evaluated using that

$$
\begin{align*}
& {[\varepsilon, \Pi]_{-} \psi_{e}=\left[i \frac{\partial}{\partial t}-q V, \boldsymbol{\sigma} \cdot(-i \nabla-q A)\right]_{-} \psi_{e}} \\
& \begin{aligned}
=-i\left(\left[\frac{\partial}{\partial t}, \sigma \cdot q A\right]_{-}\right. & \left.-[q V, \boldsymbol{\sigma} \cdot \nabla]_{-}\right) \psi_{e} \\
& =i q \sigma \cdot\left(-\frac{\partial \boldsymbol{A}}{\partial t}-\nabla V\right) \psi_{e}=i q \boldsymbol{\sigma} \cdot \boldsymbol{E} \psi_{e}
\end{aligned}
\end{align*}
$$

where I used that the electric field is $E=-\partial A / \partial t-\nabla V$. Hence,

$$
\begin{align*}
& \frac{\Pi \varepsilon \Pi}{4 m^{2}}-\frac{\Pi^{2} \varepsilon}{8 m^{2}}-\frac{\varepsilon \Pi^{2}}{8 m^{2}}=\frac{\Pi \varepsilon \Pi}{4 m^{2}}-\frac{\Pi \varepsilon \Pi}{8 m^{2}}-\frac{\Pi \varepsilon \Pi}{8 m^{2}} \\
& \quad+\frac{i q \boldsymbol{\sigma} \cdot \boldsymbol{E} \Pi}{8 m^{2}}-\frac{\Pi i q \boldsymbol{\sigma} \cdot \boldsymbol{E}}{8 m^{2}}=\frac{i q \boldsymbol{\sigma} \cdot \boldsymbol{E} \Pi}{8 m^{2}}-\frac{\Pi i q \boldsymbol{\sigma} \cdot \boldsymbol{E}}{8 m^{2}} \tag{2.119}
\end{align*}
$$

This is again a product of Pauli matrices and therefore again an opportunity to use equation (2.116),

$$
\begin{align*}
& i[\boldsymbol{\sigma} \cdot \boldsymbol{E}, \Pi]_{-} \psi_{e}=i[\boldsymbol{\sigma} \cdot \boldsymbol{E}, \boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A})]_{-} \psi_{e} \\
& \quad=\{-(\nabla \cdot \boldsymbol{E})-i \boldsymbol{\sigma} \cdot(\nabla \times \boldsymbol{E})-2 \boldsymbol{\sigma} \cdot[\boldsymbol{E} \times(-i \nabla-q \boldsymbol{A})]\} \psi_{e} \tag{2.120}
\end{align*}
$$

The term proportional to $\nabla \cdot E$ gives rise to a term in the Lagrangian known as the Darwin term $[126,129]$ and does not provide any coupling between spin and the electromagnetic field, so I ignore it here. Inserting this result back into the Lagrangian, I finally get that the electron Lagrangian density, written in terms of a single spinor field, is

$$
\begin{align*}
\mathscr{L}_{e}=\psi_{e}^{\dagger}\left(i \frac{\partial}{\partial t}\right. & -q V-\frac{(-i \nabla-q \boldsymbol{A})^{2}}{2 m}+\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B} \\
& \left.-\frac{i q \boldsymbol{\sigma} \cdot(\nabla \times \boldsymbol{E})}{8 m^{2}}-\frac{q \boldsymbol{\sigma} \cdot[\boldsymbol{E} \times(-i \nabla-q \boldsymbol{A})]}{4 m^{2}}\right) \psi_{e} . \tag{2.121}
\end{align*}
$$

One can also identify the Hamiltonian density, $h_{e}$, from

$$
\begin{equation*}
\mathscr{L}_{e}=\pi^{\dagger} \frac{\partial \psi_{e}}{\partial t}-h_{e} \tag{2.122}
\end{equation*}
$$

where $\pi=i \psi_{e}^{\dagger}$ is the conjugate momentum density of $\psi$ and the Hamiltonian density is

$$
\begin{align*}
h_{e}=\psi_{e}^{\dagger}\{q V & +\frac{(-i \nabla-q \boldsymbol{A})^{2}}{2 m}+\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B}+\frac{q(\nabla \cdot \boldsymbol{E})}{8 m^{2}} \\
& \left.+\frac{i q \boldsymbol{\sigma} \cdot(\nabla \times \boldsymbol{E})}{8 m^{2}}+\frac{q \boldsymbol{\sigma} \cdot[\boldsymbol{E} \times(-i \nabla-q \boldsymbol{A})]}{4 m^{2}}\right\} \psi_{e} . \tag{2.123}
\end{align*}
$$

Because of the form of equation (2.122) and the fact that the Lagrangian is symmetric under global $U(1)$-transformation, $\psi_{e} \mapsto \exp (i \varphi) \psi_{e}$, one can also see that the total number of electrons is conserved, as required. Because of the form of equation (2.122), we also know from section 2.5 that the Lagrangian density is consistent with the Heisenberg equation and that the spin angular momentum density of the field is $S=(1 / 2) \psi_{e}^{\dagger} \boldsymbol{\sigma} \psi_{e}$.

The different terms in the Hamiltonian density have different physical interpretations. The first term is just the electric potential energy. The second term is the non-relativistic limit of the kinetic energy since the kinetic momentum operator is $(-i \nabla-q A)$. The third term is the Zeeman energy [25]. The Zeeman energy is not a relativistic correction, since it does not vanish in the limit $m c^{2} \rightarrow \infty$. It is responsible for the coupling between the magnetic field $B$ and electron spin $\boldsymbol{S}=(1 / 2) \psi_{e}^{\dagger} \boldsymbol{\sigma} \psi_{e}$,

$$
\begin{equation*}
h_{Z}=\psi_{e}^{\dagger} \frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B} \psi_{e}=\frac{q}{m} \boldsymbol{S} \cdot \boldsymbol{B} . \tag{2.124}
\end{equation*}
$$

It also defines a magnetic moment associated with the spin and thereby a $g$-factor [130]. The potential energy of a magnetic moment $\boldsymbol{\mu}$ in a magnetic field $B$ is

$$
\begin{equation*}
h_{z}=-\boldsymbol{\mu} \cdot \boldsymbol{B}, \tag{2.125}
\end{equation*}
$$

and the relationship between the magnetic moment, the $g$-factor, $g$, and the spin angular momentum is [130]

$$
\begin{equation*}
\boldsymbol{\mu}=g \frac{q S}{2 m} \tag{2.126}
\end{equation*}
$$

Hence, from equation (2.123), we see that the $g$-factor associated with the spin at the level of operators is exactly $g=-2$. Note, however,
that to compute measured Zeeman energies one must evaluate the expectation value of the Zeeman energy operator. Therefore, the effective $g$-factor will be slightly different. This is because

$$
\begin{equation*}
\left\langle h_{Z}\right\rangle=\left\langle\frac{q}{m} S \cdot \boldsymbol{B}\right\rangle \neq \frac{q}{m}\langle\boldsymbol{S}\rangle \cdot\langle\boldsymbol{B}\rangle . \tag{2.127}
\end{equation*}
$$

The photon field $(V, A)$ is also a quantum field. Taking the expectation value requires taking into consideration the evolution of the photon field, not to mention the coupling to all the other fields in the standard model. To evaluate $\left\langle h_{Z}\right\rangle$ one can use the perturbative Green's function technique discussed in section 5.2 and treat the cubic interaction terms as perturbations. This has been done to high accuracy and with excellent agreement with experiments, and one gets an effective $g$-factor which is slightly different from $-2, g=-2.00231930436[130,131]$.

The fourth and fifth terms of equation (2.123) together constitute the spin-orbit interaction,

$$
\begin{equation*}
h_{\mathrm{SO}}=\psi_{e}^{\dagger}\left(\frac{i q \boldsymbol{\sigma} \cdot(\nabla \times \boldsymbol{E})}{8 m^{2}}+\frac{q \boldsymbol{\sigma} \cdot[\boldsymbol{E} \times(-i \nabla-q \boldsymbol{A})]}{4 m^{2}}\right) \psi_{e} . \tag{2.128}
\end{equation*}
$$

With only static charges, such that $\partial B / \partial t=0$, the electric field is curlfree and the first term vanishes. The spin-orbit interaction couples the electron spin, through the Pauli matrices $\sigma$, to the electric field $E$, and makes it possible to manipulate spin angular momentum using the electric field. Since electric fields can be easier to localize in space [132, 133] compared to magnetic fields [134-136], it can be advantageous to rely on the spin-orbit interaction rather than the Zeeman interaction when designing spin-based technology.

### 2.7 Quantum Electrodynamics

The Hamiltonian derived in section 2.6,

$$
\begin{align*}
& \mathscr{H}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi_{e}^{\dagger}\left\{q V+\frac{(-i \nabla-q \boldsymbol{A})^{2}}{2 m}+\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B}\right. \\
&\left.+\frac{i q \boldsymbol{\sigma} \cdot(\nabla \times \boldsymbol{E})}{8 m^{2}}+\frac{q \boldsymbol{\sigma} \cdot[\boldsymbol{E} \times(-i \nabla-q \boldsymbol{A})]}{4 m^{2}}-\mu\right\} \psi_{e} \tag{2.129}
\end{align*}
$$

is not enough for a complete description of the electron field. It includes terms that couple the electron field to the photon field $(V, A)$. A
complete model must also determine how this field evolves in time. Moreover, for a proper quantum mechanical treatment of electrons one must treat the photon field quantum mechanically. This means that the photon field is also a field of operators, and the temporal evolution of these operators can be determined by extremizing the action. Note that since the electric and magnetic fields should be observable, they should be symmetric operators, meaning that $E^{\dagger}=E$ and $B^{\dagger}=B$. This also means that $V$ and $A$ are symmetric, since $E=-\nabla V-\partial A / \partial t$ and $B=\nabla \times A$. Furthermore, the electromagnetic field is a vector field, which implies that operators should commute by the spin-statistics theorem [117].

The full Lagrangian density is

$$
\begin{equation*}
\mathscr{L}=\mathscr{L}_{e}+\mathscr{L}_{\mathrm{em}}+\mathscr{L}_{\text {rest }}=\mathscr{L}_{e}+\frac{1}{2}(\boldsymbol{E} \cdot \boldsymbol{E}+\boldsymbol{B} \cdot \boldsymbol{B})+\mathscr{L}_{\text {rest }} \tag{2.130}
\end{equation*}
$$

where $\mathscr{L}_{e}$ is the electron Lagrangian density from before, $\mathscr{L}_{\mathrm{em}}=$ $(\boldsymbol{E} \cdot \boldsymbol{E}+\boldsymbol{B} \cdot \boldsymbol{B}) / 2$ is the Lagrangian for the photon field and $\mathscr{L}_{\text {rest }}$ is the Lagrangian density for the other, remaining fields. In the most fundamental description, the standard model, this would be for example the quark fields and the other lepton fields. In a higher-level description, $\mathscr{L}_{\text {rest }}$ could include an effective proton field, or, at an even higher level, it could be the Lagrangian describing the ions in a crystalline solid. The coupling between the electron field and the photon field is simpler if we use the Dirac Lagrangian,

$$
\begin{align*}
\mathscr{L}_{e}+\mathscr{L}_{\mathrm{em}}=\psi_{D}^{\dagger}\left[i \frac{\partial}{\partial t}+i \boldsymbol{\alpha} \cdot \nabla-\right. & \beta m] \psi_{D}+\frac{1}{2}(\boldsymbol{E} \cdot \boldsymbol{E}+\boldsymbol{B} \cdot \boldsymbol{B}) \\
& -q \psi_{D}^{\dagger} V \psi_{D}+q \psi_{D}^{\dagger} \boldsymbol{\alpha} \cdot \boldsymbol{A} \psi_{D} \tag{2.131}
\end{align*}
$$

where I isolated the interaction terms. This is the Lagrange density of quantum electrodynamics [137]. One can get a theory with fewer variables by first solving for the photon operators. That is, one can write the photon operators as functions of the other field operators, thereby getting a new effective Lagrangian that only depends on the other fields.

To find the equations for the photon field, one can extremize the action with respect to $V$ and $A$. Extremizing the action of the interaction terms $-q \psi_{D}^{\dagger} V \psi_{D}$ and $q \psi_{D}^{\dagger} \boldsymbol{\alpha} \cdot \boldsymbol{A} \psi_{D}$ is easy because they are linear
in $V$ and $\boldsymbol{A}$. First, I extremize the action of $\mathscr{L}_{\text {em }}$ with respect to $V$. The magnetic field, $B=\nabla \times A$, does not depend on $V$, so we need only consider the electric field, $\boldsymbol{E}=-\nabla V-\partial A / \partial t$. The Lagrangian density of the photon field only depends on $\nabla V$, and the relevant term in the Euler-Lagrange equation (2.61) is

$$
\begin{equation*}
-\nabla \cdot\left[\frac{\partial \mathscr{L}_{\mathrm{em}}}{\partial(\nabla V)}\right]=-\nabla \cdot\left[\nabla V+\frac{\partial A}{\partial t}\right] \tag{2.132}
\end{equation*}
$$

Hence, if $-\rho_{\text {rest }}$ is the functional derivative of the action of $\mathscr{L}_{\text {rest }}$ with respect to $V$, then

$$
\begin{equation*}
\frac{\delta S}{\delta V}=-\nabla^{2} V-\nabla \cdot \frac{\partial A}{\partial t}-q \psi_{D}^{\dagger} \psi_{D}-\rho_{\mathrm{rest}}=0 \tag{2.133}
\end{equation*}
$$

By similarly extremizing the action with respect to $A$ one gets the set of equations for the photon field given by

$$
\begin{align*}
& \nabla^{2} V+\frac{\partial \nabla \cdot \boldsymbol{A}}{\partial t}=-q \psi_{D}^{\dagger} \psi_{D}-\rho_{\text {rest }}  \tag{2.134a}\\
& \nabla^{2} \boldsymbol{A}-\frac{\partial^{2} \boldsymbol{A}}{\partial t^{2}}-\nabla\left(\frac{\partial V}{\partial t}+\nabla \cdot \boldsymbol{A}\right)=-q \psi_{D}^{\dagger} \boldsymbol{\alpha} \psi_{D}-\boldsymbol{j}_{\text {rest }} \tag{2.134b}
\end{align*}
$$

where $\boldsymbol{j}_{\text {rest }}$ is the functional derivative of the action of $\mathscr{L}_{\text {rest }}$ with respect to $\boldsymbol{A}$. One should interpret $\rho_{\text {rest }}$ and $\boldsymbol{j}_{\text {rest }}$ as the electric charge density and electric current density of the other fields, respectively.

Equation (2.134) can be solved such that the photon field operators can be written as a function of the Dirac bispinors as well as $\rho_{\text {rest }}$ and $\boldsymbol{j}_{\text {rest }}$. One way to do so is to utilize the gauge symmetry equation (2.131), which is the fact that the Lagrangian is invariant under the transformation [116]

$$
\begin{align*}
& \psi_{D} \mapsto \mathrm{e}^{i q \lambda} \psi_{D},  \tag{2.135a}\\
& V \mapsto V-\frac{\partial \lambda}{\partial t}  \tag{2.135b}\\
& A \mapsto A+\nabla \lambda \tag{2.135c}
\end{align*}
$$

and similar transformations for the other fields, for any scalar-valued operator function $\lambda(t, r)$. Note that since we are still interpreting $\psi_{D}$, $V$, and $A$ as field operators, the act of changing gauge means that the annihilation operator $\psi_{D}(t, r)$ not only acts on the Dirac field by
annihilating an electron (or positron) but it also acts on the photon field. However, $\psi_{D}^{\dagger} \psi_{D}$ and $\psi_{D}^{\dagger} \boldsymbol{\alpha} \psi_{D}$ still act only on the Dirac field because the effects on the photon field cancel.

Using the freedom to choose $\lambda$, one can demand that

$$
\begin{equation*}
\frac{\partial V}{\partial t}+\nabla \cdot \boldsymbol{A}=0 \tag{2.136}
\end{equation*}
$$

This is called the Lorenz gauge condition and has the advantage of decoupling the equations for $V$ and $A$, such that

$$
\begin{align*}
& \left(\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) V=q \psi_{D}^{\dagger} \psi_{D}+\rho_{\text {rest }}  \tag{2.137a}\\
& \left(\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) \boldsymbol{A}=q \psi_{D}^{\dagger} \boldsymbol{\alpha} \psi_{D}+\boldsymbol{j}_{\text {rest }} \tag{2.137b}
\end{align*}
$$

Equation (2.137) are solved by

$$
\begin{align*}
& V=V_{e}+V_{\text {rest }}+V_{\mathrm{ext}}  \tag{2.138a}\\
& \boldsymbol{A}=\boldsymbol{A}_{e}+\boldsymbol{A}_{\text {rest }}+\boldsymbol{A}_{\mathrm{ext}} \tag{2.138b}
\end{align*}
$$

where

$$
\begin{align*}
& V_{e}(t, x)=\frac{q}{4 \pi} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{\psi_{D}^{\dagger}\left(t_{\text {ret }}, \boldsymbol{y}\right) \psi_{D}\left(t_{\text {ret }}, \boldsymbol{y}\right)}{|\boldsymbol{x}-\boldsymbol{y}|},  \tag{2.139a}\\
& V_{\text {rest }}(t, \boldsymbol{x})=\frac{1}{4 \pi} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{\rho_{\text {rest }}\left(t_{\text {ret }}, \boldsymbol{y}\right)}{|\boldsymbol{x}-\boldsymbol{y}|}  \tag{2.139b}\\
& A_{e}(t, \boldsymbol{x})=\frac{q}{4 \pi} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{\psi_{D}^{\dagger}\left(t_{\text {ret }}, \boldsymbol{y}\right) \boldsymbol{\alpha} \psi_{D}\left(t_{\text {ret }}, \boldsymbol{y}\right)}{|\boldsymbol{x}-\boldsymbol{y}|},  \tag{2.139c}\\
& \boldsymbol{A}_{\text {rest }}(t, \boldsymbol{x})=\frac{1}{4 \pi} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{\boldsymbol{j}_{\text {rest }}\left(t_{\text {ret }}, \boldsymbol{y}\right)}{|\boldsymbol{x}-\boldsymbol{y}|} \tag{2.139d}
\end{align*}
$$

are so-called Liénard-Wiechert potentials [138, 139]. Here, $t_{\text {ret }}=$ $t-|x-y|$ is called the retarded time. I will just approximate $t=t_{\text {ret }}$ since the difference is small when speeds are small compared to the speed of light. The external potentials $V_{\text {ext }}$ and $A_{\text {ext }}$ satisfy the homogeneous solution,

$$
\begin{align*}
& \left(\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) V_{\mathrm{ext}}=0  \tag{2.140a}\\
& \left(\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) A_{\mathrm{ext}}=0 \tag{2.140b}
\end{align*}
$$

When considering subsystems spanned by the field operators of only a finite region in space, I will add the contributions from external sources to the external potentials. Note that $V_{\text {ext }}$ and $A_{\text {ext }}$ cannot be chosen entirely freely. Otherwise, one could set the photon field operators to zero in the absence of charges, which is not true. Depending on the ensemble of states under consideration, it might be a good approximation to set $V_{\text {ext }}$ and $\boldsymbol{A}_{\text {ext }}$ to zero, but it is not something that is valid in general. The point of this exercise is not to fully determine photon operators in terms of electron operators. Instead, the point is to extract how the photon field evolves in space and time as a function of the other fields. By extracting this dependence, it becomes much simpler to evaluate expectation values. Since the $V_{\text {ext }}$ and $A_{\text {ext }}$ do not couple to $\psi_{D},\left\langle V_{\text {ext }} \psi_{D}^{\dagger} \psi_{D}\right\rangle=\left\langle V_{\text {ext }}\right\rangle\left\langle\psi_{D}^{\dagger} \psi_{D}\right\rangle$, and similarly for expectation values involving $A_{\text {ext }}$.

Next, I would like to express the photon field in terms of the electron spinor field, $\psi_{e}$, rather than the Dirac bispinors, $\psi_{D}$. This can be done by simply inserting the expressions obtained in section 2.6, namely $\psi_{D}^{T}=$ $(u, P \boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A}) u)$ and $u=\left\{1-\frac{1}{8 m^{2}}[\boldsymbol{\sigma} \cdot(-i \nabla-q \boldsymbol{A})]^{2}\right\} \psi_{e}$. However, I am again only interested in relativistic corrections which couple spin to the electric or magnetic field. As a result, it is simpler to take the functional derivative of the non-relativistic action defined by using equation (2.129). Doing this I find that the charge density operator is

$$
\begin{equation*}
\rho_{e}=q \psi_{D}^{\dagger} \psi_{D} \approx q \psi_{e}^{\dagger} \psi_{e}+\frac{q}{4 m^{2}} \nabla \cdot\left[\psi_{e}^{\dagger} \sigma \times(-i \nabla-q A) \psi_{e}\right] . \tag{2.141}
\end{equation*}
$$

and the electric current density operator is

$$
\begin{array}{r}
\boldsymbol{j}_{e}=q \psi_{D}^{\dagger} \boldsymbol{\alpha} \psi_{D} \approx \frac{q}{2 m} \psi_{e}^{\dagger}(-i \nabla-q \boldsymbol{A}) \psi_{e}+\frac{q}{2 m}\left[(-i \nabla-q \boldsymbol{A}) \psi_{e}\right]^{\dagger} \psi_{e} \\
-\frac{q}{2 m} \nabla \times\left(\psi_{e}^{\dagger} \boldsymbol{\sigma} \psi_{e}\right)+\frac{q}{4 m^{2}} \psi_{e}^{\dagger} \boldsymbol{E} \times \boldsymbol{\sigma} \psi_{e}-\frac{\partial}{\partial t}\left[\frac{i q}{8 m^{2}} \nabla \times\left(\psi_{e}^{\dagger} \boldsymbol{\sigma} \psi_{e}\right)\right] \\
+\frac{\partial}{\partial t}\left[\frac{q}{4 m^{2}} \psi_{e}^{\dagger} \boldsymbol{\sigma} \times(-i \nabla-q \boldsymbol{A}) \psi_{e}\right] . \tag{2.142}
\end{array}
$$

The terms proportional to $1 / m^{2}$ are the relativistic corrections that come from the spin-orbit coupling. Inserting equations (2.141) and (2.142) as well as the charge and current densities from the other fields into equation (2.139) and then inserting $V$ and $\boldsymbol{A}$ into the final Lagrangian,
we get a new theory without electron-photon coupling but with electronelectron coupling as well as coupling between the electron field and all the other charged fields.

Note that even though both $\mathscr{L}_{\text {em }}$ and $\mathscr{L}_{\text {rest }}$ depend on $\psi_{e}$ after inserting the solutions of $V$ and $\boldsymbol{A}$, extremizing the action with respect to $\psi_{e}$ still only requires the electron Lagrangian density $\mathscr{L}_{e}$. This is because a version of the chain rule also works for functional derivatives [140]. Using this chain rule, taking the functional derivative of the action $S$ with respect to $\psi_{e}$ gives

$$
\begin{equation*}
\frac{\delta S}{\delta \psi_{e}}=\left.\frac{\delta S}{\delta \psi_{e}}\right|_{V, A}+\frac{\delta S}{\delta V} \frac{\partial V}{\partial \psi_{e}}+\frac{\delta S}{\delta A} \cdot \frac{\partial \boldsymbol{A}}{\partial \psi_{e}} \tag{2.143}
\end{equation*}
$$

where the subscript on the first term on the right-hand side means that the functional derivative should be taken while keeping $V$ and $A$ constant. Since the action is already extremized with respect to $V$ and $A$, the last two terms on the right-hand side vanish, and

$$
\begin{equation*}
\frac{\delta S}{\delta \psi_{e}}=\left.\frac{\delta S}{\delta \psi_{e}}\right|_{V, A} \tag{2.144}
\end{equation*}
$$

When $V$ and $A$ are kept constant, the only part of the Lagrangian that depends on $\psi_{e}$ is the electron Lagrangian. To specify the electron dynamics one therefore still only has to specify the electron Hamiltonian.

## Quantum Theory of Solids

Building upon the foundation laid in the previous chapter, the aim of this chapter is to derive models for crystalline solid states of matter. In such materials, atoms are placed in an approximate lattice. The distance between neighboring atoms is on the order of angstroms $\left(10^{-10} \mathrm{~m}\right)$ [141]. As a result, the electromagnetic field varies on a very short length scale, and the real space Hamiltonian can be difficult to work with. Instead, it is often better to use lattice models, which I derive in section 3.1. One can apply lattice models to study a wide range of the rich physics found in solid state systems, from topological insulators [142, 143] to quantum spin liquids [144-146]. For the work presented in this thesis, it is of special interest to use lattice models to study magnetic and superconducting materials. I show how magnetism and superconductivity are captured by lattice models in sections 3.2 and 3.3, respectively. Finally, in section 3.4 I show how to include the effect of external fields.

### 3.1 Lattice Models

In crystalline solid states of matter, atoms are placed in an approximate lattice [141]. That is, there is a periodic lattice of charged ions, but the ions can move and there may be defects in the lattice. Both the dynamics of the charged ions and the impurities are important for the behavior of solid states of matter. These effects can be added as corrections to an otherwise perfectly periodic lattice. I define a lattice vector $R_{a}$ as being such that the lattice is invariant under the translation of $\boldsymbol{R}_{a}$, neglecting any impurities and dynamics in the lattice. This means that there can in general be multiple ions associated with each lattice site. The Hamiltonian for the electrons has been derived in section 2.6 to be

$$
\begin{align*}
\mathscr{H}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x & \psi^{\dagger}\left\{q V+\frac{(-i \nabla-q \boldsymbol{A})^{2}}{2 m}+\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B}\right. \\
& \left.+\frac{i q \boldsymbol{\sigma} \cdot(\nabla \times \boldsymbol{E})}{8 m^{2}}+\frac{q \boldsymbol{\sigma} \cdot[\boldsymbol{E} \times(-i \nabla-q \boldsymbol{A})]}{4 m^{2}}-\mu\right\} \psi \tag{3.1}
\end{align*}
$$

As a reminder, the electron field $\psi=\left(\psi_{\uparrow}, \psi_{\downarrow}\right)^{T}$ is a 2-component spinor field, $\mu$ is the chemical potential, $m$ is the electron mass, $q$ is electric charge, $V$ is the electric potential, $A$ is the vector potential, $E=-\nabla V-$ $\partial A / \partial t$ is the electric field and $\boldsymbol{B}=\nabla \times \boldsymbol{A}$ is the magnetic field. When deriving equation (3.1) I neglected all relativistic corrections except for the spin-orbit interaction. However, treating even only the spin-orbit interaction consistently is no simple task, as it requires relativistic corrections to the electron charge density and the electron charge current density, given by equations (2.141) and (2.142), respectively.

If we collect the potentials from the other fields, such as the ions, and from external sources as

$$
\begin{align*}
& V_{\mathrm{env}}=V_{\mathrm{ext}}+V_{\mathrm{rest}},  \tag{3.2a}\\
& A_{\mathrm{env}}=A_{\mathrm{ext}}+A_{\mathrm{rest}} \tag{3.2b}
\end{align*}
$$

where $V_{\text {rest }}, \boldsymbol{A}_{\text {rest }}$ is given by equation (2.139) and $V_{\text {ext }}$ and $\boldsymbol{A}_{\text {ext }}$ are the external potentials, we can write the Hamiltonian as

$$
\begin{align*}
& \mathscr{H}=\sum_{\sigma_{1}, \sigma_{2} \in \uparrow \downarrow} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi_{\sigma_{1}}^{\dagger}(x) M_{\sigma_{1} \sigma_{2}}(x) \psi_{\sigma_{2}}(x) \\
& +\sum_{\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4} \in \uparrow \downarrow} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \psi_{\sigma_{1}}^{\dagger}(x) \psi_{\sigma_{2}}^{\dagger}(y) N_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}(x, y) \psi_{\sigma_{3}}(y) \psi_{\sigma_{4}}(x), \tag{3.3}
\end{align*}
$$

where

$$
\begin{align*}
M= & q V_{\mathrm{env}}+\frac{\left(-i \nabla-q \boldsymbol{A}_{\mathrm{env}}\right)^{2}}{2 m}+\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B}_{\mathrm{env}} \\
& +\frac{i q \boldsymbol{\sigma} \cdot\left(\nabla \times \boldsymbol{E}_{\mathrm{env}}\right)}{8 m^{2}}+\frac{q \boldsymbol{\sigma} \cdot\left[\boldsymbol{E}_{\mathrm{env}} \times\left(-i \nabla-q \boldsymbol{A}_{\mathrm{env}}\right)\right]}{4 m^{2}}-\mu \tag{3.4}
\end{align*}
$$

and $N$ can be derived from combining equations (2.131) and (3.1) with equations (2.139), (2.141) and (2.142). Both $M$ and $N$ involve differentiation operators, but they do not include any electron field operators. They do, however, include charge and current operators for the field describing the ions.

The fact that the electromagnetic field associated with the ions varies very rapidly in space makes equation (3.3) difficult to work with. In order to derive a simpler effective model, one can use creation and
annihilation operators associated with the eigenstates of a self-adjoint operator different from the position operator. One observation that motivates another set of eigenstates is that close to an atom in the lattice, the Hamiltonian is well approximated by an atomic Hamiltonian,

$$
\begin{align*}
\mathscr{H}_{a}=\int_{\mathbb{R}^{3}} & \mathrm{~d}^{3} x \psi^{\dagger}\left\{q V_{a}+\frac{\left(-i \nabla-q \boldsymbol{A}_{a}\right)^{2}}{2 m}+\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B}_{a}\right. \\
& \left.+\frac{i q \boldsymbol{\sigma} \cdot\left(\nabla \times \boldsymbol{E}_{a}\right)}{8 m^{2}}+\frac{q \boldsymbol{\sigma} \cdot\left[\boldsymbol{E}_{a} \times\left(-i \nabla-q \boldsymbol{A}_{a}\right)\right]}{4 m^{2}}-\mu\right\} \psi, \tag{3.5}
\end{align*}
$$

where $V_{a}, \boldsymbol{A}_{a}, \boldsymbol{E}_{a}$, and $\boldsymbol{B}_{a}$ are the electromagnetic potentials and fields associated with the atom. This Hamiltonian is self-adjoint, and so it has a complete set of (possibly generalized) eigenstates. Some of these eigenstates, called orbitals, might also be tightly localized around the atom, such that they are good approximations for the eigenstates of the full Hamiltonian as well. One possibly tempting approach is to write states in terms of eigenstates of atomic Hamiltonians but shifted in space such that they match the atoms in the lattice. However, there is a problem with this.

Take for instance a crystalline material with a single atom in the unit cell, and let $\{|n\rangle\}$ be the eigenstates of the associated atomic Hamiltonian. In this case, a seemingly reasonable choice for basis is to use $\{|n\rangle\}$, but shifted in space, since this will well approximate the eigenstates of the full Hamiltonian, at least the states in $\{|n\rangle\}$ which are sufficiently localized. That is, for a general state $|\psi\rangle$, one might want to write

$$
\begin{equation*}
|\psi\rangle=\sum_{n, m} b_{n m}\left|n, R_{m}\right\rangle, \tag{3.6}
\end{equation*}
$$

where $\left|n, R_{m}\right\rangle$ is orbital $n$ shifted in space to lattice site $R_{m}$, meaning that $\left\langle x \mid n, R_{m}\right\rangle=\left\langle x-R_{m} \mid n\right\rangle$. However, this does not work because the set $\left\{\left|n, R_{m}\right\rangle\right\}$ is not an orthonormal basis. As a consequence, the coefficients $\left\{b_{n m}\right\}$ cannot be uniquely determined. This can be seen easily from the fact that a single set of atomic orbitals, $\{|n\rangle\}$, spans all of the single-particle Hilbert space. Thus, the coefficients $\left\{b_{n m}\right\}$ can be determined for any fixed choice of $m$. One alternative is to instead approximate states by their projection onto the subspace spanned by the few smallest orbitals from each atom. This can be a good
approximation if the electrons are tightly bound around each lattice site.

A choice for a proper complete orthonormal basis, which is similar in nature to translated atomic orbitals, is to choose a set of so-called Wannier states [147, 148]. These are also localized in space around the lattice sites [148], and they can be motivated by Bloch's theorem [141, 149]. Bloch's theorem concerns the eigenstates of systems with periodic potentials. The Hamiltonians of periodic systems commute with the translation operator that shifts space according to a lattice vector. The eigenstates of the lattice translation operator can be labeled by reciprocal vectors, $\boldsymbol{k}$, meaning they live in the space defined by the Fourier transform of the lattice vectors. Furthermore, they can be restricted to the first Brillouin zone [141]. This means that the eigenstates of a periodic Hamiltonian also can be labeled by $\boldsymbol{k}$. A general eigenstate of a periodic Hamiltonian can therefore be written $\left|\psi_{n k}\right\rangle$. Bloch's theorem states that [141] ${ }^{1}$

$$
\begin{equation*}
\left\langle x \mid \psi_{n k}\right\rangle=\mathrm{e}^{-i \boldsymbol{k} \cdot R_{m}}\left\langle x+R_{m} \mid \psi_{n k}\right\rangle \tag{3.7}
\end{equation*}
$$

This is just an immediate consequence of the fact that $\left|\psi_{n k}\right\rangle$ is an eigenstate of the translation operator $T_{R_{n}}: x \mapsto x+R_{n}$ with eigenvalue $\exp \left(-i \boldsymbol{k} \cdot \boldsymbol{R}_{n}\right)$, so

$$
\begin{equation*}
\left\langle x \mid \psi_{n k}\right\rangle=\left\langle x+R_{m}\right| T_{R_{m}}\left|\psi_{n k}\right\rangle=\mathrm{e}^{-i \boldsymbol{k} \cdot R_{m}}\left\langle x+R_{m} \mid \psi_{n k}\right\rangle . \tag{3.8}
\end{equation*}
$$

The Wannier states are defined in terms of the eigenstates of the periodic Hamiltonian as [148]

$$
\begin{equation*}
\left|\varphi_{n \boldsymbol{R}_{m}}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k}} \mathrm{e}^{-i \boldsymbol{k} \cdot \boldsymbol{R}_{m}\left|\psi_{n \boldsymbol{k}}\right\rangle, ~, ~, ~} \tag{3.9}
\end{equation*}
$$

where the sum goes over the first Brillouin zone and $N$ is the number of lattice points. Unlike the multiple sets of translated atomic orbitals above, the set of Wannier states is orthonormal, since

$$
\begin{align*}
\left\langle\varphi_{n \boldsymbol{R}_{a}} \mid \varphi_{m \boldsymbol{R}_{b}}\right\rangle= & \frac{1}{N} \sum_{\boldsymbol{k}, \boldsymbol{q}} \mathrm{e}^{i \boldsymbol{k} \cdot \boldsymbol{R}_{a}-i \boldsymbol{q} \cdot \boldsymbol{R}_{b}}\left\langle\psi_{n \boldsymbol{k}} \mid \psi_{m \boldsymbol{q}}\right\rangle \\
& =\frac{1}{N} \sum_{\boldsymbol{k}} \mathrm{e}^{i \boldsymbol{k} \cdot\left(\boldsymbol{R}_{a}-\boldsymbol{R}_{b}\right)}\left\langle\psi_{n \boldsymbol{k}} \mid \psi_{m \boldsymbol{q}}\right\rangle \delta_{n m}=\delta_{R_{a} \boldsymbol{R}_{b}} \delta_{n m} \tag{3.10}
\end{align*}
$$

1. There are really two eigenstates of the position operator at every point. Therefore, $|x\rangle$ should also include a spin index, $|x, \sigma\rangle$, which I omitted here for notational brevity.
where I used that the eigenstates of the Hamiltonian are assumed orthonormal, so $\left\langle\psi_{n, \boldsymbol{k}} \mid \psi_{m, \boldsymbol{q}}\right\rangle=\delta_{n, m} \delta_{\boldsymbol{k}, \boldsymbol{q}}$.

To write the Hamiltonian in terms of creation and annihilation operators for the Wannier states, one can relate the field operators in equation (3.3) to the creation and annihilation operators, $\left\{c_{n R_{m}}^{\dagger}\right\}$ and $\left\{c_{n R_{m}}\right\}$, using equation (2.37). There are two field operators per spatial position, corresponding to two eigenstates of the position operators, $|\boldsymbol{r}, \uparrow\rangle$ and $|\boldsymbol{r}, \downarrow\rangle$. Defining the Wannier functions $\varphi_{\sigma n \boldsymbol{R}_{m}}(\boldsymbol{r})=\left\langle\boldsymbol{r}, \sigma \mid \varphi_{n \boldsymbol{R}_{m}}\right\rangle$ and using that $\varphi_{\sigma n R_{m}}(\boldsymbol{r})=\varphi_{\sigma n}\left(\boldsymbol{r}-\boldsymbol{R}_{m}\right)$, where I assumed there is a lattice site at the origin and defined $\varphi_{\sigma n} \equiv \varphi_{\sigma n 0}$, equation (3.3) can be written as

$$
\begin{align*}
\mathscr{H}=\sum_{n, m} & \sum_{\boldsymbol{R}_{a}, \boldsymbol{R}_{b}} M_{n \boldsymbol{R}_{a} m \boldsymbol{R}_{b}} c_{n \boldsymbol{R}_{a}}^{\dagger} c_{m \boldsymbol{R}_{b}} \\
& +\sum_{n, m, p, q} \sum_{\boldsymbol{R}_{a}, \boldsymbol{R}_{b}, \boldsymbol{R}_{c}, \boldsymbol{R}_{d}} N_{n \boldsymbol{R}_{a} m \boldsymbol{R}_{b} p \boldsymbol{R}_{c} q \boldsymbol{R}_{d} c_{n \boldsymbol{R}_{a}}^{\dagger} c_{m \boldsymbol{R}_{b}}^{\dagger} c_{p \boldsymbol{R}_{c}} c_{q \boldsymbol{R}_{d}},} \tag{3.11}
\end{align*}
$$

where the matrix elements are

$$
\begin{equation*}
M_{n R_{a} m R_{b}}=\sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} r \varphi_{\sigma_{1} n}^{*}\left(x-\boldsymbol{R}_{a}\right) M_{\sigma_{1} \sigma_{2}}(x) \varphi_{\sigma_{2} m}\left(x-R_{b}\right) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{align*}
& N_{n R_{a} m R_{b} p R_{c} q R_{d}}=\sum_{\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4} \in\{\uparrow, \downarrow\}} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \varphi_{\sigma_{1} n}^{*}\left(\boldsymbol{x}-\boldsymbol{R}_{a}\right) \\
& \quad \times \varphi_{\sigma_{2} m}^{*}\left(\boldsymbol{y}-\boldsymbol{R}_{b}\right) N_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}(\boldsymbol{x}, \boldsymbol{y}) \varphi_{\sigma_{3} p}\left(\boldsymbol{y}-\boldsymbol{R}_{c}\right) \varphi_{\sigma_{4} q}\left(\boldsymbol{x}-\boldsymbol{R}_{d}\right) . \tag{3.13}
\end{align*}
$$

Wannier states can in principle be defined for any orthonormal set of eigenstates for a periodic Hamiltonian. The full Hamiltonian is not periodic, so one should use the eigenstates of the periodic Hamiltonian that best approximates the full Hamiltonian. This is obtained by setting the external potentials to zero and setting the ions in their equilibrium configurations with no impurities in the lattice. That being said, determining the Wannier functions is often not feasible for realistic systems. A popular simplifying approximation is to approximate the Wannier functions by the orbitals from above. This is known as the tight binding approximation [141].

Another simplifying assumption is to assume that only one or a few orbitals are relevant to the dynamics of the system. The orbitals of an atom can be sorted into discrete energy levels. The orbitals with lower energies are generally more tightly packed around the atom. As the number of electrons in the system is increased, the orbitals with the lowest energies will be filled first. Take an electron in one of these states with energy $\varepsilon$. In order to excite this electron to another orbital, one would need to raise its energy by $E_{\text {unoccupied }}-\varepsilon$, where $E_{\text {unoccupied }}$ is the energy of the first unoccupied state. This is because each electron state can only be occupied once, by virtue of electrons being fermions. If $E_{\text {unoccupied }}-\varepsilon$ is larger than all the relevant energy scales in the system, such as the temperature, the state with energy $\varepsilon$ will simply remain fully occupied, not contributing to the dynamics of the system. Similarly, unoccupied states with energies much larger than $E_{\text {unoccupied }}$ will simply remain unoccupied.

Hence, a reasonable assumption is often that only a fixed number of Wannier states contribute to the dynamics of the system. The remaining states have energies that are either too large or too small, so they remain either almost completely empty or almost completely occupied at all times. In other words, we do not need to know how operators such as the Hamiltonian act on all possible state vectors in Fock space. It is sufficient to know how they act on states where the majority of Wannier states are either fully occupied or fully empty. If a Wannier state $\left|\varphi_{n R_{a}}\right\rangle$ is always fully empty, we can set $c_{n \boldsymbol{R}_{a}}^{\dagger} c_{n R_{a}}=0$, since this is true for all the states one needs to consider. Similarly, if the state is always fully occupied, we can set $c_{n R_{a}}^{\dagger} c_{n R_{a}}=1$. Thus, some of the quartic terms become quadratic terms, and some quadratic terms become constants. In essence, it is equivalent to adding the spin and electric charge associated with the occupied states when computing $V_{\text {env }}$ and $\boldsymbol{A}_{\text {env }}$. Considering only a subspace of Fock space defined by the occupation of Wannier states is similar to considering a subspace spanned by only a few orbitals at each ion, as discussed above. The difference with considering a subspace of Wannier states rather than a subspace of orbitals is that the Wannier states are orthonormal, so the Wannier states also works as an orthonormal basis for the subspace, allowing us to use creation and annihilation operators for the Wannier states.

Another observation that can be used to simplify the problem is that the integrals in equations (3.12) and (3.13) are smaller when the lattice sites are further apart from each other. For example, one possible simplification is to set equation (3.13) to zero unless $R_{a}=R_{b}=R_{c}=R_{d}$. If there is only one atom per lattice site, and if one assumes that only one active orbital per spin per lattice site, the model with these simplifications become

$$
\begin{align*}
\mathscr{H}=- & \sum_{i, j} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} c_{i \sigma_{1}}^{\dagger} t_{\sigma_{1} \sigma_{2}}^{i j} c_{j \sigma_{2}} \\
& +\sum_{i} \sum_{\sigma_{1}, \sigma_{2}, \sigma_{2}, \sigma_{4} \in\{\uparrow, \downarrow\}} U_{\sigma_{1} \sigma_{2} \sigma_{2} \sigma_{4}}^{i} c_{i \sigma_{1}}^{\dagger} c_{i \sigma_{2}}^{\dagger} c_{i \sigma_{3}} c_{i \sigma_{4}}, \tag{3.14}
\end{align*}
$$

for some $t_{\sigma_{1} \sigma_{2}}^{i j}$ and $U_{\sigma_{1} \sigma_{2} \sigma_{2} \sigma_{4}}^{i}$, where the sums goes over the lattice sites. Since $c_{i \sigma} c_{i \sigma}=c_{i \sigma}^{\dagger} c_{i \sigma}^{\dagger}=0$, the last sum is only nonzero when $\sigma_{3} \neq \sigma_{4}$ and $\sigma_{1} \neq \sigma_{2}$. Hence,

$$
\begin{equation*}
\mathscr{H}=-\sum_{i, j} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} c_{i \sigma_{1}}^{\dagger} t_{\sigma_{1} \sigma_{2}}^{i j} c_{j \sigma_{2}}+\sum_{i} U^{i} n_{i \uparrow} n_{i \downarrow}, \tag{3.15}
\end{equation*}
$$

where $n_{i \sigma}=c_{i \sigma}^{\dagger} c_{i \sigma}$. This is known as the (single orbital) Hubbard model [150, 151].

### 3.2 Magnetism

Different Wannier states have different spins, and from above we know that there is a magnetic moment associated with each spin. In a magnetic system, there is an effective interaction between the spins at different lattice sites. This tends to either align the magnetic moments in the same direction, in which case the material is called ferromagnetic, or it tends to align the magnetic moments in opposite directions, in which case the material is called either antiferromagnetic or ferrimagnetic [141]. The material is antiferromagnetic if the oppositely aligned magnetic moments are of equal magnitude, giving a net zero magnetic moment. Otherwise, the material is ferrimagnetic.

There does not need to be any intrinsic magnetic interactions in the system for a material to be magnetic. In fact, even the simple single orbital Hubbard model from above,

$$
\begin{equation*}
\mathscr{H}=-\sum_{i, j} \sum_{\sigma \in\{\uparrow, \downarrow\}} t^{i j} c_{i \sigma}^{\dagger} c_{j \sigma}+U \sum_{i} n_{i \uparrow} n_{i \downarrow}, \tag{3.16}
\end{equation*}
$$

displays magnetic properties [151]. Here I have removed the vector potential, the magnetic field, and the spin-orbit coupling potential from the model, which means that the hopping term becomes $t_{\sigma_{1} \sigma_{2}}^{i j}=\delta_{\sigma_{1} \sigma_{2}} t^{i j}$. I also assumed for simplicity that the on-site potential $U$ is independent of lattice site. To see why equation (3.16) displays magnetic properties, note that by tracing back the definition of $U$ in the simplest case with no relativistic corrections, it is equal to an integral of strictly positive terms, meaning that $U$ is positive. As a result, the energy from $U$ is minimized when there is at most one electron at every lattice site. On the other hand, if $t^{i j}$ is positive, the term $-t^{i j} c_{i \sigma}^{\dagger} c_{j \sigma}$ favors states in which site $j$ has an occupied state with spin $\sigma$ while site $i$ does not.

If we assume a system with half-filling, meaning that there is on average 1 electron on each site, the minimum energy is for a state $|\psi\rangle$ where every site is occupied by exactly one electron, and the spin alternates between neighboring sites. ${ }^{2}$ The fact that there is only one particle per site means that $n_{i \uparrow} n_{i \downarrow}|\psi\rangle=0$ for all $i$, and the fact that the spins alternate means that tunneling between neighboring sites is still allowed, meaning that $t^{i j} c_{i \sigma}^{\dagger} c_{j \sigma}|\psi\rangle \neq 0$ for neighboring $i$ and $j$. The amplitude of $t^{i j}$ decreases with relative distance, so neighboring sites are most important. Hence, the Hubbard model at half-filling is an antiferromagnet, even if there are no magnetic fields in the Hamiltonian. At different filling fractions, the Hubbard model can also show ferromagnetic properties [152].

When studying magnetic materials, one popular choice for an effective Hamiltonian is the so-called Heisenberg model [114, 150],

$$
\begin{equation*}
\mathscr{H}=\sum_{i j} J_{i j} S_{i} \cdot S_{j}, \tag{3.17}
\end{equation*}
$$

where $J_{i j}$ is a constant and $S_{i}$ is the spin at lattice site $i$. This model is also something I employ in my work (paper VI), so I will derive it here from the half-filled Hubbard model. Because I restrict the filling fraction to half-filling, I consider only the subspace of Fock-space with $N$ particles, where $2 N$ is the total number of lattice sites. As a result, if

[^0]we assume that $t^{i i}$ is independent of $i$, then
\[

$$
\begin{equation*}
-\sum_{i} \sum_{\sigma \in\{\uparrow, \downarrow\}} t^{i i} c_{i \sigma}^{\dagger} c_{j \sigma}=-t^{i i} N \tag{3.18}
\end{equation*}
$$

\]

is just a constant. We can remove this term by a constant energy shift, so

$$
\begin{equation*}
\mathscr{H}=-\sum_{i \neq j} \sum_{\sigma \in\{\uparrow, \downarrow\}} t^{i j} c_{i \sigma}^{\dagger} c_{j \sigma}+U \sum_{i} n_{i \uparrow} n_{i \downarrow}, \tag{3.19}
\end{equation*}
$$

where the first sum now goes over all pairs $(i, j)$ of lattice sites where $i \neq j$. Next, I want to treat the first sum as a perturbation. That is, I assume that $U \gg t^{i j}$ for all $i$ and $j$.

Let

$$
\begin{equation*}
\mathscr{H}_{0}=U \sum_{i} n_{i \uparrow} n_{i \downarrow} . \tag{3.20}
\end{equation*}
$$

Any state in which there is exactly one electron per site is an eigenstate of $\mathscr{H}_{0}$ with the minimum eigenvalue equal to 0 . There are $2^{N}$ orthogonal such states, spanning a space $\mathscr{V}_{0}$. Similarly, any state in which there is exactly one site with two electrons will be an eigenstate with eigenvalue $U$. The set of all such states spans $\mathscr{V}_{1}$ Let $P_{n}$ be the projection operator which maps states onto their projection on $\mathscr{V}_{n}$, where $\mathscr{V}_{n}$ is space spanned by all states with $n$ doubly occupied lattice sites. The projection operators satisfy $P_{i} P_{j}=\delta_{i j} P_{i}$. Using the projection operators, we can write

$$
\begin{equation*}
\mathscr{H}_{0}=\sum_{n=0}^{\lfloor N / 2\rfloor} n U P_{n} . \tag{3.21}
\end{equation*}
$$

When $U$ is large, the lowest energy eigenstates of $\mathscr{H}$ must have a large projection onto $\mathscr{V}_{0}$. The aim when deriving an effective Hamiltonian is to define a subspace in which all relevant states can be expected to live in. That is, the probability for a state in the statistical ensemble to be outside this space is vanishingly small. Then, one can neglect all terms in the Hamiltonian which has a negligible operator norm when acting on this subspace, as explained above. Since states in $\mathscr{V}_{n}$ are multiplied by $n U$ when acted upon by $\mathscr{H}_{0}$, a first guess for such a subspace might be $\mathscr{V}_{0}$. This is a good approximation to zeroth order
in $t^{i j} / U$. However, all states in $\mathscr{V}_{0}$ are degenerate to zeroth order, so the zeroth order problem is trivial.

To go above zeroth order, one must consider states which are superpositions of states in $\mathscr{V}_{0}, \mathscr{V}_{1}$, and so on. In order to identify a relevant subspace, I define a similarity transformation on the projection operators,

$$
\begin{equation*}
\tilde{P}_{n}=S P_{n} S^{-1} \tag{3.22}
\end{equation*}
$$

If we can find $S$ such that

$$
\begin{equation*}
\mathscr{H}=\sum_{n=0}^{\lfloor N / 2\rfloor} \tilde{P}_{n} \mathscr{H} \tilde{P}_{n}, \tag{3.23}
\end{equation*}
$$

it means that all states in the space defined by $\tilde{P}_{n}$ are only mapped by $\mathscr{H}$ to states in the same space. Let this space be $\tilde{\mathscr{V}}_{n}$. In particular, all eigenstates are in $\tilde{\mathscr{V}}_{n}$ for some $n$, and the eigenstates in $\tilde{\mathscr{V}}_{n}$ form a complete basis for $\tilde{\mathscr{V}}_{n}$. Since the Hamiltonian defines the time-evolution operator, it means that if we start with a statistical ensemble of states in the space defined by $\tilde{P}_{n}$, then they will remain in this space This can be used to identify the subspace containing all the lowest energy eigenstates, which enables us to do perturbation theory.

If we let $S$ be a function of the perturbation strength $t^{i j} / U$, and $\lim _{t^{i j} / U \rightarrow 0} S=1$, the lowest energy states should be in $\tilde{\mathscr{V}}_{0}$. We can therefore use it as an effective Hamiltonian

$$
\begin{equation*}
\mathscr{H}_{\text {eff }}=\tilde{P}_{0} \mathscr{H} \tilde{P}_{0} . \tag{3.24}
\end{equation*}
$$

To derive $\tilde{P}_{0}$, I introduce some notation for this section, which is inspired by the general theory of effective Hamiltonians by Soliverez [153]. For an operator, $A$, I define the operation

$$
\begin{equation*}
\langle A\rangle=\sum_{n=0}^{\lfloor N / 2\rfloor} P_{n} A P_{n} \tag{3.25}
\end{equation*}
$$

Clearly, $\left\langle\mathscr{H}_{0}\right\rangle=\mathscr{H}_{0}$ but $\langle\mathscr{H}\rangle \neq \mathscr{H}$. I define also the operation

$$
\begin{equation*}
h(A)=\sum_{i \neq j} \frac{P_{i} A P_{j}}{(i-j) U} . \tag{3.26}
\end{equation*}
$$

Note, using equation (3.21), as well as $P_{i} P_{j}=\delta_{i j}$ and $\sum_{n} P_{n}=1$, that

$$
\begin{array}{r}
h\left(\left[\mathscr{H}_{0}, A\right]_{-}\right)=h\left(\sum_{n=0}^{\lfloor N / 2\rfloor} U n\left[P_{n} A-A P_{n}\right]\right) \\
=\sum_{i \neq j} \sum_{n=0}^{[N / 2]} U \frac{n P_{i} P_{n} A P_{j}-P_{i} A P_{n} P_{j} n}{(i-j) U}=\sum_{i \neq j} \frac{i P_{i} A P_{j}-P_{i} A P_{j} j}{(i-j)} \\
=\sum_{i \neq j} P_{i} A P_{j}=\sum_{i j} P_{i} A P_{j}-\sum_{i} P_{i} A P_{i}=A-\langle A\rangle \tag{3.27}
\end{array}
$$

Next, I define

$$
\begin{equation*}
\mathscr{H}_{S}=S^{-1} \mathscr{H} S \tag{3.28}
\end{equation*}
$$

as well as

$$
\begin{equation*}
W_{s}=\mathscr{H}_{S}-\mathscr{H}_{0} \quad \text { and } \quad W=\mathscr{H}-\mathscr{H}_{0} . \tag{3.29}
\end{equation*}
$$

This means that $W$ is the perturbation. Since,

$$
\begin{equation*}
S W_{s}=\mathscr{H} S-S \mathscr{H}_{0} \quad \text { and } \quad W S=\mathscr{H} S-\mathscr{H}_{0} S \tag{3.30}
\end{equation*}
$$

we see that

$$
\begin{equation*}
\left[\mathscr{H}_{0}, S\right]_{-}=S W_{S}-W S \tag{3.31}
\end{equation*}
$$

From equations (3.22) and (3.23), we have that

$$
\begin{equation*}
\mathscr{H}_{s}=S^{-1} \sum_{n=0}^{\lfloor N / 2\rfloor} S P_{n} S^{-1} \mathscr{H} S P_{n} S S^{-1}=\left\langle\mathscr{H}_{s}\right\rangle \tag{3.32}
\end{equation*}
$$

so

$$
\begin{equation*}
\left\langle W_{S}\right\rangle=\left\langle\mathscr{H}_{S}-\mathscr{H}_{0}\right\rangle=\left\langle\mathscr{H}_{S}\right\rangle-\left\langle\mathscr{H}_{0}\right\rangle=\mathscr{H}_{S}-\mathscr{H}_{0}=W_{S} . \tag{3.33}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
0=\left\langle\left[\mathscr{H}_{0}, S\right]_{-}\right\rangle=\langle S\rangle W_{S}-\langle W S\rangle \tag{3.34}
\end{equation*}
$$

where I used that

$$
\begin{equation*}
\left\langle\mathscr{H}_{0} A\right\rangle=\sum_{n, m=0}^{\lfloor N / 2\rfloor} n U P_{n} P_{m} A P_{m}=\sum_{m=0}^{\lfloor N / 2\rfloor} m U P_{m} A P_{m}=\left\langle A \mathscr{H}_{0}\right\rangle, \tag{3.35}
\end{equation*}
$$

for all $A$. Inserting equation (3.31) into equation (3.27), we also see that

$$
\begin{equation*}
S=\langle S\rangle+h\left(S W_{S}-W S\right) \tag{3.36}
\end{equation*}
$$

Equations (3.34) and (3.36) are valid for any similarity transformation such that equation (3.23) holds, and does not uniquely specify $S$. To proceed we must provide additional restrictions on $S$ First, we want $\lim _{t^{i j} / U \rightarrow \infty} S=1$. That is, in the absence of the perturbation, $\tilde{P}_{n}=$ $P_{n}$. Another requirement I make is that $\langle S\rangle=1$. This simplifies the equations and means that if a state $|\psi\rangle$ is entirely in $\mathscr{V}_{n}$, meaning that $P_{i}|\psi\rangle=\delta_{i n}|\psi\rangle$, then the projection of $S|\psi\rangle$ onto $\mathscr{V}_{n}$ is equal to $|\psi\rangle$. Inserting this into equations (3.34) and (3.36), I get that

$$
\begin{align*}
& S=1+h\left(S W_{S}-W S\right),  \tag{3.37a}\\
& W_{S}=\langle W S\rangle . \tag{3.37b}
\end{align*}
$$

One can use equation (3.37) to write $S$ as a perturbation expansion in $W$, and then one can use that to obtain $W_{S}$, which gives $\mathscr{H}_{S}$ and in turn $\mathscr{H}_{\text {eff }}$ through equation (3.24).

$$
\begin{equation*}
\mathscr{H}_{\text {eff }}=S P_{0} S^{-1} \mathscr{H} S P_{0} S^{-1}=S P_{0} \mathscr{H}_{S} P_{0} S^{-1} . \tag{3.38}
\end{equation*}
$$

To zeroth order in $W, S=1$, so to first order in $W, W_{S}=\langle W\rangle$. However,

$$
\begin{equation*}
\langle W\rangle=-\sum_{i \neq j} \sum_{\sigma \in\{\uparrow, \downarrow\}} t^{i j}\left\langle c_{i \sigma}^{\dagger} c_{j \sigma}\right\rangle=0 . \tag{3.39}
\end{equation*}
$$

Inserting this into equation (3.37a), $S=1+h(-W)$, so $W_{S}=\langle W h(-W)\rangle$. We are interested in

$$
\begin{equation*}
\mathscr{H}_{\text {eff }}=S P_{0} \mathscr{H}_{S} P_{0} S^{-1}=S P_{0}\left(\mathscr{H}_{0}+W_{S}\right) P_{0} S^{-1} \tag{3.40}
\end{equation*}
$$

Since $P_{n} \mathscr{H}_{0} P_{n}=n U P_{n}$, the first term is zero. To second order in $W$, the second term is

$$
\begin{align*}
& S P_{0} W_{S} P_{0} S^{-1}=-P_{0} W h(W) P_{0} \\
& = \\
& -P_{0} \sum_{i \neq j} \sum_{a \neq b} \sum_{c \neq d} \sum_{\sigma_{1} \in\{\uparrow, \downarrow\}} \sum_{\sigma_{2} \in\{\uparrow, \downarrow\}} t^{a b} t^{c d} c_{a \sigma_{1}}^{\dagger} c_{b \sigma_{1}} \frac{P_{i} c_{c \sigma_{2}}^{\dagger} c_{d \sigma_{2}} P_{j}}{(i-j) U} P_{0}  \tag{3.41}\\
& =-P_{0} \sum_{i \neq 0} \sum_{a \neq b} \sum_{c \neq d} \sum_{\sigma_{1} \in\{\uparrow, \downarrow\}} \sum_{\sigma_{2} \in\{\uparrow, \downarrow\}} t^{a b} t^{c d} c_{a \sigma_{1}}^{\dagger} c_{b \sigma_{1}} \frac{P_{i} c_{c \sigma_{2}}^{\dagger} c_{d \sigma_{2}} P_{0}}{i U}
\end{align*}
$$

The only nonzero terms have $i=1$, since $c_{c \sigma_{2}}^{\dagger} c_{d \sigma_{2}}$ creates a state in $\mathscr{V}_{1}$ when acting on a state in $\mathscr{V}_{0}$. For this reason, I can also remove $P_{i}$. Hence,

$$
\begin{equation*}
P_{0} W_{S} P_{0}=-\frac{1}{U} \sum_{a \neq b} \sum_{c \neq d} \sum_{\sigma_{1} \in\{\uparrow, \downarrow\}} \sum_{\sigma_{2} \in\{\uparrow, \downarrow\}} t^{a b} t^{c d} P_{0} c_{a \sigma_{1}}^{\dagger} c_{b \sigma_{1}} c_{c \sigma_{2}}^{\dagger} c_{d \sigma_{2}} P_{0} . \tag{3.42}
\end{equation*}
$$

Because of the projection operators, only terms with $a=d$ and $b=c$ contribute. Since $t^{a b}=\left(t^{b a}\right)^{*}$ if one assumes that $\mathscr{H}$ is Hermitian, this means that, by also applying the fermionic commutation relations,

$$
\begin{align*}
P_{0} W_{S} P_{0} & =-\frac{1}{U} \sum_{a \neq b} \sum_{\sigma_{1} \in\{\uparrow, \downarrow\}} \sum_{\sigma_{2} \in\{\uparrow, \downarrow\}}\left|t^{a b}\right|^{2} P_{0} c_{a \sigma_{1}}^{\dagger} c_{b \sigma_{1}} c_{b \sigma_{2}}^{\dagger} c_{a \sigma_{2}} P_{0} \\
& =\sum_{i \neq j} \sum_{\sigma_{1} \in\{\uparrow, \downarrow\}} \sum_{\sigma_{2} \in\{\uparrow, \downarrow\}} \frac{\left|t^{i}\right|^{2}}{U} P_{0} c_{i \sigma_{1}}^{\dagger} c_{i \sigma_{2}}\left(c_{j \sigma_{2}}^{\dagger} c_{j \sigma_{1}}-\delta_{\sigma_{1} \sigma_{2}}\right) P_{0} . \tag{3.43}
\end{align*}
$$

The second term in equation (3.43) is just a constant because the sum of electrons is constant and equal to one on all lattice sites. One can therefore remove this term through a constant shift in the chemical potential. The first term can be written in terms of the spin operator. The spin operator for lattice site $i$ is defined as

$$
S_{i}=\left(\begin{array}{ll}
c_{i \uparrow}^{\dagger} & c_{i \downarrow}^{\dagger}
\end{array}\right) \frac{\sigma}{2}\binom{c_{i \uparrow}}{c_{i \downarrow}}=\frac{1}{2}\left(\begin{array}{c}
S_{i}^{+}+S_{i}^{-}  \tag{3.44}\\
-i S_{i}^{+}+i S_{i}^{-} \\
n_{i \uparrow}-n_{i \downarrow}
\end{array}\right),
$$

where $S_{i}^{+}=c_{i \uparrow}^{\dagger} c_{i \downarrow}, S_{i}^{-}=c_{i \downarrow}^{\dagger} c_{\uparrow \uparrow}$ and $n_{i \sigma}=c_{i \sigma}^{\dagger} c_{i \sigma}$. Taking the dot product of two spin operators, I get

$$
\begin{align*}
& 2 S_{i} \cdot S_{j}=S_{i}^{+} S_{j}^{-}+S_{i}^{-} S_{j}^{+}+\frac{1}{2}\left(n_{i \uparrow} n_{j \uparrow}+n_{i \downarrow} n_{j \downarrow}-n_{i \uparrow} n_{j \downarrow}-n_{i \downarrow} n_{j \uparrow}\right) \\
& =S_{i}^{+} S_{j}^{-}+S_{i}^{-} S_{j}^{+}+n_{i \uparrow} n_{j \uparrow}+n_{i \downarrow} n_{j \downarrow}-\frac{1}{2}\left(n_{i \uparrow}+n_{i \downarrow}\right)\left(n_{j \uparrow}+n_{j \downarrow}\right) \\
& =\sum_{\sigma_{1} \in\{\uparrow, \downarrow\} \sigma_{2} \in\{\uparrow, \downarrow\}} \sum_{i \sigma_{1}} c_{i \sigma_{2}}^{\dagger} c_{j \sigma_{2}}^{\dagger} c_{j \sigma_{1}}-\frac{1}{2}\left(n_{i \uparrow}+n_{i \downarrow}\right)\left(n_{j \uparrow}+n_{j \downarrow}\right) . \tag{3.45}
\end{align*}
$$

When projecting onto $\mathscr{V}_{0}$, where all lattice sites are occupied exactly once, one can use that $n_{j \uparrow}+n_{j \downarrow}=1$. Hence, the last term in equation (3.45) is just a constant when projected onto $\mathscr{V}_{0}$. Applying this to
the last two terms in equation (3.45), I get that

$$
\begin{equation*}
2 P_{0} S_{i} \cdot S_{j} P_{0}=P_{0} \sum_{\sigma_{1} \in\{\uparrow, \downarrow\}} \sum_{\sigma_{2} \in\{\uparrow, \downarrow\}} c_{i \sigma_{1}}^{\dagger} c_{i \sigma_{2}} c_{j \sigma_{2}}^{\dagger} c_{j \sigma_{1}} P_{0} \tag{3.46}
\end{equation*}
$$

which is exactly the expression in equation (3.43). Hence, to second order in the perturbation,

$$
\begin{equation*}
\mathscr{H}_{\text {eff }}=P_{0} \sum_{i \neq j} \frac{2\left|t^{i j}\right|^{2}}{U} S_{i} \cdot S_{j} P_{0} \tag{3.47}
\end{equation*}
$$

In other words, the effective Hamiltonian for the half-filled Hubbard model with strong on-site repulsion $U$ is effectively the same as the Heisenberg model with $J_{i j}=\left|t^{i j}\right|^{2} / U$, acting on the space of states with one electron on each lattice site. The coupling $J_{i j}$ is strictly positive. Minimizing the energy associated with different lattice sites is therefore done by aligning the spins such that $S_{i} \cdot S_{j}$ is negative, meaning that the model is the antiferromagnetic Heisenberg model.

The single orbital Hubbard model was derived from a simple picture of electrons only interacting through an electrostatic potential and only one orbital per spin on each lattice site. Real materials are often much more complicated. Even if we exclude the effect of spin-orbit coupling and the Zeeman effect, real materials often consist of multiple different types of atoms with different numbers of orbitals.

For a more realistic multi-orbital version of the Hubbard model, consider a system with $N$ ions, possibly different types. I label the ions with integers and let ion $i$ have $2 n_{i}$ different Wannier states, not counting those which are always either approximately occupied or approximately unoccupied. I assume that the Wannier states are spindegenerate so that there are two Wannier states with opposite spins and equal spatial profiles. I label the creation operators with ion number $i \in 1, \ldots, N$, Wannier state $m \in\left\{1, n_{i}\right\}$ and spin $\sigma \in\{\uparrow, \downarrow\}$. I also assume that there are only electrostatic forces, meaning no Zeeman effect and no spin-orbit coupling. In this case, I derived in section 3.1 that the Hamiltonian is

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{T}+\mathscr{H}_{U} \tag{3.48}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{H}_{T}=-\sum_{i, j=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{j}} \sum_{\sigma \in\{\uparrow, \downarrow\}}{ }_{t_{m_{1}} m_{2}}^{i j} c_{i m_{1} \sigma}^{\dagger} c_{j m_{2} \sigma} \tag{3.49}
\end{equation*}
$$

and

$$
\begin{align*}
\mathscr{H}_{U}=\sum_{i, j, k, l=1}^{N} & \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{j}} \sum_{m_{3}=1}^{n_{k}} \sum_{m_{4}=1}^{n_{l}} \\
& \times \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} U_{m_{1} m_{2} m_{3} m_{4}}^{i j k l} c_{i m_{1} \sigma_{1}}^{\dagger} c_{j m_{2} \sigma_{2}}^{\dagger} c_{k m_{3} \sigma_{2}} c_{l m_{4} \sigma_{1}} . \tag{3.50}
\end{align*}
$$

Here,

$$
\begin{equation*}
t_{m_{1} m_{2}}^{i j}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \varphi_{i m_{1}}^{*}(x)\left[\frac{\nabla^{2}}{2 m}-q V_{\mathrm{env}}(x)\right] \varphi_{j m_{2}}(x), \tag{3.51}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{m_{1} m_{2} m_{3} m_{4}}^{i j k l}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{q^{2} \varphi_{i m_{1}}^{*}(x) \varphi_{j m_{2}}^{*}(y) \varphi_{k m_{3}}(y) \varphi_{l m_{4}}(x)}{4 \pi|x-\boldsymbol{y}|} \tag{3.52}
\end{equation*}
$$

where $V_{\text {env }}$ includes the contribution from the always occupied states in the lowest orbitals and $\varphi_{i m_{1}}$ is the Wannier function for Wannier state $m_{1}$ at ion $i$.

Next, I assume again that equation (3.52) is small unless $i=j=$ $k=l$. This amounts to assuming that the Wannier states have small amplitudes at neighboring ions. The factor $1 /|\boldsymbol{x}-\boldsymbol{y}|$ will favor the contribution where $\boldsymbol{x} \approx \boldsymbol{y}$, and the terms in equation (3.50) in which all four Wannier states have large amplitudes at approximately the same position are the terms in which all four Wannier states are located around the same ion. Restricting $\mathscr{H}_{U}$ to terms with $i=j=k=l$ often also means that we can assume that the Wannier functions enter in pairs. This is because Wannier states are orthogonal. For instance, the Wannier states are often assumed to resemble orbitals, which can be written in terms of spherical harmonics of different degrees. For instance, the relevant Wannier states might resemble $s$-orbitals and $d$-orbitals. The spatial symmetry of the $d$-orbitals means that only even powers can give a non-zero result when integrating over space.

I define

$$
\begin{align*}
U_{m_{1} m_{2}}^{i} & =\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{q^{2}\left|\varphi_{i m_{1}}(x)\right|^{2}\left|\varphi_{i m_{2}}(y)\right|^{2}}{4 \pi|x-y|}  \tag{3.53a}\\
J_{m_{1} m_{2}}^{i} & =\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{q^{2} \varphi_{i m_{1}}^{*}(x) \varphi_{i m_{2}}^{*}(y) \varphi_{i m_{1}}(y) \varphi_{i m_{2}}(x)}{4 \pi|x-y|} \tag{3.53b}
\end{align*}
$$

such that

$$
\begin{align*}
\mathscr{H}_{U}= & \sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{i}} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} U_{m_{1} m_{2}}^{i} c_{i m_{1} \sigma_{1}}^{\dagger} c_{i m_{2} \sigma_{2}}^{\dagger} c_{i m_{2} \sigma_{2}} c_{i m_{1} \sigma_{1}} \\
& +\sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{j}} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} J_{m_{1} m_{2}}^{i} c_{i m_{1} \sigma_{1}}^{\dagger} c_{i m_{2} \sigma_{2}}^{\dagger} c_{i m_{1} \sigma_{2}} c_{i m_{2} \sigma_{1}} \tag{3.54}
\end{align*}
$$

Using the anticommutation relation for fermionic operators,

$$
\begin{align*}
\mathscr{H}_{U}= & \sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{\sigma \in\{\uparrow, \downarrow\}}\left(J_{m 1 m 1}^{i}-U_{m 1 m 1}^{i}\right) n_{i m_{1} \sigma} \\
+ & \sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{i}} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} U_{m_{1} m_{2}}^{i j} n_{i m_{1} \sigma_{1}} n_{i m_{2} \sigma_{2}} \\
& -\sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{i}} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} J_{m_{1} m_{2}}^{i} c_{i m_{1} \sigma_{1}}^{\dagger} c_{i m_{1} \sigma_{2}} c_{i m_{2} \sigma_{2}}^{\dagger} c_{i m_{2} \sigma_{1}}, \tag{3.55}
\end{align*}
$$

where $n_{i m_{1} \sigma_{1}}=c_{i m_{1} \sigma_{1}}^{\dagger} c_{i m_{1} \sigma_{1}}$. I use equation (3.45) to rewrite equation (3.55) as

$$
\begin{align*}
& \mathscr{H}_{U}=\sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{\sigma \in\{\uparrow, \downarrow\}}\left(J_{m 1 m 1}^{i}-U_{m 1 m 1}^{i}\right) n_{i m_{1} \sigma} \\
& - \\
& \sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{i}} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} 2 J_{m_{1} m_{2}}^{i} S_{i m_{1}} \cdot S_{i m_{2}}  \tag{3.56}\\
& \quad+\sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{i}} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}}\left(U_{m_{1} m_{2}}^{i}-\frac{1}{2} J_{m_{1} m_{2}}^{i}\right) n_{i m_{1} \sigma_{1}} n_{i m_{2} \sigma_{2}} .
\end{align*}
$$

where $S_{i m_{1}}$ is the spin operator for the Wannier state $m_{1}$ at ion $i$.
Next, let

$$
\begin{equation*}
T_{m_{1} m_{2}}^{i j}=t_{m_{1} m_{2}}^{i j}+\delta_{m_{1} m_{2}} \delta_{i j}\left(J_{m 1 m 1}^{i}-U_{m 1 m 1}^{i}\right), \tag{3.57}
\end{equation*}
$$

such that one can absorb the first term in equation (3.56) into the hopping term. Hence the complete Hamiltonian in this lattice system

$$
\begin{align*}
\mathscr{H} & =-\sum_{i, j=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{j}} \sum_{\sigma \in\{\uparrow, \downarrow\}} T_{m_{1} m_{2}}^{i j} c_{i m_{1} \sigma}^{\dagger} c_{j m_{2} \sigma} \\
- & \sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{i}} \sum_{\sigma_{1}, \sigma_{2} \in\{\uparrow, \downarrow\}} 2 J_{m_{1} m_{2}}^{i} S_{i m_{1}} \cdot S_{i m_{2}} \\
& +\sum_{i=1}^{N} \sum_{m_{1}=1}^{n_{i}} \sum_{m_{2}=1}^{n_{i}} \sum_{\sigma_{1}, \sigma_{2} \in\{\{, \downarrow\}}\left(U_{m_{1} m_{2}}^{i}-\frac{1}{2} J_{m_{1} m_{2}}^{i}\right) n_{i m_{1} \sigma_{1}} n_{i m_{2} \sigma_{2}} . \tag{3.58}
\end{align*}
$$

The second term is a Heisenberg-like coupling between the spins of different Wannier states at the same lattice site. It is called an exchange coupling because it is a result of the exchange rules of identical particles [25, 150]. That is, despite our description containing no explicit spin-coupling, the fact that the state vector must be antisymmetric under the exchange of identical fermions gives rise to an effective spin interaction. In short, the total state vector must be antisymmetric under the exchange of both spatial and spin coordinates. If it is symmetric in the exchange of spins, for instance if the two spins are equal, then it must be antisymmetric in the exchange of spatial coordinates. An odd function must be zero at the origin. In the same way, a state vector that is odd in the exchange of spatial coordinates $r_{1}$ and $r_{2}$ must be zero when $\boldsymbol{r}_{1}=\boldsymbol{r}_{2}$. On the other hand, if the state vector is antisymmetric under spin exchange, which can only happen when the spins are opposite in a so-called spin-singlet state, the state vector can be nonzero also for $\boldsymbol{r}_{1}=\boldsymbol{r}_{2}$. In other words, when two electrons have the same spin direction, their spatial overlap is different by virtue of the fermionic symmetry properties, leading to different Coulomb interactions. The difference in energy for the different exchange symmetries is equal to $J_{m_{1} m_{2}}^{i}$, as calculated above. If $J_{m_{1} m_{2}}^{i}>0$, the term $-2 J_{m_{1} m_{2}}^{i} S_{i m_{1}} \cdot S_{i m_{2}}$ favors ferromagnetic alignment between the spin at orbital $m_{1}$ and $m_{2}$.

For an example of a magnetic system that is also metallic, consider a system where there are $n_{\mathrm{loc}}+1$ Wannier states at each of the $N$ identical ions in the system. Of these, the first $n_{\text {loc }}$ are localized tightly around the ions, such that tunneling terms involving these states are small. The last Wannier state extends more broadly in space and therefore has larger tunneling terms associated with them. Consider the $n_{\text {loc }}$
localized states. The on-site Coulomb repulsion, given by the term proportional to $U_{m_{1} m_{2}}^{i}-J_{m_{1} m_{2}}^{i} / 2$, will be strongest for $m_{1}=m_{2}$ since these have the largest spatial overlap. As a result, each of the localized states will preferably be half-filled with one particle. This is the same as for the single-orbital Hubbard model above. If we assume that all the $n_{\text {loc }}$ localized states are half-filled, we can also ignore the last term in equation (3.58). If $m_{1}$ is one of the localized states, then summing over spins returns a constant multiplied by the number of states in $m_{2}$. This can just be absorbed into $T_{m_{2} m_{2}}^{i i}$. Similarly if $m_{2}$ is one of the localized states. The spins of the $n_{\text {loc }}$ localized states will interact ferromagnetically through the exchange interaction, provided that $J_{m_{1} m_{2}}^{i}>0$, so we can assume that all the spins in the localized states point in the same direction at each lattice site. Finally, the spins at different lattice sites will interact through the weak tunneling. In the above example of the single-orbital Hubbard model, we saw that weak tunneling gave rise to an effective antiferromagnetic Heisenberg coupling of the spins. Let

$$
\begin{equation*}
S_{i}=\sum_{n=1}^{n_{\mathrm{loc}}} S_{i n} \tag{3.59}
\end{equation*}
$$

be the total spin associated with the $n_{\text {loc }}$ localized states, let $c_{i \sigma}=$ $c_{i\left(n_{\text {loc }}+1\right) \sigma}$ be the annihilation operator associated with the delocalized state at site $i$ with spin $\sigma$ and

$$
\begin{equation*}
s_{i}=S_{i\left(n_{\mathrm{loc}}+1\right)} \tag{3.60}
\end{equation*}
$$

be the spin operator associated with the delocalized state. One can write the effective Hamiltonian as

$$
\begin{equation*}
\mathscr{H}_{\mathrm{eff}}=-\sum_{i, j=1}^{N} T^{i j} c_{i \sigma}^{\dagger} c_{j \sigma}+\sum_{i, j=1}^{N} J_{\mathrm{eff}}^{i j} S_{i} \cdot S_{j}-\sum_{i=1}^{N} 2 J_{\mathrm{int}}^{i} s_{i} \cdot s_{i}, \tag{3.61}
\end{equation*}
$$

for some effective coupling between localized spins given by $J_{\text {eff }}^{i j}$. Equation (3.61) is often referred to as an $s-d$ model [154-157], because the localized Wannier states are often the $d$-orbitals while the delocalized itinerant electron states are often the $s$-orbitals.

Exchange coupling is a short-range effect. Here, I only included exchange coupling between states at the same atom. More broadly,
important magnetic effects can come from exchange coupling between nearest neighbors, called direct exchange [158, 159], or longer-ranged exchange effects, such as superexchange [53, 160] and double exchange [161, 162], which occur through intermediary atoms. If one includes spin-orbit coupling, one can also get an effective antisymmetric exchange effect, called the Dzyaloshinskii-Moriya interaction [163165]. Spins will also interact through magnetic effects, of course. From equation (2.142) we know that the curl of the spin density gives rise to an electric current density, and thereby a magnetic field. The magnetic field, in turn, couples to the spin. The complete picture of magnetic effects is therefore complicated, and which effects are more important will depend on the atomic structure of the material. Some materials will be ferromagnetically ordered, and others will be antiferromagnetic or ferrimagnetic ordered, or have no magnetic order at all. Moreover, some materials display simple parallel magnetic alignment, while others exhibit more complicated topological structures, such as skyrmions $[165,166]$ arising from antisymmetric exchange interactions.

In the work presented in this thesis, it has often been important with an effective quadratic model for the itinerant electrons because it is assumed in the quasiclassical theory (see chapter 6). To obtain such a model, one can approximate the spin operator for the localized spins by their expectation value, such that

$$
\begin{equation*}
\mathscr{H}_{\mathrm{eff}}=-\sum_{i, j=1}^{N} T^{i j} c_{i \sigma}^{\dagger} c_{j \sigma}-\sum_{i=1}^{N} \boldsymbol{h}_{i} \cdot s_{i}, \tag{3.62}
\end{equation*}
$$

where $\boldsymbol{h}_{i}=2 J_{\text {int }}\left\langle S_{i}\right\rangle$. Note that $\left\langle S_{i}\right\rangle$ can still depend on time, and the temporal evolution can depend on the itinerant electrons. Equation (3.62) is reasonable if the relevant states in the ensemble have localized spins not too different from the expectation values. In other words, the energy of the system should increase rapidly as the spin deviates from the expectation value, such that for energies up to the thermal energy all states have localized spins that deviate negligibly from the expectation values.

### 3.3 Superconductivity

So far we have treated the contribution to the photon field from the ions as constant. However, the lattice is dynamic in real materials, and
this can have important consequences. One consequence, which will be further discussed in section 5.2.1, is that it leads to the dissipation of energy. Another consequence, which is the focus of this section, is that it can lead to superconductivity. Each ion is a complicated combination of multiple protons, neutrons, and low-energy, localized, electrons. On an even more fundamental level, each proton and neutron consist of multiple quark and gluon fields. For our purposes, it suffices with a more primitive effective description of ions as independent, spinless particles. Each ion has a kinetic energy, which I take to be non-relativistic. Additionally, since they are charged, they have electric potential energy.

The quantum mechanical Lagrangian for $N$ spinless particles with position operators $\left\{R_{i}\right\}$, conjugate momentum operators $\left\{P_{i}\right\}$, masses $\left\{M_{i}\right\}$ and charges $\left\{Q_{i}\right\}$ in a vector potential $A$ and an electric scalar potential $V$ is given by

$$
\begin{equation*}
L_{\mathrm{ions}}=\sum_{i=1}^{N}\left\{\frac{1}{2} \boldsymbol{P}_{i} \cdot \frac{\partial \boldsymbol{R}_{i}}{\partial t}+\frac{1}{2} \frac{\partial \boldsymbol{R}_{i}}{\partial t} \cdot \boldsymbol{P}_{i}-\frac{\left[\boldsymbol{P}_{i}-Q_{i} \boldsymbol{A}\left(\boldsymbol{R}_{i}\right)\right]^{2}}{2 M_{i}}-Q_{i} V\left(\boldsymbol{R}_{i}\right)\right\} \tag{3.63}
\end{equation*}
$$

since

$$
\begin{equation*}
\mathscr{H}_{\text {ion }}=\sum_{i=1}^{N}\left\{\frac{\left[\boldsymbol{P}_{i}-Q_{i} \boldsymbol{A}\left(\boldsymbol{R}_{i}\right)\right]^{2}}{2 M_{i}}+Q_{i} V\left(\boldsymbol{R}_{i}\right)\right\} \tag{3.64}
\end{equation*}
$$

is the Hamiltonian. The conjugate momentum operators are $P_{i}=$ $M_{i} \partial \boldsymbol{R}_{i} / \partial t+Q_{i} \boldsymbol{A}\left(\boldsymbol{R}_{i}\right)$. This implies a commutation relation for $\boldsymbol{R}_{i}$ and $\boldsymbol{P}_{i}$. Let $R_{i}^{\alpha}$ denote component $\alpha \in\{x, y, z\}$ of $\boldsymbol{R}_{i}$, and similarly for $\boldsymbol{P}_{i}$ and $\boldsymbol{A}$. We know from the Heisenberg equation that

$$
\begin{equation*}
\frac{\partial R_{i}^{\alpha}}{\partial t}=i\left[\mathscr{H}_{\mathrm{ion}}, R_{i}\right] . \tag{3.65}
\end{equation*}
$$

If we assume that $R_{i}^{\alpha}$ commutes with $R_{j}^{\beta}$ and $P_{j}^{\beta}$, as long as $i \neq j$, I get that

$$
\begin{align*}
& M_{i} \frac{\partial R_{i}^{\alpha}}{\partial t}=\frac{i}{2} \sum_{\beta \in\{x, y, z\}}\left[P_{i}^{\beta} P_{i}^{\beta} R_{i}^{\alpha}-P_{i}^{\beta} Q_{i} A^{\beta}\left(\boldsymbol{R}_{i}\right) R_{i}^{\alpha}-Q_{i} A^{\beta}\left(\boldsymbol{R}_{i}\right) P_{i}^{\beta} R_{i}^{\alpha}\right. \\
& \left.-R_{i}^{\alpha} P_{i}^{\beta} P_{i}^{\beta}+R_{i}^{\alpha} P_{i}^{\beta} Q_{i} A^{\beta}\left(\boldsymbol{R}_{i}\right)+R_{i}^{\alpha} Q_{i} A^{\beta}\left(\boldsymbol{R}_{i}\right) P_{i}^{\beta}\right] \\
& =-\frac{i}{2} \sum_{\beta \in\{x, y, z\}}\left\{\left[R_{i}^{\alpha}, P_{i}^{\beta}\right]_{-}\left[P_{i}^{\beta}-Q_{i} A^{\beta}\left(\boldsymbol{R}_{\boldsymbol{i}}\right)\right]\right. \\
& \left.\quad \quad+\left[P_{i}^{\beta}-Q_{i} A^{\beta}\left(\boldsymbol{R}_{i}\right)\right]\left[R_{i}^{\alpha}, P_{i}^{\beta}\right]_{-}\right\}=P_{i}^{\alpha}-Q_{i} A^{\alpha}\left(\boldsymbol{R}_{i}\right) . \tag{3.66}
\end{align*}
$$

This is true if the position operator $\boldsymbol{R}_{i}$ and the momentum operator $\boldsymbol{P}_{i}$ must satisfy the commutation relation

$$
\begin{equation*}
\left[R_{i}^{\alpha}, P_{i}^{\beta}\right]_{-}=i \delta_{\alpha \beta} \tag{3.67}
\end{equation*}
$$

Including the electron field, the photon field, and the ions, the full action is

$$
\begin{equation*}
S=\int_{-\infty}^{\infty} \mathrm{d} t\left(L_{\mathrm{ions}}+\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} r\left[\mathscr{L}_{e}+\mathscr{L}_{\mathrm{em}}\right]\right), \tag{3.68}
\end{equation*}
$$

where $\mathscr{L}_{e}$ and $\mathscr{L}_{\text {em }}$ are the Lagrangian densities for the electron field and the photon fields, respectively. Minimizing with respect to $V$ and $A$, I get

$$
\begin{align*}
& V(t, x)=\frac{1}{4 \pi} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{\rho\left(t_{\mathrm{ret}}, y\right)}{|x-y|}+V_{\mathrm{ext}}(t, x)  \tag{3.69a}\\
& A(t, x)=\frac{1}{4 \pi} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y \frac{\boldsymbol{j}\left(t_{\mathrm{ret}}, y\right)}{|x-y|}+A_{\mathrm{ext}}(t, x), \tag{3.69b}
\end{align*}
$$

as shown in section 2.7. Here,

$$
\begin{align*}
\rho(t, \boldsymbol{r}) & =\rho_{e}(t, \boldsymbol{r})+\sum_{i=1}^{N} Q_{i} \delta\left(\boldsymbol{r}-\boldsymbol{R}_{i}[t]\right)  \tag{3.70a}\\
\boldsymbol{j}(t, \boldsymbol{r}) & =\boldsymbol{j}_{e}(t, \boldsymbol{r})+\sum_{i=1}^{N} Q_{i} \frac{\partial \boldsymbol{R}_{i}}{\partial t} \delta\left(\boldsymbol{r}-\boldsymbol{R}_{i}[t]\right), \tag{3.70b}
\end{align*}
$$

where $\rho_{e}$ and $\boldsymbol{j}_{e}$ are the charge and current densities for the electron field, which are given by equations (2.141) and (2.142). Assuming that charges move slowly compared to the speed of light, I set $t_{\text {ret }}=t$.

We started with a theory involving the electron field, the photon field, and ions. By inserting equation (3.69) into the action, we remove the coupling to the photon field in favor of new couplings. The initial theory involves coupling between the photon field and both the electron field and the ions, but not between electrons and ions. In the new theory, we get electron-electron coupling through quartic terms, we get ion-ion coupling and we get electron-ion coupling. We can do this trick one more time and get a theory involving only the electron field. To do so, we must minimize the action with respect to ion position operators $R_{i}$. We do not need to include the dependence of the action on $R_{i}$ through the photon field. This is because a version of the chain rule also works with functional derivative, as explained in section 2.7.

Minimizing the action with respect to $R_{i}$, I get

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\boldsymbol{P}_{i}-Q_{i} A\left(\boldsymbol{R}_{i}\right)\right]=Q_{i}\left\{E\left(\boldsymbol{R}_{i}\right)+\frac{1}{2}\left[\frac{\partial \boldsymbol{R}_{i}}{\partial t} \times B\left(\boldsymbol{R}_{i}\right)-B\left(\boldsymbol{R}_{i}\right) \times \frac{\partial \boldsymbol{R}_{i}}{\partial t}\right]\right\}, \tag{3.71}
\end{equation*}
$$

which, unsurprisingly, is similar to Newton's second law for a charged particle in an electromagnetic field. This equation can also be obtained by using the Heisenberg equation. Assuming no external field, one can separate $\boldsymbol{E}$ into one contribution that comes from the ions, $\boldsymbol{E}_{\text {ion }}$ and one that comes from the electron field, $\boldsymbol{E}_{e}$, and similarly for $\boldsymbol{B}=\boldsymbol{B}_{\mathrm{ion}}+\boldsymbol{B}_{e}$. In the presence of an external field, one can include this into $\boldsymbol{E}_{e}$ and $\boldsymbol{B}_{e}$.

In general, an ion will be in a superposition of different eigenstates of the velocity operator, $\partial R_{i} / \partial t$. To determine $E_{\text {ion }}$, consider a state in which the $i$ 'th ion is in rest, meaning that $\partial R_{i} / \partial t=0$. In this case, the electric field generated from this ion is

$$
\begin{equation*}
\boldsymbol{E}_{i, 0}(\boldsymbol{r})=\frac{\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right) Q_{i}}{4 \pi\left|\boldsymbol{r}-\boldsymbol{R}_{i}\right|^{3}} \tag{3.72}
\end{equation*}
$$

and the magnetic field is $\boldsymbol{B}_{i, 0}=\mathbf{0}$, as can be derived from equations (3.69) and (3.70) together with $E=-\nabla V-\partial A / \partial t$ and $B=\nabla \times A$. From this, one can derive the electric and magnetic field from the $i$ 'th ion in any eigenstate of $\partial R_{i} / \partial t$. Since $\partial R_{i} / \partial t=v_{i}$ is equivalent to a multiplication of a constant in this state, we may perform a Lorentz transformation to the rest frame in which we know that the electric field is $E_{i, 0}$ and the magnetic field is $\boldsymbol{B}_{i, 0}=\mathbf{0}$. This implies that the
electromagnetic field in the "lab frame", where the velocity of the $i$ 'th ion is $\boldsymbol{v}_{i}$, is

$$
\begin{align*}
& \boldsymbol{E}_{i}=\gamma \boldsymbol{E}_{i, 0}-(\gamma-1) \frac{\left(\boldsymbol{E} \cdot \boldsymbol{v}_{i}\right) \boldsymbol{v}_{i}}{\boldsymbol{v}_{i} \cdot \boldsymbol{v}_{i}}  \tag{3.73a}\\
& \boldsymbol{B}_{i}=\gamma \frac{\boldsymbol{v}_{i} \times \boldsymbol{E}_{i, 0}}{c^{2}}, \tag{3.73b}
\end{align*}
$$

where $\gamma=\sqrt{1-\boldsymbol{v}_{i} \cdot \boldsymbol{v}_{i} / c^{2}}$. I reintroduced the speed of light $c$. We see that when we are considering superpositions of states with $\left|v_{i}\right| \ll c$ we can neglect the contribution from the magnetic field, since

$$
\begin{equation*}
\left|\boldsymbol{v}_{i} \times B\right|<\frac{\left|\boldsymbol{v}_{i} \times\left(\boldsymbol{v}_{i} \times \boldsymbol{E}_{i, 0}\right)\right|}{c^{2}} \ll\left|E_{i, 0}\right| . \tag{3.74}
\end{equation*}
$$

We can also approximate $E_{i} \approx E_{i, 0}$, since $\gamma=1+\mathcal{O}\left(\boldsymbol{v}_{i} \cdot \boldsymbol{v}_{i} / c^{2}\right)$, such that

$$
\begin{equation*}
E_{\mathrm{ion}}=\sum_{i=1}^{N} E_{i, 0} \tag{3.75}
\end{equation*}
$$

and $\boldsymbol{B}_{\text {ion }}=\mathbf{0}$. Finally, equation (3.73a) implies that the contribution to the electric field coming from the vector potential, which is zero in the rest frame, is negligible. That is, $\left|\partial A_{i} / \partial t\right| \ll\left|E_{i}\right|$. With these simplifications, equation (3.71) becomes

$$
\begin{align*}
\frac{\partial P_{i}}{\partial t}=Q_{i}\left\{E_{\text {ion }}\left(R_{i}\right)+\right. & \left(E_{e}+\frac{\partial A_{e}}{\partial t}\right)\left(R_{i}\right) \\
& \left.+\frac{1}{2}\left[\frac{\partial \boldsymbol{R}_{i}}{\partial t} \times B_{e}\left(R_{i}\right)-B_{e}\left(R_{i}\right) \times \frac{\partial \boldsymbol{R}_{i}}{\partial t}\right]\right\} \tag{3.76}
\end{align*}
$$

The next step is to linearize the equations. However, this requires knowing how the electron field depends on the ion positions. Again I categorize the electrons as being either itinerant, if they are free to move from ion to ion, or localized, if they are mainly localized around a single ion. Previously, I argued that the lowest energy Wannier states are most localized, and that given sufficient energy gaps to the unoccupied states, these are always approximately fully occupied. This picture does not hold when taking into account ion movement. The electric field from the ions changes significantly close to the ions when
they move. Therefore, the energies of the states with large amplitudes near the ion cores will also have energies that change significantly. As a result one can no longer say that the smallest Wannier states will forever remain approximately fully occupied. Instead, I assume that the localized electrons, while no longer static, still stay localized in the sense that they move with the ions. That is, I assume that the electrons can be categorized into itinerant electrons and electrons that follow the ions. Further, I assume that electrons that follow the ions do so in perfect synchrony. This assumption is motivated by the fact that electrons are much lighter than ions. Assuming that the ions move sufficiently slowly, the localized electrons will configure themselves in the instantaneous ground state orbitals. This effectively screens the electric field coming from the ions, and I assume the dynamics of the localized electrons can be captured by renormalizing the charges of the ions. As the itinerant electrons are more delocalized in space, they will be less sensitive to small movements in the ion placement. Therefore, I assume that the linear response to the electric field from the itinerant electrons, $E_{e}$, can be neglected in equation (3.78).

I define the equilibrium positions $\left\{\boldsymbol{R}_{i}^{\mathrm{eq}}\right\}$ to be a solution of equation (3.71) with $\partial R_{i} / \partial t=0$ and $E=E_{\text {ion }}$. This means that

$$
\begin{equation*}
\sum_{j \neq i} \frac{Q_{j}}{4 \pi} \frac{\left(R_{i}^{\mathrm{eq}}-R_{j}^{\mathrm{eq}}\right)}{\left|R_{i}^{\mathrm{eq}}-R_{j}^{\mathrm{eq}}\right|^{3}}=0 \tag{3.77}
\end{equation*}
$$

for all $i$, where $Q_{j}$ is now the renormalized ion charge, taking into account the localized electrons. Let $\boldsymbol{u}_{i}=R_{i}-R_{i}^{\text {eq }}$ be the displacement away from the equilibrium position. I assume that these displacements are small compared to the distance between ions, such that I can linearize $E_{i o n}$, which now includes the field from the localized electrons, in $\boldsymbol{u}_{i}$. I also keep only zeroth order terms in the coupling to the itinerant electron field, meaning that the coupling to $B_{e}$ is assumed negligible. From this, I obtain

$$
\begin{equation*}
\frac{\partial P_{i}^{\alpha}}{\partial t}=\sum_{j=1}^{N} \sum_{\beta \in\{x, y, z\}} F_{i j}^{\alpha \beta}\left(u_{i}^{\beta}-u_{j}^{\beta}\right)+Q_{i}\left(E_{e}^{\alpha}+\frac{\partial \boldsymbol{A}_{e}}{\partial t}\right)\left(R_{i}^{\mathrm{eq}}\right) \tag{3.78}
\end{equation*}
$$

where $\alpha \in\{x, y, z\}, F_{i i}=0$ and

$$
\begin{equation*}
F_{i j}^{\alpha \beta}=\frac{Q_{i} Q_{j}}{4 \pi} \frac{\partial}{\partial\left(R_{i}^{\beta}-R_{j}^{\beta}\right)}\left[\frac{R_{i}^{\alpha}-R_{j}^{\alpha}}{\left|R_{i}-R_{j}\right|^{3}}\right]_{\left(R_{i}, R_{j}\right)=\left(R_{i}^{\mathrm{eq}}, R_{j}^{\mathrm{eq}}\right)}, \tag{3.79}
\end{equation*}
$$

when $i \neq j$.
If one assumes that all ions are identical with renormalized charges equal to $Q_{\mathrm{ion}}$ and masses equal to $M_{\mathrm{ion}}$, then $F_{i j}^{\alpha \beta}$ depends only on the relative distance $\boldsymbol{R}_{i}-\boldsymbol{R}_{j}$. In this case, the equation can be linearized in the positional degrees of freedom through a Fourier transformation. I define

$$
\begin{align*}
& \boldsymbol{u}_{k}=\sum_{i=1}^{N} \boldsymbol{u}_{i} \mathrm{e}^{-i \boldsymbol{k} \cdot \boldsymbol{R}_{i}^{\mathrm{eq}}}  \tag{3.80a}\\
& \boldsymbol{P}_{k}=\sum_{i=1}^{N} \boldsymbol{P}_{i} \mathrm{e}^{-i \boldsymbol{k} \cdot \boldsymbol{R}_{i}^{\mathrm{eq}}}  \tag{3.80b}\\
& F_{k}^{\alpha \beta}=\sum_{i=1}^{N} F_{i j}^{\alpha \beta} \mathrm{e}^{-i \boldsymbol{k} \cdot\left(\boldsymbol{R}_{i}^{\mathrm{eq}}-\boldsymbol{R}_{j}^{\mathrm{eq}}\right)},  \tag{3.80c}\\
&-\left(\nabla V_{e}\right)_{k}=\sum_{i=1}^{N}\left(\boldsymbol{E}_{e}+\frac{\partial \boldsymbol{A}_{e}}{\partial t}\right)\left(\boldsymbol{R}_{i}^{\mathrm{eq}}\right) \mathrm{e}^{-i \boldsymbol{k} \cdot \boldsymbol{R}_{i}^{\mathrm{eq}}}, \tag{3.80d}
\end{align*}
$$

where the choice of $j$ is arbitrary in equation (3.80c) and $-\left(\nabla V_{e}\right)_{k}$ is the contribution to the electric field coming from the scalar potential $V_{e}$. Inserting this into equation (3.78), I get that

$$
\begin{equation*}
\frac{\partial P_{k}^{\alpha}}{\partial t}=-\sum_{\beta \in\{x, y, z\}}\left(F_{k}^{\alpha \beta}-F_{0}^{\alpha \beta}\right) u_{k}^{\beta}-Q_{\mathrm{ion}}\left(\nabla V_{e}\right)_{k}^{\alpha}, \tag{3.81}
\end{equation*}
$$

$F_{k}^{\alpha \beta}=F_{k}^{\beta \alpha}$, so I can diagonalize $F_{k}^{\alpha \beta}-F_{0}^{\alpha \beta}=\sum_{\gamma} S^{\alpha \gamma} \lambda_{k}^{\gamma}\left(S^{T}\right)^{\gamma \beta}$, and define $\tilde{P}_{k}^{\alpha}=\sum_{\gamma}\left(S^{T}\right)^{\alpha \gamma} P_{k}^{\gamma}, \tilde{u}_{k}^{\alpha}=\sum_{\gamma}\left(S^{T}\right)^{\alpha \gamma} u_{k}^{\gamma}$ and $\left(\nabla \tilde{V}_{e}\right)_{k}^{\alpha}=\sum_{\gamma}\left(S^{T}\right)^{\alpha \gamma}\left(\nabla V_{e}\right)_{k}^{\gamma}$, such that

$$
\begin{equation*}
\frac{\partial \tilde{P}_{k}^{\alpha}}{\partial t}=-\lambda_{k}^{\alpha} \tilde{u}_{k}^{\alpha}-Q_{\mathrm{ion}}\left(\nabla \tilde{V}_{e}\right)_{k}^{\alpha} \tag{3.82}
\end{equation*}
$$

To decouple $\tilde{\boldsymbol{u}}_{k}$ and $\tilde{\boldsymbol{P}}_{k}$, one can introduce the phonon operators,

$$
\begin{align*}
& a_{k}^{\alpha}=\sqrt{\frac{M_{\mathrm{ion}} \omega_{k}^{\alpha}}{2}}\left(\tilde{u}_{k}^{\alpha}+\frac{i}{M_{\mathrm{ion}} \omega_{k}^{\alpha}} \tilde{P}_{k}^{\alpha}\right)  \tag{3.83a}\\
& \left(a_{k}^{\alpha}\right)^{\dagger}=\sqrt{\frac{M_{\mathrm{ion}} \omega_{k}^{\alpha}}{2}}\left(\tilde{u}_{-k}^{\alpha}-\frac{i}{M_{\mathrm{ion}} \omega_{k}^{\alpha}} \tilde{P}_{-k}^{\alpha}\right), \tag{3.83b}
\end{align*}
$$

where $\omega_{k}^{\alpha}=\sqrt{M_{\text {ion }} / \lambda_{k}^{\alpha}}$. From the commutation relation, equation (3.67), it follows that $a_{k}^{\alpha}$ and $\left(a_{k}^{\alpha}\right)^{\dagger}$ satisfy the bosonic commutation relations,

$$
\begin{equation*}
\left[a_{k}^{\alpha},\left(a_{q}^{\beta}\right)^{\dagger}\right]_{-}=N \delta_{k q} \delta_{\alpha \beta}, \quad\left[a_{k}^{\alpha}, a_{q}^{\beta}\right]_{-}=\left[\left(a_{q}^{\beta}\right)^{\dagger},\left(a_{q}^{\beta}\right)^{\dagger}\right]_{-}=0 . \tag{3.84}
\end{equation*}
$$

Combining equation (3.82) with $M_{\text {ion }} \partial \tilde{u}_{k}^{\alpha} / \partial t=\tilde{P}_{k}^{\alpha}-Q_{\text {ion }} \tilde{A}_{e, k}^{\alpha}$, where $\tilde{A}_{e, k}$ is the Fourier transform of the vector potential coming from the itinerant electron field, and inserting equation (3.83), I get

$$
\begin{align*}
& \frac{\partial a_{k}^{\alpha}}{\partial t}=-i \omega_{k}^{\alpha} a_{k}^{\alpha}-Q_{\mathrm{ion}} \sqrt{\frac{1}{2 M_{\mathrm{ion}} \omega_{k}^{\alpha}}}\left(i\left(\nabla \tilde{V}_{e}\right)_{k}^{\alpha}+\omega_{k}^{\alpha} \tilde{A}_{e, k}^{\alpha}\right)  \tag{3.85a}\\
& \frac{\partial\left(a_{k}^{\alpha}\right)^{\dagger}}{\partial t}=i \omega_{k}^{\alpha}\left(a_{k}^{\alpha}\right)^{\dagger}+Q_{\mathrm{ion}} \sqrt{\frac{1}{2 M_{\mathrm{ion}} \omega_{k}^{\alpha}}}\left(i\left(\nabla \tilde{V}_{e}\right)_{-k}-\omega_{k}^{\alpha} \tilde{A}_{e,-k}^{\alpha}\right) . \tag{3.85b}
\end{align*}
$$

These equations are solved by

$$
\begin{align*}
& a_{k}^{\alpha}(t)=b_{k}^{\alpha} \mathrm{e}^{-i \omega_{k}^{\alpha}\left(t-t_{0}\right)}-\frac{Q_{\mathrm{ion}}}{\sqrt{2 M_{\mathrm{ion}} \omega_{k}^{\alpha}}} \int_{t_{0}}^{t} \mathrm{~d} \tau \mathrm{e}^{-i \omega_{k}^{\alpha}(t-\tau)}\left(i\left(\nabla \tilde{V}_{e}\right)_{k}^{\alpha}+\omega_{k}^{\alpha} \tilde{A}_{e, k}^{\alpha}\right)(\tau),  \tag{3.86a}\\
& \left(a_{k}^{\alpha}\right)^{\dagger}(t)=\left(b_{k}^{\alpha}\right)^{\dagger} \mathrm{e}^{i \omega_{k}^{\alpha}\left(t-t_{0}\right)}+\frac{Q_{\mathrm{ion}}}{\sqrt{2 M_{\mathrm{ion}} \omega_{k}^{\alpha}}} \int_{t_{0}}^{t} \mathrm{~d} \tau \mathrm{e}^{i \omega_{k}^{\alpha}(t-\tau)}\left(i\left(\nabla \tilde{V}_{e}\right)_{-k}^{\alpha}-\omega_{k}^{\alpha} \tilde{A}_{e,-k}^{\alpha}\right)(\tau), \tag{3.86b}
\end{align*}
$$

for some constant operators $b_{k}^{\alpha}$ and $\left(b_{k}^{\alpha}\right)^{\dagger}$. One can rewrite equation (3.86) by using partial integration together with $\omega_{k}^{\alpha} \mathrm{e}^{ \pm i \omega_{k}^{\alpha}(t-\tau)}=$ $\pm i \partial\left[\mathrm{e}^{ \pm i \omega_{k}^{\alpha}(t-\tau)}\right] / \partial \tau$. Doing this, I get

$$
\begin{align*}
a_{k}^{\alpha}(t)= & {\left[b_{k}^{\alpha}-\frac{i Q_{\mathrm{ion}} \tilde{A}_{e, k}^{\alpha}\left(t_{0}\right)}{\sqrt{2 M_{\mathrm{ion}} \omega_{k}^{\alpha}}}\right] \mathrm{e}^{-i \omega_{k}^{\alpha}\left(t-t_{0}\right)} } \\
& +\frac{i Q_{\mathrm{ion}}}{\sqrt{2 M_{\mathrm{ion}} \omega_{k}^{\alpha}}}\left[\tilde{A}_{e, k}^{\alpha}(t)+\int_{t_{0}}^{t} \mathrm{~d} \tau \mathrm{e}^{-i \omega_{k}^{\alpha}(t-\tau)} \tilde{E}_{e, k}^{\alpha}(\tau)\right],  \tag{3.87a}\\
\left(a_{k}^{\alpha}\right)^{\dagger}(t)= & {\left[\left(b_{k}^{\alpha}\right)^{\dagger}+\frac{i Q_{\mathrm{ion}} \tilde{A}_{e,-k}^{\alpha}\left(t_{0}\right)}{\sqrt{2 M_{\mathrm{ion}} \omega_{k}^{\alpha}}}\right] \mathrm{e}^{\mathrm{i} \omega_{k}^{\alpha}\left(t-t_{0}\right)} } \\
& -\frac{i Q_{\mathrm{ion}}}{\sqrt{2 M_{\mathrm{ion}} \omega_{k}^{\alpha}}}\left[\tilde{A}_{e,-k}^{\alpha}(t)+\int_{t_{0}}^{t} \mathrm{~d} \tau \mathrm{e}^{\mathrm{i} \omega_{k}^{\alpha}(t-\tau)} \tilde{E}_{e,-k}^{\alpha}(\tau)\right], \tag{3.87b}
\end{align*}
$$

where $\tilde{E}_{e,-k}^{\alpha}=-\left(\nabla \tilde{V}_{e}\right)_{k}^{\alpha}-\partial \tilde{A}_{e, k}^{\alpha} / \partial t$ is the electric field from the electrons, in addition to any external fields.

Using that $\omega_{-k}=\omega_{k}$ and inserting equation (3.86) into equation (3.83), I get that the position operators become

$$
\begin{align*}
& \tilde{u}_{k}^{\alpha}(t)=\tilde{u}_{k}^{\alpha}\left(t_{0}\right) \cos \left[\omega_{k}^{\alpha}\left(t-t_{0}\right)\right]+\frac{\left[\tilde{P}_{k}^{\alpha}\left(t_{0}\right)-Q_{\mathrm{ion}} \tilde{A}_{e, k}^{\alpha}\left(t_{0}\right)\right]}{M_{\mathrm{ion}} \omega_{k}^{\alpha}} \sin \left[\omega_{k}^{\alpha}\left(t-t_{0}\right)\right] \\
&+\frac{Q_{\mathrm{ion}}}{M_{\mathrm{ion}} \omega_{k}^{\alpha}} \int_{t_{0}}^{t} \mathrm{~d} \tau \sin \left[\omega_{k}^{\alpha}(t-\tau)\right] \tilde{E}_{e, k}^{\alpha}(\tau) \tag{3.88}
\end{align*}
$$

Notice that the expectation value, $\left\langle\tilde{u}_{k}^{\alpha}(t)\right\rangle$, evolves in time like one would expect from classical charged particles in an electric field $\left\langle E_{e}(t)\right\rangle$. This is because I linearized the equation for $\tilde{u}_{k}^{\alpha}(t)$.

Inserting equation (3.88) back into the Lagrangian in terms such as $q \psi_{e}^{\dagger} V \psi_{e}$ removes the coupling between the electron field and the ions in favor of new electron-electron coupling. At first glance, the qualitative features of this result look similar to what was obtained when solving for the photon field operators. However, there is an important difference. To see why, consider the term in the electron Hamiltonian proportional to $q \psi_{e}^{\dagger} V \psi_{e}$. This term is often the strongest interaction with the electromagnetic field. If we do not take into account relativistic corrections, the charge density in the electron field is $q \psi_{e}^{\dagger} \psi_{e}$. Using equations (3.69) and (3.70) the energy is, not taking into account the external field,

$$
\begin{align*}
\mathscr{H}_{U}=\frac{q^{2}}{4 \pi} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} y & \frac{\psi_{e}^{\dagger}(\boldsymbol{x}) \psi_{e}^{\dagger}(\boldsymbol{y}) \psi_{e}(\boldsymbol{y}) \psi_{e}(\boldsymbol{x})}{|\boldsymbol{x}-\boldsymbol{y}|} \\
& +\frac{q Q_{\mathrm{ion}}}{4 \pi} \sum_{i=1}^{N} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \frac{\psi_{e}^{\dagger}(\boldsymbol{x}) \psi_{e}(\boldsymbol{x})}{\left|\boldsymbol{x}-\boldsymbol{R}_{i}\right|} \tag{3.89}
\end{align*}
$$

The first is a repulsive Coulomb interaction between equal charges, $q^{2}=|q|^{2}$, and the second term is an attractive Coulomb interaction between opposite charges, $q Q_{\text {ion }}=-\left|q Q_{\text {ion }}\right|$. The second term can be
rewritten in terms of $\boldsymbol{u}_{i}$,

$$
\begin{align*}
& \frac{q Q_{\mathrm{ion}}}{4 \pi} \sum_{i=1}^{N} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \frac{\psi_{e^{\dagger}}^{\dagger}(x) \psi_{e}(x)}{\left|x-R_{i}\right|}=\frac{q Q_{\mathrm{ion}}}{4 \pi} \sum_{i=1}^{N} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \frac{\psi_{e}^{\dagger}(x) \psi_{e}(x)}{\left|x-R_{i}^{\mathrm{eq}}\right|} \\
& +\frac{q Q_{\mathrm{ion}}}{4 \pi} \sum_{i=1}^{N} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \frac{\psi_{e}^{\dagger}\left(x+\boldsymbol{u}_{i}\right) \psi_{e}\left(x+\boldsymbol{u}_{i}\right)-\psi_{e}^{\dagger}(x) \psi_{e}(x)}{\left|x-R_{i}^{\mathrm{eq}}\right|} \tag{3.90}
\end{align*}
$$

The latter term gives rise to the phonon-mediated electron-electron interaction, while the first term is the coupling between electrons and the equilibrium distribution of ions, which should be used when defining the lattice model through Wannier states, as discussed in section 3.1.

When inserting the creation and annihilation operators for the Wannier states, both the interaction obtained directly from the electromagnetic field and the phonon-mediated interaction produce terms on the form

$$
\begin{equation*}
\mathscr{H}_{U}=\sum_{i, j, k, l \sigma_{1}, \sigma_{2}, \sigma_{2}, \sigma_{4} \in\{\uparrow, \downarrow\}} U_{\sigma_{1} \sigma_{2} \sigma_{2} \sigma_{4}}^{i j k l} c_{i \sigma_{1}}^{\dagger} c_{j \sigma_{2}}^{\dagger} c_{k \sigma_{3}} c_{l \sigma_{4}} . \tag{3.91}
\end{equation*}
$$

While the electrostatic part of the direct interaction gives rise to repulsive $U_{\sigma_{1} \sigma_{2} \sigma_{2} \sigma_{4}}^{i j k l}$, since equal charges repel, the phonon-mediated interaction can also produce attractive interactions through negative $U_{\sigma_{1} \sigma_{2} \sigma_{2} \sigma_{4}}^{i j k l}$. This is can give rise to superconductivity [45, 167]. Superconductivity can also arise from other sources of attractive interactions [167]. Another example is that attractive interactions between itinerant electrons can be mediated through localized electrons. As we saw earlier, the itinerant electrons can couple to the localized electrons through exchange interaction, and the localized electrons interact with each other. Just like we have done for the ions, one can isolate the evolution of the localized electron operators to obtain effective interactions between itinerant electrons. The resulting, so-called magnon-mediated interaction can also be attractive and give rise to superconductivity [168171]. The interaction is called magnon-mediated because spin-wave excitations are called magnons, just like lattice vibration excitations are called phonons. In passing, I also note that the strength of the exchange interaction between localized spins also depends on relative distance. Therefore, the motion of the ions will result in magnonphonon coupling. However, here I only consider phonons.

When only considering the subset of itinerant electrons states, it is reasonable to assume that $\psi_{e}$ changes slowly on the length scale of $\boldsymbol{u}$. As a result, the second term on the right-hand side of equation (3.90) can be approximated as

$$
\begin{align*}
& \mathscr{H}_{S C}=\frac{q Q_{\mathrm{ion}}}{4 \pi} \sum_{i=1}^{N} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \frac{\boldsymbol{u}_{i} \cdot \nabla\left[\psi_{e}^{\dagger}(x) \psi_{e}(x)\right]}{\left|x-R_{i}^{\mathrm{eq}}\right|} \\
& =-\sum_{i=1}^{N} Q_{\mathrm{ion}} \boldsymbol{u}_{i} \cdot \frac{q}{4 \pi} \nabla_{R_{i}^{\mathrm{eq}}} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \frac{\psi_{e}^{\dagger}(x) \psi_{e}(x)}{\left|x-R_{i}^{\mathrm{eq}}\right|} \\
& \quad=\sum_{i=1}^{N} Q_{\mathrm{ion}} \boldsymbol{u}_{i} \cdot \boldsymbol{E}_{e}\left(\boldsymbol{R}_{i}^{\mathrm{eq}}\right)=\sum_{k} \sum_{\alpha \in\{x, y, z\}} Q_{\mathrm{ion}} \tilde{u}_{k}^{\alpha} \tilde{E}_{e,-k}^{\alpha}, \tag{3.92}
\end{align*}
$$

where I assumed that the main contribution to the electric field comes from the electric potential, so

$$
\begin{align*}
E_{e}\left(R_{i}^{\mathrm{eq}}\right)=-\frac{q \nabla_{R_{i}^{\mathrm{eq}}}}{4 \pi} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x & \frac{\psi_{e}^{\dagger}(x) \psi_{e}(x)}{\mid x-R_{i}^{\mathrm{eq} \mid}} \\
& =\sum_{j=1}^{N} \sum_{\sigma \in\{\uparrow, \downarrow\}} b\left(R_{i}^{\mathrm{eq}}-R_{j}^{\mathrm{eq}}\right) c_{j \sigma}^{\dagger} c_{j \sigma} \tag{3.93}
\end{align*}
$$

for some function $\boldsymbol{b}$. For simplicity, I assume that there are only two itinerant states per lattice site, one for each spin. One can also consider more states, which can give so-called multi-orbital superconductors [172-174]. Fourier transforming and changing basis using the $S^{T}$ matrix from above, I get

$$
\begin{equation*}
\tilde{E}_{e, k}^{\alpha}=\sum_{k^{\prime}} \frac{\tilde{b}_{k^{\prime}}^{\alpha}}{N} \sum_{\sigma \in\{\uparrow, \downarrow\}} c_{k^{\prime} \sigma}^{\dagger} c_{\left(k^{\prime}+k\right) \sigma} \tag{3.94}
\end{equation*}
$$

where $\boldsymbol{b}_{k}=\sum_{i=1}^{N} \boldsymbol{b}\left(\boldsymbol{R}_{i}^{\mathrm{eq}}-\boldsymbol{R}_{j}^{\mathrm{eq}}\right) \mathrm{e}^{-i \boldsymbol{k} \cdot\left(\boldsymbol{R}_{i}^{\mathrm{eq}}-\boldsymbol{R}_{j}^{\mathrm{eq}}\right)}$ and $\tilde{b}_{k}^{\alpha}=\sum_{\gamma}\left(S^{T}\right)^{\alpha \gamma} b_{k}^{\gamma}$.
To evaluate $\mathscr{H}_{S C}$ we must next use equation (3.88). The ion displacement depends non-locally in time on the electron field, which makes it complicated. Consider the temporal evolution of $\tilde{E}_{e, k}^{\alpha}$. We can get an estimate for this by looking at the full Hamiltonian for the itinerant electrons,

$$
\begin{equation*}
\mathscr{H}=\sum_{k, \sigma}\left(\varepsilon_{k}-\mu\right) c_{k \sigma}^{\dagger} c_{k \sigma}+\sum_{k_{1}, k_{2}, \sigma_{1} \sigma_{2}} c_{k_{1} \sigma_{1}}^{\dagger} t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}} c_{k_{2} \sigma_{2}}+\mathscr{H}_{S C} \tag{3.95}
\end{equation*}
$$

The time dependence of $c_{k \sigma}(t)$ can be found from the Heisenberg equation, which from the fermionic commutation relations can be written as

$$
\begin{equation*}
\frac{\partial c_{k \sigma}}{\partial t}=-i\left(\varepsilon_{k}-\mu\right) c_{k \sigma}-i \sum_{k_{1}, \sigma_{1}} t_{\sigma \sigma_{1}}^{k k_{1}} c_{k_{1} \sigma_{1}}+i\left[c_{k \sigma}, \mathscr{H}_{S C}\right]_{-} \tag{3.96}
\end{equation*}
$$

If we neglect the last term under the assumption that the electronphonon interaction is small, and diagonalize $t_{\sigma \sigma_{1}}^{k k_{1}} c_{1_{1} \sigma_{1}}=\sum_{k_{2} \sigma_{2}} P_{\sigma \sigma_{2}}^{k k_{2}} \lambda_{\sigma_{2}}^{k_{2}}\left(P^{-1}\right)_{\sigma_{2} \sigma_{1}}^{k_{2} k_{1}}$, then the solution to equation (3.96) is

$$
\begin{equation*}
c_{k \sigma}(t)=\mathrm{e}^{-i\left(\varepsilon_{k}-\mu\right) t}\left[c_{k \sigma}(0)+\sum_{k_{1} k_{2} \sigma_{1} \sigma_{2}} P_{\sigma \sigma_{2}}^{k k_{2}}\left(\mathrm{e}^{-i \lambda_{\sigma_{2}}^{k_{2}} t}-1\right)\left(P^{-1}\right)_{\sigma_{2} \sigma_{1}}^{k_{2} k_{1}} c_{k_{1} \sigma_{1}}(0)\right] . \tag{3.97}
\end{equation*}
$$

If the system varies in space, such as through an inhomogeneous external field, then $t_{\sigma \sigma_{1}}^{k k_{1}}$ will have non-zero components with $k \neq k_{1}$ and thereby couple electrons with different momenta. If the variation is over a characteristic length-scale of $L$, then the maximal relevant values of $\left|\boldsymbol{k}-\boldsymbol{k}_{1}\right|$ is around $1 / L$. Hence, if the system varies slowly in space, only momenta close to each other are coupled. If we were to include the last term in equation (3.96), we would also get contributions from $c_{k_{1} \sigma_{1}}^{\dagger}$, as we will see later. This does not affect the arguments below, so the same results also hold if we were to include this term.

Inserting this into the expression for $\tilde{E}_{e, k}^{\alpha}$, and into equation (3.88), the relevant terms are proportional to

$$
\begin{align*}
& \int_{t_{0}}^{t} \mathrm{~d} \tau \sin \left[\omega_{k}^{\alpha}(t-\tau)\right] \mathrm{e}^{i \gamma \tau} c_{k_{1} \sigma_{1}}^{\dagger}(0) c_{k_{2} \sigma_{2}}(0) \\
& \quad=\frac{i}{2} \int_{t_{0}}^{t} \mathrm{~d} \tau\left(\mathrm{e}^{-i \omega_{k}^{\alpha}(t-\tau)}-\mathrm{e}^{i \omega_{k}^{\alpha}(t-\tau)}\right) \mathrm{e}^{i \gamma \tau} c_{k_{1} \sigma_{1}}^{\dagger}(0) c_{k_{2} \sigma_{2}}(0) \tag{3.98}
\end{align*}
$$

The time $t_{0}$ can be chosen freely. In particular, we can let $t_{0} \rightarrow-\infty$. In this case, it is clear that equation (3.98) will be very small unless $\gamma \approx \pm \omega_{k}^{\alpha}$. Physically this means that the oscillations of the electrons must match the natural frequency of the phonon mode. When they match perfectly, such that $\gamma= \pm \omega_{k}^{\alpha}$, it seems from equations (3.88) and (3.98) that the amplitudes of the displacement vectors $\boldsymbol{u}_{i}$ will grow
to infinity. This clearly violates the assumption that $\left|\boldsymbol{u}_{i}\right|$ is small for all $i$. In practice, there will be some mechanism to stop the amplitudes from growing too large. Nevertheless, it should be reasonable to assume that the sum of terms on the form of equation (3.98) are dominated by the terms with $\gamma \approx \pm \omega_{k}^{\alpha}$. This means that

$$
\begin{equation*}
\int_{t_{0}}^{t} \mathrm{~d} \tau \sin \left[\omega_{k}^{\alpha}(t-\tau)\right] \mathrm{e}^{i \gamma \tau} c_{k_{1} \sigma_{1}}^{\dagger}(0) c_{k_{2} \sigma_{2}}(0)=V\left(\omega_{k}^{\alpha}, \gamma\right) \mathrm{e}^{i \gamma t} c_{k_{1} \sigma_{1}}^{\dagger}(0) c_{k_{2} \sigma_{2}}(0) \tag{3.99}
\end{equation*}
$$

where $V\left(\omega_{k}^{\alpha}, \gamma\right)$ is a function which is peaked around $\omega_{k}^{\alpha}= \pm \gamma$.
From equation (3.97), we see that one can write

$$
\begin{equation*}
c_{k_{1} \sigma_{1}}^{\dagger}(t) c_{k_{2} \sigma_{2}}(t)=\sum_{k_{3} k_{4} \sigma_{3} \sigma_{4}} \mathrm{e}^{i \gamma_{\sigma_{3} \sigma_{4}} k_{3} k_{4}} A_{\sigma_{3} \sigma_{4}}^{k_{3} k_{4}} c_{k_{3} \sigma_{3}}^{\dagger}(0) c_{k_{4} \sigma_{4}}(0), \tag{3.100}
\end{equation*}
$$

for some $\gamma \sigma_{\sigma_{3} \sigma_{4}}^{k_{3} k_{4}}$ and $A_{\sigma_{3} \sigma_{4}}^{k_{3} k_{4}}$, which also depend on $k_{1}, k_{2}, \sigma_{1}$ and $\sigma_{2}$. If we assume that the variation in $V\left(\omega_{k}^{\alpha}, \gamma \sigma_{3} \sigma_{3} \sigma_{4}\right)$ is small, such that $V\left(\omega_{k}^{\alpha}, \gamma \sigma_{3} \sigma_{4}\right) \approx V\left(\omega_{k}^{\alpha}, \varepsilon_{k_{1}}-\varepsilon_{k_{2}}\right)$ since only states which are close in energy are coupled in time, we can use equation (3.99) to obtain

$$
\begin{equation*}
\int_{t_{0}}^{t} \mathrm{~d} \tau \sin \left[\omega_{k}^{\alpha}(t-\tau)\right] c_{k_{1} \sigma_{1}}^{\dagger}(\tau) c_{k_{2} \sigma_{2}}(\tau)=V\left(\omega_{k}^{\alpha}, \varepsilon_{k_{1}}-\varepsilon_{k_{2}}\right) c_{k_{1} \sigma_{1}}^{\dagger}(t) c_{k_{2} \sigma_{2}}(t) \tag{3.101}
\end{equation*}
$$

Inserting equation (3.94) into equation (3.88) finally gives

$$
\begin{equation*}
\tilde{u}_{k}^{\alpha}=\frac{Q_{\mathrm{ion}}}{M_{\mathrm{ion}} \omega_{k}^{\alpha}} \sum_{k^{\prime}} \frac{\tilde{b}_{k^{\prime}}^{\alpha}}{N} V\left(\omega_{k}^{\alpha}, \varepsilon_{k^{\prime}}-\varepsilon_{k+k^{\prime}}\right) \sum_{\sigma \in\{\uparrow, \downarrow\}} c_{k^{\prime} \sigma^{\prime}}^{\dagger} c_{\left(k^{\prime}+k\right) \sigma}, \tag{3.102}
\end{equation*}
$$

This means that $\mathscr{H}_{S C}$ can be computed from equation (3.92) as

$$
\begin{align*}
\mathscr{H}_{S C}= & \sum_{k k_{1} k_{2}} \sum_{\sigma_{1} \sigma_{2}} V_{k k_{1} k_{2}} c_{k_{1} \sigma_{1}}^{\dagger} c_{\left(k_{1}+k\right) \sigma_{1}} c_{k_{2} \sigma_{2}}^{\dagger} c_{\left(k_{2}-k\right) \sigma_{2}} \\
& =\sum_{k k_{1} k_{2}} \sum_{\sigma_{1} \sigma_{2}} V_{k k_{1} k_{2}} c_{k_{1} \sigma_{1}}^{\dagger} c_{k_{2} \sigma_{2}}^{\dagger} c_{\left(k_{2}-k\right) \sigma_{2}} c_{\left(k_{1}+k\right) \sigma_{1}} \tag{3.103}
\end{align*}
$$

where

$$
\begin{equation*}
V_{k k_{1} k_{2}}=\frac{Q_{\text {ion }}^{2}}{M_{\mathrm{ion}}} \sum_{\alpha} \frac{\tilde{b}_{k_{1}}^{\alpha} \tilde{b}_{k_{2}}^{\alpha}}{N^{2}} V\left(\omega_{k}^{\alpha}, \varepsilon_{k_{1}}-\varepsilon_{k+k_{1}}\right) . \tag{3.104}
\end{equation*}
$$

To proceed, I again consider the relevant subspace of state vectors the operator can act on. For a term in equation (3.103) to be non-zero, the states with momenta $\boldsymbol{k}_{2}-\boldsymbol{k}$ and $\boldsymbol{k}_{1}+\boldsymbol{k}$ must be occupied while the states with momenta $k_{1}$ and $k_{2}$ must be empty. The Fermi surface is defined by all the $\boldsymbol{k}$-values satisfying $\varepsilon_{k}=\mu$. When $t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}}=0,{ }^{3}$ $\mathscr{H}_{S C}=0$, and the temperature is absolute zero, then all states with energy below the Fermi surface are fully occupied while all states above the Fermi level are fully empty. Hence, in this case, the $\boldsymbol{k}_{1}$-state with energy $\varepsilon_{k_{1}}$ must be below the Fermi level while the ( $\boldsymbol{k}_{1}+\boldsymbol{k}$ )-state with energy $\varepsilon_{k+k_{1}}$ must be above the Fermi level. From equation (3.104), we know that the terms are only significantly different from zero when $\varepsilon_{k+k_{1}}-\varepsilon_{k_{1}} \approx \omega_{k}^{\alpha}$. Hence, only $\boldsymbol{k}_{1}$-states within a shell of width equal to about $2 \omega_{k}^{\alpha}$ around the Fermi surface will contribute at zero temperature when $t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}}=\mathscr{H}_{S C}=0$. Taking into account finite temperature and nonzero $\mathscr{H}_{S C}$ and $t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}}$, the separation between occupied and unoccupied states in the ensemble is less abrupt. Some states in a shell of width determined by the temperature and the magnitude of $\mathscr{H}_{S C}$ and $t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}}$ will be sometimes occupied and sometimes unoccupied. In this case, one still only needs to consider terms where $\boldsymbol{k}_{1}$ is within a shell around the Fermi level, except now the width of the shell is determined by $\omega_{k}^{\alpha}$, the temperature, $t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}}$ and $\mathscr{H}_{S C}$.

The conditions we have for $V_{k k_{1} k_{2}} c_{k_{1} \sigma_{1}}^{\dagger} c_{k_{2} \sigma_{2}}^{\dagger} c_{\left(k_{2}-k\right) \sigma_{2}} c_{\left(k_{1}+k\right) \sigma_{1}}$ to be nonzero are that $\boldsymbol{k}_{1}$ and $\boldsymbol{k}_{1}+\boldsymbol{k}$ must be around the Fermi level, $\boldsymbol{k}_{2}$ and $\boldsymbol{k}_{1}$ are empty states and $\boldsymbol{k}_{2}-\boldsymbol{k}$ and $\boldsymbol{k}_{1}+\boldsymbol{k}$ are filled states. The number of $\boldsymbol{k}$-values for which all these conditions are satisfied is maximized when $\boldsymbol{k}_{2}=-\boldsymbol{k}_{1}$. This is because, given an inversion symmetric Fermi surface, $\boldsymbol{k}_{2}-\boldsymbol{k}=-\left(\boldsymbol{k}_{1}+\boldsymbol{k}\right)$ will automatically be inside the Fermi surface if $\boldsymbol{k}_{1}+\boldsymbol{k}$ is inside the Fermi surface. This is often the case, so for simplicity I only include these values of $\boldsymbol{k}_{2}$, then

$$
\begin{equation*}
\mathscr{H}_{S C}=\sum_{k_{1} k_{2} \sigma_{1} \sigma_{2}} V_{\left(k_{2}-k_{1}\right) k_{1}\left(-k_{1}\right)} c_{k_{1} \sigma_{1}}^{\dagger} c_{-k_{1} \sigma_{2}}^{\dagger} c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}, \tag{3.105}
\end{equation*}
$$

This is essentially the famous BCS Hamiltonian, named after Bardeen, Cooper and Schrieffer who discovered the first microscopic theory of superconductivity [52]. The difference is that the conventional BCS
3. Note that $t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}}$ does not include the diagonal terms $\varepsilon_{k}$, as can be seen from equation (3.95).

Hamiltonian has $\sigma_{1}=-\sigma_{2}$. We have no good reason to set $\sigma_{1}=-\sigma_{2}$ at this point, but we shall see that this happens naturally at the level of mean-field theory.

As will become especially clear when discussing Green's functions, it is much easier to work with quadratic Hamiltonians. One way to make $\mathscr{H}_{S C}$ quadratic is through mean-field theory. The assumption in the mean-field theory for superconductivity is that for all pairs of relevant states, $|\psi\rangle$ and $|\varphi\rangle,\langle\psi| c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}|\varphi\rangle \approx\langle\psi|\left\langle c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}\right\rangle|\varphi\rangle$. Hence, we can treat $c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}-\left\langle c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}\right\rangle$ as a small parameter. Linearizing equation (3.105) in this small parameter, it becomes

$$
\begin{align*}
& \mathscr{H}_{S C}=-\frac{1}{2} \sum_{k} \sum_{\sigma_{1} \sigma_{2}}\left[\Delta_{k}^{\sigma_{1} \sigma_{2}} c_{k \sigma_{1}}^{\dagger} c_{-k \sigma_{2}}^{\dagger}+\left(\Delta_{k}^{\sigma_{1} \sigma_{2}}\right)^{*} c_{-k \sigma_{2}} c_{k \sigma_{1}}\right] \\
&+\frac{1}{2} \sum_{k} \sum_{\sigma_{1} \sigma_{2}} \Delta_{k}^{\sigma_{1} \sigma_{2}}\left\langle c_{k \sigma_{1}}^{\dagger} c_{-k \sigma_{2}}^{\dagger}\right\rangle \tag{3.106}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{k_{1}}^{\sigma_{1} \sigma_{2}}=-2 \sum_{k_{2}} V_{\left(k_{2}-k_{1}\right) k_{1}\left(-k_{1}\right)}\left\langle c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}\right\rangle . \tag{3.107}
\end{equation*}
$$

Again assuming that the Fermi surface is inversion symmetric, meaning that $\varepsilon_{-k}=\varepsilon_{k}$, it follows from equation (3.104) that $V_{\left(k_{2}-k_{1}\right) k_{1}\left(-k_{1}\right)}=$ $V_{\left(-k_{2}-k_{1}\right) k_{1}\left(-k_{1}\right)}$. Hence,

$$
\begin{equation*}
\Delta_{k_{1}}^{\sigma_{1} \sigma_{2}}=-\sum_{k_{2}} V_{\left(k_{2}-k_{1}\right) k_{1}\left(-k_{1}\right)}\left\langle c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}-c_{-k_{2} \sigma_{1}} c_{k_{2} \sigma_{2}}\right\rangle \tag{3.108}
\end{equation*}
$$

which means that $\Delta_{k}^{\uparrow \uparrow}=\Delta_{k}^{\downarrow \downarrow}=0$ and $\Delta_{k}^{\uparrow \downarrow}=-\Delta_{k}^{\downarrow \uparrow}$. Note, importantly, that this does not mean that $\left\langle c_{-k_{2} \uparrow} c_{k_{2} \uparrow}\right\rangle$ or $\left\langle c_{-k_{2} \downarrow} c_{k_{2} \downarrow}\right\rangle$ are zero. Such correlations can be non-zero. They are especially important for superconducting spintronics because they can carry dissipationless spin-currents [65]. The symmetry properties of the phononmediated interaction mean that only the spin-singlet expectation values, $\left\langle c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}-c_{-k_{2} \sigma_{1}} c_{k_{2} \sigma_{2}}\right\rangle$, contribute to the Hamiltonian, but the system can still carry spin-triplet correlation. One way this can happen is if the superconductor is proximized by a ferromagnetic (paper I) or antiferromagnetic material (papers IX and X).

The last term in equation (3.106) is a scalar. When $\Delta_{k}^{\sigma_{1} \sigma_{2}}$ varies in space or time, it can give a non-uniform shift to the free energy. However, I here assume that it can be safely ignored. The full Hamiltonian
is therefore

$$
\begin{align*}
\mathscr{H}=\sum_{k, \sigma}\left(\varepsilon_{k}-\mu\right) c_{k \sigma}^{\dagger} c_{k \sigma} & +\sum_{k_{1}, k_{2}, \sigma_{1} \sigma_{2}} c_{k_{1} \sigma_{1}}^{\dagger} t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}} c_{k_{2} \sigma_{2}} \\
& -\sum_{k}\left[\Delta_{k}^{\uparrow \downarrow} c_{k \uparrow}^{\dagger} c_{-k \downarrow}^{\dagger}+\left(\Delta_{k}^{\uparrow \downarrow}\right)^{*} c_{-k \downarrow} c_{k \uparrow}\right] . \tag{3.109}
\end{align*}
$$

The presence of $\Delta_{k}^{\uparrow \downarrow}$ is what makes the system superconducting. As mentioned in chapter 1, a superconducting system has a few characteristic properties. The most famous is probably that it can carry dissipationless current. This can be seen in papers I-V where current flows through superconducting junctions despite no drop in electric potentials. The other feature, which is often considered to be more fundamental [45] is that it expels magnetic fields. This is the Meissner effect $[45,47]$ and can be understood as a consequence of the fact that the photon field effectively acquires mass in superconductors through the Higgs mechanism [53,54]. That is, if instead of deriving an effective theory for the electron field by solving for the photon field, as I did above, one instead derives an effective theory for the photon field, then the photon field would have an effective mass term as a result superconductivity. This effective mass gives the photon field a short range.

Conventional superconductors repel magnetic fields through the Meissner effect, but a sufficiently strong magnetic field will be able to penetrate through the superconductor. Superconductors can be categorized based on how they respond to strong magnetic fields. Socalled type-I superconductors will repel all magnetic fields until the field strength becomes more than some critical value [45]. When the field strength reaches this value, the superconductivity breaks down, and the material becomes a normal metal. Type-II superconductors, on the other hand, will have an intermediate range of magnetic field strengths in which superconductivity and magnetic fields can coexist in the same material [45]. This is done through the proliferation of vortices, which is central in papers I, II and VIII. Vortices are lines where the superconductivity is suppressed and the magnetic field is strong. Away from these lines, the strength of the superconductivity recovers over a length scale given by the superconducting coherence length, while the strength of the magnetic field is suppressed over a
length scale given by the magnetic penetration depth. The ratio of the superconducting penetration depth to the superconducting coherence length determines whether a superconductor is type-I or type-II. However, all type-I superconductors can effectively be made into type-II superconductors if they are made thin [175].

It is worth pointing out that when the system is superconducting in the mean-field theory, such that $\left\langle c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}\right\rangle \neq 0$, then the states describing the system do not have a definite number of particles. What this means is that the state vectors $|\psi\rangle$ are superpositions of states with different numbers of particles. To see why, consider the fact that if $|\psi\rangle$ is a superposition of states with $n$ particles, then $c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}|\psi\rangle$ is a superposition of states with $n-2$ particles, all of which are therefore orthogonal to all the states constituting $|\psi\rangle$, so $\langle\psi| c_{-k_{2} \sigma_{2}} c_{k_{2} \sigma_{1}}|\psi\rangle=0$. On the other hand, the original Hamiltonian before the mean-field treatment, equation (3.105), commutes with the number operator. Therefore ground states of the original Hamiltonian are also eigenstates of the number operator.

### 3.4 External Fields

In this section, I consider how to include external electric and magnetic fields into the quantum theory of solids. First, I summarize the derivation so far. In section 2.6 I showed that the Hamiltonian for an electron system can be written in terms of the field operators as

$$
\begin{align*}
& \mathscr{H}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi^{\dagger}\left\{q V+\frac{(-i \nabla-q \boldsymbol{A})^{2}}{2 m}+\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B}\right. \\
&\left.\quad+\frac{i q \boldsymbol{\sigma} \cdot(\nabla \times \boldsymbol{E})}{8 m^{2}}+\frac{q \boldsymbol{\sigma} \cdot[\boldsymbol{E} \times(-i \nabla-q \boldsymbol{A})]}{4 m^{2}}-\mu\right\} \psi . \tag{3.110}
\end{align*}
$$

and in section 3.1 I explained that the rapidly oscillating fields from the ions in solids mean that it is convenient to use lattice models where $\psi$ is written as a sum of annihilation operators for Wannier states. In section 2.7 I showed how the photon field, $(V, A)$, can be written as a sum of various contributions: the contribution from electrons, the contribution from other charge sources in the system and the contribution from external fields. The contribution from electrons gave rise to electron-electron interactions in the model, and in section 3.2 I showed
that this could give rise to magnetism through exchange interactions. In solids, the most prominent source of charge, other than electrons, is from the ions constituting the lattice. This is what motivated the use of lattice models in the first place, and in section 3.3, we saw that the dynamics of these charges can give rise to superconductivity. In this section, I consider the third and final ingredient of the photon field in solids, which is the field from external sources. I assume that the external fields vary slowly in space compared to the distance between ions.

As was discussed in section 2.7, what I have called the external fields, $V_{\text {ext }}$ and $A_{\text {ext }}$, are also operators and can generally not be set to zero even in the absence of external sources. However, since the dependency of the photon field on the charge distribution in the system has been removed, there is no coupling between $\psi$ and ( $V_{\text {ext }}, \boldsymbol{A}_{\text {ext }}$ ). As a result, when it comes to the computation of observables, the only necessary quantities to know are the expectation values of ( $V_{\text {ext }}, A_{\text {ext }}$ ), such as $\left\langle V_{\text {ext }}\right\rangle,\left\langle V_{\text {ext }}^{2}\right\rangle$, and so on. In the absence of charges, one can choose $\left\langle V_{\text {ext }}\right\rangle=0$ and $\left\langle\boldsymbol{A}_{\text {ext }}\right\rangle=0$.

### 3.4.1 Electrostatic Potential and the Zeeman Effect

For our purposes, there are four important effects of the external electromagnetic field. Two that are simple to include in the lattice models and two that are more difficult. The two simple effects are the Zeeman effect and the energy shift from the electrostatic potential. In terms of the field operators, these are

$$
\begin{equation*}
\mathscr{H}_{V}+\mathscr{H}_{Z}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi^{\dagger}\left(q V_{\mathrm{ext}}+\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B}_{\mathrm{ext}}\right) \psi, \tag{3.111}
\end{equation*}
$$

where $\boldsymbol{B}_{\text {ext }}=\nabla \times \boldsymbol{A}_{\text {ext }}$. Like before, I label the Wannier states depending on their spin-projection. That is, if there are $2 N_{s}$ Wannier states per lattice site, one can write the field operators in terms of the annihilation operators for Wannier states, $\left\{c_{n m \sigma}\right\}$, as

$$
\begin{equation*}
\psi_{\sigma}(\boldsymbol{r})=\sum_{n=1}^{N_{s}} \sum_{m=1}^{N_{l}} \varphi_{\sigma n}\left(\boldsymbol{r}-\boldsymbol{R}_{m}\right) c_{n m \sigma} \tag{3.112}
\end{equation*}
$$

where $N_{l}$ is the number of lattice sites, and $\varphi_{\sigma n}\left(\boldsymbol{r}-\boldsymbol{R}_{m}\right)=\left\langle\boldsymbol{r}, \sigma \mid \varphi_{n \sigma R_{m}}\right\rangle$, where $\left|\varphi_{n \sigma R_{m}}\right\rangle$ is the $n$th Wannier state with spin $\sigma$ associated with the
lattice site at $R_{m}$. In other words, I choose the Wannier states such that they have uniform spin-projection in space, and $\left\langle\boldsymbol{r}, \sigma_{1} \mid \varphi_{n \sigma_{2} R_{m}}\right\rangle=0$ when $\sigma_{1} \neq \sigma_{2}$. Inserting this I get,

$$
\begin{equation*}
\mathscr{H}_{V}+\mathscr{H}_{Z}=\sum_{\sigma_{1}, \sigma_{2}} \sum_{n_{1}, n_{2}} \sum_{m_{1}, m_{2}} t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}} n_{1} m_{1} \sigma_{1} c_{n_{2} m_{2} \sigma_{2}} \tag{3.113}
\end{equation*}
$$

where

$$
\begin{align*}
& t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \varphi_{\sigma_{1} n_{1}}^{*}\left(x-R_{m_{1}}\right)\left\{\delta_{\sigma_{1} \sigma_{2}} q V_{\mathrm{ext}}(x)\right. \\
&\left.+\left[\frac{q \sigma}{2 m} \cdot B_{\mathrm{ext}}(x)\right]_{\sigma_{1} \sigma_{2}}\right\} \varphi_{\sigma_{2} n_{2}}\left(x-\boldsymbol{R}_{m_{2}}\right) \tag{3.114}
\end{align*}
$$

I write $V_{\text {ext }}(\boldsymbol{r})=V_{\text {ext }}\left(\boldsymbol{R}_{m_{1}}\right)+\Delta V_{\text {ext }}(\boldsymbol{r})$ and $\boldsymbol{B}_{\text {ext }}(\boldsymbol{r})=\boldsymbol{B}_{\text {ext }}\left(\boldsymbol{R}_{m_{1}}\right)+$ $\Delta \boldsymbol{B}_{\text {ext }}(\boldsymbol{r})$, where $\Delta V_{\text {ext }}(\boldsymbol{r})=V_{\text {ext }}(\boldsymbol{r})-V_{\text {ext }}\left(\boldsymbol{R}_{m_{1}}\right)$ and $\Delta \boldsymbol{B}_{\text {ext }}(\boldsymbol{r})=\boldsymbol{B}_{\text {ext }}(\boldsymbol{r})-$ $\boldsymbol{B}_{\text {ext }}\left(\boldsymbol{R}_{m_{1}}\right)$. Since $V_{\text {ext }}$ and $\boldsymbol{B}_{\text {ext }}$ are assumed to change slowly over the length-scale of neighboring lattice sites, we have that $\left|\Delta V_{\text {ext }}(r)\right| \ll$ $\left|V_{\text {ext }}\left(R_{m_{1}}\right)\right|$ and $\left|\Delta B_{\text {ext }}(r)\right| \ll\left|B_{\text {ext }}\left(R_{m_{1}}\right)\right|$ for all relevant values of $r$. Consider first the dominant constant terms. Since Wannier states are orthogonal, the constant electric potential contribution is

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \varphi_{\sigma_{1} n_{1}}^{*}\left(x-\boldsymbol{R}_{m_{1}}\right) q V_{\mathrm{ext}}\left(R_{m_{1}}\right) \varphi_{\sigma_{1} n_{2}}\left(x-\boldsymbol{R}_{m_{2}}\right)=\delta_{n_{1} n_{2}} \delta_{m_{1} m_{2}} q V_{\mathrm{ext}}\left(\boldsymbol{R}_{m_{1}}\right) \tag{3.115}
\end{equation*}
$$

I assume that two Wannier functions, $\varphi_{\sigma_{1} n_{1}}^{*}\left(x-R_{m_{1}}\right)$ and $\varphi_{\sigma_{2} n_{2}}^{*}(x-$ $\boldsymbol{R}_{m_{2}}$ ), are orthogonal if $n_{1} \neq n_{2}$ or $m_{1} \neq m_{2}$. From the orthogonality of the Wannier states, this assumption is true when $\sigma_{1}=\sigma_{2}$. For simplicity, I assume that the same is true when $\sigma_{1} \neq \sigma_{2}$. This means that

$$
\begin{align*}
t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}} & =\delta_{n_{1} n_{2}} \delta_{m_{1} m_{2}}\left\{\delta_{\sigma_{1} \sigma_{2}} q V_{\mathrm{ext}}\left(\boldsymbol{R}_{m_{1}}\right)\right. \\
& \left.+\left[\frac{q \sigma}{2 m} \cdot B_{\mathrm{ext}}\left(\boldsymbol{R}_{m_{1}}\right)\right]_{\sigma_{1} \sigma_{2}} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \varphi_{\sigma_{1} n_{1}}^{*}(x) \varphi_{\sigma_{2} n_{1}}(\boldsymbol{x})\right\} . \tag{3.116}
\end{align*}
$$

If the Wannier states come in two spin-degenerate pairs, then the integral in the last term is 1 , and

$$
t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}}=\delta_{n_{1} n_{2}} \delta_{m_{1} m_{2}}\left\{\delta_{\sigma_{1} \sigma_{2}} q V_{\mathrm{ext}}\left(\boldsymbol{R}_{m_{1}}\right)+\left[\frac{q \boldsymbol{\sigma}}{2 m} \cdot \boldsymbol{B}_{\mathrm{ext}}\left(\boldsymbol{R}_{m_{1}}\right)\right]_{\sigma_{1} \sigma_{2}}\right\},
$$

but in general, the spatial overlap between two different spin-states can be different from 1. This can for instance be the case if there is strong atomic spin-orbit coupling in the system. In this case, there will be an effective, direction-dependent $g$-factor, such that

$$
\begin{equation*}
t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}}=\delta_{n_{1} n_{2}} \delta_{m_{1} m_{2}}\left\{\delta_{\sigma_{1} \sigma_{2}} q V_{\mathrm{ext}}\left(\boldsymbol{R}_{m_{1}}\right)+g_{\sigma_{1} \sigma_{2}}\left[\frac{q \boldsymbol{\sigma}}{4 m} \cdot \boldsymbol{B}_{\mathrm{ext}}\left(\boldsymbol{R}_{m_{1}}\right)\right]_{\sigma_{1} \sigma_{2}}\right\} . \tag{3.118}
\end{equation*}
$$

Some systems have strong, anisotropic $g$-factor [176, 177].
The contributions from $\Delta V_{\text {ext }}$ and $\Delta \boldsymbol{B}_{\text {ext }}$ will give small contributions to $t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}}$ also when $\boldsymbol{m}_{1} \neq \boldsymbol{m}_{2}$. Often, this contribution will be negligible compared to the hopping term which comes from the kinetic energy. However, in some circumstances, it might give rise to new kinds of hopping which are not present in the absence of the external field, such as hoppings that do not preserve orbital angular momentum. This is in fact an important contributor to Rashba spin-orbit coupling, as is explained below.

### 3.4.2 Peierls Substitution

The two more complicated effects from external fields are spin-orbit coupling and the orbital effect. By the latter, I mean how the vector potential enters the kinetic term,

$$
\begin{equation*}
\mathscr{H}_{K}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi^{\dagger}\left[\frac{(-i \nabla-q \boldsymbol{A})^{2}}{2 m}\right] \psi \tag{3.119}
\end{equation*}
$$

A popular approximation for including how a slowly varying external vector potential affects the kinetic energy is called the Peierls substitution [178, 179]. The Peierls substitution amounts to giving the kinetic hopping term a phase shift proportional to the strength of the external vector potential and the distance between the hopping sites.

To see how the Peierls substitution can be justified, we can go back to how the Wannier states are defined. The Wannier states are defined through the eigenstates of a periodic Hamiltonian. That is, if
$\left\{\left|\psi_{n k}\right\rangle\right\}$ is a complete set of eigenstates of a periodic Hamiltonian, the corresponding Wannier states are given by

$$
\begin{equation*}
\left|\varphi_{n} \boldsymbol{R}_{m}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k}} \mathrm{e}^{-i \boldsymbol{k} \cdot \boldsymbol{R}_{m}\left|\psi_{n \boldsymbol{k}}\right\rangle,} \tag{3.120}
\end{equation*}
$$

where $N$ is the number of lattice sites. The Bloch states $\left\{\left|\psi_{n k}\right\rangle\right\}$ can also be written in terms of the Wannier states through an inverse Fourier transform,

$$
\begin{equation*}
\left|\psi_{n k}\right\rangle=\frac{1}{\sqrt{N}} \sum_{k} \mathrm{e}^{i \boldsymbol{k} \cdot R_{m}\left|\varphi_{n R_{m}}\right\rangle .} \tag{3.121}
\end{equation*}
$$

The fact that one needs a periodic Hamiltonian to define the Bloch states means that the Hamiltonian cannot include the external vector potential. However, one can define a new set of orthonormal state vectors that are related to the original Wannier states. Writing the Hamiltonian first in terms of creation operators for these state vectors gives a simple recipe for including external vector potentials in the Hamiltonian with Wannier states.

Let the original, periodic, single-particle Hamiltonian be

$$
\begin{equation*}
\mathscr{H}_{1}=\frac{\left(\boldsymbol{p}-q \boldsymbol{A}_{\mathrm{ion}}\right)^{2}}{2 m}+U\left(\boldsymbol{r}, \boldsymbol{p}-q \boldsymbol{A}_{\mathrm{ion}}\right), \tag{3.122}
\end{equation*}
$$

where $A_{\mathrm{ion}}$ is the periodic vector potential coming from the equilibrium distribution of ions and localized electrons and where $U(\boldsymbol{r}, \boldsymbol{p})$ includes the electromagnetic field from the ions in their equilibrium configuration, including the spin-orbit coupling from the electric field generated by the ions. That is,

$$
\begin{equation*}
U(\boldsymbol{r}, \boldsymbol{p})=q V_{\mathrm{ion}}^{\mathrm{eq}}(\boldsymbol{r})+\frac{i q \boldsymbol{s} \cdot\left(\nabla \times \boldsymbol{E}_{\mathrm{ion}}^{\mathrm{eq}}\right)}{4 m^{2}}+\frac{q \boldsymbol{s} \cdot\left(\boldsymbol{E}_{\mathrm{ion}}^{\mathrm{eq}} \times \boldsymbol{p}\right)}{2 m^{2}} \tag{3.123}
\end{equation*}
$$

where $s$ is the spin operator. If I include a vector potential $A_{\text {ext }}$, the single particle Hamiltonian becomes

$$
\begin{equation*}
\tilde{\mathscr{H}}_{1}=\frac{(\boldsymbol{p}-q \boldsymbol{A})^{2}}{2 m}+U(\boldsymbol{r}, \boldsymbol{p}-q \boldsymbol{A}) \tag{3.124}
\end{equation*}
$$

where $A=A_{\text {ion }}+A_{\text {ext }}$.

If the eigenstates of the periodic Hamiltonian in equation (3.122) are given by $\left\{\left|\psi_{n k}\right\rangle\right\}$, and related to the Wannier states $\left\{\left|\psi_{n k}\right\rangle\right\}$ through equation (3.121), I can define a new set of states as

$$
\begin{equation*}
\left|\tilde{\psi}_{n k}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k}} \mathrm{e}^{i \boldsymbol{k} \cdot R_{m}\left|\tilde{\varphi}_{n} R_{m}\right\rangle,} \tag{3.125}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\langle\boldsymbol{r}, \sigma \mid \tilde{\varphi}_{n \boldsymbol{R}_{m}}\right\rangle=\exp \left[i q \int_{\mathscr{C}(\boldsymbol{r})} \mathrm{d} \gamma \boldsymbol{A}_{\mathrm{ext}}\left(\boldsymbol{r}^{\prime}(\gamma)\right) \cdot \frac{\partial \boldsymbol{r}^{\prime}}{\partial \gamma}\right]\left\langle\boldsymbol{r}, \sigma \mid \varphi_{n \boldsymbol{R}_{m}}\right\rangle . \tag{3.126}
\end{equation*}
$$

Here $\mathscr{C}(\boldsymbol{r})$ is some path that starts at some $\boldsymbol{r}_{0}$ and ends in $\boldsymbol{r}$. The path is parametrized by $\gamma$, so $\partial \boldsymbol{r}^{\prime} / \partial \gamma$ is the tangent vector to the path. Note that $\left\{\left|\tilde{\varphi}_{n R_{m}}\right\rangle\right\}$ is an orthonormal set, since

$$
\begin{equation*}
\left\langle\tilde{\varphi}_{n_{1} R_{m_{1}}} \mid \tilde{\varphi}_{n_{1} R_{m_{1}}}\right\rangle=\sum_{\sigma} \int_{\mathbb{R}^{3}}\left\langle\tilde{\varphi}_{n_{1} R_{m_{1}}} \mid \boldsymbol{r}, \sigma\right\rangle\left\langle\boldsymbol{r}, \sigma \mid \tilde{\varphi}_{n_{1} R_{m_{1}}}\right\rangle=\left\langle\varphi_{n_{1} \boldsymbol{R}_{m_{1}}} \mid \varphi_{n_{1} R_{m_{1}}}\right\rangle . \tag{3.127}
\end{equation*}
$$

I will show that the kinetic energy term of equation (3.124) is simplified when using $\left\{\left|\tilde{\varphi}_{n R_{m}}\right\rangle\right\}$. However, before that, I note that one must take care to define the family of paths $\{\mathscr{C}(\boldsymbol{r})\}$. The aim is to choose $\{\mathscr{C}(\boldsymbol{r})\}$ such that

$$
\begin{equation*}
\langle\boldsymbol{r}, \sigma|(\boldsymbol{p}-q \boldsymbol{A})\left|\tilde{\varphi}_{n \boldsymbol{R}_{m}}\right\rangle \approx \mathrm{e}^{i \theta(\boldsymbol{r})}\langle\boldsymbol{r}, \sigma| \boldsymbol{p}-q \boldsymbol{A}_{\mathrm{ion}}\left|\varphi_{n \boldsymbol{R}_{m}}\right\rangle, \tag{3.128}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta(\boldsymbol{r})=q \int_{\mathscr{C}(\boldsymbol{r})} \mathrm{d} \gamma \boldsymbol{A}_{\mathrm{ext}}\left(\boldsymbol{r}^{\prime}(\gamma)\right) \cdot \frac{\partial \boldsymbol{r}^{\prime}}{\partial \gamma} . \tag{3.129}
\end{equation*}
$$

The idea is that $\nabla \theta$ should cancel the term proportional to $q \boldsymbol{A}_{\text {ext }}$. This is easy in one dimension, but in multiple dimensions it turns out not to be equally straightforward. The reason why it is more difficult in multiple dimensions is that $\nabla \theta$ will depend on how the path changes as a function of $r$. Therefore, taking a straight path from $\boldsymbol{r}_{0}$ to $r$, for example, will result in the transverse components of $\nabla \theta$ depending on $\boldsymbol{A}_{\text {ext }}$ at all points between $\boldsymbol{r}_{0}$ and $\boldsymbol{r}$. I assume that $\boldsymbol{A}$ changes slowly, but I cannot assume that $A$ is constant in the whole material.

Regardless of the family of paths, it is true that the kinetic energy can be written

$$
\begin{align*}
& \mathscr{H}_{K}=\sum_{\sigma} \sum_{n_{1}, n_{2}} \sum_{m_{1}, m_{2}} t_{n_{1} n_{2}}^{m_{1} m_{2}} c_{n_{1} m_{1} \sigma}^{\dagger} c_{n_{2} m_{2} \sigma} \\
&=\sum_{\sigma} \sum_{n_{1}, n_{2}} \sum_{m_{1}, m_{2}} \tilde{t}_{n_{1} n_{2}}^{m_{1} m_{2}} \tilde{c}_{n_{1} m_{1} \sigma}^{\dagger} \tilde{c}_{n_{2} m_{2} \sigma} \tag{3.130}
\end{align*}
$$

where $\left\{c_{n m \sigma}\right\}$ is the set of annihilation operators for $\left\{\left|\varphi_{n R_{m}}\right\rangle\right\}$, $\left\{\tilde{c}_{n m \sigma}\right\}$ is the set of annihilation operators for $\left\{\left|\tilde{\varphi}_{n R_{m}}\right\rangle\right\}$,

$$
\begin{equation*}
t_{n_{1} n_{2}}^{m_{1} m_{2}}=\left\langle\varphi_{n_{1} R_{m_{1}}}\right| \frac{(\boldsymbol{p}-q \boldsymbol{A})^{2}}{2 m}\left|\varphi_{n_{2} R_{m_{2}}}\right\rangle \tag{3.131}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{t}_{n_{1} n_{2}}^{m_{1} m_{2}}=\left\langle\tilde{\varphi}_{n_{1} R_{m_{1}}}\right| \frac{(\boldsymbol{p}-q \boldsymbol{A})^{2}}{2 m}\left|\tilde{\varphi}_{n_{2} R_{m_{2}}}\right\rangle . \tag{3.132}
\end{equation*}
$$

In a tight-binding approximation, where all the relevant Wannier states are localized around ions, one may approximate

$$
\begin{equation*}
\tilde{c}_{n_{1} m_{1} \sigma}=\sum_{n_{2} m_{2}}\left\langle\tilde{\varphi}_{n_{1}} R_{m_{1}} \mid \varphi_{n_{2} R_{m_{2}}}\right\rangle c_{n_{2} m_{2} \sigma} \approx \mathrm{e}^{-i \theta\left(\boldsymbol{R}_{m_{1}}\right)} c_{n_{1} m_{1} \sigma} . \tag{3.133}
\end{equation*}
$$

That is, I assume that I can neglect the coupling between different Wannier states that comes from the spatial inhomogeneity of $\theta$. This is valid under the assumption that the changes in $\theta(\boldsymbol{r})$ over the domains of the Wannier functions are small compared to 1 . When this is true, I get from equation (3.130) that

$$
\begin{equation*}
t_{n_{1} n_{2}}^{m_{1} m_{2}}=\mathrm{e}^{i\left[\theta\left(R_{m_{1}}\right)-\theta\left(R_{m_{2}}\right)\right]} \tilde{t}_{n_{1} n_{2}}^{m_{1} m_{2}} . \tag{3.134}
\end{equation*}
$$

Next, I must choose a family of paths in order to compute $\tilde{t}_{n_{1} n_{2}}^{m_{1} m_{2}}$. The states $\left\{\left|\tilde{\varphi}_{n R_{m}}\right\rangle\right\}$ are only used to help compute $t_{n_{1} n_{2}}^{m_{1} m_{2}}$. I am therefore free to choose the paths differently depending on which $t_{n_{1} n_{2}}^{m_{1} m_{2}}$ I want to compute, as long as I am consistent with the prefactor $\mathrm{e}^{i\left[\theta\left(\boldsymbol{R}_{m_{1}}\right)-\theta\left(\boldsymbol{R}_{m_{2}}\right)\right]}$. In order to compute all hopping parameters $t_{n_{1} n_{2}}^{m_{1} m_{2}}$ where $R_{m_{2}}=R_{i}, \mathrm{I}$ choose the path $\mathscr{C}(r)$ to go in a straight line from $r_{0}$ to $R_{i}$, and then in a straight line from $\boldsymbol{R}_{i}$ to $\boldsymbol{r}$. When I compute $\nabla \theta(\boldsymbol{r})$, the only part of the path which depends on $r$ is the segment from $R_{i}$ to $r$. Therefore,

$$
\begin{equation*}
\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right) \cdot \nabla \theta=q\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right) \cdot \boldsymbol{A}_{\mathrm{ext}}(\boldsymbol{r}), \tag{3.135}
\end{equation*}
$$

while

$$
\begin{equation*}
\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right) \times \nabla \theta=\frac{q}{\left|\boldsymbol{r}-\boldsymbol{R}_{i}\right|} \int_{0}^{\left|\boldsymbol{r}-\boldsymbol{R}_{i}\right|} \mathrm{d} \gamma\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right) \times \boldsymbol{A}_{\mathrm{ext}}\left(\boldsymbol{R}_{i}+\frac{\boldsymbol{r}-\boldsymbol{R}_{i}}{\left|\boldsymbol{r}-\boldsymbol{R}_{i}\right|} \gamma\right) . \tag{3.136}
\end{equation*}
$$

Since I only need to evaluate $\nabla \theta$ when $\left|\boldsymbol{r}-\boldsymbol{R}_{i}\right|$ is on the atomic length scale, I can set $A_{\text {ext }}$ constant in the interval from $R_{i}$ to $r$, such that $\nabla \theta(\boldsymbol{r})=q A_{\text {ext }}(\boldsymbol{r})$. Inserting this into the definition of $\tilde{t}_{n_{1} n_{2}}^{m_{1} i}$, I get that

$$
\begin{equation*}
\tilde{t}_{n_{1} n_{2}}^{m_{1} i}=\left\langle\varphi_{n_{1} R_{m_{1}}}\right| \frac{\left(\boldsymbol{p}-q A+q A_{\mathrm{ext}}\right)^{2}}{2 m}\left|\varphi_{n_{2} R_{i}}\right\rangle, \tag{3.137}
\end{equation*}
$$

which is just the hopping amplitude in the absence of the external vector potential. Since $A_{\text {ext }}$ is approximately constant between $R_{i}$ and $\boldsymbol{R}_{m_{1}}, \theta\left(\boldsymbol{R}_{m_{1}}\right)-\theta\left(\boldsymbol{R}_{i}\right)=q\left(\boldsymbol{R}_{m_{1}}-\boldsymbol{R}_{i}\right) \cdot \boldsymbol{A}_{\text {ext }}\left(\boldsymbol{R}_{i}\right)$. Therefore,

$$
\begin{equation*}
t_{n_{1} n_{2}}^{m_{1} i}=\mathrm{e}^{i q\left(R_{m_{1}}-R_{i}\right) \cdot \boldsymbol{A}_{\text {ext }}\left(\boldsymbol{R}_{i}\right)}\left\langle\varphi_{n_{1} R_{m_{1}}}\right| \frac{\left(\boldsymbol{p}-q \boldsymbol{A}_{\text {ion }}\right)^{2}}{2 m}\left|\varphi_{n_{2} R_{i}}\right\rangle . \tag{3.138}
\end{equation*}
$$

This is the Peierls substitution. The hopping amplitude in the presence of a slowly changing external vector potential is equal to the hopping amplitude in the absence of the external vector potential multiplied by a phase factor $\exp \left[i q\left(R_{m_{1}}-R_{i}\right) \cdot A_{\text {ext }}\left(R_{i}\right)\right]$.

### 3.4.3 Rashba Spin-Orbit Coupling

The final effect of external fields to be discussed in this section is the effect of spin-orbit coupling. The most obvious contribution to spin-orbit coupling from an external electric field is the term

$$
\begin{equation*}
\mathscr{H}_{\mathrm{SOC}}=\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \psi^{\dagger}\left\{\frac{i q \boldsymbol{\sigma} \cdot\left(\nabla \times \boldsymbol{E}_{\mathrm{ext}}\right)}{8 m^{2}}+\frac{q \boldsymbol{\sigma} \cdot\left[\boldsymbol{E}_{\mathrm{ext}} \times(-i \nabla-q \boldsymbol{A})\right]}{4 m^{2}}\right\} \psi . \tag{3.139}
\end{equation*}
$$

If we ignore the first term, which is only non-zero with time-dependent external fields because $\nabla \times E_{\text {ext }}=-\partial \boldsymbol{B}_{\text {ext }} / \partial t$, by using that that $\sigma \cdot\left[E_{\text {ext }} \times\right.$ $(-i \nabla-q \boldsymbol{A})]=\boldsymbol{E}_{\text {ext }} \cdot[(-i \nabla-q \boldsymbol{A}) \times \boldsymbol{\sigma}]$ and inserting the Wannier states, I get

$$
\begin{equation*}
\mathscr{H}_{\mathrm{SOC}}=\sum_{\sigma_{1} \sigma_{2}} \sum_{n_{1}, n_{2}} \sum_{m_{1}, m_{2}} t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{n_{1}} m_{1} \sigma_{1}} c_{n_{2} m_{2} \sigma_{2}} \tag{3.140}
\end{equation*}
$$

where, if I assume that $E_{\text {ext }}$ is approximately constant between $R_{m_{1}}$ and $\boldsymbol{R}_{m_{2}}$,

$$
\begin{equation*}
t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}}=\frac{q E_{\mathrm{ext}}}{4 m^{2}} \cdot \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} x \varphi_{\sigma_{1} n_{1}}^{*}\left(x-\boldsymbol{R}_{m_{1}}\right)[(-i \nabla-q A) \times \sigma]_{\sigma_{1} \sigma_{2}} \varphi_{\sigma_{2} n_{2}}\left(x-\boldsymbol{R}_{m_{2}}\right) . \tag{3.141}
\end{equation*}
$$

To simplify this expression, I can use that the Wannier states have the largest overlap in space in the region between $R_{m_{1}}$ and $R_{m_{2}}$, and if I assume that the $\varphi_{\sigma_{2} n_{2}}$ decay most quickly in the radial direction, then the component of the gradient which is parallel to the displacement vector $\boldsymbol{d}_{m_{1} m_{2}}=\boldsymbol{R}_{m_{1}}-\boldsymbol{R}_{m_{2}}$ will dominate. Therefore,

$$
\begin{equation*}
t_{n_{1} n_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}}=\lambda_{n_{1} n_{2}}\left(\left|\boldsymbol{d}_{m_{1} m_{2}}\right|\right) E_{\text {ext }} \cdot\left[\boldsymbol{d}_{m_{1} m_{2}} \times \boldsymbol{\sigma}\right]_{\sigma_{1} \sigma_{2}} \tag{3.142}
\end{equation*}
$$

for some function $\lambda_{n_{1} n_{2}}\left(\left|\boldsymbol{d}_{m_{1} m_{2}}\right|\right)$. Spin-orbit coupling on the form of equation (3.142) is called Rashba spin-orbit coupling [180]. There are also other types, such as the Dresselhaus spin-orbit coupling [181].

Equation (3.142) is the correct form, but the experimental values for $\lambda$ are often much larger than one would obtain from inserting reasonable approximations for the Wannier states in equation (3.141) [182, 183]. This is because there can be other much stronger contributions to spinorbit coupling in real materials. In fact, we have already looked at one important contribution. The electric potential from an external field, ${ }^{4}$ $q V_{\text {ext }}$, can give rise to strong Rashba spin-orbit coupling in materials with strong atomic spin-orbit coupling, $q \boldsymbol{s} \cdot\left(\boldsymbol{E}_{\text {ion }}^{\mathrm{eq}} \times \boldsymbol{p}\right) / 2 m^{2}$.

To illustrate how this can happen, consider a system in which there are some Wannier states corresponding to itinerant electrons at each lattice site. If the material has strong atomic spin-orbit coupling, the atomic spin-orbit coupling can give rise to a spin-splitting between the Wannier states depending on their orbital angular momentum. This is for instance the case if the Wannier states in question are similar to $p$-orbitals. In other words, the atomic spin-orbit coupling leads to an on-site coupling between orbital and spin angular momentum. In the absence of an external electric field, the Wannier states at different

[^1]lattice sites mostly couple to each other if they have the same orbital angular momentum due to symmetry [183]. However, an external electric field can act as a symmetry-breaking field, allowing hopping between states with different orbital angular momentum. This gives rise to an effective spin-orbit coupling similar to equation (3.142).

To illustrate the physical picture, take an electron in some combination of orbital angular momentum, $L_{1}$, and spin angular momentum, $S_{1}$. Because of the external electric field, it can hop to another Wannier state on a neighboring lattice site with another orbital angular momentum, $L_{2}$. However, due to the atomic spin-orbit coupling, the particle can transition from $\left(L_{2}, S_{1}\right)$ to for example $\left(L_{1}, S_{2}\right)$. The end result is a transition from one lattice site to another together with a transition from one spin-state to another, just like equation (3.142). The difference is that the magnitude of the transition amplitude can be much stronger than the naive derivation of equation (3.142) would suggest. The magnitude of $\lambda_{n_{1} n_{2}}\left(\left|d_{m_{1} m_{2}}\right|\right)$ depends on which orbitals constitute the itinerant electrons and the strength of the atomic spinorbit coupling [183]. In practice, it is often more convenient to take $\lambda_{n_{1} n_{2}}\left(\left|d_{m_{1} m_{2}}\right|\right)$ as an unknown free parameter that can be determined from experiments.

## Green's functions

The previous chapter was about how to write down the Hamiltonian for various crystalline solid states of matter. This chapter is about how to use the Hamiltonian to compute observables through Green's functions. The concept of Green's functions has a precise mathematical definition [184], but in theoretical condensed matter physics it is typically used to refer to correlation functions more broadly [185], where the correlation functions may or may not be Green's functions in the mathematical sense. In this chapter, I start by defining Green's functions in the mathematical sense, which I use to motivate the Green's functions of condensed matter physics. I discuss how these Green's functions are related to observables, and how they can be computed through differential equations. Next, I discuss how Green's functions simplify in thermal equilibrium and show examples of some key systems related to my work.

### 4.1 Definition of Green's functions

Green's functions are mathematically useful because they allow one to easily solve a wide range of linear differential equations [184]. Let $V \subseteq \mathbb{C}^{m}$ and $u, f: \mathbb{R}^{n} \rightarrow V$ be two vector-valued functions satisfying

$$
\begin{equation*}
\mathscr{L} u=f \tag{4.1}
\end{equation*}
$$

where $\mathscr{L}$ is a linear differential operator, meaning that for two functions $u$ and $v, \mathscr{L}(u+v)=\mathscr{L} u+\mathscr{L} v$. A Green's function $G(x, y)$ is by definition a matrix-valued distribution which satisfies ${ }^{1}$

$$
\begin{equation*}
(\mathscr{L} G)_{m n}(x, y)=\delta_{m n} \delta(x-y), \tag{4.2}
\end{equation*}
$$

where $\delta(x-y)$ is the Dirac delta distribution, $\delta_{m n}$ is the Kronecker delta and $\mathscr{L}$ acts only on the $x$-dependence of $G$. Note that even if $\mathscr{L}$ contains differential operators, such that $u$ must be a continuously differentiable function, when $\mathscr{L}$ acts on $G$ these differential operators

1. In modern mathematical terminology, this is often referred to as a fundamental solution, whereas the term "Green's function" is instead reserved for a related function which takes into account boundary conditions and the domain geometry [184].
must be interpreted in the distributional sense [184]. Having found the Green's function, one can then use the linearity of $\mathscr{L}$ to easily construct the solution to equation (4.1) for any right-hand side as

$$
\begin{equation*}
u(x)=\int_{\mathbb{R}^{n}} \mathrm{~d} y G(x, y) f(y) \tag{4.3}
\end{equation*}
$$

One can also derive an additional equation for $G$ in terms of the adjoint operator $\mathscr{L}^{\dagger}$. Under the assumption that the domain of $\mathscr{L}$ is a complete Hilbert space, the uniqueness of $\mathscr{L}^{\dagger}$ is guaranteed by Riez representation theorem [105]. The adjoint is defined by

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \mathrm{~d} x v^{\dagger}(x)(\mathscr{L} u)(x)=\int_{\mathbb{R}^{n}} \mathrm{~d} x\left(\mathscr{L}^{\dagger} v\right)^{\dagger}(x) u(x) \tag{4.4}
\end{equation*}
$$

for all square-integrable $u$ and $v$. Using this definition,

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} \mathrm{~d} x v^{\dagger}(x) u(x)=\int_{\mathbb{R}^{n}} \mathrm{~d} x \mathrm{~d} y v^{\dagger}(x) \mathscr{L} G(x, y) u(y) \\
& =\int_{\mathbb{R}^{n}} \mathrm{~d} x \mathrm{~d} y\left[\mathscr{L}^{\dagger} v\right]^{\dagger}(x) G(x, y) u(y) \\
& \quad=\int_{\mathbb{R}^{n}} \mathrm{~d} x \mathrm{~d} y\left[G^{\dagger}(y, x) \mathscr{L}^{\dagger} v(x)\right]^{\dagger} u(y) . \tag{4.5}
\end{align*}
$$

Hence,

$$
\begin{equation*}
G^{\dagger}(y, x) \mathscr{L}^{\dagger}=\delta(y-x) \tag{4.6}
\end{equation*}
$$

This equation must again be interpreted in the distributional sense. I use the convention that matrices are promoted to the correct size through tensor products with the correct identity matrices. That is, the right-hand side must be interpreted as $m \times m$ matrix with $\delta(y-x)$ along the diagonal.

In theoretical condensed matter physics, the main differential equation of interest is the Heisenberg equation (2.20), or, equivalently, the Schrödinger equation (2.10). As shown in the previous chapters, we often consider Hamiltonians written in terms of creation and annihilation operators. As an example, consider a system that can be written in terms of $N$ fermionic or bosonic annihilation operators $\left\{c_{1}, c_{2}, \ldots, c_{N}\right\}$, satisfying $\left[c_{\lambda}, c_{\mu}^{\dagger}\right]_{ \pm}=\delta_{\lambda \mu}$, when the operators are evaluated at the same time. Here, the upper sign is for the fermionic system and the
lower sign is for the bosonic system. If the Hamiltonian is quadratic, the Hamiltonian can in the Heisenberg picture be written

$$
\begin{equation*}
\mathscr{H}(t)=\sum_{\lambda, \mu=1}^{N} M_{\lambda \mu}(t) c_{\lambda}^{\dagger}(t) c_{\mu}(t)=c^{\dagger}(t) M(t) c(t) \tag{4.7}
\end{equation*}
$$

where $c^{\dagger}=\left(c_{1}^{\dagger}, \ldots, c_{N}^{\dagger}\right)$ and $M^{\dagger}=M$. In this case equation (2.20) reads

$$
\begin{equation*}
\left(i \frac{\partial}{\partial t}-M\right) c=0 \tag{4.8}
\end{equation*}
$$

Green's functions are not necessarily unique, and for this equation there are multiple. Written in terms of correlation functions, two possible Green's functions are

$$
\begin{align*}
& G_{\lambda \mu}^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right)\left\langle\left[c_{\lambda}(t), c_{\mu}^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle  \tag{4.9a}\\
& G_{\lambda \mu}^{A}\left(t, t^{\prime}\right)=+i \theta\left(t^{\prime}-t\right)\left\langle\left[c_{\lambda}(t), c_{\mu}^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle . \tag{4.9b}
\end{align*}
$$

These are known as the retarded and advanced Green's functions, respectively. That they satisfy equation (4.2) follows from the commutation relation $\left[c_{\lambda}(t), c_{\mu}^{\dagger}(t)\right]_{ \pm}=\delta_{\lambda \mu}$. For instance,

$$
\begin{align*}
& i \frac{\partial}{\partial t} G_{\lambda \mu}^{R}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right)\left\langle\left[c_{\lambda}(t), c_{\mu}^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle  \tag{4.10}\\
&-i \theta\left(t-t^{\prime}\right)\left\langle\left[(M c)_{\lambda}(t), c_{\mu}^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle  \tag{4.11}\\
&= \delta\left(t-t^{\prime}\right) \delta_{\lambda \mu}+M(t) G_{\lambda \mu}^{R}\left(t, t^{\prime}\right) \tag{4.12}
\end{align*}
$$

In the sense of equation (4.4), the operator $(i \partial / \partial t-M)$ is self-adjoint. As a result, one must have that $\left[G^{R}\left(t^{\prime}, t\right)\right]^{\dagger}$ is also a valid Green's function. Indeed, we can see from equation (4.9) that

$$
\begin{equation*}
\left[G_{\lambda \mu}^{A}\left(t, t^{\prime}\right)\right]^{*}=-i \theta\left(t^{\prime}-t\right)\left\langle\left[c_{\mu}\left(t^{\prime}\right), c_{\lambda}^{\dagger}(t)\right]_{ \pm}\right\rangle=G_{\mu \lambda}^{R}\left(t^{\prime}, t\right), \tag{4.13}
\end{equation*}
$$

so the advanced and retarded Green's functions transform into each other under Hermitian conjugation and interchange of temporal coordinates.

One application of these Green's functions is in linear response theory [114]. Assume $M(t)=M_{0}+V(t)$ with $V(t)=0$ for $t<0$, and
let $c=c_{0}+d$, where $c_{0}=\exp (-i M t) c(0)$. Assuming that both $V$ and $d$ are small, and neglecting the product $V d$, equation (4.8) becomes

$$
\begin{equation*}
\left(i \frac{\partial}{\partial t}-M_{0}\right) d=V c_{0} \tag{4.14}
\end{equation*}
$$

This is on the form of equation (4.1), so the solution can read of from equation (4.3) as

$$
\begin{equation*}
d(t)=\int_{0}^{t} \mathrm{~d} t^{\prime} G_{0}^{R}\left(t, t^{\prime}\right) V\left(t^{\prime}\right) c_{0}\left(t^{\prime}\right) \tag{4.15}
\end{equation*}
$$

where the Green's function $G_{0}^{R}$ is evaluated in the unperturbed system with $M=M_{0}$. A related formula within linear response theory is the Kubo formula [114, 186, 187], which relates expectation values of observables to perturbations in a similar way.

That being said, the reason we are interested in $G^{R}$ and $G^{A}$ is not primarily because they are Green's functions. In condensed matter physics, we are typically interested in them because they are correlation functions. This is because a wide range of observables, such as electron density, spin densities, and their associated currents, can be expressed in terms of correlation functions evaluated at equal times. That is, observables can often be written as

$$
\begin{equation*}
O(t)=\sum_{\mu \lambda} B_{\lambda \mu}(t)\left\langle c_{\lambda}^{\dagger}(t) c_{\mu}(t)\right\rangle \tag{4.16}
\end{equation*}
$$

for some matrix $B$. In terms of the so-called lesser Green's function,

$$
\begin{equation*}
G_{\lambda \mu}^{<}\left(t, t^{\prime}\right)= \pm i\left\langle c_{\mu}^{\dagger}\left(t^{\prime}\right) c_{\lambda}(t)\right\rangle, \tag{4.17}
\end{equation*}
$$

where again the upper sign is for fermions and the lower sign is for bosons, the observable can be written

$$
\begin{equation*}
O(t)=\mp i \operatorname{Tr}\left[B(t) G^{<}(t, t)\right] . \tag{4.18}
\end{equation*}
$$

Unlike the retarded and advanced Green's functions, the lesser Green's function is not a Green's function in the mathematical sense. However, it is common in many-body physics to use the term "Green's function" to refer to correlation functions like $G^{<}$. For this reason, I will also refer to these functions as Green's functions.

As an alternative to the lesser Green's function, observables can also be computed using the greater Green's function,

$$
\begin{equation*}
G_{\lambda \mu}^{>}\left(t, t^{\prime}\right)=-i\left\langle c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)\right\rangle . \tag{4.19}
\end{equation*}
$$

Because using $c_{\mu}^{\dagger}(t) c_{\lambda}(t)=\mp c_{\lambda}(t) c_{\mu}^{\dagger}(t) \pm \delta_{\lambda \mu}$,

$$
\begin{array}{r}
O(t)=\sum_{\mu \lambda} B_{\lambda \mu}(t)\left\langle c_{\lambda}^{\dagger}(t) c_{\mu}(t)\right\rangle= \pm \operatorname{Tr}[B(t)] \mp \sum_{\lambda \mu} B_{\lambda \mu}(t)\left\langle c_{\mu}(t) c_{\lambda}^{\dagger}(t)\right\rangle \\
= \pm \operatorname{Tr}[B(t)] \mp i \operatorname{Tr}\left[B(t) G^{>}(t, t)\right] . \tag{4.20}
\end{array}
$$

Yet another alternative, which I have used in particular in relation to the quasiclassical Green's function formalism (see chapter 6), is to use the Keldysh Green's function,

$$
\begin{equation*}
G^{K}=G^{>}+G^{<}, \tag{4.21}
\end{equation*}
$$

since

$$
\begin{equation*}
O(t)=\mp \frac{i}{2} \operatorname{Tr}\left[B(t) G^{K}(t, t)\right] \pm \frac{1}{2} \operatorname{Tr}[B(t)] . \tag{4.22}
\end{equation*}
$$

Another useful correlation function is the so-called anomalous retarded Green's function,

$$
\begin{equation*}
F_{\lambda \mu}^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right)\left\langle\left[c_{\lambda}(t), c_{\mu}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle . \tag{4.23}
\end{equation*}
$$

One can similarly define anomalous advanced, lesser, greater, and Keldysh Green's functions. With the anomalous Green's function, one can apply the Green's function approach to more general systems with Hamiltonians given by

$$
\begin{align*}
\mathscr{H}(t)=\frac{1}{2} \sum_{\lambda, \mu=1}^{N}\left(M_{\lambda \mu}(t) c_{\lambda}^{\dagger} c_{\mu}+\right. & M_{\lambda \mu}^{*}(t) c_{\mu}^{\dagger} c_{\lambda} \\
& \left.+\Delta_{\lambda \mu}(t) c_{\lambda}^{\dagger} c_{\mu}^{\dagger}+\Delta_{\lambda \mu}^{*}(t) c_{\mu} c_{\lambda}\right) \tag{4.24}
\end{align*}
$$

In this case, the Heisenberg equation becomes

$$
\left[\left(\begin{array}{cc}
i &  \tag{4.25}\\
& -i
\end{array}\right) \frac{\partial}{\partial t}-\left(\begin{array}{cc}
M & \Delta \\
\Delta^{*} & M^{*}
\end{array}\right)\right]\binom{c}{c^{\dagger}}=0
$$

where $c^{\dagger}$ must be interpreted as a column vector. In the fermionic case, the commutation relation means that $\Delta_{\mu \lambda}=-\Delta_{\lambda \mu}$, while in the bosonic case $\Delta_{\mu \lambda}=\Delta_{\lambda \mu}$. Let $\alpha=\left(c, c^{\dagger}\right)^{T}$. The associated Green's functions can then be written

$$
\begin{align*}
& \hat{G}_{\lambda \mu}^{R}\left(t, t^{\prime}\right)=-i\left(\tau_{z}\right)_{\lambda \lambda} \theta\left(t-t^{\prime}\right)\left\langle\left[\alpha_{\lambda}(t), \alpha_{\mu}^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle,  \tag{4.26a}\\
& \hat{G}_{\lambda \mu}^{A}\left(t, t^{\prime}\right)=+i\left(\tau_{z}\right)_{\lambda \lambda} \theta\left(t^{\prime}-t\right)\left\langle\left[\alpha_{\lambda}(t), \alpha_{\mu}^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle, \tag{4.26b}
\end{align*}
$$

where $\tau_{z}=\operatorname{diag}(1, \ldots, 1,-1, \ldots,-1)$. The anomalous Green's function is especially useful in the context of superconductivity. As I showed in section 3.3, the mean-field Hamiltonian of a superconducting system is of the form given by equation (4.24).

The operator $c_{\lambda}$ annihilates an electron state, but alternatively one could say that it creates a hole state. Therefore, one could say that the Green's functions equation (4.26) are Green's functions in particlehole space. Another name for this is that they are Green's functions in Nambu space [185].

### 4.2 Equilibrium Green's functions

By "equilibrium", I mean that the system is both stationary and in thermal equilibrium. For our purposes, the latter means that the system is in a canonical or grand canonical ensemble. In this case one can compute the lesser Green's function, and therefore observables, from only the retarded or advanced Green's function. To see why, note that one can write

$$
\begin{equation*}
G_{\lambda \mu}^{R}\left(t, t^{\prime}\right)-G_{\lambda \mu}^{A}\left(t, t^{\prime}\right)=G_{\lambda \mu}^{>}\left(t, t^{\prime}\right)-G_{\lambda \mu}^{<}\left(t, t^{\prime}\right) . \tag{4.27}
\end{equation*}
$$

In a stationary system the Hamiltonian $\mathscr{H}$ is time independent, so from the Heisenberg equation (2.20), an operator $A$ evaluated at time $t$ is

$$
\begin{equation*}
A(t)=\mathrm{e}^{i \mathscr{H} t} A(0) \mathrm{e}^{-i \mathscr{H} t}=\mathrm{e}^{i \mathscr{H} t} A_{0} \mathrm{e}^{-i \mathscr{H} t} . \tag{4.28}
\end{equation*}
$$

Hence, if $Z$ is the partition function, $\beta$ is inverse temperature, $\{|n\rangle\}$ is the complete set of eigenstates of $\mathscr{H}$ and $\left\{\varepsilon_{n}\right\}$ is the corresponding set
of eigenvalues, then

$$
\begin{align*}
\left\langle c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)\right\rangle & =Z^{-1} \sum_{n} \mathrm{e}^{-\beta \varepsilon_{n}}\langle n| c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)|n\rangle  \tag{4.29}\\
& =Z^{-1} \sum_{n, m} \mathrm{e}^{-\beta \varepsilon_{n}} \mathrm{e}^{i\left(\varepsilon_{n}-\varepsilon_{m}\right)\left(t-t^{\prime}\right)}\langle n| c_{\lambda, 0}|m\rangle\langle m| c_{\mu, 0}^{\dagger}|n\rangle . \tag{4.30}
\end{align*}
$$

Next, by Fourier transforming in relative time, I get

$$
\begin{align*}
& G_{\lambda \mu}^{>}(\varepsilon)=-i \int_{-\infty}^{\infty} \mathrm{d}\left(t-t^{\prime}\right)\left\langle c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)\right\rangle \mathrm{e}^{i \varepsilon\left(t-t^{\prime}\right)} \\
& =-i Z^{-1} \sum_{n, m} \mathrm{e}^{-\beta \varepsilon_{n}\langle n| c_{\lambda, 0}|m\rangle\langle m| c_{\mu, 0}^{\dagger}|n\rangle 2 \pi \delta\left(\varepsilon+\varepsilon_{n}-\varepsilon_{m}\right)} \\
& =-i Z^{-1} \sum_{n, m} \mathrm{e}^{-\beta \varepsilon_{m}\langle m| c_{\mu, 0}^{\dagger}|n\rangle\langle n| c_{\lambda, 0}|m\rangle 2 \pi \delta\left(\varepsilon+\varepsilon_{n}-\varepsilon_{m}\right) \mathrm{e}^{\beta\left(\varepsilon_{m}-\varepsilon_{n}\right)}} \begin{array}{l}
=-i \mathrm{e}^{\beta \varepsilon} \int_{-\infty}^{\infty} \mathrm{d}\left(t-t^{\prime}\right)\left\langle c_{\mu}^{\dagger}\left(t^{\prime}\right) c_{\lambda}(t)\right\rangle \mathrm{e}^{i \varepsilon\left(t-t^{\prime}\right)}=\mp \mathrm{e}^{\beta \varepsilon} G_{\lambda \mu}^{<}(\varepsilon)
\end{array}, ~
\end{align*}
$$

Inserting this into equation (4.27), we see that

$$
\begin{equation*}
G_{\lambda \mu}^{<}(\varepsilon)=-\frac{G_{\lambda \mu}^{R}(\varepsilon)-G_{\lambda \mu}^{A}(\varepsilon)}{1 \pm \mathrm{e}^{\beta \varepsilon}}=i A_{\lambda \mu}(\varepsilon) f_{ \pm}(\varepsilon), \tag{4.32}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{ \pm}(\varepsilon)=\frac{1}{1 \pm \mathrm{e}^{\beta \varepsilon}} \tag{4.33}
\end{equation*}
$$

is the Fermi-Dirac distribution in the fermionic case and the BoseEinstein distribution in the bosonic case, and

$$
\begin{equation*}
A_{\lambda \mu}=i\left(G_{\lambda \mu}^{R}-G_{\lambda \mu}^{A}\right) \tag{4.34}
\end{equation*}
$$

is the spectral function $[114,185]$. Equation (4.32) is an example of the fluctuation-dissipation theorem $[188,189]$. Similarly, from equation (4.27) I get

$$
\begin{equation*}
G_{\lambda \mu}^{>}(\varepsilon)=\frac{G_{\lambda \mu}^{R}(\varepsilon)-G_{\lambda \mu}^{A}(\varepsilon)}{1 \pm \mathrm{e}^{-\beta \varepsilon}}=-i A_{\lambda \mu}(\varepsilon)\left[1-f_{ \pm}(\varepsilon)\right] . \tag{4.35}
\end{equation*}
$$

The Fermi-Dirac (Bose-Einstein) distribution $f_{+}\left(f_{-}\right)$gives the average number of particles in states with energy $\varepsilon$. On the other hand,
$-i G_{\lambda \lambda}^{<}(t, t)=\left\langle c_{\lambda}^{\dagger}(t) c_{\lambda}(t)\right\rangle$ is the number of particles in state $\lambda$. By writing

$$
\begin{equation*}
-i G_{\lambda \lambda}^{<}(t, t)=\int_{-\infty}^{\infty} \frac{\mathrm{d} \varepsilon A_{\lambda \lambda}(\varepsilon)}{2 \pi} f_{ \pm}(\varepsilon), \tag{4.36}
\end{equation*}
$$

we see that one can interpret $A_{\lambda \lambda}(\varepsilon) \mathrm{d} \varepsilon / 2 \pi$ as being how much of the state $\lambda$ which is in the energy-interval $(\varepsilon, \varepsilon+\mathrm{d} \varepsilon)$. In order to compute observables, one must in general know both the number of states with the relevant properties and the occupancy of these states. In thermal equilibrium, it is sufficient to determine the spectral function since occupancy follows from the Fermi-Dirac and BoseEinstein distributions.

### 4.3 Example: Non-interacting systems

The Hamiltonian for a non-interacting system of particles can, as shown in section 2.4, be written

$$
\begin{equation*}
\mathscr{H}=\sum_{\lambda=1}^{\infty} \xi_{\lambda} c_{\lambda}^{\dagger} c_{\lambda} \tag{4.37}
\end{equation*}
$$

where $\xi_{\lambda}$ also includes the chemical potential. In this case $M_{\lambda \mu}=\xi_{\lambda} \delta_{\lambda \mu}$. Hence, the retarded and advanced Green's functions solve

$$
\begin{equation*}
i \frac{\partial}{\partial t} G_{\lambda \mu}^{X}\left(t, t^{\prime}\right)-\xi_{\lambda} G_{\lambda \mu}^{X}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \delta_{\lambda \mu} \tag{4.38}
\end{equation*}
$$

where $X$ is either $R$ or $A$. Multiplying the equation by $-i e^{i \xi_{\lambda} t}$, using the product rule of differentiation, ${ }^{2}$ and integrating from $t_{0}$ to $t$, I get that

$$
\begin{equation*}
G_{\lambda \mu}^{X}\left(t, t^{\prime}\right)=\mathrm{e}^{-i \xi_{\lambda}\left(t-t_{0}\right)} G_{\lambda \mu}^{X}\left(t_{0}, t^{\prime}\right)-i \delta_{\lambda \mu} \mathrm{e}^{-i \xi_{\lambda}\left(t-t_{0}\right)}\left[\theta\left(t^{\prime}-t_{0}\right)-\theta\left(t^{\prime}-t\right)\right] . \tag{4.39}
\end{equation*}
$$

The retarded Green's function, $G_{\lambda \mu}^{R}\left(t_{0}, t^{\prime}\right)$, is zero when $t^{\prime}>t_{0}$. Choosing $t^{\prime}>t_{0}$, such that $\theta\left(t^{\prime}-t_{0}\right)-\theta\left(t^{\prime}-t\right)=1-\theta\left(t^{\prime}-t\right)=\theta\left(t-t^{\prime}\right)$, and setting $X=R$, I get

$$
\begin{equation*}
G_{\lambda \mu}^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right) \delta_{\lambda \mu} \mathrm{e}^{-i \xi_{\lambda}\left(t-t^{\prime}\right)} \tag{4.40}
\end{equation*}
$$

2. The product rule of differentiation holds in the sense of distributional derivatives when working with products of normal functions and distributions. Here, the Green's function is a distribution while $\mathrm{e}^{i \xi_{\lambda} t}$ is a smooth function. Note that one can generally not multiply distributions, so there is no product rule for differentiation for products of distributions.

Similarly, the advanced Green's function, $G_{\lambda \mu}^{A}\left(t_{0}, t^{\prime}\right)$, is zero when $t^{\prime}<$ $t_{0}$. Choosing $t^{\prime}<t_{0}$, such that $\theta\left(t^{\prime}-t_{0}\right)-\theta\left(t^{\prime}-t\right)=-\theta\left(t^{\prime}-t\right)$, and setting $X=A$, I get

$$
\begin{equation*}
G_{\lambda \mu}^{A}\left(t, t^{\prime}\right)=i \theta\left(t^{\prime}-t\right) \delta_{\lambda \mu} \mathrm{e}^{-i \xi_{\lambda}\left(t-t^{\prime}\right)} \tag{4.41}
\end{equation*}
$$

These results could also have been obtained by inserting $c_{\lambda}(t)=$ $\mathrm{e}^{-\xi_{\lambda} t} c_{\lambda}(0)$ into the definitions of the Green's functions in equation (4.9).

To find the spectral function, note that $i\left[G_{\lambda \mu}^{R}\left(t, t^{\prime}\right)-G_{\lambda \mu}^{A}\left(t, t^{\prime}\right)\right]=$ $\mathrm{e}^{-i \xi_{\lambda}\left(t-t^{\prime}\right)}$, so the spectral function is $A_{\lambda \mu}(\varepsilon)=2 \pi \delta\left(\varepsilon-\xi_{\lambda}\right) \delta_{\lambda \mu}$. From this, the equilibrium lesser Green's function in Fourier space is $G_{\lambda \mu}^{<}(\varepsilon)=$ $2 \pi i \delta\left(\varepsilon-\xi_{\lambda}\right) \delta_{\lambda \mu} f_{ \pm}(\varepsilon)$, which means that

$$
\begin{equation*}
G_{\lambda \mu}^{<}\left(t, t^{\prime}\right)=\int_{-\infty}^{\infty} \frac{\mathrm{d} \varepsilon}{2 \pi} \mathrm{e}^{-i \varepsilon\left(t-t^{\prime}\right)} G_{\lambda \mu}^{<}(\varepsilon)=i \delta_{\lambda \mu} f_{ \pm}\left(\xi_{\lambda}\right) \mathrm{e}^{-i \xi_{\lambda}\left(t-t^{\prime}\right)} \tag{4.42}
\end{equation*}
$$

Fourier transforming equations (4.40) and (4.41) in relative coordinates, I get

$$
\begin{equation*}
G_{\lambda \mu}^{R / A}(\varepsilon)=\int_{-\infty}^{\infty} \mathrm{d}\left(t-t^{\prime}\right) G_{\lambda \mu}^{R / A}\left(t, t^{\prime}\right)=\lim _{\eta \rightarrow 0} \frac{\delta_{\lambda \mu}}{\varepsilon-\xi_{\lambda} \pm i \eta} \tag{4.43}
\end{equation*}
$$

where the infinitesimal $\eta$ is needed to make make the inverse Fourier transforms converge. It is also needed to get the correct spectral function. Note that the limit $\eta \rightarrow 0$ must be taken outside of the integral in the inverse Fourier transform. Also, note that a non-zero value of $\eta$ will make the Green's function go to zero as $\left|t-t^{\prime}\right| \rightarrow \infty$. Therefore, $\eta>0$ can be used to model systems with dissipation.

Knowing the Green's function, we can compute observables. For instance, the if the particles are electrons with charge $q$, the total electric charge is $Q=q \sum_{\lambda}\left\langle c_{\lambda}^{\dagger} c_{\lambda}\right\rangle=-i q \sum_{\lambda} G_{\lambda \lambda}^{<}(t, t)$. Using equation (4.42), the total electric charge is

$$
\begin{equation*}
Q=-i q \sum_{\lambda} G_{\lambda \lambda}^{<}(t, t)=q \sum_{\lambda} f_{+}\left(\xi_{\lambda}\right) \tag{4.44}
\end{equation*}
$$

That is, each state contributes $q f_{+}\left(\xi_{\lambda}\right)$ to the charge. At zero temperature, $f_{+}\left(\xi_{\lambda}\right)=\theta\left(-\xi_{\lambda}\right)$, so all states with negative energy, meaning states below the Fermi level, adds $q$ to the total charge, as expected.

From this example we also have a general formula to compute Green's function in quadratic systems with Hamiltonian

$$
\begin{equation*}
\mathscr{H}=\sum_{\lambda, \mu=1}^{\infty} M_{\lambda \mu} c_{\lambda}^{\dagger} c_{\mu}, \tag{4.45}
\end{equation*}
$$

where $M$ does not depend on time, such that

$$
\begin{equation*}
i \frac{\partial}{\partial t} G_{\lambda \mu}^{X}\left(t, t^{\prime}\right)-\sum_{\gamma} M_{\lambda \gamma} G_{\gamma \mu}^{X}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \delta_{\lambda \mu} . \tag{4.46}
\end{equation*}
$$

The first step is to diagonalize $M_{\lambda \mu}=\sum_{\gamma} S_{\lambda \gamma} \xi_{\gamma} S_{\gamma \mu}^{-1}$ and define $\bar{G}^{X}=$ $S^{-1} G^{X} S$. Next, multiply equation (4.46) with $S^{-1}$ from the left and $S$ from the right, such that

$$
\begin{equation*}
i \frac{\partial}{\partial t} \bar{G}_{\lambda \mu}^{X}\left(t, t^{\prime}\right)-\xi_{\lambda} \bar{G}_{\lambda \mu}^{X}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \delta_{\lambda \mu} \tag{4.47}
\end{equation*}
$$

This is solved by equations (4.40) and (4.41), so

$$
\begin{align*}
& G_{\lambda \mu}^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right) \sum_{\gamma} S_{\lambda \gamma} \mathrm{e}^{-i \xi_{\gamma}\left(t-t^{\prime}\right)} S_{\gamma \mu}^{-1},  \tag{4.48a}\\
& G_{\lambda \mu}^{A}\left(t, t^{\prime}\right)=i \theta\left(t^{\prime}-t\right) \sum_{\gamma} S_{\lambda \gamma} \mathrm{e}^{-i \xi_{\gamma}\left(t-t^{\prime}\right)} S_{\gamma \mu}^{-1} . \tag{4.48b}
\end{align*}
$$

In practice, it can be difficult to determine $S$, but it is significantly easier in translationally invariant systems. For small systems, one can alternatively diagonalize systems with spatial variation numerically.

### 4.3.1 Magnets

Consider the itinerant electrons in a magnet. It can be a ferromagnet or an antiferromagnet. Assume that there are $N$ lattice sites and $2 N_{s}$ orbitals, or Wannier states, per lattice site. That is $N_{s}$ states per spin. Remember that each lattice site includes one whole unit cell, meaning that there can be several atoms at each lattice site. Even if there is only one Wannier state or orbital per spin at each atom, there can be more than two Wannier states at each lattice site.

I assume that the spins of the localized electrons can be treated as constant and that the exchange interaction with the localized electrons is the same at each lattice site, but it might vary between Wannier
states. Let $c_{i m \sigma}$ be the annihilation operator for Wannier state $m$ with $\operatorname{spin} \sigma$ at lattice site $i$. I assume that the only spin dependence is in the exchange coupling to the localized electrons or the Zeeman energy from a uniform external field, which enters in the same way in the Hamiltonian (see chapter 3). In this case, the Hamiltonian can be written

$$
\begin{equation*}
\mathscr{H}=\sum_{i, j=1}^{N} \sum_{m, n=1}^{N_{s}} \sum_{\sigma} t_{i j}^{m n} c_{i m \sigma}^{\dagger} c_{j n \sigma}-\sum_{m}^{N_{s}} \sum_{i=1}^{N} \sum_{\sigma_{1} \sigma_{2}} c_{i m \sigma_{1}}^{\dagger}\left[\boldsymbol{h}^{m} \cdot \boldsymbol{\sigma}\right]_{\sigma_{1} \sigma_{2}} c_{i m \sigma_{2}} . \tag{4.49}
\end{equation*}
$$

If the system is translationally invariant, then $t_{i j}^{m n}$ depend only on the relative distance, meaning that $t_{i j}^{m n}=t_{(i+l)(j+l)}^{m n}$ for any $l$. In this case, performing a discrete Fourier transform results in

$$
\begin{equation*}
\mathscr{H}=\frac{1}{N} \sum_{k=1}^{N} \sum_{m, n=1}^{N_{s}} \sum_{\sigma_{1} \sigma_{2}} c_{k m \sigma_{1}}^{\dagger} c_{k n \sigma_{2}}\left[\delta_{\sigma_{1} \sigma_{2}} t_{k}^{m n}-\delta_{m n}\left(\boldsymbol{h}^{m} \cdot \boldsymbol{\sigma}\right)_{\sigma_{1} \sigma_{2}}\right], \tag{4.50}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{k n \sigma_{2}}=\sum_{i=1}^{N} c_{i n \sigma_{2}} \mathrm{e}^{-i \boldsymbol{k} \cdot \boldsymbol{R}_{i}},  \tag{4.51a}\\
& c_{k n \sigma_{2}}^{\dagger}=\sum_{i=1}^{N} c_{i n \sigma_{2}}^{\dagger} \mathrm{e}^{i \boldsymbol{k} \cdot \boldsymbol{R}_{i}},  \tag{4.51b}\\
& t_{k}^{m n}=\sum_{i=1}^{N} t_{i j}^{m n} \mathrm{e}^{i \boldsymbol{k} \cdot\left(\boldsymbol{R}_{i}-R_{j}\right)} . \tag{4.51c}
\end{align*}
$$

For a simple, ferromagnetic system, where $N_{s}=1$, equation (4.50) is already diagonal if we choose the $z$-axis to point along the direction of $\boldsymbol{h}^{1}$. In this case, the Green's functions in the momentum basis are

$$
\begin{align*}
& G_{k_{1} k_{2} \uparrow \uparrow}^{R / A}(\varepsilon)=\lim _{\eta \rightarrow 0} \frac{\delta_{k_{1} k_{2}}}{\varepsilon-t_{k}^{11}+h^{1} \pm i \eta},  \tag{4.52a}\\
& G_{k_{1} k_{2} \downarrow \downarrow}^{R / A}(\varepsilon)=\lim _{\eta \rightarrow 0} \frac{\delta_{k_{1} k_{2}}}{\varepsilon-t_{k}^{11}-h^{1} \pm i \eta},  \tag{4.52b}\\
& G_{k_{1} k_{2} \uparrow \downarrow}^{R / A}=G_{k_{1} k_{2} \downarrow \uparrow}^{R / A}=0, \tag{4.52c}
\end{align*}
$$

where

$$
\begin{equation*}
G_{k_{1} k_{2} \sigma_{1} \sigma_{2}}^{R}\left(t, t^{\prime}\right)=-\frac{i \theta\left(t-t^{\prime}\right)}{N}\left\langle\left[c_{k_{1} 1 \sigma_{1}}(t), c_{k_{2} 1 \sigma_{2}}^{\dagger}\left(t^{\prime}\right)\right]\right\rangle \tag{4.53}
\end{equation*}
$$

and $G_{k_{1} k_{2} \sigma_{1} \sigma_{2}}^{A}\left(t, t^{\prime}\right)=\left[G_{k_{2} k_{1} \sigma_{2} \sigma_{1}}^{R}\left(t^{\prime}, t\right)\right]^{*}$. The factor $1 / N$ comes from how I defined the Fourier transform.

From the Green's function one can compute the magnetization from the itinerant electrons in a ferromagnet. Each electron with spin up has a magnetic moment equal to $-\mathrm{g} \mu_{B} / 2$ in the $z$-direction, where $g$ is the Landé $g$-factor and $\mu_{B}=e / 2 m$ is the Bohr magneton [25] (see sections 2.6 and 3.4). Electrons with spin down have the same magnetic moment but in the opposite direction. Assuming isotropic $g$-factor, the total magnetic moment is therefore

$$
\begin{equation*}
\boldsymbol{M}=\frac{i g \mu_{B}}{2} \sum_{k=1}^{N} \sum_{\sigma_{1} \sigma_{2}} \sigma_{\sigma_{1} \sigma_{2}} G_{k k \sigma_{1} \sigma_{2}}^{<}(t, t) \tag{4.54}
\end{equation*}
$$

Equation (4.52c) means that $\boldsymbol{M}$ is parallel to $\boldsymbol{h}^{1}$. Using equations (4.52a) and (4.52b), the magnetization in the $z$-direction is

$$
\begin{equation*}
M_{z}=-\frac{g \mu_{B}}{2} \sum_{k=1}^{N}\left[f_{+}\left(t_{k}^{11}-h^{1}\right)-f_{+}\left(t_{k}^{11}+h^{1}\right)\right] \tag{4.55}
\end{equation*}
$$

At low temperatures $f_{+}\left(t_{k}^{11} \mp h^{1}\right) \approx \theta\left(-t_{k}^{11} \pm h^{1}\right)$. Therefore, the sum in equation (4.55) counts the number of states with $t_{k}^{11} \in\left(-h^{1}, h^{1}\right)$. We can convert the sum to an integral. Let the density of states per spin be ${ }^{3}$

$$
\begin{equation*}
N(E)=\sum_{k} \delta\left(t_{k}^{11}-E\right) \tag{4.56}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\sum_{k} f\left(t_{k}^{11}\right)=\int_{-\infty}^{\infty} \mathrm{d} E f(E) \sum_{k} \delta\left(t_{k}^{11}-E\right)=\int_{-\infty}^{\infty} \mathrm{d} E f(E) N(E) \tag{4.57}
\end{equation*}
$$

Hence, the magnetization is

$$
\begin{equation*}
M_{z}=-\frac{g \mu_{B}}{2} \int_{-\infty}^{\infty} \mathrm{d} E N(E)\left[f_{+}\left(E-h^{1}\right)-f_{+}\left(E+h^{1}\right)\right] \tag{4.58}
\end{equation*}
$$

3. Not to be confused with the number of lattice sites.

If the density of states is approximately constant and equal to $N(0)$ in from $E=-h^{1}$ to $E=h^{1}$, then

$$
\begin{equation*}
M_{z}=-g \mu_{B} N(0) h^{1} \tag{4.59}
\end{equation*}
$$

The choice of $z$-axis was arbitrary. More generally,

$$
\begin{equation*}
\boldsymbol{M}=-g \mu_{B} N(0) \boldsymbol{h}^{1} . \tag{4.60}
\end{equation*}
$$

For an antiferromagnetic system, on the other hand, we need to choose a unit cell consisting of at least two orbitals in order for the exchange coupling to be independent of lattice site. Let there be two Wannier states per orbital per lattice site, such that $h^{1}=-h^{2}=h$, and let $c_{k}^{\dagger}=\left(c_{k 1 \uparrow}^{\dagger}, c_{k 1 \downarrow}^{\dagger}, c_{k 2 \uparrow}^{\dagger}, c_{k 2 \downarrow}^{\dagger}\right)$ be the 4-tuple of creation operators with crystal momentum $\boldsymbol{k}$. Assuming that $t_{k}^{11}=t_{k}^{22}=a_{k}$ and $t_{k}^{12}=t_{k}^{21}=b_{k}$, the Hamiltonian can be written

$$
\mathscr{H}=\frac{1}{N} \sum_{k=1}^{N} c_{k}^{\dagger}\left(\begin{array}{cccc}
a_{k}-h & \cdot & b_{k} & \cdot  \tag{4.61}\\
\cdot & a_{k}+h & \cdot & b_{k} \\
b_{k} & \cdot & a_{k}+h & \cdot \\
\cdot & b_{k} & \cdot & a_{k}-h
\end{array}\right) c_{k}
$$

Diagonalizing this Hamiltonian can be done by defining

$$
\bar{c}_{k}=\frac{1}{\sqrt{2 \eta_{k}}}\left[\left(\begin{array}{cc}
-\sigma_{0} & \sigma_{0}  \tag{4.62}\\
\sigma_{0} & \sigma_{0}
\end{array}\right) \bar{s}_{k}-\left(\begin{array}{cc}
\sigma_{z} & \sigma_{z} \\
\sigma_{z} & -\sigma_{z}
\end{array}\right) \Delta s_{k}\right] c_{k},
$$

where $\sigma_{0}$ is the $2 \times 2$ identity matrix, $\eta_{k}=\sqrt{h^{2}+b_{k}^{2}}, \bar{s}_{k}=\left(s_{k}^{+}+s_{k}^{-}\right) / 2$ and $\Delta s_{k}=\left(s_{k}^{+}-s_{k}^{-}\right) / 2$, where $s_{k}^{ \pm}=\sqrt{\eta_{k} \pm h}$. Inserting this into equation (4.63), I get

$$
\mathscr{H}=\frac{1}{N} \sum_{k=1}^{N} \bar{c}_{k}^{\dagger}\left(\begin{array}{cccc}
a_{k}-\eta_{k} & \cdot & \cdot & \cdot  \tag{4.63}\\
\cdot & a_{k}-\eta_{k} & \cdot & \cdot \\
\cdot & \cdot & a_{k}+\eta_{k} & \cdot \\
\cdot & \cdot & \cdot & a_{k}+\eta_{k}
\end{array}\right) \bar{c}_{k} .
$$

From this diagonal Hamiltonian, one can derive the Green's functions. Let $G_{k_{1} k_{2}}^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right)\left\langle\left[c_{k_{1}}(t) c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle / N$ be a matrix of retarded Green's functions, where the commutator of 4-tuples $A$ and $B^{\dagger}$ is defined by $\left(\left[A B^{\dagger}\right]_{+}\right)_{i j}=\left[A_{i} B_{j}^{\dagger}\right]_{+}$. The advanced Green's function
matrix is similarly defined as $G_{k_{1} k_{2}}^{A}\left(t, t^{\prime}\right)=i \theta\left(t^{\prime}-t\right)\left\langle\left[c_{k_{1}}(t) c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle / N$. In Fourier space, equations (4.62) and (4.63) implies that

$$
\begin{align*}
& G_{k_{1} k_{2}}^{R / A}(\varepsilon)=\lim _{\delta \rightarrow 0} \frac{1}{\left(\varepsilon \pm i \delta-a_{k}\right)^{2}-\eta_{k}^{2}} \\
& \times\left(\begin{array}{cccc}
\varepsilon \pm i \delta-a_{k}-h & \cdot & b_{k} & \cdot \\
\cdot & \varepsilon \pm i \delta-a_{k}+h & \cdot & b_{k} \\
b_{k} & \cdot & \varepsilon \pm i \delta-a_{k}+h & \cdot \\
\cdot & b_{k} & \cdot & \varepsilon \pm i \delta-a_{k}-h
\end{array}\right) \tag{4.64}
\end{align*}
$$

### 4.3.2 Superconductors

In section 3.3, I derived the BCS Hamiltonian for superconductors,

$$
\begin{align*}
\mathscr{H}=\frac{1}{N} \sum_{k, \sigma} \xi_{k} c_{k \sigma}^{\dagger} c_{k \sigma} & +\frac{1}{N} \sum_{k_{1}, k_{2}, \sigma_{1} \sigma_{2}} c_{k_{1} \sigma_{1}}^{\dagger} t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}} c_{k_{2} \sigma_{2}} \\
& -\frac{1}{N} \sum_{k}\left[\Delta_{k}^{\uparrow \downarrow} c_{k \uparrow}^{\dagger} c_{-k \downarrow}^{\dagger}+\left(\Delta_{k}^{\uparrow \downarrow}\right)^{*} c_{-k \downarrow} c_{k \uparrow}\right] \tag{4.65}
\end{align*}
$$

If the system is invariant under translation, $t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}} \propto \delta_{k_{1} k_{2}}$. Furthermore, if there is no spin-dependent hopping, which could come from spinorbit coupling, for instance, then $t_{\sigma_{1} \sigma_{2}}^{k_{1} k_{2}}=t_{k_{1}} \delta_{k_{1} k_{2}} \delta_{\sigma_{1} \sigma_{2}}$. In this case, we can therefore just absorb $t_{k}$ into $\xi_{k}$. Defining the 4 -tuple ${ }^{4} c_{k}^{\dagger}=$ $\left(c_{k \uparrow}^{\dagger}, c_{k \downarrow}^{\dagger}, c_{-k \downarrow},-c_{-k \uparrow}\right)$, the Hamiltonian can be written

$$
\mathscr{H}=\frac{1}{2 N} \sum_{k} c_{k}^{\dagger}\left(\begin{array}{cccc}
\xi_{k} & \cdot & -\Delta_{k}^{\uparrow \downarrow} & \cdot  \tag{4.66}\\
\cdot & \xi_{k} & \cdot & -\Delta_{-k}^{\uparrow \downarrow} \\
-\left(\Delta_{k}^{\uparrow \downarrow}\right)^{*} & \cdot & -\xi_{k} & \cdot \\
\cdot & -\left(\Delta_{-k}^{\uparrow \downarrow}\right)^{*} & \cdot & -\xi_{k}
\end{array}\right) c_{k},
$$

if one neglects the constant that comes from using the anticommutation relation. For simplicity, assume $\varepsilon_{-k}=\varepsilon_{k}$ and $\Delta_{k}^{\uparrow \downarrow}=\Delta_{-k}^{\uparrow \downarrow}$. Let
4. There are two different conventions when defining the 4 -tuples of creation and annihilation operators in relation to superconductivity, and in my work I have used both. The other alternative is $c_{k}^{\dagger}=\left(c_{k \uparrow}^{\dagger}, c_{k \downarrow}^{\dagger}, c_{-k \uparrow}, c_{-k \downarrow}\right)$. The advantage of this is that the 4 -tuple looks more symmetric. On the other hand, the one I use in the main text results in different and possibly more intuitive Green's functions.
$\tau_{z}=\operatorname{diag}(1,1,-1,-1)$ be the third Pauli matrix in Nambu-space. The retarded and advanced Green's function matrices in the superconducting system, which includes the anomalous Green's functions, are defined as

$$
\begin{align*}
& \hat{G}_{k_{1} k_{2}}^{R}\left(t, t^{\prime}\right)=-\frac{i}{N} \tau_{z} \theta\left(t-t^{\prime}\right)\left\langle\left[c_{k_{1}}(t) c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle,  \tag{4.67a}\\
& \hat{G}_{k_{1} k_{2}}^{A}\left(t, t^{\prime}\right)=+\frac{i}{N} \tau_{z} \theta\left(t^{\prime}-t\right)\left\langle\left[c_{k_{1}}(t) c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle . \tag{4.67b}
\end{align*}
$$

Let $\hat{\Delta}=\operatorname{antidiag}\left(\Delta_{k}^{\uparrow \downarrow} \sigma_{0},-\left[\Delta_{k}^{\uparrow \downarrow}\right]^{\star} \sigma_{0}\right)$, where $\sigma_{0}$ is the $2 \times 2$ identity matrix. From above, and as will be more explicitly shown in chapter 6 , these Green's functions solve

$$
\begin{equation*}
i \tau_{z} \frac{\partial}{\partial t} \hat{G}_{k k^{\prime}}^{R / A}\left(t, t^{\prime}\right)-\left(\xi_{k}-\hat{\Delta}\right) \hat{G}_{k k^{\prime}}^{R / A}\left(t, t^{\prime}\right)=\delta_{k k^{\prime}} \delta\left(t-t^{\prime}\right) \tag{4.68}
\end{equation*}
$$

Fourier transforming in relative time, the equation becomes

$$
\begin{equation*}
\left[\tau_{z}(\varepsilon \pm i \delta)-\xi_{k}+\hat{\Delta}\right] \hat{G}_{k k^{\prime}}^{R / A}(\varepsilon)=\delta_{k k^{\prime}} \tag{4.69}
\end{equation*}
$$

where I have added the infinitesimal $\delta$, which is the same as $\eta$ above. Hence,

$$
\begin{align*}
& \hat{G}_{k k^{\prime}}^{R / A}(\varepsilon)=\delta_{k k^{\prime}}\left[\tau_{z}(\varepsilon \pm i \delta)-\xi_{k}+\hat{\Delta}\right]^{-1} \\
&=\delta_{k k^{\prime}} \frac{\tau_{z}(\varepsilon \pm i \delta)+\xi_{k}+\hat{\Delta}}{(\varepsilon \pm i \delta)^{2}-\xi_{k}^{2}-\left|\Delta_{k}^{\uparrow}\right|^{2}} \tag{4.70}
\end{align*}
$$

The full Green's functions,

$$
\hat{G}_{k k^{\prime}}^{R / A}(\varepsilon)=\left(\begin{array}{cc}
G_{k k^{\prime}}^{R / A}(\varepsilon) & F_{k k^{\prime}}^{R / A}(\varepsilon)  \tag{4.71}\\
-\left[F_{k k^{\prime}}^{R / A}(-\varepsilon)\right]^{*} & {\left[G_{k k^{\prime}}^{R / A}(-\varepsilon)\right]^{*}}
\end{array}\right),
$$

contain both the normal Green's functions, $G_{k k^{\prime}}^{R / A}$, and the anomalous Green's functions, $F_{k k^{\prime}}^{R / A}$. The anomalous Green's function gives a self-consistency equation for the gap parameter $\Delta_{k}^{\uparrow \downarrow}$, since, from section 3.3, ${ }^{5}$

$$
\begin{gather*}
\Delta_{k}^{\uparrow \downarrow}(t)=-N \sum_{k_{2}} V_{\left(k_{2}-k_{1}\right) k_{1}\left(-k_{1}\right)}\left\langle c_{-k_{2} \sigma_{2}}(t) c_{k_{2} \sigma_{1}}(t)-c_{-k_{2} \sigma_{1}}(t) c_{k_{2} \sigma_{2}}(t)\right\rangle \\
=i \sum_{k_{2}} N^{2} V_{\left(k_{2}-k_{1}\right) k_{1}\left(-k_{1}\right)} \operatorname{Tr}\left[F_{k_{2} k_{2}}^{<}\right](t, t) . \tag{4.72}
\end{gather*}
$$

5. Compared to section 3.3, there is an extra factor of $N$ here. This is because of how I defined the Hamiltonian here.

To obtain the spectral function, and thereby the density of states, we only need the normal Green's function,

$$
\begin{equation*}
G_{k k^{\prime}}^{R / A}(\varepsilon)=\delta_{k k^{\prime}} \sigma_{0} \frac{\varepsilon \pm i \delta+\xi_{k}}{(\varepsilon \pm i \delta)^{2}-\xi_{k}^{2}-\left|\Delta_{k}^{\uparrow}\right|^{2}} \tag{4.73}
\end{equation*}
$$

The spectral function is

$$
\begin{equation*}
A_{k k^{\prime}}(\varepsilon)=i\left[G_{k k^{\prime}}^{R}(\varepsilon)-G_{k k^{\prime}}^{A}(\varepsilon)\right]=\frac{2 \delta\left[\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}+\left(\varepsilon+\xi_{k}\right)^{2}+\delta^{2}\right]}{4 \varepsilon^{2} \delta^{2}+\left(\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}-\delta^{2}-\xi_{k}^{2}\right)^{2}} \tag{4.74}
\end{equation*}
$$

As explained above, $A_{k k}(\varepsilon) / 2 \pi$ is how much of the state with crystal momentum $k$-state that has energy in the energy-interval $(\varepsilon, \varepsilon+\mathrm{d} \varepsilon)$. Therefore, the density of states in the energy-interval $(\varepsilon, \varepsilon+\mathrm{d} \varepsilon)$ is

$$
\begin{align*}
N(\varepsilon) & =\sum_{k} \frac{A_{k k}(\varepsilon)}{2 \pi} \\
& =\lim _{\delta \rightarrow 0} \int_{-\infty}^{\infty} \frac{\mathrm{d} \xi}{\pi} N_{0}(\xi) \frac{\left[\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}+(\varepsilon+\xi)^{2}+\delta^{2}\right] \delta}{4 \varepsilon^{2} \delta^{2}+\left(\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}-\delta^{2}-\xi^{2}\right)^{2}} \tag{4.75}
\end{align*}
$$

where

$$
\begin{equation*}
N_{0}(E)=\sum_{k} \delta\left(\xi_{k}-E\right) \tag{4.76}
\end{equation*}
$$

is the normal state density of states. As $\delta \rightarrow 0$, the integrand in equation (4.75) becomes zero at all points expect at $\xi^{2}=\varepsilon^{2}-\left|\Delta_{k}^{\uparrow}\right|^{2}$, where it blows up to infinity. When $\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}<0$, the integrand goes to zero everywhere, so $N(\varepsilon)=0$ when $|\varepsilon|<\left|\Delta_{k}^{\uparrow \downarrow}\right|$. For $|\varepsilon|>\left|\Delta_{k}^{\uparrow \downarrow}\right|$, we can use that the integral of the Cauchy distribution is one. That is,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{\mathrm{d} x}{\pi} \frac{\gamma}{\gamma^{2}+\left(x-x_{0}\right)^{2}}=1 \tag{4.77}
\end{equation*}
$$

for arbitrary $\gamma$ and $x_{0}$, which define the width and center of the Cauchy distribution, respectively. By splitting the integral into positive and negative $\xi$ and define $x=\xi^{2}$, one can write

$$
\begin{equation*}
N(\varepsilon)=I_{+}+I_{-} \tag{4.78}
\end{equation*}
$$



Figure 4.1: The density of states for a bulk superconductor, where $N_{0}$ is evaluated at energy $\sqrt{\varepsilon^{2}-\left|\Delta_{k}^{\uparrow}\right|^{2}}$.
where

$$
\begin{equation*}
I_{ \pm}=\lim _{\delta \rightarrow 0} \int_{0}^{\infty} \frac{\mathrm{d} x}{2 \pi \sqrt{x}} N_{0}( \pm \sqrt{x}) \frac{\left[\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}+(\varepsilon \pm \sqrt{x})^{2}\right] \delta}{4 \varepsilon^{2} \delta^{2}+\left[x-\left(\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}\right)\right]^{2}} \tag{4.79}
\end{equation*}
$$

As $\delta \rightarrow 0$, the integrand becomes increasingly more like a Cauchy distribution with center at $x_{0}=\left(\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}\right)$ and width $2 \varepsilon \delta$. Hence, we can set $x=x_{0}$ everywhere except the denominator.

Using that $\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}+\left(\varepsilon \pm \sqrt{x_{0}}\right)^{2}=2 \varepsilon\left(\varepsilon \pm \sqrt{x_{0}}\right)$, I get that

$$
\begin{align*}
& I_{ \pm}=\frac{N_{0}\left( \pm \sqrt{x_{0}}\right)\left(\varepsilon \pm \sqrt{x_{0}}\right)}{2 \sqrt{x_{0}}} \lim _{\delta \rightarrow 0} \int_{0}^{\infty} \frac{\mathrm{d} x}{\pi} \frac{2 \varepsilon \delta}{(2 \varepsilon \delta)^{2}+\left(x-x_{0}\right)^{2}} \\
&=\frac{N_{0}\left( \pm \sqrt{x_{0}}\right)\left(\varepsilon \pm \sqrt{x_{0}}\right)}{2 \sqrt{x_{0}}} . \tag{4.80}
\end{align*}
$$

If we assume that $N_{0}\left(-\sqrt{x_{0}}\right)=N_{0}\left(\sqrt{x_{0}}\right)$, then, for $|\varepsilon|>\left|\Delta_{k}^{\uparrow \downarrow}\right|$,

$$
\begin{equation*}
N(\varepsilon)=I_{+}+I_{-}=N_{0}\left(\sqrt{\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}}\right) \frac{\varepsilon}{\sqrt{\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}}} \tag{4.81}
\end{equation*}
$$

Combining the results, the density of states in a superconductor is

$$
N(\varepsilon)= \begin{cases}0 & \text { if }|\varepsilon|<\left|\Delta_{k}^{\uparrow \downarrow}\right|,  \tag{4.82}\\ N_{0}\left(\sqrt{\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}}\right) \frac{\varepsilon}{\sqrt{\varepsilon^{2}-\left|\Delta_{k}^{\uparrow \downarrow}\right|^{2}}} & \text { if }|\varepsilon|>\left|\Delta_{k}^{\uparrow \downarrow}\right|,\end{cases}
$$

which is illustrated in figure 4.1. As we can see, there is a gap in the spectrum equal to $2\left|\Delta_{k}^{\uparrow \downarrow}\right|$, which is why $\left|\Lambda_{k}^{\uparrow \downarrow}\right|$ is often called the gap parameter.

## Green's Function Perturbation Theory

For a system out of equilibrium, determining the lesser Green's function is more difficult. However, one can often compute approximate Green's functions through perturbation theory. In this chapter, I show some perturbation techniques that have been central in my work. I also provide examples that are relevant to my work and to the next chapter.

First, I consider a general approach that is applicable as long as the Hamiltonian is quadratic. This approach is similar to the linear response discussed above, but it is valid to all orders in the perturbation. It relies on the fact that the retarded and advanced Green's functions are in fact Green's functions in the mathematical sense. The end result is the Dyson equations [114], and as an example of this perturbation theory, I consider elastic impurity scattering.

Next, I consider another more general approach to perturbation theory. This is based on the interaction picture of quantum mechanics and is applicable to perturbations of any order, not only quadratic perturbations. I used this approach in the project on spin-pumping (paper VI), where the perturbation is linear in creation and annihilation operators. As an example, I use this approach to consider dissipation through interactions with an open environment. This leads to the relaxation time approximation, which is heavily used in the projects related to quasiclassical Green's functions.

### 5.1 Quadratic Hamiltonians

Consider a system with an Hamiltonian which is quadratic in annihilation operators,

$$
\begin{align*}
\mathscr{H}(t)=\frac{1}{2} \sum_{\lambda, \mu=1}^{N}\left(M_{\lambda \mu}(t) c_{\lambda}^{\dagger} c_{\mu} \mp\right. & M_{\lambda \mu}^{*}(t) c_{\lambda} c_{\mu}^{\dagger} \\
& \left.+\Delta_{\lambda \mu}(t) c_{\lambda}^{\dagger} c_{\mu}^{\dagger} \mp \Delta_{\lambda \mu}^{*}(t) c_{\lambda} c_{\mu}\right) . \tag{5.1}
\end{align*}
$$

In this case, we know from above that the vector of annihilation and creation operators, $c$, satisfies

$$
\begin{equation*}
\left[i \tau_{z} \frac{\mathrm{~d}}{\mathrm{~d} t}-A(t)\right] c=0, \tag{5.2}
\end{equation*}
$$

where $\tau_{z}=\operatorname{diag}(1, \ldots, 1,-1, \ldots,-1)$ and

$$
A=\left(\begin{array}{cc}
M & \Delta  \tag{5.3}\\
\Delta^{*} & M^{*}
\end{array}\right)
$$

The retarded and advanced Green's functions are also Green's functions in the mathematical sense, so they solve

$$
\begin{equation*}
\left[i \tau_{z} \frac{\mathrm{~d}}{\mathrm{~d} t}-A(t)\right] \hat{G}^{X}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \tag{5.4}
\end{equation*}
$$

where $X$ is either $R$ or $A$.
I define $A_{0}, V$ and $c_{0}$ such that

$$
\begin{equation*}
A=A_{0}+V \tag{5.5}
\end{equation*}
$$

and $c_{0}$ is the solution to

$$
\begin{equation*}
\left[i \tau_{z} \frac{\partial}{\partial t}-A_{0}(t)\right] c_{0}=0 \tag{5.6}
\end{equation*}
$$

Let $\hat{G}_{0}^{R}, \hat{G}_{0}^{A}$ and $\hat{G}_{0}^{<}$be the corresponding Green's functions. In applications, $A_{0}$ might be time-independent or simple enough for $c_{0}$ to be analytically solvable, while $V$ might be a perturbation that is assumed small. Let the tuple of annihilation and creation operators be $c=c_{0}+d$. By inserting this into equation (5.2), I get

$$
\begin{equation*}
\left[i \tau_{z} \frac{\partial}{\partial t}-A(t)\right] d(t)=V(t) c_{0}(t) \tag{5.7}
\end{equation*}
$$

Hence, using the mathematical Green's function properties of $\hat{G}^{R}$ and $\hat{G}^{A}$,

$$
\begin{align*}
d(t) & =\int_{-\infty}^{\infty} \mathrm{d} \tilde{t} \hat{G}^{R}(t, \tilde{t}) V(\tilde{t}) c_{0}(\tilde{t}),  \tag{5.8a}\\
d^{\dagger}(t) & =\int_{-\infty}^{\infty} \mathrm{d} \tilde{t} c_{0}^{\dagger}(\tilde{t}) V(\tilde{t}) \hat{G}^{A}(\tilde{t}, t) . \tag{5.8b}
\end{align*}
$$

Inserting this into the definition of $\hat{G}^{<}$,

$$
\begin{equation*}
\hat{G}_{\lambda \mu}^{<}\left(t, t^{\prime}\right)= \pm i\left\langle\left[c_{0}^{\dagger}\left(t^{\prime}\right)+d^{\dagger}\left(t^{\prime}\right)\right]_{\mu}\left[c_{0}(t)+d(t)\right]_{\lambda}\right\rangle, \tag{5.9}
\end{equation*}
$$

one gets

$$
\begin{align*}
& \hat{G}^{<}\left(t, t^{\prime}\right)=\hat{G}_{0}^{<}\left(t, t^{\prime}\right)+\int_{-\infty}^{\infty} \mathrm{d} \tilde{t} \hat{G}^{R}(t, \tilde{t}) V(\tilde{t}) G_{0}^{<}\left(\tilde{t}, t^{\prime}\right) \\
& +\int_{-\infty}^{\infty} \mathrm{d} \tilde{t} \hat{G}_{0}^{<}(t, \tilde{t}) V(\tilde{t}) \hat{G}^{A}\left(\tilde{t}, t^{\prime}\right) \\
& \quad+\int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} \hat{G}^{R}\left(t, t_{1}\right) V\left(t_{1}\right) \hat{G}_{0}^{<}\left(t_{1}, t_{2}\right) V\left(t_{2}\right) \hat{G}^{A}\left(t_{2}, t^{\prime}\right) \tag{5.10}
\end{align*}
$$

This notation can be simplified by using the circle product,

$$
\begin{equation*}
(A \circ B)\left(t, t^{\prime}\right)=\int_{-\infty}^{\infty} \mathrm{d} \tilde{t} A(t, \tilde{t}) B\left(\tilde{t}, t^{\prime}\right) \tag{5.11}
\end{equation*}
$$

and defining $\Sigma\left(t, t^{\prime}\right)=V(t) \delta\left(t-t^{\prime}\right)$, such that

$$
\begin{equation*}
\hat{G}^{<}=\hat{G}_{0}^{<}+\hat{G}^{R} \circ \Sigma \circ \hat{G}_{0}^{<}+\hat{G}_{0}^{<} \circ \Sigma \circ \hat{G}^{A}+\hat{G}^{R} \circ \Sigma \circ \hat{G}_{0}^{<} \circ \Sigma \circ \hat{G}^{A} . \tag{5.12}
\end{equation*}
$$

Hence, to first order in $V$ one can immediately see that

$$
\begin{equation*}
\hat{G}^{<}=\hat{G}_{0}^{<}+\hat{G}_{0}^{R} \circ \Sigma \circ \hat{G}_{0}^{<}+\hat{G}_{0}^{<} \circ \Sigma \circ \hat{G}_{0}^{A} . \tag{5.13}
\end{equation*}
$$

When $\hat{G}_{0}^{<}, \hat{G}_{0}^{R}$ and $\hat{G}_{0}^{A}$ are all known, equation (5.13) gives a convenient way to compute the first order correction to the lesser Green's function in the presence of a perturbation.

For the higher order components, one can derive similar relations between $\hat{G}^{R}, \hat{G}^{A}, \hat{G}_{0}^{R}$ and $\hat{G}_{0}^{A}$. This can be done using equation (4.6). That is,

$$
\begin{equation*}
-\frac{\partial \hat{G}_{0}^{X}\left(t, t^{\prime}\right)}{\partial t^{\prime}} i \tau_{z}-\hat{G}_{0}^{X}\left(t, t^{\prime}\right) A_{0}\left(t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \tag{5.14}
\end{equation*}
$$

where $X \in\{R, A\}$. Hence, if $Y \in\{R, A\}$, and $t \neq t^{\prime}$

$$
\begin{align*}
& \hat{G}_{0}^{X}\left(t, t^{\prime}\right)=\int_{-\infty}^{\infty} \partial \tilde{t} \hat{G}_{0}^{X}(t, \tilde{t})\left[i \tau_{z} \frac{\partial}{\partial \tilde{t}}-A(\tilde{t})\right] \hat{G}_{0}^{Y}\left(\tilde{t}, t^{\prime}\right) \\
& =\left[\hat{G}_{0}^{X}(t, \tilde{t}) i \tau_{z} \hat{G}_{0}^{Y}\left(\tilde{t}, t^{\prime}\right)\right]_{-\infty}^{\infty} \\
& +\int_{-\infty}^{\infty} \partial \tilde{t}\left[-\frac{\partial \hat{G}_{0}^{X}(t, \tilde{t})}{\partial \tilde{t}} i \tau_{z}-\hat{G}_{0}^{X}(t, \tilde{t}) A_{0}(\tilde{t})\right] \hat{G}_{0}^{Y}\left(\tilde{t}, t^{\prime}\right)-\left[\hat{G}_{0}^{X} \circ \Sigma \circ \hat{G}^{Y}\right]\left(t, t^{\prime}\right) \\
& \quad=\left[\hat{G}_{0}^{X}(t, \tilde{t}) i \tau_{z} \hat{G}_{0}^{Y}\left(\tilde{t}, t^{\prime}\right)\right]_{-\infty}^{\infty}+\hat{G}^{Y}\left(t, t^{\prime}\right)-\left[\hat{G}_{0}^{X} \circ \Sigma \circ \hat{G}^{Y}\right]\left(t, t^{\prime}\right) \tag{5.15}
\end{align*}
$$

If $X=Y$, the first term on the right-hand side is zero because of the step functions in the definitions of the retarded and advanced Green's functions. Hence,

$$
\begin{equation*}
\hat{G}^{X}=\hat{G}_{0}^{X}+\hat{G}_{0}^{X} \circ \Sigma \circ \hat{G}^{X} . \tag{5.16}
\end{equation*}
$$

By symmetry, considering $-V$ as a perturbation to $A_{0}+V$, or by doing a similar derivation as above, one also gets

$$
\begin{equation*}
\hat{G}^{X}=\hat{G}_{0}^{X}+\hat{G}^{X} \circ \Sigma \circ \hat{G}_{0}^{X} \tag{5.17}
\end{equation*}
$$

These equations are known as Dyson equations. One can insert these equations recursively into the equation for $\hat{G}^{<}$to obtain

$$
\begin{equation*}
\hat{G}^{<}=\sum_{n, m=0}^{\infty}\left(\hat{G}_{0}^{R}\right)^{n} \hat{G}_{0}^{<}\left(\circ \hat{G}_{0}^{A}\right)^{m}, \tag{5.18}
\end{equation*}
$$

where $\left(\hat{G}_{0}^{R} \circ\right)^{0}=\left(\circ \hat{G}_{0}^{A}\right)^{0}=1$. Note that this is the same series as one would get by recursive insertion of the right-hand sides of

$$
\begin{align*}
& \hat{G}^{<}=\hat{G}_{0}^{<}+\hat{G}_{0}^{R} \circ \sum \circ \hat{G}^{<}+\hat{G}_{0}^{<} \circ \sum \circ \hat{G}^{A},  \tag{5.19a}\\
& \hat{G}^{<}=\hat{G}_{0}^{<}+\hat{G}^{R} \circ \sum \circ \hat{G}_{0}^{<}+\hat{G}^{<} \circ \sum \circ \hat{G}_{0}^{A} . \tag{5.19b}
\end{align*}
$$

Therefore, assuming that the series converges, equation (5.19) must also hold. Equations (5.16), (5.17) and (5.19) can be combined by writing

$$
\begin{align*}
& \left(\begin{array}{ll}
\hat{G}^{R} & \hat{G}^{<} \\
& \hat{G}^{A}
\end{array}\right)=\left(\begin{array}{ll}
\hat{G}_{0}^{R} & \hat{G}_{0}^{<} \\
& \hat{G}_{0}^{A}
\end{array}\right)+\left(\begin{array}{cc}
\hat{G}_{0}^{R} & \hat{G}_{0}^{<} \\
& \hat{G}_{0}^{A}
\end{array}\right) \circ \Sigma \circ\left(\begin{array}{cc}
\hat{G}^{R} & \hat{G}^{<} \\
& \hat{G}^{A}
\end{array}\right),  \tag{5.20a}\\
& \left(\begin{array}{ll}
\hat{G}^{R} & \hat{G}^{<} \\
& \hat{G}^{A}
\end{array}\right)=\left(\begin{array}{cc}
\hat{G}_{0}^{R} & \hat{G}_{0}^{<} \\
& \hat{G}_{0}^{A}
\end{array}\right)+\left(\begin{array}{cc}
\hat{G}^{R} & \hat{G}^{<} \\
& \hat{G}^{A}
\end{array}\right) \circ \Sigma \circ\left(\begin{array}{cc}
\hat{G}_{0}^{R} & \hat{G}_{0}^{<} \\
& \hat{G}_{0}^{A}
\end{array}\right) . \tag{5.20b}
\end{align*}
$$

With this one can calculate the Green's functions and thereby calculate observables in systems that are out of equilibrium. However, this method only works if the Hamiltonian is quadratic in creation and annihilation operators. This is not always the case. For instance, in paper VI about spin-pumping in antiferromagnet/superconductor bilayers, the external rotating magnetic field gives rise to a linear term in the Hamiltonian. Moreover, as we have seen in previous chapters, electron-electron interactions will give rise to quartic terms, which are
also not covered by the method presented above. For such situations, one can use a more versatile approach based on the interaction picture of quantum mechanics. ${ }^{1}$

The analogous derivation for $\hat{G}^{>}$gives the same result as equation (5.20), but with $\hat{G}^{>}$instead of $\hat{G}^{<}$. Therefore, one can also write down the Dyson equations for the Keldysh Green's function, $\hat{G}^{K}=$ $\hat{G}^{<}+\hat{G}^{>}$. That is, if

$$
\check{G}=\left(\begin{array}{ll}
\hat{G}^{R} & \hat{G}^{K}  \tag{5.21}\\
& \hat{G}^{A}
\end{array}\right),
$$

it is also true that

$$
\begin{align*}
& \check{G}=\check{G}_{0}+\check{G}_{0} \circ \sum \circ \check{G},  \tag{5.22a}\\
& \check{G}=\check{G}_{0}+\check{G} \circ \sum \circ \check{G}_{0} . \tag{5.22b}
\end{align*}
$$

Finally, note that the same derivation also works in the other direction. That is, if

$$
\begin{equation*}
\left[i \tau_{z} \frac{\partial}{\partial t}-A_{0}(t)\right] \check{G}_{0}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \tag{5.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\check{G}=\check{G}_{0}+\check{G}_{0} \circ \Sigma \circ \check{G}, \tag{5.24}
\end{equation*}
$$

then inserting $\check{G}_{0}=\check{G}-\check{G}_{0} \circ \Sigma \circ \check{G}$ into equation (5.23) yields

$$
\begin{equation*}
\left[i \tau_{z} \frac{\partial}{\partial t}-A_{0}(t)\right] \check{G}\left(t, t^{\prime}\right)-[\Sigma \circ \check{G}]\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \tag{5.25}
\end{equation*}
$$

That is, by identifying a self-energy through the Dyson equation, one can derive a differential equation for the Green's function. This is especially useful in the context of impurity scattering (section 5.1.1), where equation (5.25) allows us to get an equation for the impurityaveraged Green's function.

1. Note that this also does not cover everything. Superconductivity comes from an attractive electron-electron interaction manifesting as a quartic term in the Hamiltonian. However, perturbative approaches such as those presented in section 5.2 are incapable of reproducing the superconducting state because it is separated from the normal state by a phase transition.

### 5.1.1 Example: Impurity scattering

Consider a fermionic lattice model. On each lattice point, there might be multiple degrees of freedom, such as spin or orbital degrees of freedom. Assuming there are $N$ such degrees of freedom, I collect them into a vector of creation and annihilation operators, such that for lattice point $i$

$$
c_{i}^{\dagger}=\left(\begin{array}{llllllll}
c_{i 1}^{\dagger} & c_{i 2}^{\dagger} & \cdots & c_{i N}^{\dagger} & c_{i 1} & c_{i 2} & \cdots & c_{i N} \tag{5.26}
\end{array}\right)
$$

where $c_{i \lambda}$ annihilates a state $\lambda$ on lattice site $i$. A general quadratic Hamiltonian can then be written

$$
\begin{equation*}
\mathscr{H}=\frac{1}{2} \sum_{i j} c_{i}^{\dagger} M_{i j} c_{j} . \tag{5.27}
\end{equation*}
$$

I collect the degrees of freedom associated with each lattice point in the Green's functions, such that the retarded, advanced, and Keldysh Green's functions associated with lattice sites $i$ and $j$ are

$$
\begin{align*}
& \hat{G}_{i j}^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right)\left\langle\left[c_{i}(t), c_{j}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle  \tag{5.28a}\\
& \hat{G}_{i j}^{A}\left(t, t^{\prime}\right)=+i \theta\left(t^{\prime}-t\right)\left\langle\left[c_{i}(t), c_{j}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle  \tag{5.28b}\\
& \hat{G}_{i j}^{K}\left(t, t^{\prime}\right)=-i\left\langle\left[c_{i}(t), c_{j}^{\dagger}\left(t^{\prime}\right)\right]_{-}\right\rangle \tag{5.28c}
\end{align*}
$$

where the commutators of two vectors $A$ and $B^{\dagger}$ is a matrix given by

$$
\begin{equation*}
\left(\left[A, B^{\dagger}\right]_{ \pm}\right)_{i j}=\left[A_{i}, B_{j}^{\dagger}\right]_{ \pm} \tag{5.29}
\end{equation*}
$$

Again, I also collect these in a larger $4 N \times 4 N$ matrix,

$$
\check{G}_{i j}=\left(\begin{array}{cc}
\hat{G}_{i j}^{R} & \hat{G}_{i j}^{K}  \tag{5.30}\\
& \hat{G}_{i j}^{A}
\end{array}\right) .
$$

This Green's function solves the equation

$$
\begin{equation*}
i \tau_{z} \frac{\partial}{\partial t} \check{G}_{i j}\left(t, t^{\prime}\right)-\sum_{k} \tau_{z} M_{i k}(t) \check{G}_{k j}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \delta_{i j}, \tag{5.31}
\end{equation*}
$$

where I use the convention that the multiplication of two matrices of different sizes means that the smaller is promoted to the size of the larger through a tensor product with a unity matrix.

Next, assume that there are $N_{\text {imp }}$ impurities, where impurity $i$ is located on lattice site number $r_{i}$ and gives rise to an energy term in the Hamiltonian equal to $c_{i}^{\dagger} U_{i} c_{i}$, where $U_{i}$ is a matrix. This means that

$$
\begin{equation*}
\tau_{z} M(t)=\tau_{z} M_{0}(t)+\tau_{z} V_{\mathrm{imp}} \tag{5.32}
\end{equation*}
$$

where

$$
\left[\tau_{z} V_{\mathrm{imp}}\right]_{i j}=\delta_{i j} \sum_{k=1}^{N_{\mathrm{imp}}}\left(\begin{array}{ll}
U_{k} &  \tag{5.33}\\
& U_{k}^{*}
\end{array}\right) \delta_{i r_{k}} .
$$

Computing the Green's function for any single impurity configuration is difficult because it depends on the specific location of each impurity. However, computing this configuration-specific Green's function is often not necessary. Instead of estimating results for observables that are specific to a given impurity configuration, we are instead interested in impurity-averaged observables. In fact, impurity averaging can often be imposed by the physical properties of the system itself. This is because of so-called self-averaging occurring due to inelastic scattering [114]. Each inelastic scattering changes the electron phase by a small random amount, giving rise to a finite coherence length for the electrons. As a result, measuring observables is effectively like measuring an incoherent average of subsystems with a size given by the coherence length. Even if the system is smaller than the coherence length, such that no self-averaging takes place, it is simpler and often more desirable to solve for impurity-averaged quantities, as the precise impurity configuration of a sample is difficult to determine. An exception is systems with engineered impurities.

I define the impurity-average as

$$
\begin{equation*}
\langle A\rangle_{i m p}=\sum_{\left\{r_{i}\right\}} \int \mathrm{d}\left\{U_{i}\right\} p\left(\left\{r_{i}, U_{i}\right\}\right) A\left(\left\{r_{i}, U_{i}\right\}\right) \tag{5.34}
\end{equation*}
$$

where $p\left(\left\{r_{i}, U_{i}\right\}\right)$ is the probability that the impurities are located at $\left\{r_{i}\right\}$ with impurity strengths $\left\{U_{i}\right\}$. Let $O$ be an observable. Of particular interest are observables that are linear functionals of the Keldysh Green's function,

$$
\begin{equation*}
O(t)=\sum_{i j} \operatorname{Tr}\left[B_{i j}(t) \hat{G}_{i j}^{K}(t, t)\right], \tag{5.35}
\end{equation*}
$$

for some set of matrices $B_{i j}$ that do not depend on the impurity configuration. The impurity-averaged observable can be computed from the impurity averaged Green's function,

$$
\begin{align*}
&\langle O(t)\rangle_{\mathrm{imp}}=\left\langle\sum_{i j} \operatorname{Tr}\left[B_{i j}(t) \hat{G}_{i j}^{K}(t, t)\right]\right\rangle_{\mathrm{imp}} \\
&=\sum_{i j} \operatorname{Tr}\left[B_{i j}(t)\left\langle\hat{G}_{i j}^{K}\right\rangle_{\mathrm{imp}}(t, t)\right] \tag{5.36}
\end{align*}
$$

In order to derive an equation for the impurity-averaged Green's function, I first relate the impurity-averaged Green's function to the Green's function in the absence of impurities through the Dyson equations. This will give an effective impurity self-energy term $\Sigma_{\text {imp }}$ through

$$
\begin{equation*}
\langle\check{G}\rangle_{\mathrm{imp}}=\check{G}_{0}+\check{G}_{0} \circ \Sigma_{\mathrm{imp}} \circ\langle\check{G}\rangle_{\mathrm{imp}} \tag{5.37}
\end{equation*}
$$

where $\check{G}_{0}$ is the Green's function in the absence of impurities, solving

$$
\begin{equation*}
i \tau_{z} \frac{\partial}{\partial t} \check{G}_{0}\left(t, t^{\prime}\right)-\tau_{z} M_{0}(t) \check{G}_{0}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \tag{5.38}
\end{equation*}
$$

Using equation (5.25) then gives us that the impurity-averaged Green's function solves

$$
\begin{align*}
& i \tau_{z} \frac{\partial}{\partial t}\langle\check{G}\rangle_{\mathrm{imp}}\left(t, t^{\prime}\right)-\tau_{z} M_{0}(t)\langle\check{G}\rangle_{\mathrm{imp}} \\
&-\left[\Sigma_{\mathrm{imp}}{ }^{\circ}\langle\check{G}\rangle_{\mathrm{imp}}\right]\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \tag{5.39}
\end{align*}
$$

Let $\check{G}_{0}$ be the Green's function in the absence of impurities and let $\Sigma\left(t, t^{\prime}\right)=\tau_{z} V_{\mathrm{imp}} \delta\left(t-t^{\prime}\right)$. In this case, the Dyson equations become

$$
\begin{align*}
& \check{G}=\check{G}_{0}+\check{G}_{0} \circ \sum \circ \check{G},  \tag{5.40a}\\
& \check{G}=\check{G}_{0}+\check{G} \circ \sum \circ \check{G}_{0} . \tag{5.40b}
\end{align*}
$$

Next, I take the impurity average of equation (5.40b), yielding

$$
\begin{equation*}
\langle\check{G}\rangle_{\mathrm{imp}}=\check{G}_{0}+\langle\check{G} \circ \Sigma\rangle_{\mathrm{imp}} \circ \check{G}_{0} . \tag{5.41}
\end{equation*}
$$

Inserting equation (5.40a), I get

$$
\begin{equation*}
\langle\check{G}\rangle_{\mathrm{imp}}=\check{G}_{0}+\check{G}_{0} \circ\left(\langle\Sigma\rangle_{\mathrm{imp}}+\langle\Sigma \circ \check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right) \circ \check{G}_{0} . \tag{5.42}
\end{equation*}
$$

In order to arrive at equation (5.37), I must express the rightmost $\check{G}_{0}$ in terms of $\langle\check{G}\rangle_{\text {imp }}$. This can be done by multiplying equation (5.41) from the left with $\sum_{n=0}^{\infty}\left(-\langle\check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right)_{\mathrm{o}}^{n}$, where the power series must be interpreted in the terms of the circle product, and using that

$$
\begin{equation*}
\left[\sum_{n=0}^{\infty}\left(-\langle\check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right)_{\circ}^{n}\right] \circ\left[1_{\circ}+\langle\check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right]=1_{\circ} \tag{5.43}
\end{equation*}
$$

where 1 。 is the circle product identity satisfying $1 。 \circ A=A$ for all $A$. That is, $1_{\circ}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right)$. Combining this with equation (5.41) I get

$$
\begin{equation*}
\check{G}_{0}=\left[\sum_{n=0}^{\infty}\left(-\langle\check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right)_{\circ}^{n}\right] \circ\langle\check{G}\rangle_{\mathrm{imp}} . \tag{5.44}
\end{equation*}
$$

Inserting equation (5.44) into equation (5.42) I finally get

$$
\begin{align*}
&\langle\check{G}\rangle_{\mathrm{imp}}=\check{G}_{0}+\check{G}_{0} \circ\left(\langle\Sigma\rangle_{\mathrm{imp}}\right.\left.+\langle\Sigma \circ \check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right) \\
& \circ\left[\sum_{n=0}^{\infty}\left(-\langle\check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right)_{\circ}^{n}\right] \circ\langle\check{G}\rangle_{\mathrm{imp}} \tag{5.45}
\end{align*}
$$

Comparing with equation (5.37), the impurity self-energy can be identified as

$$
\begin{equation*}
\Sigma_{\mathrm{imp}}=\left(\langle\Sigma\rangle_{\mathrm{imp}}+\langle\Sigma \circ \check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right) \circ\left[\sum_{n=0}^{\infty}\left(-\langle\check{G} \circ \Sigma\rangle_{\mathrm{imp}}\right)_{\circ}^{n}\right] . \tag{5.46}
\end{equation*}
$$

I am interested in the self-energy to second order in $\Sigma$, so I can use that $\check{G}=\check{G}_{0}+\mathcal{O}(\Sigma)=\langle\check{G}\rangle_{\mathrm{imp}}+\mathcal{O}(\Sigma)$. Therefore, to second order in $\Sigma$,

$$
\begin{equation*}
\Sigma_{\mathrm{imp}}=\langle\Sigma\rangle_{\mathrm{imp}}+\left\langle\Sigma \circ\langle\check{G}\rangle_{\mathrm{imp}} \circ \Sigma\right\rangle_{\mathrm{imp}}-\langle\Sigma\rangle_{\mathrm{imp}} \circ\langle\check{G}\rangle_{\mathrm{imp}} \circ\langle\Sigma\rangle_{\mathrm{imp}} . \tag{5.47}
\end{equation*}
$$

This is known as the self-consistent Born approximation [190, 191].
Since $\Sigma\left(t, t^{\prime}\right)=\tau_{z} V_{\mathrm{imp}} \delta\left(t-t^{\prime}\right)$, the first order term is

$$
\begin{align*}
\left\langle\Sigma_{i j}\right\rangle_{\mathrm{imp}}\left(t, t^{\prime}\right)=\left\langle\delta_{i j} \sum_{k=1}^{N_{\mathrm{imp}}}\right. & \left.\left(\begin{array}{ll}
U_{k} & \\
& U_{k}^{*}
\end{array}\right) \delta_{i r_{k}}\right\rangle_{\mathrm{imp}} \delta\left(t-t^{\prime}\right) \\
& =\delta_{i j} n_{i}\left(\begin{array}{ll}
\langle U\rangle_{\mathrm{imp}} & \\
& \langle U\rangle_{\mathrm{imp}}^{*}
\end{array}\right) \delta\left(t-t^{\prime}\right) . \tag{5.48}
\end{align*}
$$

where I assumed that all impurity locations are distributed equally in space, such that the impurity density $n_{i}=N_{\text {imp }}\left\langle\delta_{k r_{i}}\right\rangle_{\mathrm{imp}}$ is independent
of impurity number $k$. I also defined the average impurity potential as $\langle U\rangle_{\mathrm{imp}}=\sum_{k=1}^{N_{\text {imp }}}\left\langle U_{k}\right\rangle_{\mathrm{imp}} / N_{\text {imp }}$. I do not assume that the impurities have the same distributions. For instance, the impurities can have different matrix structures. They can be magnetic with different magnetization orientations, or they can be located on different sublattices, for instance.

I assume that the impurities are independent, such that $\left\langle U_{i} U_{j}\right\rangle_{\text {imp }}=$ $\left\langle U_{i}\right\rangle_{\mathrm{imp}}\left\langle U_{j}\right\rangle_{\mathrm{imp}}$ and $\left\langle\delta_{k r_{i}} \delta_{k r_{j}}\right\rangle_{\mathrm{imp}}=\left\langle\delta_{k r_{i}}\right\rangle_{\mathrm{imp}}\left\langle\delta_{k r_{j}}\right\rangle_{\mathrm{imp}}$ when $i \neq j$. This simplifies the second-order term, since it means that

$$
\begin{align*}
& \left\langle\left(\Sigma \circ\langle\check{G}\rangle_{\mathrm{imp}} \circ \Sigma\right)_{i j}\right\rangle_{\mathrm{imp}} \\
& =\left\langle\sum_{n=1}^{N_{\mathrm{imp}}} \sum_{m=1}^{N_{\mathrm{imp}}}\left(\begin{array}{cc}
U_{n} & \\
& U_{n}^{*}
\end{array}\right) \delta_{i r_{n}}\left\langle\check{G}_{i j}\right\rangle_{\mathrm{imp}}\left(\begin{array}{cc}
U_{m} & \\
& U_{m}^{*}
\end{array}\right) \delta_{j r_{m}}\right\rangle_{\mathrm{imp}} \\
& =\left\langle\sum_{n=1}^{N_{\mathrm{imp}}}\left(\begin{array}{cc}
U_{n} & \\
& U_{n}^{*}
\end{array}\right) \delta_{i r_{n}}\right\rangle_{\mathrm{imp}}\left\langle\check{G}_{i j}\right\rangle_{\mathrm{imp}}\left\langle\sum_{m \neq n}\left(\begin{array}{cc}
U_{m} & \\
& U_{m}^{*}
\end{array}\right) \delta_{j r_{m}}\right\rangle_{\mathrm{imp}} \\
&  \tag{5.49}\\
& \quad+\left\langle\begin{array}{ll}
\sum_{n=1}^{N_{\mathrm{imp}}} & \left.\left(\begin{array}{ll}
U_{n} & \\
& U_{n}^{*}
\end{array}\right) \delta_{i r_{n}}\left\langle\check{G}_{i j}\right\rangle_{\mathrm{imp}}\left(\begin{array}{ll}
U_{n} & \\
& U_{n}^{*}
\end{array}\right) \delta_{j r_{n}}\right\rangle_{\mathrm{imp}} .
\end{array}\right.
\end{align*}
$$

The first term on the right-hand side is almost equal to the last term in equation (5.47). That is,

$$
\begin{align*}
& \left\langle\left(\Sigma \circ\langle\check{G}\rangle_{\mathrm{imp}} \circ \Sigma\right)_{i j}\right\rangle_{\mathrm{imp}}-\left(\langle\Sigma\rangle_{\mathrm{imp}} \circ\langle\check{G}\rangle_{\mathrm{imp}} \circ\langle\Sigma\rangle_{\mathrm{imp}}\right)_{i j} \\
& =\left\langle\sum_{n=1}^{\sum_{\mathrm{imp}}}\left(\begin{array}{cc}
U_{n} & \\
& U_{n}^{*}
\end{array}\right) \delta_{i r_{n}}\left\langle\check{G}_{i j}\right\rangle_{\mathrm{imp}}\left(\begin{array}{cc}
U_{n} & \\
& U_{n}^{*}
\end{array}\right) \delta_{j r_{n}}\right\rangle_{\mathrm{imp}} \\
& -\sum_{n=1}^{N_{\mathrm{imp}}}\left\langle\left(\begin{array}{cc}
U_{n} & \\
& U_{n}^{*}
\end{array}\right) \delta_{i r_{n}}\right\rangle_{\mathrm{imp}}\left\langle\check{G}_{i j}\right\rangle_{\mathrm{imp}}\left\langle\left(\begin{array}{ll}
U_{n} & \\
& U_{n}^{*}
\end{array}\right) \delta_{j r_{n}}\right\rangle_{\mathrm{imp}} \\
& =\delta_{i j} \frac{n_{i}}{N_{\mathrm{imp}}} \sum_{n=1}^{N_{\mathrm{imp}}}\left\langle\left(\begin{array}{ll}
U_{n} & \\
& U_{n}^{*}
\end{array}\right)\left\langle\check{G}_{i i}\right\rangle_{\mathrm{imp}}\left(\begin{array}{cc}
U_{n} & \\
& U_{n}^{*}
\end{array}\right)\right\rangle_{\mathrm{imp}} \\
& \quad-\frac{n_{i} n_{j}}{N_{\mathrm{imp}}}\left(\begin{array}{ccc}
\langle U\rangle_{\mathrm{imp}} & \\
& \langle U\rangle_{\mathrm{imp}}^{*}
\end{array}\right)\left\langle\check{G}_{i j}\right\rangle_{\mathrm{imp}}\left(\begin{array}{cl}
\langle U\rangle_{\mathrm{imp}} & \\
& \langle U\rangle_{\mathrm{imp}}^{*}
\end{array}\right) . \tag{5.50}
\end{align*}
$$

The last term can be neglected under the assumptions that $n_{i} \ll N_{\text {imp }}$ and $\left\langle\breve{G}_{i j}\right\rangle_{\mathrm{imp}}$ decays sufficiently quickly as a function of the relative distance between lattice points $i$ and $j$.

To proceed, one must define the type of impurities under consideration. As a concrete example, consider non-magnetic impurities in a system with a sublattice degree of freedom, as in the antiferromagnetic systems considered in papers IX and X. In this case, half of the impurities are located on sublattice $A$, such that $U_{n}=\rho_{A} V_{n}$, where $\rho_{A}$ is a diagonal matrix with ones for the elements corresponding to the $A$-lattice and zeroes for the remaining elements corresponding to the $B$-lattice. The strength of impurity $n$ is real and equal to $V_{n}$. Similarly, if impurity $n$ is located on the $B$-lattice, we have $U_{n}=\rho_{B} V_{n}$. I assume that $V_{n}$ is distributed equally for impurities on the $A$ and $B$ sublattices. Note that $\langle U\rangle_{\mathrm{imp}}=\left\langle V_{n}\right\rangle_{\mathrm{imp}} / 2$ is scalar since $\rho_{A}+\rho_{B}=1$. If the last term in equation (5.50) is neglected, I get that the impurity self-energy is

$$
\begin{align*}
& \left(\Sigma_{\mathrm{imp}}\right)_{i j}\left(t, t^{\prime}\right)=\delta_{i j} \delta\left(t-t^{\prime}\right) \frac{n_{i}\left\langle V_{n}\right\rangle_{\mathrm{imp}}}{2} \\
& +\delta_{i j} \frac{n_{i}\left\langle V_{n}^{2}\right\rangle_{\mathrm{imp}}}{2}\left[\rho_{A}\left\langle\check{G}_{i j}\right\rangle_{\mathrm{imp}}\left(t, t^{\prime}\right) \rho_{A}+\rho_{B}\left\langle\check{G}_{i j}\right\rangle_{\mathrm{imp}}\left(t, t^{\prime}\right) \rho_{B}\right] . \tag{5.51}
\end{align*}
$$

### 5.2 Interaction Picture and Time Ordering

The interaction picture is equivalent to the Heisenberg picture and Schrödinger picture, but with the time dependence being partially on the state vectors and partially on the operators. That is, the interaction picture can be viewed as a hybrid between the Heisenberg picture and the Schrödinger picture, which were described in section 2.2. As I will show in this section, the interaction picture is particularly useful in the context of perturbation theory.

Consider an expectation value in the Schrödinger picture,

$$
\begin{equation*}
\langle A\rangle_{\psi}(t)=\left\langle\psi_{S}(t)\right| A_{S}(t)\left|\psi_{S}(t)\right\rangle, \tag{5.52}
\end{equation*}
$$

where $\left|\psi_{S}(t)\right\rangle$ solves the Schrödinger equation (2.10). Next, let the Hamiltonian in the Schrödinger picture be

$$
\begin{equation*}
\mathscr{H}_{S}(t)=\mathscr{H}_{0, S}+\mathscr{V}_{S}(t) \tag{5.53}
\end{equation*}
$$

where I assume that $\mathscr{H}_{0, S}$ is time-independent, and define a timeevolution operator $U_{0}$ which solve

$$
\begin{equation*}
i \frac{\partial}{\partial t} U_{0}\left(t, t_{0}\right)=\mathscr{H}_{0, S} U_{0}\left(t, t_{0}\right) \tag{5.54}
\end{equation*}
$$

with $U_{0}(t, t)=1$. This would be the full time evolution operator if $\mathscr{V}_{S}=0$. Inserting this into equation (5.52), I get

$$
\begin{array}{r}
\langle A\rangle_{\psi}(t)=\left\langle\psi_{S}(t)\right| U_{0}\left(t, t_{0}\right) U_{0}\left(t_{0}, t\right) A_{S}(t) U_{0}\left(t, t_{0}\right) U_{0}\left(t_{0}, t\right)\left|\psi_{S}(t)\right\rangle \\
 \tag{5.55}\\
=\left\langle\psi_{I}(t)\right| A_{I}(t)\left|\psi_{I}(t)\right\rangle,
\end{array}
$$

where

$$
\begin{align*}
\left|\psi_{I}(t)\right\rangle & =U_{0}\left(t_{0}, t\right)\left|\psi_{S}(t)\right\rangle  \tag{5.56a}\\
A_{I}(t) & =U_{0}\left(t_{0}, t\right) A_{S}(t) U_{0}\left(t, t_{0}\right) \tag{5.56b}
\end{align*}
$$

These are the state vector and the operator in the interaction picture, respectively. That is, operators in the interaction picture are defined the same as operators in the Heisenberg with $\mathscr{H}=\mathscr{H}_{0}$. On the other hand, the state vectors solve

$$
\begin{align*}
& i \frac{\partial}{\partial t}\left|\psi_{I}(t)\right\rangle=\left[i \frac{\partial}{\partial t} U_{0}\left(t_{0}, t\right)\right]\left|\psi_{S}(t)\right\rangle+U_{0}\left(t_{0}, t\right)\left[i \frac{\partial}{\partial t}\left|\psi_{S}(t)\right\rangle\right] \\
& \quad=-\mathscr{H}_{0, S}\left|\psi_{I}(t)\right\rangle+U_{0}\left(t_{0}, t\right) \mathscr{H}_{S}(t) U_{0}\left(t, t_{0}\right)\left|\psi_{I}(t)\right\rangle=\mathscr{V}_{I}(t)\left|\psi_{I}(t)\right\rangle, \tag{5.57}
\end{align*}
$$

where I used that $U_{0}\left(t_{0}, t\right) \mathscr{H}_{S, 0} U_{0}\left(t, t_{0}\right)=\mathscr{H}_{S, 0}$, and where

$$
\begin{equation*}
\mathscr{V}_{I}(t)=U_{0}\left(t_{0}, t\right) \mathscr{V}_{S}(t) U_{0}\left(t, t_{0}\right), \tag{5.58}
\end{equation*}
$$

for some choice of $t_{0}$. The operator $\mathscr{V}_{I}$ can be thought of as $\mathscr{V}_{S}$ evaluated in the Heisenberg picture of the unperturbed system with $\mathscr{H}_{S}=\mathscr{H}_{0, S}$.

It is convenient to choose $t_{0}$ such that it is possible to determine a relevant ensemble of states at this time. Typically, this is most easily done if $\mathscr{V}_{S}(t)$ is zero at times before $t_{0}$. In practice, one often assumes that $\lim _{t \rightarrow \infty} \mathscr{V}_{S}(t)=0$ and let $t_{0} \rightarrow-\infty$, which is also what I do here. In this case, the states $\lim _{t \rightarrow-\infty}\left\{\left|\psi_{I}(t)\right\rangle\right\}$ can for example be assumed to be occupied according to the grand canonical ensemble with $\mathscr{H}_{S}=\mathscr{H}_{0, S}$ if one chooses $\lim _{t \rightarrow-\infty}\left|\psi_{I}(t)\right\rangle=\left|\psi_{H}\right\rangle$ to be the state vector in the Heisenberg picture.

It is also useful to define the $S$-matrix as the time evolution operator for state vectors in the interaction picture,

$$
\begin{equation*}
\left|\psi_{I}(t)\right\rangle=S\left(t, t_{0}\right)\left|\psi_{I}\left(t_{0}\right)\right\rangle . \tag{5.59}
\end{equation*}
$$

Let

$$
\begin{equation*}
\langle A(t)\rangle_{0}=\left\langle\psi_{H}\right| A_{I}(t)\left|\psi_{H}\right\rangle, \tag{5.60}
\end{equation*}
$$

be the expectation value in the unperturbed system, meaning that it is equal to the expectation value when $\mathscr{V}_{S}(t)=0$ for all $t$. The full expectation value can then be written in terms of the $S$-matrix and the unperturbed expectation value as

$$
\begin{equation*}
\langle A(t)\rangle=\langle S(-\infty, t) A(t) S(t,-\infty)\rangle_{0} \tag{5.61}
\end{equation*}
$$

Correlation functions in the interaction picture can be derived from the Schrödinger picture definition,

$$
\begin{align*}
\left\langle B(t) A\left(t^{\prime}\right)\right\rangle & =\left\langle\psi_{S}(t)\right| B_{S}(t) U\left(t, t^{\prime}\right) A_{S}\left(t^{\prime}\right)\left|\psi_{S}\left(t^{\prime}\right)\right\rangle \\
= & \left\langle\psi_{I}(t)\right| B_{I}(t) U_{0}\left(t_{0}, t\right) U\left(t, t^{\prime}\right) U_{0}\left(t^{\prime}, t_{0}\right) A_{I}\left(t^{\prime}\right)\left|\psi_{I}\left(t^{\prime}\right)\right\rangle, \tag{5.62}
\end{align*}
$$

where $U$ is the full time evolution operator. To simplify this expression, I first show that

$$
\begin{equation*}
U_{0}\left(t_{0}, t\right) U\left(t, t^{\prime}\right) U_{0}\left(t^{\prime}, t_{0}\right)=S\left(t, t^{\prime}\right) \tag{5.63}
\end{equation*}
$$

From equation (2.12), we know that

$$
\begin{equation*}
U(t+\Delta t, t)=1-i \mathscr{H}_{0, S}-i \mathscr{V}_{S}(t)+\mathcal{O}\left(\Delta t^{2}\right) \tag{5.64}
\end{equation*}
$$

Using that $U_{0}\left(t_{0}, t+\Delta t\right) \mathscr{H}_{0, S} U_{0}\left(t, t_{0}\right)=\mathscr{H}_{0, S}+\mathcal{O}(\Delta t)$, that $U_{0}\left(t_{0}, t+\right.$ $\Delta t) \mathscr{V}_{S}(t) U_{0}\left(t, t_{0}\right)=\mathscr{V}_{I}(t)+\mathscr{O}(\Delta t)$ and, because $\mathscr{H}_{0, S}$ is time-independent,

$$
\begin{align*}
& U_{0}\left(t_{0}, t+\Delta t\right) U_{0}\left(t, t_{0}\right)=U_{0}\left(t, t_{0}\right) U_{0}\left(t_{0}, t+\Delta t\right)=U_{0}(t, t+\Delta t) \\
&= 1+i \mathscr{H}_{0, S} \Delta t+\mathcal{O}\left(\Delta t^{2}\right), \tag{5.65}
\end{align*}
$$

we see that

$$
\begin{align*}
U_{0}\left(t_{0}, t+\Delta t\right) U(t+\Delta t, t) U_{0}\left(t, t_{0}\right)=1 & +i \mathscr{H}_{0, S} \Delta t-i \mathscr{H}_{0, S}-i \mathscr{V}_{S}(t)+\mathcal{O}\left(\Delta t^{2}\right) \\
= & S(t+\Delta t, t)+\mathscr{O}\left(\Delta t^{2}\right) \tag{5.66}
\end{align*}
$$

Moreover, if we let $\Delta t=\left(t-t^{\prime}\right) / N$ we can write

$$
\begin{align*}
& U_{0}\left(t_{0}, t\right) U\left(t, t^{\prime}\right) U_{0}\left(t^{\prime}, t_{0}\right) \\
& =\prod_{n=1}^{N} U_{0}\left(t_{0}, t^{\prime}+n \Delta t\right) U\left(t^{\prime}+n \Delta t, t^{\prime}+[n-1] \Delta t\right) U_{0}\left(t^{\prime}+[n-1] \Delta t, t_{0}\right), \tag{5.67}
\end{align*}
$$

for any $N$. Let $E=U_{0}\left(t_{0}, t+\Delta t\right) U(t+\Delta t, t) U_{0}\left(t, t_{0}\right)-S(t+\Delta t, t)$ and note that are $N$ terms in equation (5.67) that are linear in $E$. As each of these is proportional to $\Delta t^{2} \propto 1 / N^{2}$, the sum of linear terms will vanish in the limit $N \rightarrow \infty$. Similarly, there are be $\binom{N}{k}=N(N-1) \cdots(N-k+1) / k!<$ $N^{k}$ terms proportional to $E^{k} \propto 1 / N^{2 k}$. As a result, taking the limit $N \rightarrow \infty$ in equation (5.67), I get

$$
\begin{array}{r}
U_{0}\left(t_{0}, t\right) U\left(t, t^{\prime}\right) U_{0}\left(t^{\prime}, t_{0}\right)=\lim _{N \rightarrow \infty} \prod_{n=1}^{N} S\left(t^{\prime}+n \Delta t, t^{\prime}+[n-1] \Delta t\right) \\
=\lim _{N \rightarrow \infty} S\left(t, t^{\prime}\right)=S\left(t, t^{\prime}\right) . \tag{5.68}
\end{array}
$$

Inserting this into the expression for correlation functions, I get

$$
\begin{equation*}
\left\langle B(t) A\left(t^{\prime}\right)\right\rangle=\left\langle\psi_{I}(t)\right| B_{I}(t) S\left(t, t^{\prime}\right) A_{I}\left(t^{\prime}\right)\left|\psi_{I}\left(t^{\prime}\right)\right\rangle . \tag{5.69}
\end{equation*}
$$

Next, I derive an expression for $S$ which can be used to obtain an iterative procedure to approximate Green's functions. Inserting equation (5.59) into equation (5.57) I get a differential equation for $S$, which can be integrated to obtain

$$
\begin{equation*}
S\left(t, t_{0}\right)=1-i \int_{t_{0}}^{t} \mathrm{~d} \tilde{t} \mathscr{V}_{I}(\tilde{t}) S\left(\tilde{t}, t_{0}\right) \tag{5.70}
\end{equation*}
$$

One can insert the right-hand side into $S$ recursively to obtain

$$
\begin{equation*}
S\left(t, t_{0}\right)=1+\sum_{n=1}^{\infty}(-i)^{n} \int_{t_{0}}^{t} \mathrm{~d} t_{1} \int_{t_{0}}^{t_{1}} \mathrm{~d} t_{2} \cdots \int_{t_{0}}^{t_{n-1}} \mathrm{~d} t_{n} \prod_{j=1}^{n} \mathscr{V}_{I}\left(t_{j}\right) . \tag{5.71}
\end{equation*}
$$

Note that the order of $\mathscr{V}_{I}\left(t_{1}\right) \mathscr{V}_{I}\left(t_{2}\right) \cdots \mathscr{V}\left(t_{n}\right)$, matters, since in general one may have $\left[\mathscr{V}_{I}\left(t_{1}\right), \mathscr{V}_{I}\left(t_{2}\right)\right]_{-} \neq 0$ when $t_{1} \neq t_{2}$. One can simplify this
integral by using the time ordering symbol, ${ }^{2} \mathscr{T}$, and time anti-ordering, $\overline{\mathscr{T}}$, defined as

$$
\begin{align*}
& \mathscr{T}\left\{A_{1}\left(t_{1}\right) A_{2}\left(t_{2}\right) \cdots A_{n}\left(t_{n}\right)\right\}=(\mp 1)^{s(p)} A_{p_{1}}\left(t_{p_{1}}\right) \cdots A_{p_{n}}\left(t_{p_{n}}\right)  \tag{5.72a}\\
& \overline{\mathscr{T}}\left\{A_{1}\left(t_{1}\right) A_{2}\left(t_{2}\right) \cdots A_{n}\left(t_{n}\right)\right\}=(\mp 1)^{s(q)} A_{q_{1}}\left(t_{q_{1}}\right) \cdots A_{q_{n}}\left(t_{q_{n}}\right) \tag{5.72b}
\end{align*}
$$

where $p$ and $q$ are the permutations such that $t_{p_{n}}<t_{p_{n-1}}$ and $t_{q_{n}}>t_{q_{n-1}}$, respectively. The upper and lower signs are for fermionic and bosonic operators, respectively, and $s(p)$ and $s(q)$ are the number of inversions required to perform the permutation. The latter means that $(-1)^{s(p)}$ is the sign of permutation $p$. I assume that $\mathscr{V}_{I}$ does not include terms with an odd number of fermionic operators. In this case, if $t>t_{0}$,

$$
\begin{align*}
& \int_{t_{0}}^{t} \mathrm{~d} t_{1} \int_{t_{0}}^{t_{1}} \mathrm{~d} t_{2} \cdots \int_{t_{0}}^{t_{n-1}} \mathrm{~d} t_{n} \prod_{j=1}^{n} \mathscr{V}_{I}\left(t_{j}\right) \\
& =\int_{t_{0}}^{t} \mathrm{~d} t_{1} \int_{t_{0}}^{t_{1}} \mathrm{~d} t_{2} \cdots \int_{t_{0}}^{t_{n-1}} \mathrm{~d} t_{n} \mathscr{T}\left\{\prod_{j=1}^{n} \mathscr{V}_{I}\left(t_{j}\right)\right\} \\
& \quad=\frac{1}{n!} \int_{t_{0}}^{t} \mathrm{~d} t_{1} \int_{t_{0}}^{t} \mathrm{~d} t_{2} \cdots \int_{t_{0}}^{t} \mathrm{~d} t_{n} \mathscr{T}\left\{\prod_{j=1}^{n} \mathscr{V}_{I}\left(t_{j}\right)\right\} \tag{5.73}
\end{align*}
$$

because of the symmetry of the integrand in the $n!$ subregions of the $n$-dimensional hypercube with lengths $t-t_{0}$. Next, I define the time-ordered exponential as

$$
\begin{align*}
\mathscr{T} \exp & {\left[-i \int_{t_{0}}^{t} \mathrm{~d} \tilde{t} \mathscr{V}_{I}(\tilde{t})\right] } \\
& =1+\sum_{n=1}^{\infty} \frac{(-i)^{n}}{n!} \int_{t_{0}}^{t} \mathrm{~d} t_{1} \int_{t_{0}}^{t} \mathrm{~d} t_{2} \cdots \int_{t_{0}}^{t} \mathrm{~d} t_{n} \mathscr{T}\left\{\prod_{j=1}^{n} \mathscr{V}_{I}\left(t_{j}\right)\right\} \tag{5.74}
\end{align*}
$$

and similarly for the anti-time ordering. Comparing with the S-matrix, one can see that

$$
S\left(t, t_{0}\right)= \begin{cases}\mathscr{T} \exp \left[-i \int_{t_{0}}^{t} \mathrm{~d} \tilde{t} \mathscr{V}_{I}(\tilde{t})\right] & \text { if } t>t_{0}  \tag{5.75}\\ \tilde{\mathscr{T}} \exp \left[-i \int_{t_{0}}^{t} \mathrm{~d} \tilde{t} \mathscr{V}_{I}(\tilde{t})\right] & \text { if } t<t_{0}\end{cases}
$$

2. Despite not actually being an operator, it is often also referred to as the time ordering operator.

Because of the time orderings in equation (5.75), it is useful to define a time-ordered Green's function,

$$
\begin{align*}
& G_{\lambda \mu}^{T}\left(t, t^{\prime}\right)=-i\left\langle\mathscr{T} c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)\right\rangle \\
& \begin{aligned}
&=-i \theta\left(t-t^{\prime}\right)\left\langle c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)\right\rangle \pm i \theta\left(t^{\prime}-t\right)\left\langle c_{\mu}^{\dagger}\left(t^{\prime}\right) c_{\lambda}(t)\right\rangle \\
&=\theta\left(t-t^{\prime}\right) G_{\lambda \mu}^{>}\left(t, t^{\prime}\right)+\theta\left(t^{\prime}-t\right) G_{\lambda \mu}^{<}\left(t, t^{\prime}\right)
\end{aligned}
\end{align*}
$$

and the time anti-ordered Green's function,

$$
\begin{align*}
& G_{\lambda \mu}^{\bar{T}}\left(t, t^{\prime}\right)=-i\left\langle\tilde{\mathcal{T}} c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)\right\rangle \\
&=\theta\left(t-t^{\prime}\right) G_{\lambda \mu}^{<}\left(t, t^{\prime}\right)+\theta\left(t^{\prime}-t\right) G_{\lambda \mu}^{>}\left(t, t^{\prime}\right) \tag{5.77}
\end{align*}
$$

Differentiating $G^{T}$ and $-G^{\bar{T}}$, one can see that these are also Green's functions in the mathematical sense, just like $G^{R}$ and $G^{A}$. It is also useful to note the relations

$$
\begin{align*}
G^{R}\left(t, t^{\prime}\right) & =\theta\left(t-t^{\prime}\right)\left[G^{>}\left(t, t^{\prime}\right)-G^{<}\left(t, t^{\prime}\right)\right]  \tag{5.78a}\\
& =G^{T}\left(t, t^{\prime}\right)-G^{<}\left(t, t^{\prime}\right),  \tag{5.78b}\\
G^{A}\left(t, t^{\prime}\right) & =\theta\left(t^{\prime}-t\right)\left[G^{<}\left(t, t^{\prime}\right)-G^{>}\left(t, t^{\prime}\right)\right]  \tag{5.78c}\\
& =G^{T}\left(t, t^{\prime}\right)-G^{>}\left(t, t^{\prime}\right),  \tag{5.78d}\\
G^{T}+G^{\bar{T}} & =G^{>}+G^{<} . \tag{5.78e}
\end{align*}
$$

Defining $t_{\max }=\max \left(t, t^{\prime}\right)$, one can see from equation (5.61) that

$$
\begin{align*}
G_{\lambda \mu}^{T}\left(t, t^{\prime}\right)=-i & \left\langle S\left(-\infty, t_{\max }\right) \mathscr{T}\left[c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right) S\left(t_{\max },-\infty\right)\right]\right\rangle_{0} \\
& =-i\left\langle S(-\infty, \infty) \mathscr{T}\left[c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right) S(\infty,-\infty)\right]\right\rangle_{0} \tag{5.79}
\end{align*}
$$

This expression is useful when considering systems at zero temperature where the state vector can be assumed to be a non-degenerate ground state of $\mathscr{H}_{0}$ at $t=-\infty$. If the perturbation $\mathscr{V}_{I}$ can be assumed to be turned on adiabatically, such that the system always stays in the ground state of $\mathscr{H}_{0}$, the states $\left|\psi_{I}(-\infty)\right\rangle$ and $\left|\psi_{I}(\infty)\right\rangle$ must both be ground states of $\mathscr{H}_{0}$. If this ground state can be assumed unique up to a phase, it means that

$$
\begin{equation*}
\left\langle\psi_{I}(\infty)\right|=\left\langle\psi_{I}(-\infty)\right| S(-\infty, \infty)=\mathrm{e}^{i \varphi}\left\langle\psi_{I}(-\infty)\right|, \tag{5.80}
\end{equation*}
$$

$$
\begin{equation*}
G_{\lambda \mu}^{T}\left(t, t^{\prime}\right)=-i \mathrm{e}^{i \varphi}\left\langle\mathscr{T}\left[c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right) S(\infty,-\infty)\right]\right\rangle_{0} . \tag{5.81}
\end{equation*}
$$

From this, one can evaluate $G^{T}$ to any order in $\mathscr{V}_{I}$ by expanding $S$ in powers of $\mathscr{V}_{I}$. This is made possible by combining the two different S-matrices in equation (5.79), such that the Green's function can be expressed in terms of a single time-ordering symbol.

The reason why it is important to have a common time-ordering for the whole expectation value is that it allows the expression to be conveniently reduced to products of time-ordered Green's functions by the use of Wick's theorem. Assuming $\mathscr{H}_{0}$ is quadratic, Wick's theorem allows time-ordered expectation values of $2 N$ creation and annihilation operators to be written in terms of products of $N$ timeordered expectation values of 2 operators. This means that each term in the exponential expansion of equation (5.81) can be written in terms of products of the, presumably known, unperturbed Green's functions, $G_{0, \lambda \mu}^{T}\left(t, t^{\prime}\right)=-i\left\langle\mathscr{T}\left[c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)\right]\right\rangle_{0}$.

Deriving Wick's theorem is not too difficult if the unperturbed Hamiltonian is time-independent in the Schrödinger picture and can be diagonalized such that

$$
\begin{equation*}
\mathscr{H}_{0}=\sum_{\lambda=1}^{N} \varepsilon_{\lambda} c_{\lambda}^{\dagger} c_{\lambda} \tag{5.82}
\end{equation*}
$$

which I assume to be the case. I also assume that the unperturbed system was in thermal equilibrium, such that occupation follows a Boltzmann distribution, for example because the states are in a grand canonical ensemble. From the first assumption, the Heisenberg equation immediately gives that in the interaction picture,

$$
\begin{equation*}
c_{\lambda}(t)=\mathrm{e}^{-i \varepsilon_{\lambda}\left(t-t_{0}\right)} c_{\lambda}\left(t_{0}\right), \quad c_{\lambda}^{\dagger}(t)=\mathrm{e}^{i \varepsilon_{\lambda}\left(t-t_{0}\right)} c_{\lambda}^{\dagger}\left(t_{0}\right), \tag{5.83}
\end{equation*}
$$

because operators in the interaction picture evolve in time according to the unperturbed Hamiltonian. Hence,

$$
\begin{equation*}
\left[c_{\lambda}(t), c_{\mu}^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}=\delta_{\lambda \mu} \mathrm{e}^{-i \varepsilon_{\lambda}\left(t-t^{\prime}\right)}, \quad\left[c_{\lambda}(t), c_{\mu}\left(t^{\prime}\right)\right]_{ \pm}=0 \tag{5.84}
\end{equation*}
$$

Let $\alpha_{\lambda}$ denote either $c_{\lambda}$ when $\lambda \in\{1, \ldots, N\}$ or $c_{\lambda}^{\dagger}$ when $\lambda \in\{N+$ $1, \ldots, 2 N\}$, and define $s_{\lambda}$ to be -1 if $\alpha_{\lambda}=c_{\lambda}$ and 1 if $\alpha_{\lambda}=c_{\lambda}^{\dagger}$. From
equation (5.83) one can see that

$$
\begin{equation*}
\left\langle\alpha_{\lambda}(t) \alpha_{\mu}\left(t^{\prime}\right)\right\rangle_{0}=\left[\alpha_{\lambda}(t), \alpha_{\mu}\left(t^{\prime}\right)\right]_{ \pm}\left(1 \pm \mathrm{e}^{s_{\lambda} \varepsilon_{\lambda} \beta}\right) \tag{5.85}
\end{equation*}
$$

where the upper and lower signs are for fermions and bosons, respectively, and where $\beta$ is the inverse temperature. The next ingredient needed to derive Wick's theorem is that, for any operator $A$,

$$
\begin{align*}
& \left\langle\alpha_{\lambda}\left(t_{1}\right) A\left(t_{2}, t_{3} \ldots, t_{n}\right)\right\rangle_{0}=Z^{-1} \sum_{n} \mathrm{e}^{-\beta \varepsilon_{n}\langle n| \alpha_{\lambda}\left(t_{1}\right) A\left(t_{2}, t_{3} \ldots, t_{n}\right)|n\rangle} \begin{array}{l}
=Z^{-1} \sum_{n m} \mathrm{e}^{-\beta \varepsilon_{n}\langle n| \alpha_{\lambda}\left(t_{1}\right)|m\rangle\langle m| A\left(t_{2}, t_{3} \ldots, t_{n}\right)|n\rangle} \\
=Z^{-1} \sum_{n m} \mathrm{e}^{-\beta\left(\varepsilon_{m}+s_{\lambda} \varepsilon_{\lambda}\right)}\langle m| A\left(t_{2}, t_{3} \ldots, t_{n}\right)|n\rangle\langle n| \alpha_{\lambda}\left(t_{1}\right)|m\rangle \\
\quad=\left\langle A\left(t_{2}, t_{3} \ldots, t_{n}\right) \alpha_{\lambda}\left(t_{1}\right)\right\rangle_{0} \mathrm{e}^{-\beta s_{\lambda} \varepsilon_{\lambda}},
\end{array},
\end{align*}
$$

where the sum goes over a complete set of states, and where in the third equality I used that $|n\rangle$ must differ from $|m\rangle$ by an excitation with energy $s_{\lambda} \varepsilon_{\lambda}$. By using that $\alpha_{\lambda}\left(t_{1}\right) \alpha_{\mu}\left(t_{2}\right)=\left[\alpha_{\lambda}\left(t_{1}\right), \alpha_{\mu}\left(t_{2}\right)\right]_{ \pm} \mp \alpha_{\mu}\left(t_{2}\right) \alpha_{\lambda}\left(t_{1}\right)$ on can also see that

$$
\begin{align*}
& \alpha_{\lambda_{1}}\left(t_{1}\right) \alpha_{\lambda_{2}}\left(t_{2}\right) \cdots \alpha_{\lambda_{n}}\left(t_{n}\right)= {\left[\alpha_{\lambda}\left(t_{1}\right), \alpha_{\lambda_{2}}\left(t_{2}\right)\right]_{ \pm} \alpha_{\lambda_{3}}\left(t_{3}\right) \cdots \alpha_{\lambda_{n}}\left(t_{n}\right) } \\
& \mp \alpha_{\lambda_{2}}\left(t_{2}\right) \alpha_{\lambda_{1}}\left(t_{1}\right) \alpha_{\lambda_{3}}\left(t_{3}\right) \cdots \alpha_{\lambda_{n}}\left(t_{n}\right) \\
&=\sum_{k=2}^{n}(\mp 1)^{k}\left[\alpha_{\lambda_{1}}\left(t_{1}\right), \alpha_{\lambda_{k}}\left(t_{k}\right)\right]_{ \pm} \alpha_{\lambda_{2}}\left(t_{2}\right) \cdots \widehat{\alpha_{\lambda_{i}}\left(t_{i}\right)} \cdots \alpha_{\lambda_{n}}\left(t_{n}\right) \\
&+(\mp 1)^{n+1} \alpha_{\lambda_{2}}\left(t_{2}\right) \cdots \alpha_{\lambda_{n}}\left(t_{n}\right) \alpha_{\lambda_{1}}\left(t_{1}\right), \tag{5.87}
\end{align*}
$$

where $\widehat{\alpha_{\lambda_{i}}\left(t_{i}\right)}$ means that this factor should be excluded. Hence, if $n$ is even, taking the expectation value of equation (5.87), moving the last term to the left-hand side, using equations (5.85) and (5.86) and dividing by $\left(1 \pm \mathrm{e}^{s_{\lambda} \varepsilon_{\lambda} \beta}\right)$, I get

$$
\begin{align*}
& \left\langle\alpha_{\lambda_{1}}\left(t_{1}\right) \alpha_{\lambda_{2}}\left(t_{2}\right) \cdots \alpha_{\lambda_{n}}\left(t_{n}\right)\right\rangle \\
& \quad=\sum_{k=2}^{n}(\mp 1)^{k}\left\langle\alpha_{\lambda_{1}}\left(t_{1}\right) \alpha_{\lambda_{k}}\left(t_{k}\right)\right\rangle\left\langle\alpha_{\lambda_{2}}\left(t_{2}\right) \cdots \widehat{\alpha_{\lambda_{k}}\left(t_{k}\right)} \cdots \alpha_{\lambda_{n}}\left(t_{n}\right)\right\rangle . \tag{5.88}
\end{align*}
$$

This formula also works when using a basis that does not diagonalize the Hamiltonian. For a general quadratic Hamiltonian,

$$
\begin{equation*}
\mathscr{H}=\psi^{\dagger} M \psi, \tag{5.89}
\end{equation*}
$$

where $\psi^{\dagger}=\left(d_{1}^{\dagger}, d_{2}^{\dagger}, \ldots, d_{N}^{\dagger}, d_{1}, \ldots, d_{N}\right)$ is a vector of creation and annihilation operators and $M$ is a $2 N \times 2 N$ matrix, one can relate $\psi$ to a diagonal basis through a linear transformation $\psi_{\lambda}=\sum_{\mu} P_{\lambda \mu} \alpha_{\mu}$. Hence, by summing over repeated indices,

$$
\begin{align*}
& \left\langle\psi_{\lambda_{1}}\left(t_{1}\right) \psi_{\lambda_{2}}\left(t_{2}\right) \cdots \psi_{\lambda_{n}}\left(t_{n}\right)\right\rangle=P_{\lambda_{1} \mu_{1}} \cdots P_{\lambda_{n} \mu_{n}}\left\langle\alpha_{\mu_{1}}\left(t_{1}\right) \cdots \alpha_{\mu_{n}}\left(t_{n}\right)\right\rangle \\
& =\sum_{k=2}^{n}(\mp 1)^{k}\left\langle P_{\lambda_{1} \mu_{1}} \alpha_{\mu_{1}}\left(t_{1}\right) P_{\lambda_{k} \mu_{k}} \alpha_{\mu_{k}}\left(t_{k}\right)\right\rangle \\
& \times\left\langle P_{\lambda_{2} \mu_{2}} \alpha_{\mu_{2}}\left(t_{2}\right) \cdots P_{\lambda_{k} \mu_{k}} \alpha_{\mu_{k}}\left(t_{k}\right) \cdots P_{\lambda_{n} \mu_{n}} \alpha_{\mu_{n}}\left(t_{n}\right)\right\rangle \\
& \quad=\sum_{k=2}^{n}(\mp 1)^{k}\left\langle\psi_{\lambda_{1}}\left(t_{1}\right) \psi_{\lambda_{k}}\left(t_{k}\right)\right\rangle\left\langle\psi_{\lambda_{2}}\left(t_{2}\right) \cdots \widehat{\psi_{k}\left(t_{k}\right)} \cdots \psi_{\lambda_{n}}\left(t_{n}\right)\right\rangle . \tag{5.90}
\end{align*}
$$

This is an example of Wick's theorem [192, 193]
Applying equation (5.90) formula recursively, one ends up with products of only expectation values of two operators when the total number of operators is even. Note that equation (5.90) also applies to an odd number of operators. This means that when $\left\langle\psi_{\lambda}(t)\right\rangle=0$ for all $\lambda$ and $t$, which is often the case for fermionic $\psi_{\lambda}$, then all expectation values of odd number of operators are zero.

Note that the relative order between operators within each expectation value stays the same, meaning that the expectation value of a time-ordered set of operators can be written in terms of products of time-ordered Green's functions. This is the important part that makes Wick's theorem especially useful for time-ordered Green's functions. Moreover, the sign is equal to the sign of the permutation. This means that for instance, the first order correction to a quadratic perturbation with $\mathscr{V}_{I}(t)=V(t) c_{\eta}(t) c_{\gamma}^{\dagger}(t)$ is, using equation (5.81),

$$
\begin{align*}
& \mathrm{e}^{-i \varphi} G_{\lambda \mu}^{T}\left(t, t^{\prime}\right)=-i\left\langle\mathscr{T} c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right)\right\rangle_{0} \\
& -\left\langle\mathscr{T} \int_{-\infty}^{\infty} \mathrm{d} \tilde{t} V(\tilde{t}) c_{\lambda}(t) c_{\mu}^{\dagger}\left(t^{\prime}\right) c_{\eta}(\tilde{t}) c_{\gamma}^{\dagger}(\tilde{t})\right\rangle_{0} \\
& =G_{0, \lambda \mu}^{T}\left(t, t^{\prime}\right)+\int_{-\infty}^{\infty} \mathrm{d} \tilde{t} V(\tilde{t})\left[G_{0, \lambda \mu}^{T}\left(t, t^{\prime}\right) G_{0, \eta \gamma}^{T}(\tilde{t}, \tilde{t})\right. \\
& \left.\quad-G_{0, \lambda \gamma}^{T}(t, \tilde{t}) G_{0, \eta \mu}^{T}\left(\tilde{t}, t^{\prime}\right)\right] \tag{5.91}
\end{align*}
$$

where I have assumed for simplicity that the anomalous Green's function is zero.


Figure 5.1: A sketch of the Schwinger-Keldysh contour.

However, equation (5.81) does not work at finite temperatures, because then the system does not occupy a single non-degenerate state satisfying equation (5.80). To study systems at finite temperatures, one can use the Schwinger-Keldysh contour and contour-ordered Green's functions [185]. The Schwinger-Keldysh contour, $\mathscr{C}$, is illustrated in figure 5.1. It starts $t=-t_{0}+i \varepsilon$, follows parallel to the real line to $t_{0}+i \varepsilon$, crosses the real line down to $t_{0}-i \varepsilon$ and then follows the real line back to $-t_{0}-i \varepsilon$. One then takes $t_{0} \rightarrow \infty$ and $\varepsilon \rightarrow 0^{+}$. To make clear that I am working with complex times defined on the Schwinger-Keldysh contour, I use $\tau$ instead of $t$. Contour-ordering, $\mathscr{T}_{\mathscr{C}}$, is defined in the same way as time-ordering. The contour-ordered Green's function is therefore, in the limit $\varepsilon \rightarrow 0^{+}$,

$$
G^{c}\left(\tau_{1}, \tau_{2}\right) \rightarrow \begin{cases}G^{T}\left[\operatorname{Re}\left(\tau_{1}\right), \operatorname{Re}\left(\tau_{2}\right)\right] & \text { if } \operatorname{Im}\left(\tau_{1}\right)>0, \operatorname{Im}\left(\tau_{2}\right)>0  \tag{5.92}\\ G^{<}\left[\operatorname{Re}\left(\tau_{1}\right), \operatorname{Re}\left(\tau_{2}\right)\right] & \text { if } \operatorname{Im}\left(\tau_{1}\right)>0, \operatorname{Im}\left(\tau_{2}\right)<0 \\ G^{>}\left[\operatorname{Re}\left(\tau_{1}\right), \operatorname{Re}\left(\tau_{2}\right)\right] & \text { if } \operatorname{Im}\left(\tau_{1}\right)<0, \operatorname{Im}\left(\tau_{2}\right)>0 \\ G^{\bar{T}}\left[\operatorname{Re}\left(\tau_{1}\right), \operatorname{Re}\left(\tau_{2}\right)\right] & \text { if } \operatorname{Im}\left(\tau_{1}\right)<0, \operatorname{Im}\left(\tau_{2}\right)<0\end{cases}
$$

The relationship between Wick's theorem and time-ordered Green's functions works equivalently for contour-ordered Green's functions. Therefore, if $S_{c}$ denote

$$
\begin{equation*}
S_{c}=\mathscr{T}_{\mathscr{C}} \exp \left[-i \int_{\mathscr{C}} \mathrm{d} \tau \mathscr{V}_{I}(\tau)\right] \tag{5.93}
\end{equation*}
$$

such that the contour-ordered Green's function becomes

$$
\begin{equation*}
G_{\lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)=-i\left\langle\mathscr{T}_{\mathscr{C}}\left[c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right)\right]\right\rangle=-i\left\langle\mathscr{T}_{\mathscr{C}}\left[c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right) S_{c}\right]\right\rangle_{0}, \tag{5.94}
\end{equation*}
$$

one can again expand the exponential in $S_{c}$ and apply Wick's theorem to get a series expansion of $G^{c}$ in terms of the unperturbed contourordered Green's function.

As an example, consider how this can be applied to find the lowest order correction to a linear perturbation of a bosonic system, which is how it is used to study spin-pumping in paper VI. Let

$$
\begin{equation*}
\mathscr{H}_{0}=\sum_{\lambda \mu} M_{\lambda \mu} c_{\lambda}^{\dagger} c_{\mu} \tag{5.95}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{V}_{I}(t)=\sum_{\lambda}\left[h_{\lambda}^{*}(t) c_{\lambda}(t)+h_{\lambda}(t) c_{\lambda}^{\dagger}(t)\right] . \tag{5.96}
\end{equation*}
$$

The first-order correction is zero because it is odd in creation and annihilation operators. To second order, the correction to the contourordered Green's function is

$$
\begin{align*}
& G_{\lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)-G_{0, \lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)=\frac{i}{2} \int_{\mathscr{C}} \mathrm{d} \tau_{3} \int_{\mathscr{C}} \mathrm{d} \tau_{4} \sum_{\gamma, v}\left\langle\mathscr { T } _ { \mathscr { C } } \left\{ c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right)\right.\right. \\
& \left.\left.\times\left[h_{\gamma}^{*}\left(\tau_{3}\right) c_{\gamma}\left(\tau_{3}\right)+h_{\gamma}\left(\tau_{3}\right) c_{\gamma}^{\dagger}\left(\tau_{3}\right)\right]\left[h_{v}^{*}\left(\tau_{4}\right) c_{v}\left(\tau_{4}\right)+h_{v}\left(\tau_{4}\right) c_{v}^{\dagger}\left(\tau_{4}\right)\right]\right\}\right\rangle_{0} \\
& =i \int_{\mathscr{C}} \mathrm{d} \tau_{3} \int_{\mathscr{C}} \mathrm{d} \tau_{4} \sum_{\gamma, v}\left\langle\mathscr{T}_{\mathscr{C}}\left[c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right) h_{\gamma}^{*}\left(\tau_{3}\right) h_{v}\left(\tau_{4}\right) c_{\gamma}\left(\tau_{3}\right) c_{v}^{\dagger}\left(\tau_{4}\right)\right]\right\rangle_{0} \tag{5.97}
\end{align*}
$$

Applying Wick's theorem, I get

$$
\begin{align*}
& G_{\lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)-G_{0, \lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right) \\
& =-i \int_{\mathscr{C}} \mathrm{d} \tau_{3} \int_{\mathscr{C}} \mathrm{d} \tau_{4} \sum_{\gamma, v} h_{\gamma}^{*}\left(\tau_{3}\right) h_{v}\left(\tau_{4}\right)\left\{G_{0, \lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right) G_{0, \gamma v}^{c}\left(\tau_{3}, \tau_{4}\right)\right. \\
&  \tag{5.98}\\
& \left.+G_{0, \lambda v}^{c}\left(\tau_{1}, \tau_{4}\right) G_{0, \gamma \mu}^{c}\left(\tau_{3}, \tau_{2}\right)\right\}
\end{align*}
$$

The first term is zero, since

$$
\begin{align*}
&-i \int_{\mathscr{C}} \mathrm{d} \tau_{3} \int_{\mathscr{C}} \mathrm{d} \tau_{4} \sum_{\gamma, v} h_{v}\left(\tau_{4}\right) h_{\gamma}^{*}\left(\tau_{3}\right) G_{0, \gamma v}^{c}\left(\tau_{3}, \tau_{4}\right) \\
&=\left(\int_{-\infty}^{\infty} \mathrm{d} t_{4}+\int_{\infty}^{-\infty} \mathrm{d} t_{4}\right)\left(\Sigma \cdot \mathscr{C} G^{c}\right)_{v v}(t, t)=0 \tag{5.99}
\end{align*}
$$

where $\Sigma_{\lambda \mu}\left(t_{1}, t_{2}\right)=-i h_{\lambda}\left(t_{1}\right) h_{\mu}^{*}\left(t_{2}\right)$ and the contour bullet product is

$$
\begin{equation*}
(A \cdot \mathscr{C} B)_{\lambda \mu}\left(\tau_{1}, \tau_{2}\right)=\sum_{\gamma} \int_{\mathscr{C}} \mathrm{d} \tau_{3} A_{\lambda \gamma}\left(\tau_{1}, \tau_{3}\right) B_{\gamma \mu}\left(\tau_{3}, \tau_{2}\right) \tag{5.100}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& G_{\lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)-G_{0, \lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right) \\
& \quad=-\sum_{\gamma, v} i \int_{\mathscr{C}} \mathrm{d} \tau_{4} G_{0, \lambda v}^{c}\left(\tau_{1}, \tau_{4}\right) \int_{\mathscr{C}} \mathrm{d} \tau_{3} h_{v}\left(\tau_{4}\right) h_{\gamma}^{*}\left(\tau_{3}\right) G_{0, \gamma \mu}^{c}\left(\tau_{3}, \tau_{2}\right) . \tag{5.101}
\end{align*}
$$

The form of the right-hand side is

$$
\begin{equation*}
D=A \cdot \mathscr{C} B \cdot \mathscr{C} C, \tag{5.102}
\end{equation*}
$$

Splitting up the integral and using equation (5.92), one can write the integral in terms of real-time variables. For example, the lesser function can be obtained by keeping $\tau_{1}$ on the upper branch in the SchwingerKeldysh contour and $\tau_{2}$ on the lower branch in the contour, giving

$$
\begin{align*}
(A \cdot \mathscr{C} B)_{\lambda \mu}^{<}\left(t_{1}, t_{2}\right)=\sum_{\gamma} \int_{-\infty}^{\infty} \mathrm{d} t_{3}[ & A_{\lambda \gamma}^{T}\left(t_{1}, t_{3}\right) B_{\gamma \mu}^{<}\left(t_{3}, t_{2}\right) \\
& \left.-A_{\lambda \gamma}^{<}\left(t_{1}, t_{3}\right) B_{\gamma \mu}^{\bar{T}}\left(t_{3}, t_{2}\right)\right] . \tag{5.103}
\end{align*}
$$

Using equation (5.78), one can also write this as

$$
\begin{align*}
(A \cdot \mathscr{C} B)_{\lambda \mu}^{<}\left(t_{1}, t_{2}\right)=\sum_{\gamma} \int_{-\infty}^{\infty} \mathrm{d} t_{3}[ & A_{\lambda \gamma}^{R}\left(t_{1}, t_{3}\right) B_{\gamma \mu}^{<}\left(t_{3}, t_{2}\right) \\
& \left.+A_{\lambda \gamma}^{<}\left(t_{1}, t_{3}\right) B_{\gamma \mu}^{A}\left(t_{3}, t_{2}\right)\right] . \tag{5.104}
\end{align*}
$$

This is a special case of the Langreth rules [185, 194]. More generally, if

$$
\begin{align*}
& C\left(\tau_{1}, \tau_{2}\right)=(A \cdot B)\left(\tau_{1}, \tau_{2}\right),  \tag{5.105a}\\
& D\left(\tau_{1}, \tau_{2}\right)=(A \cdot B \cdot C)\left(\tau_{1}, \tau_{2}\right), \tag{5.105b}
\end{align*}
$$

where $A$ and $B$ are contour-ordered functions, then the corresponding advanced, retarded, and lesser Green's functions satisfy [185]

$$
\begin{align*}
C^{</>}= & A^{R} \circ B^{</>}+A^{</>} \circ B^{A},  \tag{5.106a}\\
C^{R / A}= & A^{R / A} \circ B^{R / A},  \tag{5.106b}\\
D^{</>}= & A^{R} \circ B^{R} \circ C^{</>}+A^{R} \circ B^{</>} \circ C^{A} \\
& +A^{</>} \circ B^{A} \circ C^{A},  \tag{5.106c}\\
D^{R / A}= & A^{R / A} \circ B^{R / A} \circ C^{R / A}, \tag{5.106d}
\end{align*}
$$

As a result, if we again write $\Sigma_{\lambda \mu}\left(t_{1}, t_{2}\right)=-i h_{\lambda}\left(t_{1}\right) h_{\mu}^{*}\left(t_{2}\right)$,

$$
\begin{equation*}
G^{<}=G_{0}^{<}+G_{0}^{R} \circ \Sigma \circ G_{0}^{<}+G_{0}^{<} \circ \Sigma \circ G_{0}^{A}, \tag{5.107}
\end{equation*}
$$

which is on the same form as the first-order correction obtained from the Dyson equation (5.19).

### 5.2.1 Example: Dissipation

Real physical systems are never perfectly closed, and there is generally some degree of interaction with the environment. As a result, a good model should in principle include a Hamiltonian which describes the environment, not just the small subsystem that may be of interest in the lab. In other words, one should generally consider a Hamiltonian

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{s}+\mathscr{H}_{e}+\mathscr{H}_{s e}, \tag{5.108}
\end{equation*}
$$

where $\mathscr{H}_{s}$ is the system Hamiltonian, $\mathscr{H}_{e}$ is the Hamiltonian for the environment and $\mathscr{H}_{s e}$ is the interaction between the system and environment. For a perfectly isolated system, $\mathscr{H}_{s e}=0$. Otherwise, $\mathscr{H}_{s e} \neq 0$, and its treatment will generally depend on the nature of the interaction. Often, the interaction can be assumed to be weak, and one can apply the perturbation techniques discussed above.

As an example, consider a fermionic system where there are interactions with fermionic degrees of freedom in the environment. Let $\left\{c_{\lambda}\right\}$ be the annihilation operators of the system, let $\left\{d_{\lambda}\right\}$ be the annihilation operators of the environment, and let the interaction be

$$
\begin{equation*}
\mathscr{H}_{s e}=\sum_{\mu \lambda}\left(\Gamma_{\mu \lambda} c_{\mu}^{\dagger} d_{\lambda}+\Gamma_{\mu \lambda}^{*} d_{\lambda}^{\dagger} c_{\mu}\right) \tag{5.109}
\end{equation*}
$$

This interaction could for instance come from interaction with a substrate or the localized electron states when studying a system of itinerant electrons. To reduce the number of terms, I assume that the anomalous Green's function is zero.

In order to evaluate

$$
\begin{equation*}
G_{\lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)=-i\left\langle\mathscr{T}_{\mathscr{C}}\left[c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right)\right]\right\rangle \tag{5.110}
\end{equation*}
$$

one can use the interaction picture approach detailed above. As with the impurity scattering example, the goal is to determine a self-energy term $\Sigma$ such that

$$
\begin{equation*}
G^{c}=G_{0}^{c}+G_{0}^{c} \cdot \mathscr{C} \Sigma \mathscr{C}_{\mathscr{C}} G^{c} \tag{5.111}
\end{equation*}
$$

where $G_{0}^{c}$ is the Green's function evaluated in the absence of dissipation. If $\mathscr{H}_{s}$ is quadratic, one can from this derive an equation of motion for the Green's function which includes dissipation, in a similar way as was done for impurities in section 5.1.1. If $\mathscr{H}_{s}, \mathscr{H}_{e}$ and $\mathscr{H}_{s e}$ are all quadratic, we could of course use an approach similar to what was done in section 5.1.1. However, with the approach based on the interaction picture, we do not need to make such a restrictive assumption on $\mathscr{H}_{e}$, and the same approach works for more complicated $\mathscr{H}_{s e}$. For instance, electron-phonon coupling is an important source of dissipation in many systems, and this comes from a cubic interaction term coupling fermionic and bosonic degrees of freedom, as can be seen from section 3.3. Because $\mathscr{H}_{e}$ is not assumed quadratic in $d_{\lambda}$, the derivation presented above for Wick's theorem is no longer valid in general when evaluating expectation values of $d_{\lambda}$ operators. However, this is not a problem here because I only consider expectation values up to second order in $d_{\lambda}$, and the derivation of Wick's theorem is valid for the $c_{\lambda}$ operators.

From section 5.2, we know that

$$
\begin{aligned}
& G_{\lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)=-i\left\langle\mathscr{T}_{\mathscr{C}}\left[c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right) S_{c}\right]\right\rangle_{0}=G_{0, \lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right) \\
& -\sum_{\gamma^{v}} \int_{\mathscr{C}} \mathrm{d} \tau\left\langle\mathscr{T}_{\mathscr{C}}\left[c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right)\right]\left[\Gamma_{\gamma \nu} c_{\gamma}^{\dagger}(\tau) d_{v}(\tau)+\Gamma_{\gamma \nu}^{*} d_{v}^{\dagger}(\tau) c_{\gamma}(\tau)\right]\right\rangle_{0} \\
& +\cdots \quad \text { (5.112) }
\end{aligned}
$$

The second term on the right-hand side is zero because $\left\langle c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right) c_{\gamma}(\tau)\right\rangle_{0}=$ 0 is odd in $c_{\lambda}$-operators. The lowest order correction to the Green's function is therefore quadratic in the coupling constants $\Gamma_{\lambda \mu}$. This second order correction is

$$
\begin{align*}
& G_{\lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)-G_{0, \lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right) \\
& =-i \frac{(-i)^{2}}{2} \sum_{\gamma v} \sum_{m n} \int_{\mathscr{C}} \mathrm{d} \tau \int_{\mathscr{C}} \mathrm{d} \tau\left\langle\mathscr{T}_{\mathscr{C}}\left[c_{\lambda}\left(\tau_{1}\right) c_{\mu}^{\dagger}\left(\tau_{2}\right)\right]\right. \\
& \times\left[\Gamma_{\gamma \nu} c_{\gamma}^{\dagger}(\tau) d_{\nu}(\tau)+\Gamma_{\gamma \nu}^{*} d_{v}^{\dagger}(\tau) c_{\gamma}(\tau)\right] \\
& \left.\quad \times\left[\Gamma_{m n} c_{m}^{\dagger}\left(\tau^{\prime}\right) d_{n}\left(\tau^{\prime}\right)+\Gamma_{m n}^{*} d_{n}^{\dagger}\left(\tau^{\prime}\right) c_{m}\left(\tau^{\prime}\right)\right]\right\rangle_{0} \tag{5.113}
\end{align*}
$$

Using Wick's theorem, the term proportional to $G_{0, \lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)$ on the right-hand side is zero for the same reason as the first term on the right-hand side of equation (5.98). The last two terms are identical after renaming the summation variables and time coordinates, so

$$
\begin{equation*}
G^{c}=G_{0}^{c}+G_{0}^{c} \cdot \mathscr{C} \Gamma G_{e}^{c} \Gamma^{\dagger} \cdot \mathscr{C} G_{0}^{c} \tag{5.114}
\end{equation*}
$$

where $G_{e, \lambda \mu}^{c}\left(\tau_{1}, \tau_{2}\right)=-i\left\langle\mathscr{T}_{\mathscr{C}}\left[d_{\lambda}\left(\tau_{1}\right) d_{\mu}^{\dagger}\left(\tau_{2}\right)\right]\right\rangle_{0}$ Also to second order in $\Gamma$, one can write

$$
\begin{equation*}
G^{c}=G_{0}^{c}+G_{0}^{c} \cdot \mathscr{C} \Gamma G_{e}^{c} \Gamma^{\dagger} \cdot \mathscr{C}^{\prime} G^{c} \tag{5.115}
\end{equation*}
$$

Hence, the self-energy which correctly captures dissipation through this interaction with the environment to second order in $\Gamma$ is

$$
\begin{equation*}
\Sigma_{\text {inel }}=\Gamma G_{e}^{c} \Gamma^{\dagger} . \tag{5.116}
\end{equation*}
$$

Using the Langreth rules, one can express the self-energy for the matrix of retarded, advanced, and Keldysh Green's functions as

$$
\check{\Sigma}_{\text {inel }}=\left(\begin{array}{cc}
\Gamma G_{e}^{R} \Gamma^{\dagger} & \Gamma G_{e}^{K} \Gamma^{\dagger}  \tag{5.117}\\
& \Gamma G_{e}^{A} \Gamma^{\dagger}
\end{array}\right) .
$$

To proceed, I must make some simplifying assumptions regarding the environment. One such assumption is that the coupling to the environment is local, such that $\Gamma G_{e}^{R} \Gamma^{\dagger}$ is proportional to the identity
matrix. I also assume that $G_{e}^{R}\left(t_{1}, t_{2}\right)$ does not depend on the center-ofmass time $\left(t_{1}+t_{2}\right) / 2$.

Next, let $\Gamma G_{e}^{R}(\varepsilon) \Gamma^{\dagger}=r(\varepsilon)-i \delta(\varepsilon)$, where $G_{e}^{R}(\varepsilon)$ is obtained from $G_{e}^{R}\left(t_{1}, t_{2}\right)$ by a Fourier transform in relative time. The real part, $r(\varepsilon)$, can be neglected in the differential equation for the Green's function compared to the other real energies in the system. This is because the interaction with the environment is assumed to be weak. The imaginary part, on the other hand, cannot be neglected unless there are other, larger imaginary terms in the equation of motion for the Green's function. This is often not the case because the Hamiltonian is assumed Hermitian. A possible exception is the impurity self-energy that comes from impurity-averaging, as shown in section 5.1.1.

Next, I assume that the environment is at thermal equilibrium. Using the results from section 4.2 this implies that

$$
\begin{equation*}
\Gamma G_{e}^{K}(\varepsilon) \Gamma^{\dagger}=-2 i \delta(\varepsilon) \tanh \left(\beta_{e} \varepsilon / 2\right) \tag{5.118}
\end{equation*}
$$

since $G_{e}^{A}(\varepsilon)=\left[G_{e}^{R}(\varepsilon)\right]^{\dagger}$. Here, $\beta_{e}$ is the inverse temperature of the fermions in the environment, which are annihilated by the $d_{\lambda}$-operators. Hence, the self-energy is

$$
\check{\Sigma}_{\text {inel }}(\varepsilon)=\left(\begin{array}{cc}
-i \delta(\varepsilon) & -2 i \delta(\varepsilon) \tanh \left(\beta_{e} \varepsilon / 2\right)  \tag{5.119}\\
i \delta(\varepsilon)
\end{array}\right) .
$$

Another simplification that is often useful, is to assume that $\delta(\varepsilon)$ is independent of $\varepsilon$ as long as $|\varepsilon|$ is less than all the relevant energies of the system under consideration. This is sometimes referred to as the relaxation time approximation [195].

Another relevant source of dissipation is electron-phonon scatterings. In this case $\mathscr{H}_{s e}$ is cubic, as explained above. The derivation is therefore more complicated and involves more terms than the one presented here, but the general procedure is the same. The end result is also the same for our purposes [185], except that the inverse temperature $\beta_{e}$ is now the inverse temperature of the phonons.

## Quasiclassical Keldysh Theory

One of the most striking features of our physical world, possibly only rivaled by the extraordinary effectiveness of symmetry arguments 6 in physics, is the efficacy of effective theories. It is often possible to model a system with great precision without knowing the details of the underlying constituents. One can model the movement of a tsunami without knowing where there are fish or rocks that obstruct the flow of water [196, 197], one can model the flow of water around rocks without knowing how the water molecules bounce around [198, 199], and one can model the motion of ions without knowing about the quark and gluon constituents. The history of physics has largely been about going from large scales, like fluids, to increasingly smaller scales, like molecules, atoms, electrons, and eventually quarks. This would not have been possible if one needed to know about the detailed motion of atoms in order to predict the behavior of fluids. Hence, the efficacy of effective theories is arguably the reason why humanity has been able to study physics in the first place.

Effective theories can emerge when there is a hierarchy of scales, but this need not always be the case. If one tries to model atmospheric convection using the Lorenz equation [200], even an arbitrarily small perturbation in the initial condition will often lead to wildly different predictions [201]. This is an example of a chaotic system [202], which is a system where approximate knowledge of initial conditions does not give approximate predictions for the future. As a result, any long time-scale or length-scale prediction in chaotic systems is impossible without knowing the exact details of the microscopic initial condition.

Luckily, the behavior of electrons in crystalline solids is generally not chaotic. Therefore, if there is a hierarchy of scales it can be possible to derive effective theories. An example is the quasiclassical Keldysh Green's function formalism [203,204], which is the topic of this chapter and the main tool in many of the articles presented in this thesis. The quasiclassical Keldysh formalism separates the quantum effects occurring at length scales comparable to the Fermi wavelength from other length scales. This is useful because, while quantum mechanics can be reasonably manageable when systems are translationally invariant, the equations become considerably more difficult to solve
when systems include inhomogeneous external fields or multiple materials. Quasiclassical Keldysh theory allows efficient treatment of such systems, as I will show in this chapter.

In this chapter, I will derive quasiclassical Keldysh theory in the general case, based on the theory from the previous chapters. I have also done so in detail in paper IX for the special case of antiferromagnetic metals. Antiferromagnetic metals are extra challenging compared to normal metals because one must consider two sublattices, while in conventional derivations of quasiclassical theory one often starts from continuous models. Here, I will take a more general approach and do the derivation in a different way compared to the derivation in paper IX. For instance, I will not derive the equations for two materials simultaneously, which was done in paper IX in order to also derive boundary conditions. Instead, I will be much more general when it comes to material properties and end up with equations that are applicable to many systems. Additionally, I will also derive the normalization condition.

### 6.1 Green's functions in Wigner coordinates

I consider again systems that can be modeled with a quadratic Hamiltonian. As we have seen, this includes superconductors, ferromagnets, antiferromagnets, spin-orbit coupling, impurities, and various external fields. As before, let $2 N_{s}$ be the number of Wannier states per lattice site, and remember that each lattice site contains one unit cell that may include more than one atom. There are $N_{s}$ Wannier states per spin, and the states need not be spin-degenerate. Let the annihilation operator for Wannier state $m$ with spin $\sigma$ and crystal momentum $k$ be $c_{k m \sigma}$. The most general quadratic Hamiltonian for such a system can be written

$$
\begin{align*}
& \mathscr{H}=\sum_{k, m_{1}, m_{2}} \sum_{\sigma_{1}, \sigma_{2}} \frac{t_{k \sigma_{1} \sigma_{2}}^{m_{1} m_{2}}}{N} c_{k m_{1} \sigma_{1}}^{\dagger} c_{k m_{2} \sigma_{2}}+\sum_{k_{1}, k_{2}, m_{1}, m_{2}} \sum_{\sigma_{1}, \sigma_{2}} \frac{V_{k_{1} k_{2} \sigma_{1} \sigma_{2}}^{m_{1} m_{2}}}{N} c_{k_{1} m_{1} \sigma_{1}}^{\dagger} c_{k_{2} m_{2} \sigma_{2}} \\
& +\frac{1}{2 N} \sum_{k_{1}, k_{2}, m_{1}, m_{2}} \sum_{\sigma_{1}, \sigma_{2}}\left[\Delta_{k_{1} k_{2} \sigma_{1} \sigma_{2}}^{m_{1} c_{2}} c_{k_{1} m_{1} \sigma_{1} \sigma_{-k_{2} m_{2} \sigma_{2}}^{\dagger}+\left(\Delta_{k_{2} k_{1} \sigma_{2} \sigma_{1}}^{\left.m_{2}\right)^{*}} c_{-k_{1} m_{1} \sigma_{1}} c_{k_{2} m_{2} \sigma_{2}}\right] .} .\right. \tag{6.1}
\end{align*}
$$

I define the Green's functions in terms of the $4 N_{s}$-tuple of creation and annihilation operators,

$$
c_{k}^{\dagger}=\left(\begin{array}{lllllllll}
c_{k 1 \uparrow}^{\dagger} & c_{k 1 \downarrow}^{\dagger} & c_{k 2 \uparrow}^{\dagger} & \cdots & c_{k N_{s} \downarrow}^{\dagger} & c_{-k 1 \downarrow} & -c_{-k 1 \uparrow} & \cdots & -c_{-k N_{s} \uparrow} \tag{6.2}
\end{array}\right),
$$

such that

$$
\begin{align*}
& \hat{G}_{k_{1} k_{2}}^{R}\left(t, t^{\prime}\right)=-\frac{i}{N} \theta\left(t-t^{\prime}\right) \tau_{z}\left\langle\left[c_{k_{1}}(t), c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle  \tag{6.3a}\\
& \hat{G}_{k_{1} k_{2}}^{A}\left(t, t^{\prime}\right)=+\frac{i}{N} \theta\left(t^{\prime}-t\right) \tau_{z}\left\langle\left[c_{k_{1}}(t), c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle  \tag{6.3b}\\
& \hat{G}_{k_{1} k_{2}}^{K}\left(t, t^{\prime}\right)=-\frac{i}{N} \tau_{z}\left\langle\left[c_{k_{1}}(t), c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{-}\right\rangle \tag{6.3c}
\end{align*}
$$

where $\tau_{z}=\operatorname{diag}(1,1, \ldots, 1,-1,-1, \ldots,-1)$ is again the third Pauli matrix in Nambu space. The Green's functions can be combined into a larger Green's function,

$$
\check{G}_{k_{1} k_{2}}\left(t, t^{\prime}\right)=\left(\begin{array}{cc}
\hat{G}_{k_{1} k_{2}}^{R}\left(t, t^{\prime}\right) & \hat{G}_{k_{1} k_{2}}^{K}\left(t, t^{\prime}\right)  \tag{6.4}\\
& \hat{G}_{k_{1} k_{2}}^{A}\left(t, t^{\prime}\right)
\end{array}\right) .
$$

The differential equation for these Green's functions can again be found from the Heisenberg equation for $c_{k}^{\dagger}$,

$$
\begin{equation*}
i \frac{\partial c_{k}^{\dagger}}{\partial t} \tau_{z}+\left[\mathscr{H}, c_{k}^{\dagger}\right]_{-} \tau_{z}=0 \tag{6.5}
\end{equation*}
$$

where the commutator must be taken element-wise.
From $[A B, C]_{-}=A[B, C]_{+}-[A, C]_{+} B$ together with the anticommutation relations for fermionic operators, $\left[c_{k_{2} m_{2} \sigma_{2}}, c_{k_{1} m_{1} \sigma_{1}}\right]_{+}=$ $\left[c_{k_{2} m_{2} \sigma_{2}}^{\dagger}, c_{k_{1} m_{1} \sigma_{1}}^{\dagger}\right]_{+}=0$ and

$$
\begin{align*}
& {\left[c_{k_{2} m_{2} \sigma_{2}}, c_{k_{1} m_{1} \sigma_{1}}^{\dagger}\right]_{+}=\sum_{i, j} \mathrm{e}^{-i \boldsymbol{k}_{2} \cdot \boldsymbol{R}_{i} \mathrm{e}^{i \boldsymbol{k}_{1} \cdot \boldsymbol{R}_{j}}\left[c_{i m_{2} \sigma_{2}}, c_{j m_{1} \sigma_{1}}^{\dagger}\right]_{+}}} \\
& \quad=\delta_{\sigma_{1} \sigma_{2}} \delta_{m_{1} m_{2}} \sum_{i} \mathrm{e}^{i\left(\boldsymbol{k}_{1}-\boldsymbol{k}_{2}\right) \cdot R_{i}}=N \delta_{\sigma_{1} \sigma_{2}} \delta_{m_{1} m_{2}} \delta_{k_{1} k_{2}} \tag{6.6}
\end{align*}
$$

where $N$ is the number of lattice sites, I get that

$$
\begin{align*}
& {\left[c_{k_{1} m_{1} \sigma_{1}}^{\dagger} c_{k_{2} m_{2} \sigma_{2}}, c_{k_{3} m_{3} \sigma_{3}}\right]_{+}=-N c_{k_{2} m_{2} \sigma_{2}} \delta_{k_{1} k_{3}} \delta_{m_{1} m_{3}} \delta_{\sigma_{1} \sigma_{3}},}  \tag{6.7a}\\
& {\left[c_{k_{1} m_{1} \sigma_{1}}^{\dagger} c_{k_{2} m_{2} \sigma_{2}}, c_{k_{3} m_{3} \sigma_{3}}^{\dagger}\right]_{+}=N c_{k_{1} m_{1} \sigma_{1}}^{\dagger} \delta_{k_{2} k_{3}} \delta_{m_{2} m_{3}} \delta_{\sigma_{2} \sigma_{3}},}  \tag{6.7b}\\
& {\left[c_{k_{1} m_{1} \sigma_{1}}^{\dagger} c_{-k_{2} m_{2} \sigma_{2}}^{\dagger}, c_{k_{3} m_{3} \sigma_{3}}\right]_{+}=N c_{k_{1} m_{1} \sigma_{1}}^{\dagger} \delta_{-k_{2} k_{3}} \delta_{m_{2} m_{3}} \delta_{\sigma_{2} \sigma_{3}}} \\
& -N c_{-k_{2} m_{2} \sigma_{2}}^{\dagger} \delta_{k_{1} k_{3}} \delta_{m_{1} m_{3}} \delta_{\sigma_{1} \sigma_{3}},  \tag{6.7c}\\
& {\left[c_{-k_{1} m_{1} \sigma_{1}} c_{k_{2} m_{2} \sigma_{2}}, c_{k_{3} m_{3} \sigma_{3}}^{\dagger}\right]_{+}=N c_{-k_{1} m_{1} \sigma_{1}} \delta_{k_{2} k_{3}} \delta_{m_{2} m_{3}} \delta_{\sigma_{2} \sigma_{3}}} \\
& -N c_{k_{2} m_{2} \sigma_{2}} \delta_{-k_{1} k_{3}} \delta_{m_{1} m_{3}} \delta_{\sigma_{1} \sigma_{3}},  \tag{6.7d}\\
& {\left[c_{k_{1} m_{1} \sigma_{1}}^{\dagger} c_{-k_{2} m_{2} \sigma_{2}}^{\dagger}, c_{k_{3} m_{3} \sigma_{3}}^{\dagger}\right]=\left[c_{-k_{1} m_{1} \sigma_{1}} c_{k_{2} m_{2} \sigma_{2}}, c_{k_{3} m_{3} \sigma_{3}}\right]_{+}=0 .} \tag{6.7e}
\end{align*}
$$

Therefore,

$$
\begin{array}{r}
{\left[\mathscr{H}, c_{\left.k_{3} m_{3} \sigma_{3}\right]_{-}=-\sum_{m_{2}} \sum_{\sigma_{2}} t_{k_{3} \sigma_{3} \sigma_{2}}^{m_{3} m_{2}} c_{k_{3} m_{2} \sigma_{2}}-\sum_{k_{2}, m_{2}, \sigma_{2}} V_{k_{3} k_{2} \sigma_{3} \sigma_{2}}^{m_{3} m_{2}} c_{k_{2} m_{2} \sigma_{2}}} \begin{array}{r}
-\sum_{k_{2}, m_{2}, \sigma_{2}} \Delta_{k_{3} k_{2} \sigma_{3} \sigma_{2}}^{m_{3} m_{2}} c_{-k_{2} m_{2} \sigma_{2}}^{\dagger} .
\end{array} . .6 .\right.}
\end{array}
$$

Moreover, since $\left[\mathscr{H}, c_{k_{3} m_{3} \sigma_{3}}^{\dagger}\right]_{-}=-\left(\left[\mathscr{H}, c_{k_{3} m_{3} \sigma_{3}}\right]_{-}\right)^{\dagger}$,

$$
\begin{array}{r}
{\left[\mathscr{H}, c_{k_{3} m_{3} \sigma_{3}}^{\dagger}\right]_{-}=\sum_{m_{2}} \sum_{\sigma_{2}}\left(t_{k_{3} \sigma_{3} \sigma_{2}}^{m_{3} m_{2}}\right)^{\star} c_{k_{3} m_{2} \sigma_{2}}^{\dagger}+\sum_{k_{2}, m_{2}, \sigma_{2}}\left(V_{k_{3} k_{2} \sigma_{3} \sigma_{2}}^{m_{3} m_{2}}\right)^{*} c_{k_{2} m_{2} \sigma_{2}}^{\dagger}} \\
+\sum_{k_{2}, m_{2}, \sigma_{2}}\left(\Delta_{k_{3} k_{2} \sigma_{3} \sigma_{2}}^{\left.m_{3}\right)_{2}}\right)^{*} c_{-k_{2} m_{2} \sigma_{2}} . \tag{6.9}
\end{array}
$$

Combining equations (6.8) and (6.9) the equation for $c_{k}$ becomes

$$
\begin{equation*}
i \frac{\partial c_{k}^{\dagger}}{\partial t} \tau_{z}+c_{k}^{\dagger} H_{0, k}+\sum_{k^{\prime}} c_{k^{\prime}}^{\dagger} V_{k^{\prime} k}=0 \tag{6.10}
\end{equation*}
$$

where

$$
H_{0, k}=\left(\begin{array}{cccccc}
t_{k \uparrow \uparrow}^{11} & \cdots & t_{k \uparrow \downarrow}^{1 N_{s}} & 0 & \cdots & 0  \tag{6.11}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
t_{k \downarrow \uparrow}^{N_{s} 1} & \cdots & t_{k \downarrow \downarrow}^{N_{s} N_{s}} & 0 & \cdots & 0 \\
0 & \cdots & 0 & \left(t_{-k \downarrow \downarrow}^{11}\right)^{*} & \cdots & -\left(t_{-k \downarrow \uparrow}^{1 N_{s}}\right)^{*} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & -\left(t_{-k \uparrow \downarrow}^{N_{s}}\right)^{*} & \cdots & \left(t_{-k \uparrow \uparrow}^{N_{s} N_{s}}\right)^{*}
\end{array}\right),
$$

and

$$
V_{k^{\prime} k}=\left(\begin{array}{cccccc}
V_{k^{\prime} k \uparrow \uparrow}^{11} & \cdots & V_{k^{\prime} k \uparrow \downarrow}^{1 N_{s}} & -\Delta_{k^{\prime} k \uparrow \downarrow}^{11} & \cdots & \Delta_{k^{\prime} k \uparrow \uparrow}^{1 N_{s}}  \tag{6.12}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
V_{k^{\prime} k \downarrow \uparrow}^{N_{s} 1} & \cdots & V_{k^{\prime} k \downarrow \downarrow}^{N_{s} N_{s}} & -\Delta_{k^{\prime} k \downarrow \downarrow}^{N_{s} 1} & \cdots & \Delta_{k^{\prime} k \downarrow \uparrow}^{N_{s} N_{s}} \\
-\left(\Delta_{-k^{\prime}-k \downarrow \uparrow}^{11}\right)^{*} & \cdots & -\left(\Delta_{-k^{\prime}-k \downarrow \downarrow}^{1 N_{s}}\right)^{*} & \left(V_{-k^{\prime}-k \downarrow \downarrow}^{11}\right)^{*} & \cdots & -\left(V_{-k^{\prime}-k \downarrow \uparrow}^{1 N_{s}}\right)^{*} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\left(\Delta_{-k^{\prime}-k \uparrow \uparrow}^{N_{s} 1}\right)^{*} & \cdots & \left(\Delta_{-k^{\prime}-k \uparrow \downarrow}^{N_{s} N_{s}}\right)^{*} & -\left(V_{-k^{\prime}-k \uparrow \downarrow}^{N_{s} 1}\right)^{*} & \cdots & \left(V_{-k^{\prime}-k \uparrow \uparrow}^{N_{s} N_{s}}\right)^{*}
\end{array}\right) \text {, }
$$

where I used that $\left(t_{k_{3} \sigma_{3} \sigma_{2}}^{m_{3} m_{2}}\right)^{*}=t_{k_{3} \sigma_{2} \sigma_{3}}^{m_{2} m_{3}},\left(V_{k_{3} k_{2} \sigma_{3} \sigma_{2}}^{m_{3} m_{2}}\right)^{*}=V_{k_{2} k_{3} \sigma_{2} \sigma_{3}}^{m_{2} m_{3}}$ and $\Delta_{k_{3} k_{2} \sigma_{3} \sigma_{2}}^{m_{3} m_{2}}=$ $-\Delta_{-k_{2}-k_{3} \sigma_{2} \sigma_{3}}^{m_{2} m_{3}}$, which follows from the Hermiticity of the Hamiltonian. Using these relations, it also follows from taking the complex conjugate of equation (6.10) that

$$
\begin{equation*}
-i \tau_{z} \frac{\partial c_{k}}{\partial t}+\sum_{k^{\prime}} \tau_{z}\left[H_{0, k} \delta_{k k^{\prime}}+V_{k k^{\prime}}\right] \tau_{z} c_{k^{\prime}}=0 \tag{6.13}
\end{equation*}
$$

Differentiating the retarded and advanced Green's functions with respect to $t^{\prime}$ and using equation (6.10), I get

$$
\begin{align*}
i \frac{\partial \hat{G}_{k_{1} k_{2}}^{R / A}\left(t, t^{\prime}\right)}{\partial t^{\prime}} \tau_{z} & =-\delta\left(t-t^{\prime}\right) \delta_{k_{1} k_{2}} \\
& -\sum_{k^{\prime}} \hat{G}_{k_{1} k^{\prime}}^{R / A}\left(t, t^{\prime}\right)\left[\delta_{k^{\prime} k_{2}} H_{0, k_{2}}\left(t^{\prime}\right)+V_{k^{\prime} k_{2}}\left(t^{\prime}\right)\right] . \tag{6.14}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
i \frac{\partial \hat{G}_{k_{1} k_{2}}^{K}\left(t, t^{\prime}\right)}{\partial t^{\prime}} \tau_{z}=-\sum_{k^{\prime}} \hat{G}_{k_{1} k^{\prime}}^{K}\left(t, t^{\prime}\right)\left[\delta_{k^{\prime} k_{2}} H_{0, k_{2}}\left(t^{\prime}\right)+V_{k^{\prime} k_{2}}\left(t^{\prime}\right)\right] \tag{6.15}
\end{equation*}
$$

Differentiating with respect to $t$ and using equation (6.13), I get

$$
\begin{align*}
i \tau_{z} \frac{\partial \hat{G}_{k_{1} k_{2}}^{R / A}\left(t, t^{\prime}\right)}{\partial t} & =\delta\left(t-t^{\prime}\right) \delta_{k_{1} k_{2}} \\
& +\sum_{k^{\prime}}\left[H_{0, k_{1}}\left(t^{\prime}\right) \delta_{k_{1} k^{\prime}}+V_{k_{1} k^{\prime}}\left(t^{\prime}\right)\right] \hat{G}_{k^{\prime} k_{2}}^{R / A}\left(t, t^{\prime}\right) \tag{6.16}
\end{align*}
$$

and

$$
\begin{equation*}
i \tau_{z} \frac{\partial \hat{G}_{k_{1} k_{2}}^{K}\left(t, t^{\prime}\right)}{\partial t}=+\sum_{k^{\prime}}\left[H_{0, k_{1}}\left(t^{\prime}\right) \delta_{k_{1} k^{\prime}}+V_{k_{1} k^{\prime}}\left(t^{\prime}\right)\right] \hat{G}_{k^{\prime} k_{2}}^{K}\left(t, t^{\prime}\right) . \tag{6.17}
\end{equation*}
$$

combining these results,

$$
\begin{align*}
i \tau_{z} \frac{\partial \check{G}_{k_{1} k_{2}}\left(t, t^{\prime}\right)}{\partial t}-\sum_{k^{\prime}}\left[H_{0, k_{1}}\left(t^{\prime}\right) \delta_{k_{1} k^{\prime}}\right. & \left.+V_{k_{1} k^{\prime}}\left(t^{\prime}\right)\right] \check{G}_{k^{\prime} k_{2}}\left(t, t^{\prime}\right) \\
& =\delta\left(t-t^{\prime}\right) \delta_{k_{1} k_{2}},  \tag{6.18a}\\
i \frac{\partial \check{G}_{k_{1} k_{2}}\left(t, t^{\prime}\right)}{\partial t^{\prime}} \tau_{z}+\sum_{k^{\prime}} \check{G}_{k_{1} k^{\prime}}\left(t, t^{\prime}\right) & {\left[\delta_{k^{\prime} k_{2}} H_{0, k_{2}}\left(t^{\prime}\right)+V_{k^{\prime} k_{2}}\left(t^{\prime}\right)\right] } \\
& =-\delta\left(t-t^{\prime}\right) \delta_{k_{1} k_{2}} . \tag{6.18b}
\end{align*}
$$

In section 5.1.1, I showed that one can convert the equations for the full Green's function into equations for impurity-averaged Green's functions by replacing the impurity-potential in $V_{k_{1} k_{2}}$ with the impurity self-energy, $\check{\Sigma}_{\text {imp }}$, which depend on the type of impurity as well as $\check{G}_{k_{1} k_{2}}$. Moreover, in section 5.2.1, I showed that we can include the effect of dissipation to the environment by including a self-energy term $\check{\Sigma}_{\text {inel }}$ Both $\check{\Sigma}_{\text {imp }}$ and $\check{\Sigma}_{\text {inel }}$ are special in that they are non-diagonal in Keldysh space, meaning that they include a Keldysh component in addition to the usual retarded and advanced components. Including these effects, the equations for the Green's functions become

$$
\begin{align*}
& i \tau_{z} \frac{\partial \check{G}_{k_{1} k_{2}}\left(t, t^{\prime}\right)}{\partial t}-\sum_{k^{\prime}}\left(\check{\Sigma}_{k_{1} k^{\prime}} \circ \check{G}_{k^{\prime} k_{2}}\right)\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \delta_{k_{1} k_{2}}  \tag{6.19a}\\
& i \frac{\partial \check{G}_{k_{1} k_{2}}\left(t, t^{\prime}\right)}{\partial t^{\prime}} \tau_{z}+\sum_{k^{\prime}}\left(\check{G}_{k_{1} k^{\prime}} \circ \check{\Sigma}_{k^{\prime} k 2}\right)\left(t, t^{\prime}\right)=-\delta\left(t-t^{\prime}\right) \delta_{k_{1} k_{2}} \tag{6.19b}
\end{align*}
$$

where the circle-product is an integral over the internal time coordinate,

$$
\begin{equation*}
(A \circ B)\left(t_{1}, t_{2}\right)=\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} A\left(t_{1}, t^{\prime}\right) B\left(t^{\prime}, t_{2}\right) \tag{6.20}
\end{equation*}
$$

and

$$
\check{\Sigma}_{k_{1} k_{2}}\left(t, t^{\prime}\right)=\left[H_{0, k_{1}} \delta_{k_{1} k_{2}}+V_{k_{1} k_{2}}(t)\right] \delta\left(t-t^{\prime}\right)+\check{\Sigma}_{\mathrm{imp}, k_{1} k_{2}}+\check{\Sigma}_{\text {inel }, k_{1} k_{2}} .
$$

A central assumption in quasiclassical theory is that $H_{0, k}$ is assumed to be invariant under spatial and temporal translations. This is important because the quantum mechanical short-range physics, which we ultimately want to separate from the long-range effects, is assumed to be determined by $H_{0, k}$. It is therefore useful to diagonalize $H_{0, k}$. The matrix $H_{0, k}$ can include all parts of the Hamiltonian which is invariant under spatial and temporal translation except terms that give rise to energy gaps at the Fermi level. Hence, $H_{0, k}$ should not include superconductivity. Which terms can be included in $H_{0, k}$ may depend on the Fermi level, which is defined below. If one considers an antiferromagnet with Fermi level in the gap, $H_{0, k}$ should also not include the exchange coupling to the localized electrons, even if the exchange coupling is constant in space and time. As I will show, this sets a limit to how strong the exchange coupling can be in this case. On the other hand, if one considers an antiferromagnetic metal with Fermi level deep inside one of the conduction bands, the exchange coupling can be included in $H_{0, k}$, and the strength of the exchange coupling can be arbitrarily large. Finally, note that some spatially or temporally inhomogeneous terms can be made homogeneous by locally transforming the $4 N_{s}$-tuple of creation and annihilation operators. In this way, one can for example include nonuniform magnetic textures in antiferromagnets, as shown in paper IX.

Since $H_{0, k}$ is a Hermitian matrix, it has real eigenvalues and can be diagonalized by unitary matrices. Moreover, the two blocks of $H_{0, k}$ are related by complex conjugation, a similarity transformation, and an inversion of crystal momentum. Therefore,

$$
H_{0, k}=S_{k} D_{k} S_{k}^{\dagger}=S_{k}\left(\begin{array}{cccccc}
\xi_{1, k} & & & & &  \tag{6.22}\\
& \ddots & & & & \\
& & \xi_{2 N_{s}, k} & & & \\
& & & \xi_{1,-k} & & \\
& & & & \ddots & \\
& & & & & \xi_{2 N_{s},-k}
\end{array}\right) S_{k}^{\dagger}
$$

If hopping is invariant under inversion, meaning that hopping from site $i$ to site $j$ is the same as hopping from site $j$ to site $i$, then $\xi_{i,-k}=\xi_{i, k}$.

However, this is not always the case. To include the possibility of $\xi_{j, k} \neq \xi_{j,-k}$, I write

$$
D_{k}=\left(\begin{array}{cccccc}
\xi_{1, k} & & & & &  \tag{6.23}\\
& \ddots & & & & \\
& & \xi_{2 N_{s}, k} & & & \\
& & & \xi_{2 N_{s}+1, k} & & \\
& & & & \ddots & \\
& & & & & \xi_{4 N_{s}, k}
\end{array}\right) \text {. }
$$

where $\xi_{2 N_{s}+i, k}=\xi_{i,-k}$.
The similarity transformation defined by $S_{k}$ transforms into the basis of the different energy bands in the system. There are $2 N_{s}$ different, possibly degenerate, energy bands, and the Fermi surface is defined to be the set of crystal momenta for which $\xi_{i, k}=0$ for at least one $i \in\left\{1, \ldots, 2 N_{s}\right\}$. The Fermi surface need in principle not be a single continuous surface, and the different bands can cross the Fermi level, meaning that $\xi_{i, k}=0$, at different values of $k$. I transform onto the energy band basis by defining $\check{G}_{k_{1} k_{2}}^{\prime}=S_{k_{1}} \check{G}_{k_{1} k_{2}} S_{k_{2}}^{\dagger}$, and $\check{\Sigma}_{k_{1} k_{2}}^{\prime}=S_{k_{1}} \check{\Sigma}_{k_{1} k_{2}} S_{k_{2}}^{\dagger}$. Performing a similarity transformation on equation (6.19), I get

$$
\begin{align*}
& i \tau_{z} \frac{\partial \check{G}_{k_{1} k_{2}}^{\prime}}{\partial t}-\sum_{k^{\prime}} \check{\Sigma}_{k_{1} k^{\prime}}^{\prime} \circ \check{G}_{k^{\prime} k_{2}}^{\prime}=\delta\left(t-t^{\prime}\right) \delta_{k_{1} k_{2}}  \tag{6.24a}\\
& \partial \check{G}_{k_{1} k_{2}}^{\prime} \tau_{z}+\sum_{k^{\prime}} \check{G}_{k_{1} k}^{\prime} \circ \check{\Sigma}_{k^{\prime} k 2}^{\prime}=-\delta\left(t-t^{\prime}\right) \delta_{k_{1} k_{2}} . \tag{6.24b}
\end{align*}
$$

The idea of quasiclassical theory is that the variation is slow in the center of mass (COM) position compared to the Fermi wavelength. This means that we should write the Green's functions as functions of COM position and COM time. The set of COM coordinates, $(\boldsymbol{R}, \boldsymbol{k}, T, \varepsilon)$, where $R$ is COM position, $T$ is COM time, $\boldsymbol{k}$ is crystal momentum and $\varepsilon$ is energy, is also known as Wigner coordinates [185]. Consider first the time coordinate. Let $\mathscr{F}_{t}$ denote Fourier transform in relative time, such that

$$
\begin{equation*}
\check{G}_{k_{1} k}^{\prime}(T, \varepsilon)=\mathscr{F}_{t t}\left\{\check{G}_{k_{1} k}^{\prime}\right\}(T, \varepsilon)=\int_{-\infty}^{\infty} \mathrm{d} t \check{G}_{k_{1} k}^{\prime}(T+t / 2, T-t / 2) \mathrm{e}^{i \varepsilon t} . \tag{6.25}
\end{equation*}
$$

Consider

$$
\begin{equation*}
\mathscr{F}_{t}\{A \circ B\}(T, \varepsilon)=\int_{-\infty}^{\infty} \mathrm{d} t(A \circ B)(T+t / 2, T-t / 2) \mathrm{e}^{i \varepsilon t} . \tag{6.26}
\end{equation*}
$$

Let $a(T, t)=A(T+t / 2, T-t / 2)$ and $b(T, t)=B(T+t / 2, T-t / 2)$, such that

$$
\begin{equation*}
(A \circ B)(T+t / 2, T-t / 2)=\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} a\left(T+t^{\prime} / 2, t-t^{\prime}\right) b\left(T-\left[t-t^{\prime}\right] / 2, t^{\prime}\right) \tag{6.27}
\end{equation*}
$$

Taylor expanding $a\left(T+t^{\prime} / 2, t-t^{\prime}\right)$ around $a\left(T, t-t^{\prime}\right)$ and $b(T-[t-$ $\left.\left.t^{\prime}\right] / 2, t^{\prime}\right)$ around $b\left(T, t^{\prime}\right)$, I get that

$$
\begin{equation*}
(A \circ B)(T+t / 2, T-t / 2)=\sum_{n, m=0}^{\infty} \frac{1}{n!m!}\left[\left(-\frac{t}{2}\right)^{m} \frac{\partial^{n} a}{\partial T^{n}}\right] *\left[\left(\frac{t}{2}\right)^{n} \frac{\partial^{m} b}{\partial T^{m}}\right] \tag{6.28}
\end{equation*}
$$

where * denotes regular convolution in the relative time variable. The Fourier transform of a convolution is the product of the Fourier transforms, and $\mathscr{F}_{t}\left\{( \pm t / 2)^{n} f\right\}=[\mp(i / 2) \partial / \partial \varepsilon]^{n} \mathscr{F}_{t}\{f\}$, so

$$
\begin{equation*}
\mathscr{F}_{t}\{A \circ B\}=\sum_{n, m=0}^{\infty} \frac{1}{n!m!}\left(\frac{i}{2}\right)^{m}\left(-\frac{i}{2}\right)^{n}\left[\frac{\partial^{m}}{\partial \varepsilon^{m}} \frac{\partial^{n}}{\partial T^{n}} \mathscr{F}_{t}\{A\}\right]\left[\frac{\partial^{n}}{\partial \varepsilon^{n}} \frac{\partial^{m}}{\partial T^{m}} \mathscr{F}_{t}\{B\}\right] . \tag{6.29}
\end{equation*}
$$

This is often written more compactly as

$$
\begin{equation*}
\mathscr{F}\{A \circ B\}=\exp \left(\frac{i}{2} \partial_{\varepsilon}^{A} \partial_{T}^{B}-\frac{i}{2} \partial_{\varepsilon}^{B} \partial_{T}^{A}\right) A B, \tag{6.30}
\end{equation*}
$$

where it is understood that $A$ and $B$ are written as functions of $\varepsilon$ and $T$ on the right-hand side, and where the superscripts on the differential operators indicate which functions they act on. I use the circle product to also denote the product

$$
\begin{equation*}
A \circ B=\exp \left(\frac{i}{2} \partial_{\varepsilon}^{A} \partial_{T}^{B}-\frac{i}{2} \partial_{\varepsilon}^{B} \partial_{T}^{A}\right) A B \tag{6.31}
\end{equation*}
$$

when $A$ and $B$ are functions of $\varepsilon$ and $T$. Fourier transforming equation (6.24) in relative temporal coordinates, I get

$$
\begin{align*}
& \varepsilon \tau_{z} \circ \check{G}_{k_{1} k_{2}}^{\prime}-\sum_{k^{\prime}} \check{\Sigma}_{k_{1} k^{\prime}}^{\prime} \circ \check{G}_{k^{\prime} k_{2}}^{\prime}=\delta_{k_{1} k_{2}},  \tag{6.32a}\\
& \check{G}_{k_{1} k_{2}}^{\prime} \circ \varepsilon \tau_{z}-\sum_{k^{\prime}} \check{G}_{k_{1} k}^{\prime} \circ \check{\Sigma}_{k^{\prime} k 2}^{\prime}=\delta_{k_{1} k_{2}} . \tag{6.32b}
\end{align*}
$$

Quasiclassical theory is often derived from continuous models [203207], but real materials are often better described by lattice models. Since I here consider a lattice model with a finite number of lattice sites, the crystal momenta takes discrete values. As a result, we must take care when defining the COM spatial positions. For instance, one cannot easily use the symmetric definition in terms of $\check{G}_{(k+p / 2)(k-p / 2)}$ because we cannot evaluate $\check{G}_{(k+p / 2)(k-p / 2)}$ for all $p$. I define

$$
\begin{equation*}
\check{G}_{R k}^{\prime}=\sum_{p} \check{G}_{(k+p) k}^{\prime} \mathrm{e}^{i p \cdot R} \tag{6.33}
\end{equation*}
$$

and

$$
\begin{align*}
\check{\Sigma}_{R k}^{\prime}(T, \varepsilon)= & \sum_{p} \check{\Sigma}_{(k+p) k}^{\prime}(T, \varepsilon) \mathrm{e}^{i \boldsymbol{p} \cdot \boldsymbol{R}} \\
& =D_{k}+V_{R k}^{\prime}(T)+\check{\Sigma}_{\text {imp }, R k}^{\prime}(T, \varepsilon)+\check{\Sigma}_{\text {inel }, R k}^{\prime}(T, \varepsilon) . \tag{6.34}
\end{align*}
$$

To rewrite equation (6.24) in terms of COM coordinates, one must evaluate the sum over internal momenta, $\sum_{k^{\prime}} \check{\Sigma}_{k_{1} k^{\prime}}{ }^{\circ} \check{G}_{k^{\prime} k_{2}}^{\prime}$ as a function of COM coordinates. This can be done in the discrete case by using the Newton Forward differences formula, like was done in paper IX. However, here I instead define continuous variables to simplify this step.

In order to define functions of continuous momentum and position coordinates, I assume that the variation in $\check{G}_{R k}^{\prime}$ and $\check{\Sigma}_{R k}^{\prime}$ between neighboring positions $\boldsymbol{R}$ and momenta $\boldsymbol{k}$ is small. More precisely, I assume that there exist $\lambda_{R}$ and $\lambda_{k}$ which are larger than the distance between neighboring lattice sites and neighboring momenta, respectively, such that

$$
\begin{equation*}
\left|\check{G}_{(R+r)(k+p)}^{\prime}-\check{G}_{R k}^{\prime}\right| \ll\left|\check{G}_{R k}^{\prime}\right| \tag{6.35}
\end{equation*}
$$

as long as $|\boldsymbol{r}|<\lambda_{R}$ and $|\boldsymbol{p}|<\lambda_{p}$, where the norm is an appropriate Matrix norm, such as the Frobenius norm.

In the absence of impurity scattering or dissipation, it is not clear that this assumption is valid. For instance, if $\check{\Sigma}_{k_{1} k_{2}}^{\prime}=D_{k} \delta_{k_{1} k_{2}}$, then $\check{G}_{k_{1} k_{2}}^{\prime}=$ $\delta_{k_{1} k_{2}}\left[\tau_{z} \varepsilon-D_{k_{1}}\right]^{-1}$, so $\check{G}_{R k}^{\prime}=\left[\tau_{z} \varepsilon-D_{k}\right]^{-1}$ which diverges at $\varepsilon=\xi_{i, \pm k}$ for all $i \in\left\{1, \ldots, 2 N_{s}\right\}$. Close to these energies it is therefore not true that
$\check{G}_{R k}^{\prime}$ varies slowly with $k$. On the other hand, if we include dissipation and impurity scattering, this will remove the divergence. For instance, if we use the relaxation time approximation when including dissipation, we effectively add an imaginary constant to the energy, $\varepsilon \rightarrow \varepsilon+i \delta$, thereby shifting the divergence away from the real axis. To get an order of magnitude estimate for when the assumption of slow variation is $\boldsymbol{k}$-space is valid, consider the case when the retarded part of the selfenergy is $\check{\Sigma}_{k_{1} k_{2}}^{\prime}=D_{k} \delta_{k_{1} k_{2}}+i \delta \tau_{z}$. In this case, the retarded and advanced Green's functions are $\breve{G}_{R k}^{\prime}=\left[\tau_{z}(\varepsilon+i \delta)-D_{k}\right]^{-1}$. The Green's function is strongly peaked at $\xi_{i, \pm k}=\varepsilon$. Consider one of the energy bands which crosses $\xi_{i, \pm k}=\varepsilon$, and let $\boldsymbol{k}_{1}$ be such that $\xi_{i, k_{1}}=\varepsilon$ and $\boldsymbol{k}_{2}$ be in the neighborhood such that $\xi_{i, k_{2}} \approx \xi_{i, k_{1}}+\Delta \boldsymbol{k} \cdot \nabla_{k} \xi_{i, k_{1}}$, where $\Delta \boldsymbol{k}=\boldsymbol{k}_{2}-\boldsymbol{k}_{1}$. I find that

$$
\begin{equation*}
\frac{\left|\check{G}_{R k_{2}}^{\prime}-\check{G}_{R k_{1}}^{\prime}\right|}{\left|\check{G}_{R k_{1}}^{\prime}\right|} \lesssim \frac{\left|\Delta \boldsymbol{k} \cdot \nabla_{k} \xi_{i, k_{1}}\right|}{\delta} . \tag{6.36}
\end{equation*}
$$

In quasiclassical theory, $\nabla_{k} \xi_{i, k_{1}}$ will be on the order of the Fermi velocity, $v_{F}$. On the other hand, neighboring momenta differ by $2 \pi / L$, where $L$ is the length of the system. Therefore,

$$
\begin{equation*}
\frac{\left|\check{G}_{R k_{2}}^{\prime}-\check{G}_{R k_{1}}^{\prime}(T, \varepsilon)\right|}{\left|\check{G}_{R k_{1}}^{\prime}\right|} \lesssim \frac{2 \pi(1 / \delta) v_{F}}{L}=2 \pi \frac{l_{\text {inel }}}{L}, \tag{6.37}
\end{equation*}
$$

where inelastic $l_{\text {inel }}$ is the inelastic mean free path, since $1 / \delta$ is the inelastic scattering rate. Therefore, the assumption of slow variation in $\boldsymbol{k}$-space is justified when the inelastic mean free path is much shorter than the system size $L$. This is not always the case, as the inelastic mean free path can be several centimeters (see paper VIII). Note that elastic impurity scattering has similar effects because it also gives rise to an imaginary self-energy term, and the elastic mean free path is often much smaller than the inelastic mean free path. Therefore, it can be sufficient that the system is much shorter than the elastic mean free path. When the assumption of slow variation is not valid in $\boldsymbol{k}$-space, one can do the derivation using a lattice model, like in paper IX.

With the assumption of slow variation on the scale of nearest neighbor COM position and momentum, I define the continuous Green's
function as

$$
\begin{equation*}
\check{G}^{\prime}(\boldsymbol{R}, \boldsymbol{k}, T, \varepsilon)=\sum_{i} \sum_{p} \frac{\check{G}_{R_{i} p}^{\prime}}{C_{R}(\boldsymbol{R}) C_{k}(\boldsymbol{k})} \mathrm{e}^{-\left(\boldsymbol{R}_{i}-R\right)^{2} / \lambda_{R}^{2}} \mathrm{e}^{-(\boldsymbol{p}-\boldsymbol{k})^{2} / \lambda_{k}^{2}}, \tag{6.38}
\end{equation*}
$$

where $\lambda_{R}$ and $\lambda_{k}$ is larger than the nearest neighbor distances in position and momentum space, respectively, and such that the relative variation in $\check{G}_{R_{i} p}^{\prime}$ over this scale is negligible. In order for the continuous Green's function to satisfy $\check{G}^{\prime}(\boldsymbol{R}, \boldsymbol{k}, T, \varepsilon) \approx \check{G}_{R k}^{\prime}(T, \varepsilon)$, I choose

$$
\begin{align*}
& C_{R}(\boldsymbol{R})=\sum_{i} \mathrm{e}^{-\left(\boldsymbol{R}_{i}-\boldsymbol{R}\right)^{2} / \lambda_{R}^{2}},  \tag{6.39a}\\
& C_{k}(\boldsymbol{k})=\sum_{p} \mathrm{e}^{-(\boldsymbol{p}-\boldsymbol{k})^{2} / \lambda_{k}^{2}} \tag{6.39b}
\end{align*}
$$

From equation (6.38), one can compute $\sum_{k^{\prime}} \check{\Sigma}_{k_{1} k^{\prime}}^{\prime} \circ \check{G}_{k^{\prime} k_{2}}^{\prime}$ in Wigner coordinates. In COM coordinates, this sum becomes

$$
\begin{align*}
& \sum_{p} \sum_{k^{\prime}} \check{\Sigma}_{(k+p) k^{\prime}}^{\prime} \circ \check{G}_{k^{\prime} k}^{\prime} \mathrm{e}^{i \boldsymbol{p} \cdot \boldsymbol{R}}=\sum_{p^{\prime}} \sum_{k^{\prime}} \check{\Sigma}_{\left(k^{\prime}+p^{\prime}\right) k^{\prime}}^{\prime} \mathrm{e}^{i \boldsymbol{p}^{\prime} \cdot \boldsymbol{R}} \circ \check{G}_{k^{\prime} k}^{\prime} \mathrm{e}^{i\left(\boldsymbol{k}^{\prime}-\boldsymbol{k}\right) \cdot \boldsymbol{R}} \\
& =\sum_{k^{\prime}} \check{\Sigma}_{R k^{\prime}}^{\prime} \circ \check{G}_{k^{\prime} k}^{\prime} \mathrm{e}^{i\left(\boldsymbol{k}^{\prime}-\boldsymbol{k}\right) \cdot \boldsymbol{R}}=\sum_{\tilde{k}} \check{\Sigma}_{R(k+\tilde{k})}^{\prime} \circ \check{G}_{(k+\tilde{k}) k}^{\prime} \mathrm{e}^{i \tilde{\boldsymbol{e}^{\prime} \cdot \boldsymbol{R}}} \\
& \approx \sum_{\tilde{k}} \check{\Sigma}^{\prime}(\boldsymbol{R}, \boldsymbol{k}+\tilde{\boldsymbol{k}}) \check{G}_{(k+\tilde{k}) k}^{\prime} \mathrm{e}^{i \tilde{\boldsymbol{k}} \cdot \boldsymbol{R}} \\
& =\sum_{\alpha} \frac{\nabla_{k^{2}}^{\alpha} \check{\Sigma}^{\prime}(\boldsymbol{R}, \boldsymbol{k})}{\alpha!} \circ \sum_{\tilde{k}}(\tilde{\boldsymbol{k}})^{\alpha} \check{G}_{(k+\tilde{k}) k}^{\prime} \mathrm{e}^{i \tilde{\boldsymbol{k}} \cdot \boldsymbol{R}} \\
& =\sum_{\alpha} \frac{\nabla_{k}^{\alpha} \check{\Sigma}^{\prime}(\boldsymbol{R}, \boldsymbol{k})}{\alpha!}\left(-i \nabla_{R}\right)^{\alpha} \circ \sum_{\tilde{k}} \check{G}_{(k+\tilde{k}) k}^{\prime} \mathrm{e}^{i \tilde{\boldsymbol{k}} \cdot \boldsymbol{R}} \\
& \quad \approx \sum_{\alpha} \frac{(-i)^{|\alpha|}}{\alpha!} \nabla_{k}^{\alpha} \check{\Sigma}^{\prime}(\boldsymbol{R}, \boldsymbol{k}) \circ \nabla_{R}^{\alpha} \check{G}^{\prime}(\boldsymbol{R}, \boldsymbol{k}), \tag{6.40}
\end{align*}
$$

where the sum over $\alpha$ goes over multi-indices. That is, $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ is a multi-index, where $\alpha_{i}$ is an integer and goes from 0 to $\infty$ for all $i \in\{1,2,3\}$. If $\boldsymbol{k}=\left(k_{1}, k_{2}, k_{3}\right)$ is a vector, then $(\boldsymbol{k})^{\alpha}=k_{1}^{\alpha_{1}} k_{2}^{\alpha_{2}} k_{3}^{\alpha_{3}}$. The same applies to the vectors of differential operators, $\nabla_{k}$ and $\nabla_{R}$. Moreover, $\alpha!=\alpha_{1}!\alpha_{2}!\alpha_{3}!$ and $|\alpha|=\alpha_{1}+\alpha_{2}+\alpha_{3}$. I use the bullet operator,
-, to denote

$$
\begin{equation*}
\left(\check{\Sigma}^{\prime} \cdot \check{G}^{\prime}\right)(\boldsymbol{R}, \boldsymbol{k})=\sum_{\alpha} \frac{(-i)^{|\alpha|}}{\alpha!} \nabla_{k}^{\alpha} \check{\Sigma}^{\prime}(\boldsymbol{R}, \boldsymbol{k}) \circ \nabla_{R}^{\alpha} \check{G}^{\prime}(\boldsymbol{R}, \boldsymbol{k}) \tag{6.41}
\end{equation*}
$$

Sometimes this notation is shortened to [204]

$$
\begin{equation*}
\check{\Sigma}^{\prime} \cdot \check{G}^{\prime}=\exp \left(-i \nabla_{k}^{\check{\Sigma}^{\prime}} \nabla_{R}^{\check{G}^{\prime}}\right) \check{\Sigma}^{\prime} \circ \check{G}^{\prime} \tag{6.42}
\end{equation*}
$$

although one should keep in mind that the series expansion of the exponential must go over all multi-indices. This form of the bullet product is also known as the gradient expansion [185, 204], since it is a series expansion in differential operators. With this notation, the equations for the Green's functions in the Wigner coordinates become

$$
\begin{align*}
& \varepsilon \tau_{z} \circ \check{G}^{\prime}-\check{\Sigma}^{\prime} \cdot \check{G}^{\prime}=1,  \tag{6.43a}\\
& \check{G}^{\prime} \circ \varepsilon \tau_{z}-\check{G}^{\prime} \cdot \check{\Sigma}^{\prime \prime}=1 . \tag{6.43b}
\end{align*}
$$

### 6.2 The Quasiclassical Green's Function and the Eilenberger Equation

While equation (6.43) is written in compact notation, solving it is very difficult. Equation (6.43) involves an infinite series of differential operators of increasing order. Since $\check{G}^{\prime}$ is strongly peaked in momentumspace close to the Fermi level, it is also not always true that one can truncate the series expansions of the exponential operators to obtain a set of partial differential equations of reasonable order. Even if we could truncate the series expansions, solving it for all possible momenta, positions, energies and time would be computationally difficult. Luckily, we can define a so-called quasiclassical Green's function as an integral over momenta close to the peaks, thereby truncating the gradient expansion and removing the radial part of the momentum from the problem.

The quasiclassical Green's function is defined as an integral over momenta close to the Fermi level. However, in the general treatment considered here, we can have more than one energy band crossing the Fermi level. In simple normal metals or antiferromagnetic metals,


Figure 6.1: A sketch of the Eilenberger contour [205].
there are two spin-degenerate bands crossing the Fermi level at the same place. In strongly polarized ferromagnets, on the other hand, the spin bands are shifted with respect to each other, giving two different regions in $\boldsymbol{k}$-space where the energy bands cross the Fermi level [208, 209]. More generally, there might be multiple energy bands that cross the Fermi level, and some energy bands may cross the Fermi level in only some $\boldsymbol{k}$-directions. For a general description that includes the possibility of multiple conduction bands which crosses the Fermi level at various places, we must integrate over multiple sets of momenta. To do this, I generalize the Eilenberger contour, first introduced by Eilenberger [205].

I assume that the energy bands are continuous. This means that we can define continuous surfaces in momentum space where $\xi_{i, p}$ are constant. If we take into account the periodicity of crystal momentum and apply periodic boundaries to the first Brillouin zone the isosurfaces of constant $\xi_{i, p}$ must be closed due to the continuity of $\xi_{i, p}$. I define a Fermi surface of the $i$ 'th energy band to be a closed surface in momentum space such that $\xi_{i, p}=0$ at all points in this surface. The requirement of a closed Fermi surface is only true in the general case when one takes into consideration the periodic boundary conditions in momentum space. An energy band might have multiple Fermi surfaces, only one Fermi surface, or no Fermi surface.

Let $\xi_{i, \boldsymbol{p}}$ be an energy band with at least one Fermi surface. We can label these Fermi surfaces from 1 to $n_{F, i}$. Let $\boldsymbol{k}_{0}^{i j}$ be a crystal momentum
in the volume enclosed by Fermi surface $j$. I assume for that $\boldsymbol{k}_{0}^{i j}$ is chosen such that for each unit vector $\hat{\boldsymbol{k}}, \xi_{i, \boldsymbol{k}_{0}^{i j}+p \hat{\boldsymbol{k}}}$ crosses the Fermi surface for exactly one $p$, if we take into account the periodic boundaries. I denote the value $p$ for which this happens as $p_{F}^{i j}(\hat{\boldsymbol{k}})$. Next, I define the Eilenberger contour $\mathscr{C}_{i j}^{E}(\hat{\boldsymbol{k}})$ to be the set of two closed semicircular paths in the complex plane, as sketched in figure 6.1. That is, $\mathscr{C}_{i j}^{E}(\hat{\boldsymbol{k}})$ consists of two paths, each following the real $\xi_{i, \boldsymbol{k}_{0}^{i j}+p \hat{\boldsymbol{k}}}$-line from $\xi_{i, \boldsymbol{k}_{0}^{i j}+p \hat{\boldsymbol{k}}}=-E_{c}$ to $\xi_{i, \boldsymbol{k}_{0}^{i j}+p \hat{\boldsymbol{k}}}=E_{c}$, where they split into two semicircular arcs in the upper and lower parts of the complex plane, before the paths close at $\xi_{i, k_{0}^{i j}+p \hat{k}}=-E_{c}$. The arc must be sufficiently far from all the zeroes of $D$ so that $\check{\Sigma}^{\prime} \approx D$.

This is a key assumption of the quasiclassical theory. The distance to the extrema of the energy band must be at least $E_{c}$ by definition, and in order for $\Sigma^{\prime} \approx D, E_{c}$ must be much larger than all the other energies in $\check{\Sigma}^{\prime}$. That is, if $\check{\Sigma}^{\prime}=D+\check{\Omega}$, then $E_{c} \gg|\check{\Omega}|$. This also gives a restriction to other Fermi surfaces in the system. Take any energy band, $\xi_{n, p}$, where $n \neq i$. If a root of this energy band is inside $\mathscr{C}_{i j}^{E}(\hat{\boldsymbol{k}})$, then it must be relatively close to $\boldsymbol{k}_{0}^{i j}+p_{F}^{i j} \hat{\boldsymbol{k}}$, such that $\xi_{n, \boldsymbol{k}_{0}^{i j}+\hat{\boldsymbol{k}} p_{F}^{i j}(\hat{\boldsymbol{k}})} \ll$ $E_{c}$. This will be more clear in the derivation that follows, but it has an important consequence for how we can define the quasiclassical Green's functions.

Since $\Sigma^{\prime} \approx D$ at the arcs, and $D$ is independent of COM time $T$ and COM position $R$, equation (6.43) is solved by $\check{G}^{\prime}=\left(\varepsilon \tau_{z}-D\right)^{-1}$ at the arcs. Quasiclassical theory only applies to $|\varepsilon| \ll E_{c}$, so $\check{G}^{\prime}=-D^{-1}$ at the arcs. This means that larger $|\varepsilon|$ must be treated separately when computing observables, as shown in section 6.6. The usefulness of quasiclassical theory is that it separates the expressions for observables into one part containing the so-called quasiclassical Green's function, which depends on the full self-energy $\Sigma^{\prime}$, but which is easier to compute than the full Green's function $\check{G}^{\prime}$, and another part away from the Fermi surface where the full Green's function is easier to compute.

The fact that zeroes of different energy bands must be either close in momentum space or far away, means that we cannot have two different Fermi surfaces which are close to each other in some region of momentum space and far away in another. If two Fermi surfaces are close in some regions, then they must be close everywhere. This means that we can collect sets of Fermi surfaces by proximity, as illustrated in


Figure 6.2: A sketch of 4 Fermi surfaces in a 2 D plane in the first Brillouin zone. The Fermi surfaces can be collected in three groups ( $N_{q}=3$ ) by proximity, labeled 1,2 and 3 in the figure. The Fermi surfaces in the same group must be close compared to the distances to the edges of the energy bands, while Fermi surfaces in different groups must be far away from each other.
figure 6.2. Let the number of different collections of Fermi surfaces be $N_{q}$, and let $\Xi_{i}=\left\{\xi_{i_{1}}, \xi_{i_{2}}, \ldots\right\}$ be the set of energy bands that have a Fermi surface in collection $i$, where $i \in\left\{1, \ldots, N_{q}\right\}$. For each collection of Fermi surfaces, we must choose one energy band to define the quasiclassical Green's function, which I choose to be $\xi_{i_{1}}$. For notational simplicity, I define $\eta_{i}(p)=\xi_{i_{1}, k_{0}^{i_{1}}+p \hat{k}}$ and $\mathscr{C}_{i}^{E}=\mathscr{C}_{i i_{1}}^{E}$. I define the $i$ 'th quasiclassical Green's function to be ${ }^{1}$

$$
\begin{equation*}
\check{g}_{i}(R, \hat{\boldsymbol{k}}, T, \varepsilon)=\frac{i}{2 \pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} \check{G}^{\prime}\left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}, T, \varepsilon\right), \tag{6.44}
\end{equation*}
$$

where $i \in\left\{1, \ldots, N_{q}\right\}$. I assume that energy bands that cross the Fermi level in $\mathscr{C}_{i}^{E}$ are monotonously increasing or decreasing, which means that they only cross the Fermi level once inside this region. However, different bands may cross at different points and have different slopes.

1. The prefactor $i / 2 \pi$ is often replaced with $1 / \pi$ in the literature. The reason for the extra factor $1 / 2$ in this work is that the Eilenberger contour is the sum of two paths, so the integral goes over the real line twice.

The quasiclassical equations of motion are obtained by integrating equation (6.43) over $\mathscr{C}_{i}^{E}$. Since $\mathscr{C}_{i}^{E}$ is the sum of two closed paths, one can use the residue theorem to evaluate the integral. The path in the upper half of the complex plane is positively oriented while the path in the lower half plane is negatively oriented. Therefore, the integral of a function $f\left(\eta_{i}\right)$ becomes

$$
\begin{equation*}
\frac{i}{2 \pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} f\left(\eta_{i}\right)=-\sum_{\eta_{i}^{r}} \operatorname{Im}\left(\eta_{i}^{r}\right) \operatorname{Res}\left(f, \eta_{i}^{r}\right) \tag{6.45}
\end{equation*}
$$

where the sum goes over all the poles of $f$ inside the contours and $\operatorname{Res}\left(f, \eta_{i}^{r}\right)$ is the residue of $f$ at $\eta_{i}^{r}$. The right-hand sides of equation (6.43) have no poles and the first terms on the left-hand sides only depend on momentum through $\breve{G}^{\prime}$. Therefore,

$$
\begin{align*}
& \varepsilon \tau_{z} \circ \check{g}_{i}-\frac{i}{2 \pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} \check{\Sigma}^{\prime} \cdot \check{G}^{\prime}=0,  \tag{6.46a}\\
& \check{g}_{i} \circ \varepsilon \tau_{z}-\frac{i}{2 \pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} \check{G}^{\prime} \cdot \check{\Sigma}^{\prime}=0 . \tag{6.46b}
\end{align*}
$$

Let $\check{\Sigma}^{\prime}=D+\check{\Omega}$. To evaluate the second terms on the left-hand sides of equations (6.46a) and (6.46b), I will use that if $f\left(\eta_{i}\right)$ has no poles inside the contours and are approximately the same on all the poles of $\check{G}^{\prime}$, then

$$
\begin{array}{r}
\frac{i}{2 \pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} f\left(\eta_{i}\right) \check{G}^{\prime}\left(\boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right)=-\sum_{\eta_{i}^{r}} \operatorname{Im}\left(\eta_{i}^{r}\right) f\left(\eta_{i}^{r}\right) \operatorname{Res}\left(\check{G}^{\prime}, \eta_{i}^{r}\right) \\
=f(0) \check{g}_{i}+\mathcal{O}\left(a \partial_{\eta_{i}} f \check{g}_{i}\right) \tag{6.47}
\end{array}
$$

where $a$ is an order of estimate for the distances between the poles of $\check{G}^{\prime}$. If $\left|a \partial_{\eta_{i}} f_{i j}\right| \ll\left|f_{i j}(0)\right|$ for all matrix elements $f_{i j}$ of $f$, then we can ignore the second term compared to the first, such that

$$
\begin{equation*}
\frac{i}{\pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} f\left(\eta_{i}\right) \check{G}^{\prime}\left(\xi_{j, p \hat{k}}\right) \approx f(0) \check{g}_{i} \tag{6.48}
\end{equation*}
$$

This approximation is not valid when $f=D$, since elements of $D$ go through zero close to the poles. For this reason, we have no way to evaluate

$$
\begin{equation*}
\frac{i}{2 \pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} D \check{G}^{\prime} \quad \text { and } \quad \frac{i}{2 \pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} \check{G}^{\prime} D \tag{6.49}
\end{equation*}
$$

The trick to obtaining quasiclassical equations of motion is to remove this term by essentially subtracting equation (6.46b) from equation (6.46a). In a simple normal metal where $D$ is proportional to the identity matrix, this is straightforward. In an antiferromagnet or other systems with multiple energy bands, not all energy bands cross the Fermi surface, as in paper IX, which makes it slightly more complicated. In this even more general case presented here, where the energy bands can also have different slopes as they cross the Fermi surface, and where they can cross at different momenta, the procedure becomes even more difficult.

From before, $\Xi_{i}$, is the set of the bands which crosses the Fermi level in the region specified by $\mathscr{C}_{i}^{E}$. I define the diagonal matrix $D_{0}$ such that $D_{0, i j}=0$ if $i \neq j$ and

$$
D_{0, n n}= \begin{cases}\xi_{n, k_{0}^{i_{1}}+p \hat{k}} & \text { if } \xi_{n} \in \Xi_{i}  \tag{6.50}\\ \xi_{i_{1}, \boldsymbol{k}_{0}^{i_{1}}+p \hat{k}} & \text { otherwise }\end{cases}
$$

Since $\left|a \partial_{\eta_{i}}\left(D-D_{0}\right)_{i j}\right| \ll\left|\left(D-D_{0}\right)_{i j}(0)\right|$ whenever $\left(D-D_{0}\right)_{i j}$ is not identically equal to zero,

$$
\begin{equation*}
\frac{i}{\pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i}\left(D-D_{0}\right) \check{G}^{\prime}=\left(D-D_{0}\right)(0) \check{g}_{i}(\hat{\boldsymbol{k}}) \tag{6.51}
\end{equation*}
$$

and similarly for the integral of $\check{G}^{\prime}\left(D-D_{0}\right)$. The non-zero components of $D-D_{0}$ correspond to the energy bands which do not cross the Fermi level in the part of momentum space under consideration This means that the elements are larger than $E_{c}$ in magnitude, and therefore much larger than the elements of $\check{\Omega}$ and $D_{0}$, which are on the order $a \ll E_{c}$. It follows from equation (6.51) and the similar equation from the integral of $\check{G}^{\prime}\left(D-D_{0}\right)$ that $\left(\check{g}_{i}\right)_{n m}=\mathcal{O}\left(a / E_{c}\right)$ unless both $n$ and $m$ correspond to one of the energy bands going through the Fermi level in $\mathscr{C}_{i}^{E}$.

Above I defined the Fermi momentum $p_{F}^{i i_{1}}(\hat{\boldsymbol{k}})$, such that $\xi_{i_{1}, k_{0}^{i 1_{1}}+p_{F}^{i i_{1}}(\hat{\boldsymbol{k}}) \hat{\boldsymbol{k}}}=$ 0 . I assume that at all the roots, the energy bands that cross the Fermi level, $\xi_{n} \in \Xi_{i}$, are well approximated by

$$
\begin{equation*}
\xi_{n, k_{0}^{i_{1}}+p \hat{\boldsymbol{k}}} \approx \xi_{n, p_{F}^{i_{1}}(\hat{\boldsymbol{k}}) \hat{\boldsymbol{k}}}+\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i n}\right)\left[p-p_{F}^{i i_{1}}(\hat{\boldsymbol{k}})\right] \tag{6.52}
\end{equation*}
$$

where $\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{n}}=\partial \xi_{n, \boldsymbol{k}_{0}^{i_{1}}+p \hat{\boldsymbol{k}}} /\left.\partial p\right|_{p=p_{F}^{i_{1}}(\hat{\boldsymbol{k}})}$. This assumption is valid provided that the gradient of $\xi_{n}$ is approximately constant on all the poles, which
means that the relative change is small. When the functional form of $\xi_{n}$ is known, such as in paper IX, this assumption can be related to the parameters of the system, such as the chemical potential. With this,

$$
\begin{equation*}
D_{0}=\left.D_{0}\right|_{p=p_{F}^{i_{1}}(\hat{\boldsymbol{k}})}+\left.\left(\hat{\boldsymbol{k}} \cdot \nabla_{k} D_{0}\right)\right|_{p=p_{F}^{i_{1}}(\hat{\boldsymbol{k}})}\left[p-p_{F}^{i i_{1}}(\hat{\boldsymbol{k}})\right] \tag{6.53}
\end{equation*}
$$

at all the poles.
We can remove the difficult terms in equation (6.46) if we multiply equations (6.46a) and (6.46b) by $\left.\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i i_{1}}\right)\left(\hat{\boldsymbol{k}} \cdot \nabla_{k} D_{0}\right)\right|_{p=p_{F}^{i i_{1}}(\hat{\boldsymbol{k}})} ^{-1}$ from the left and right, respectively, and take the difference. I define

$$
\begin{equation*}
F_{i}(\hat{\boldsymbol{k}})=\left.\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i i_{1}}\right)\left(\hat{\boldsymbol{k}} \cdot \nabla_{k} D_{0}\right)\right|_{p=p_{F}^{i i_{1}}(\hat{\boldsymbol{k}})} ^{-1} \tag{6.54}
\end{equation*}
$$

The terms in question then become

$$
\begin{array}{r}
\frac{i}{\pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i}\left(F_{i} D \check{G}^{\prime}-\check{G}^{\prime} D F_{i}\right)=\left[\left.F_{i}\left(D-D_{0}\right)\right|_{p_{F}^{i i_{1}}}+\left.F_{i} D_{0}\right|_{p_{F}^{i i_{1}}}, \check{g}_{i}\right]_{-} \\
=\left[\left.F_{i} D\right|_{p_{F}^{i_{1}}}, \check{g}_{i}\right]_{-} . \tag{6.55}
\end{array}
$$

The diagonal matrix $F_{i}$ can be understood as a flatness factor since the terms are determined by the slopes of the bands. Matrix elements corresponding to bands that are flatter than $\xi_{i_{1}}$ have magnitudes larger than 1, while sharper bands have magnitudes less than 1 . Note that the matrix elements can also be negative, if the bands have slopes of different signs, such as in weak antiferromagnets close to where the two energy bands cross (see paper IX). The flatness is also related to the density of states, so one could also think of $F_{i}$ as correcting for the difference in the density of states for the different bands.

Since we have assumed that the gradient of $D_{0}$ is approximately constant at the poles, and since $\nabla_{R} D=0$, we can also evaluate the next terms in the Gradient expansion.

$$
\begin{equation*}
\frac{i}{\pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i}\left(-i F_{i} \nabla_{k} D \cdot \nabla_{R} \check{G}^{\prime}+i \nabla_{k} \check{G}^{\prime} \cdot \nabla_{R} D F_{i}\right)=-i F_{i} \nabla_{k} D \cdot \nabla_{R} \check{g}_{i} \tag{6.56}
\end{equation*}
$$

It is not necessary that the gradient of $D$ is approximately constant. The terms in $D$ not corresponding to an energy band that crosses the

Fermi level in $\mathscr{C}_{i}^{E}$ are large. In particular, they are larger than $E_{c}$. As a result, the relative variation in these terms can be assumed small, so the gradient expansion can be truncated at the lowest order, in contrast to the gradient expansion of $D_{0}$. Additionally, the elements of the Green's function corresponding to these terms are negligible because of the magnitude of $D$ for these elements, since $\left(\check{g}_{i}\right)_{n m}=\mathcal{O}\left(a / E_{c}\right)$ unless both $n$ and $m$ correspond to one of the energy bands going through the Fermi level in $\mathscr{C}_{i}^{E}$. Hence, one can replace $\nabla_{k} D$ with $\nabla_{k} D_{0}$.

It also follows from the fact that $\nabla_{k} D_{0}$ is approximately constant at the poles, together with the fact that the Green's function changes slowly as a function of COM position, that we can neglect the higher order terms in the gradient expansion. I define the characteristic length $L$ as the smallest scalar satisfying

$$
\begin{equation*}
\left|\nabla_{R} \check{g}_{i}\right|<\frac{\left|\check{g}_{i}\right|}{L} \tag{6.57}
\end{equation*}
$$

The scalar $L$ should also satisfy $\left|\nabla_{R}^{2} \breve{g}_{i}\right|<\frac{\left|\nabla_{R} \check{g}_{i}\right|}{L}$ and similar for higher order derivatives. The fact that the gradient of $D_{0}$ is approximately constant on the poles means that $\left|\partial^{2} \xi_{i} / \partial p^{2}\right| \ll\left|\partial \xi_{i} / \partial p\right|_{p=p_{F}^{i_{1}} \mid}\left|/ p-p p_{F}^{i i_{1}}\right|$. Assuming that the second order derivatives of $\xi_{i}$ in all directions are similar in magnitude, the next order in the gradient expansion satisfies

$$
\begin{equation*}
\left|\nabla_{k}^{2} D \nabla_{R}^{2} \check{g}_{i}\right| \ll \frac{\nabla_{k} D \cdot \nabla_{R} \check{g}_{i}}{\left|p-p_{F, j}\right| L} \tag{6.58}
\end{equation*}
$$

Hence, the higher order terms are negligible as long as $\left|p-p_{F}^{i i_{1}}\right| L$ is not negligible compared to 1 . The distance between poles is on the order $a$, as explained above. This means $p-p_{F}^{i i_{1}}=\mathcal{O}\left(a / v_{F}^{i i_{1}}\right)$, where $v_{F}^{i i_{1}}$ is the amplitude of the Fermi velocity of the band used to define the quasiclassical Green's function. Hence, $\left(p-p_{F}^{i i_{1}}\right) L=\mathcal{O}\left(a L / v_{F}^{i i_{1}}\right)$. The inverse energy $1 / a$ defines a time scale. For instance, if the dominant energy in the system is the elastic scattering rate, then $1 / a$ is maximally on the order of the time between scatterings and $v_{F}^{i i_{1}} / a$ is the mean free path for particles at the Fermi level $i$ in energy band $i_{1}$. The statement that $\left(p-p_{F}^{i i_{1}}\right) L=\mathcal{O}\left(L /\left[v_{F}^{i i_{1}} / a\right]\right)$ is not too small in this case means that $L$ should not be negligible compared to the mean free path. Note that $L$ can be on the order of the mean free path with no issue. Under this
assumption,

$$
\begin{equation*}
\frac{i}{2 \pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i}\left(F_{i} D \cdot \check{G}^{\prime}-\check{G}^{\prime} \cdot D F_{i}\right)=\left[\left.F_{i} D\right|_{p_{F}^{i_{1}}}, \check{g}_{i}\right]_{-}-i F_{i} \nabla_{k} D_{0} \cdot \nabla_{R} \check{g}_{i} \tag{6.59}
\end{equation*}
$$

To complete the derivation of the quasiclassical equation of motion, we only need to evaluate

$$
\begin{equation*}
\frac{i}{\pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i}\left(F_{i} \check{\Omega} \cdot \check{G}^{\prime}-\check{G}^{\prime} \cdot \check{\Omega} F_{i}\right) \tag{6.60}
\end{equation*}
$$

I assume that $\check{\Omega}$ is approximately constant on all the poles. This means that $\left|\partial^{2} \check{\Omega} / \partial p^{2}\right| \ll|\partial \check{\Omega} / \partial p|_{p=p_{F}^{i_{1}}\left|/\left|p-p_{F}^{i i_{1}}\right| \text {. For the same reason as with }\right.}$ the gradient of $D_{0}$ above, this means that higher order terms in the gradient expansion of $\check{\Omega} \cdot \check{G}^{\prime}$ are negligible after integration, so

$$
\begin{equation*}
\frac{i}{\pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} F_{i} \check{\Omega} \cdot \check{G}^{\prime} \approx F_{i} \check{\Omega} \circ \check{g}_{i} \tag{6.61}
\end{equation*}
$$

When evaluating the higher order terms in the gradient expansion of $\check{G}^{\prime} \cdot \check{\Omega} F_{i}$, we can use the fact that $\partial_{p} \xi_{i_{1}}$ is approximately constant combined with the fact that the contour integral of a total derivative is always zero, which implies that

$$
\begin{align*}
& \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} A\left(\hat{\boldsymbol{k}} \cdot \nabla_{k}\right) B=\oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} A\left(\hat{\boldsymbol{k}} \cdot \nabla_{k} \eta_{j}\right) \frac{\partial B}{\partial \eta_{i}} \\
&=\oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} \frac{\partial}{\partial \eta_{i}}\left(A \hat{\boldsymbol{k}} \cdot \nabla_{k} \eta_{i}\right) B \approx \oint_{\mathscr{C}_{i}} \mathrm{~d} \eta_{i}\left[\left(\hat{\boldsymbol{k}} \cdot \nabla_{k}\right) A\right] B . \tag{6.62}
\end{align*}
$$

With this trick, the momentum derivative of $\check{G}^{\prime}$, which is strongly peaked in momentum space, can be moved over to $\check{\Omega}$. Since $\check{\Omega}$ should change as slowly in space as $\check{g}_{i}$, the same arguments as above imply that we can neglect the higher order terms in the gradient expansion of $\check{G}^{\prime} \cdot \check{\Omega} F_{i}$ as well. Hence, the full equations for the quasiclassical Green's function become

$$
\begin{equation*}
i F_{i}\left(\nabla_{k} D_{0}\right) \cdot \nabla_{R} \check{g}_{i}+\left[F_{i} \varepsilon \tau_{z}-\left.F_{i} D\right|_{p_{F}^{i_{1}}}, \check{g}_{i}\right]_{-}^{\circ}-F_{i} \check{\Omega} \circ \check{g}_{i}+\check{g}_{i} \circ \check{\Omega} F_{i}=0 \tag{6.63}
\end{equation*}
$$

which can be seen as a generalization of the Eilenberger equation [205]. Each collection of proximized Fermi surfaces gives a quasiclassical

Green's function, and the number of such Green's functions is $N_{q}$. Note that the different Green's functions can couple, but only through $\Omega$. For instance, the impurity term in $\Omega$ or the superconducting term can couple the different quasiclassical Green's functions and quasiclassical Green's functions at different momentum directions. In particular, impurity scattering will couple all momentum directions, typically making the quasiclassical Green's function more isotropic in space.

With the general framework presented here, there can be multiple sets of Fermi surfaces at different points in momentum space, and the same energy band can cross the Fermi level multiple times. This means that the theory can be applied to for instance normal metal, weak ferromagnets, strongly polarized ferromagnets [208], including half-metals (paper I), antiferromagnetic metals (paper IX), systems with antiferromagnetic insulators [210], Rashba superconductors [211] and systems with spin-density waves [212]. Additionally, because I have included the possibility of different flatness for different bands as they cross the Fermi surfaces, the quasiclassical theory takes into account the different density of states of different bands, making it capable of modeling for instance flatband superconductors [213].

### 6.3 Normalization Condition

The different components of the quasiclassical Green's functions are not independent. This is partly because the definition of $\hat{G}_{k_{1} k_{2}}^{R / A / K}$ includes two copies of the normal and anomalous Green's functions, not to mention the fact that $\hat{G}_{k_{1} k_{2}}^{R}$ and $\hat{G}_{k_{1} k_{2}}^{A}$ are related through $\hat{G}_{k_{1} k_{2}}^{A}\left(t_{1}, t_{2}\right)=$ $\tau_{z}\left[\hat{G}_{k_{2} k_{1}}^{R}\left(t_{2}, t_{1}\right)\right]^{\dagger} \tau_{z}$. In addition to this, the components are related through a normalization condition, which is what I will show in this section. To do so, I will in part follow Shelankov's method [206], but I will generalize it to work with how I defined the more generalized quasiclassical Green's function in the previous section. Additionally, I will change some key steps and make some important changes to various definitions, for instance in order to make mathematical limits well-defined. For example, unlike how I defined quasiclassical Green's functions above, Shelankov did not use the Eilenberger contour. Using the Eilenberger contour to define quasiclassical Green's functions, rather than the divergent definition in Ref. [206], and changing the
definition of the trajectory Green's functions, I find that the proof simplifies.

Consider a collection of Fermi surfaces number $i$. Let $\boldsymbol{v}_{F}^{n}=\left.\nabla_{k} \xi_{n, \boldsymbol{p}}\right|_{p=\boldsymbol{k}_{0}^{i_{1}}+p_{F}^{i_{1}} \hat{\boldsymbol{k}}}$ when $\xi_{n} \in \Xi_{i}$ and $\boldsymbol{v}_{F}^{n}=\left.\nabla_{k} \xi_{i_{1}, p}\right|_{\boldsymbol{p}=\boldsymbol{k}_{0}^{i_{1}}+p_{F}^{i_{1}} \hat{\boldsymbol{k}}}$ otherwise, where $\xi_{i_{1}}$ is the energy band used to define the quasiclassical Green's function $\check{g}_{i}$. Next, let the trajectory Green's function be

$$
\begin{align*}
\check{g}_{i, m n}^{t}\left(y_{1}, y_{2}, \boldsymbol{R}, \hat{\boldsymbol{k}}\right)=\frac{i}{2 \pi} \int_{\mathscr{C}_{i}\left(y_{1}-y_{2}\right)} \mathrm{d} \eta_{i} \mathrm{e}^{i \eta_{i}\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}}^{\cdot} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)} \\
\times \check{G}_{m n}^{\prime}\left(\boldsymbol{R}+\frac{y_{1} \boldsymbol{v}_{F}^{m}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) \tag{6.64}
\end{align*}
$$

where $\mathscr{C}_{i}\left(y_{1}-y_{2}\right)$ is one of the two semi-circles in the definition of the quasiclassical Green's function. In particular, $\mathscr{C}_{i}\left(y_{1}-y_{2}\right)$ is the path which goes first from $\eta_{i}=\xi_{i_{1}, k_{0}^{i_{1}}+p \hat{k}}=-E_{c}$ to $\eta_{i}=E_{c}$ along the real line. Then, if $\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)>0$, the path goes up into the upper part of the complex plane and follows a semicircular path, closing the contour at $\xi_{i_{1}, k_{0}^{i_{1}}+p \hat{\boldsymbol{k}}}=-E_{c}$. Otherwise, if $\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)<0$, the path goes down into the lower part of the complex plane and follows a semicircular path, closing the contour at $\xi_{i_{1}, k_{0} i_{1}+p \hat{k}}=-E_{c}$. Because we are again working with closed contours, we can use the residue theorem to evaluate the trajectory Green's function.

By definition of $\mathscr{C}_{i}\left(y_{1}-y_{2}\right)$, the contours only contain poles with $\operatorname{Re}\left[\xi_{i_{1}}\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)\right]<0$. As a result,

$$
\begin{equation*}
\lim _{y_{2} \rightarrow \pm \infty} \check{g}_{i, m n}^{t}\left(y_{1}, y_{2}, \boldsymbol{R}, \hat{\boldsymbol{k}}\right)=0 \tag{6.65}
\end{equation*}
$$

Moreover, by comparing the trajectory Green's function to the quasiclassical Green's function, it is clear that

$$
\begin{align*}
& \lim _{y \rightarrow 0^{+}}\left[\check{g}_{i}^{t}(0,-y, \boldsymbol{R}, \hat{\boldsymbol{k}})+\check{g}_{i}^{t}(0, y, \boldsymbol{R}, \hat{\boldsymbol{k}})\right] \\
& \begin{aligned}
=\frac{i}{2 \pi}\left(\int_{\mathscr{C}_{i}(y)} \mathrm{d} \eta_{i}\right. & \left.+\int_{\mathscr{C}_{i}(-y)} \mathrm{d} \eta_{i}\right) \check{G}^{\prime}\left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) \\
& =\frac{i}{2 \pi} \int_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} \check{G}^{\prime}\left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right)=\check{g}_{i}(\boldsymbol{R}, \hat{\boldsymbol{k}}),
\end{aligned}
\end{align*}
$$

where $\mathscr{C}_{i}{ }^{E}$ is the Eilenberger contour from before.

Next, consider the difference, $\lim _{y \rightarrow 0^{+}}\left[\check{g}_{i}^{t}(0,-y, \boldsymbol{R}, \hat{\boldsymbol{k}})-\check{g}_{i}^{t}(0, y, \boldsymbol{R}, \hat{\boldsymbol{k}})\right]$ The part of the contours following the real line cancel because they are the same for $\mathscr{C}_{i}(y)$ and $\mathscr{C}_{i}(-y)$. The remaining parts of the contours combine into one large circular path with a diameter equal to $2 E_{c}$. That is,

$$
\begin{equation*}
\lim _{y \rightarrow 0^{+}}\left[\check{g}_{i}^{t}(0,-y, \boldsymbol{R}, \hat{\boldsymbol{k}})-\check{g}_{i}^{t}(0, y, \boldsymbol{R}, \hat{\boldsymbol{k}})\right]=\frac{i}{2 \pi} \int_{\mathscr{C}_{i}^{c}} \mathrm{~d} \eta_{i} \check{G}^{\prime}\left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right), \tag{6.67}
\end{equation*}
$$

where $\mathscr{C}_{i}^{c}$ starts from $-E_{c}$ and then goes for a full circular path in an either clockwise or counterclockwise direction, depending on the sign of $\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}$. If $\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}>0$ the path is counterclockwise, meaning that it has a positive orientation. On the other hand, if $\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}<0$, the path is clockwise and therefore has a negative orientation. Since the entirety of the path is a distance $E_{c}$ from the poles, we can set $\check{G}^{\prime}=-D^{-1}$ in the integrand. This makes it easy to evaluate the integral, since $1 / \xi_{n, k_{0}^{i_{1}}+p \hat{k}}$ has exactly zero or one simple pole inside the contour. The energy bands which cross the Fermi level are the only ones with a pole inside the contour, so $\lim _{y \rightarrow 0^{+}}\left[\check{g}_{i}^{t}(0,-y, \boldsymbol{R}, \hat{\boldsymbol{k}})-\check{g}_{i}^{t}(0, y, \boldsymbol{R}, \hat{\boldsymbol{k}})\right]_{m n}=0$ if $\xi_{m} \notin \Xi_{i}$ or if $m \neq n$. One can freely deform the contour as long as one does cross any poles. Hence, I can deform the contour close to the poles and use equation (6.53) to evaluate the integral for $\xi_{m} \in \Xi_{i}$. With this,

$$
\begin{array}{r}
\lim _{y \rightarrow 0^{+}}\left[\check{g}_{i}^{t}(0,-y, \boldsymbol{R}, \hat{\boldsymbol{k}})-\check{g}_{i}^{t}(0, y, \boldsymbol{R}, \hat{\boldsymbol{k}})\right]_{m n}=-\frac{i}{2 \pi} \int_{\mathscr{C}_{i}^{c}} \mathrm{~d} \eta_{i}\left[D^{-1}\right]_{m n} \\
=\delta_{m n} \begin{cases}\operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) F_{i, m m}(\hat{\boldsymbol{k}}) & \text { if } \xi_{m, p \hat{\boldsymbol{k}}} \in \Xi_{i}, \\
0 & \text { if } \xi_{m, p \hat{\boldsymbol{k}}} \notin \Xi_{i},\end{cases} \tag{6.68}
\end{array}
$$

where $F_{i}$ is given by equation (6.54) and $\operatorname{sign}(x)=\theta(x)-\theta(-x)$ is the sign function. To write this more compactly, I define the diagonal matrix $K_{i}$ as

$$
K_{i, m n}=\delta_{m n} \begin{cases}1 & \text { if } \xi_{m} \in \Xi_{i}  \tag{6.69}\\ 0 & \text { if } \xi_{m} \notin \Xi_{i}\end{cases}
$$

such that

$$
\begin{equation*}
\lim _{y \rightarrow 0^{+}}\left[\check{g}_{i}^{t}(0,-y, \boldsymbol{R}, \hat{\boldsymbol{k}})-\check{g}_{i}^{t}(0, y, \boldsymbol{R}, \hat{\boldsymbol{k}})\right]=\operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) K_{i} F_{i}(\hat{\boldsymbol{k}}) \tag{6.70}
\end{equation*}
$$

One can also generalize this to

$$
\begin{equation*}
\lim _{y \rightarrow 0^{+}}\left[\check{g}_{i}^{t}(x, x-y, \boldsymbol{R}, \hat{\boldsymbol{k}})-\check{g}_{i}^{t}(x, x+y, \boldsymbol{R}, \hat{\boldsymbol{k}})\right]=\operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) K_{i} F_{i}(\hat{\boldsymbol{k}}) \tag{6.71}
\end{equation*}
$$

which follows from the definition of the trajectory Green's function and the fact that $D$ is independent of the COM position.

Next, we need differential equations for the trajectory Green's function. Differentiating the trajectory Green's function with respect to $y_{1}$ and assuming $y_{1} \neq y_{2}$, I get

$$
\begin{align*}
& i\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \frac{\partial \check{g}_{i, m n}^{t}}{\partial y_{1}}=\frac{i}{2 \pi} \int_{\mathscr{C}_{i}\left(y_{1}-y_{2}\right)} \mathrm{d} \eta_{i} \mathrm{e}^{i \eta_{i}\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)} \\
& \times\left[-\eta_{i} \check{G}_{m n}^{\prime}\left(\boldsymbol{R}+\frac{y_{1} \boldsymbol{v}_{F, m}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F, m}}, \boldsymbol{k}_{0}^{i_{1}}+p \hat{\boldsymbol{k}}\right)\right. \\
& \left.\quad+\frac{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}} i\left(\boldsymbol{v}_{F}^{m} \cdot \nabla_{R}\right) \check{G}_{m n}^{\prime}\left(\boldsymbol{R}+\frac{y_{1} \boldsymbol{v}_{F}^{m}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right)\right] . \tag{6.72}
\end{align*}
$$

Next, note that $\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}} / \hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}=F_{i, m m}(\hat{\boldsymbol{k}})$ and

$$
\begin{equation*}
\eta_{i}=\xi_{i_{1}, k_{0}^{i_{1}}+p \hat{k}}=F_{i} D_{0}-\left.F D_{0}\right|_{p=p_{F}^{i_{1}}}, \tag{6.73}
\end{equation*}
$$

at all the relevant poles by assumption. Hence,

$$
\begin{align*}
& i\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \frac{\partial \check{g}_{i, m n}^{t}}{\partial y_{1}}=i\left(F_{i} \nabla_{k} D_{0}\right)_{m m} \cdot \nabla_{R} \check{g}_{i, m n}^{t} \\
& +\left(\left.F_{i} D_{0}\right|_{\left.p=p_{F}^{i_{1}}\right)_{m m} \check{g}_{i, m n}^{t}}-\frac{i F_{i, m m}}{2 \pi} \int_{\mathscr{C}_{i}\left(y_{1}-y_{2}\right)} \mathrm{d} \eta_{i} \mathrm{e}^{i \eta_{i}\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)}\right. \\
& \quad \times D_{0, m m} \check{G}_{m n}^{\prime}\left(\boldsymbol{R}+\frac{y_{1} \boldsymbol{v}_{F}^{m}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) \tag{6.74}
\end{align*}
$$

Combining this with equation (6.43a), which can be written

$$
\begin{equation*}
F_{i} \varepsilon \tau_{z} \circ \check{G}^{\prime}-F_{i} D_{0} \cdot \check{G}^{\prime}-F\left(D-D_{0}\right) \cdot \check{G}^{\prime}-F_{i} \check{\Omega} \cdot \check{G}^{\prime}=1, \tag{6.75}
\end{equation*}
$$

gives a differential equation for the trajectory Green's function. Because of the contour integral, one can also truncate the gradient expansion by the same reasoning as presented in the above section. That
is, after integrating over the contour I can truncate the contribution from $D_{0} \cdot G^{\prime}$ at first order and I can truncate the contributions from $\check{\Omega} \cdot \check{G}^{\prime}$ and $\left(D-D_{0}\right) \cdot \check{G}^{\prime}$ at zeroth order. That is,

$$
\begin{align*}
& \left(F_{i} \varepsilon \tau_{z}\right)_{m m} \circ \check{g}_{i, m n}^{t}+i\left(F_{i} \nabla_{k} D_{0}\right)_{m m} \cdot \nabla_{R} \check{g}_{i, m n}^{t} \\
& -\frac{i F_{i, m m}}{2 \pi} \int_{\mathscr{C}_{i}\left(y_{1}-y_{2}\right)} \\
& \quad \mathrm{d} \eta_{i} \mathrm{e}^{i \eta_{i}\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right.} D_{0, m m} \check{G}_{m n}^{\prime}\left(\boldsymbol{R}+\frac{y_{1} \boldsymbol{v}_{F}^{m}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right)  \tag{6.76}\\
& \quad=\left[F_{i}\left(D-D_{0}\right)\right]_{m m} \check{g}_{i, m n}^{t}+\sum_{l}\left(F_{i} \check{\Omega}\right)_{m l} \circ \check{g}_{i, l n}^{t} .
\end{align*}
$$

Combining this with equation (6.74), I get

$$
\begin{equation*}
i\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \frac{\partial \check{g}_{i}^{t}}{\partial y_{1}}=-F_{i} \varepsilon \tau_{z} \circ \check{g}_{i}^{t}+\left.F_{i} D\right|_{p=p_{F}^{i_{1}} \check{g}_{i}^{t}+F \check{\Omega} \circ \check{g}_{i}^{t} \cdot=F_{i} \check{H} \circ \check{g}_{i}^{t}, ~, ~, ~} \tag{6.77}
\end{equation*}
$$

where

$$
\begin{equation*}
\check{H}=-\varepsilon \tau_{z}+\left.D\right|_{p=p_{F}^{i_{1}}}+\check{\Omega} . \tag{6.78}
\end{equation*}
$$

Similarly, differentiating the trajectory Green's function with respect to $y_{2}$ and assuming $y_{1} \neq y_{2}$ such that the contours do not change, I get

$$
\begin{align*}
& i\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \frac{\partial \check{g}_{i, m n}^{t}}{\partial y_{2}}=\frac{i}{2 \pi} \int_{\mathscr{C}_{i}\left(y_{1}-y_{2}\right)} \mathrm{d} \eta_{i} \mathrm{e}^{i \eta_{i}\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)} \\
& \times \check{G}_{m n}^{\prime}\left(\boldsymbol{R}+\frac{y_{1} \boldsymbol{v}_{F}^{m}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) \eta_{i} \\
& =-\check{g}_{i, m n}^{t}\left(\left.F_{i} D_{0}\right|_{\left.p=p_{F}^{i_{1}}\right)_{n n}+\frac{i}{2 \pi} \int_{\mathscr{C}_{i}\left(y_{1}-y_{2}\right)} \mathrm{d} \xi_{j, p \hat{\boldsymbol{k}}} \mathrm{e}^{i \xi_{j, p, p} \hat{\boldsymbol{k}}}\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F, j}\right)}\right. \\
& \quad \times \check{G}_{m n}^{\prime}\left(\boldsymbol{R}+\frac{y_{1} \boldsymbol{v}_{F}^{m}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) D_{0, n n} F_{i, n n}, \tag{6.79}
\end{align*}
$$

which can be combined with

$$
\begin{align*}
& -\frac{i}{2 \pi} \int_{\mathscr{C}_{i}\left(y_{1}-y_{2}\right)} \mathrm{d} \eta_{i} \mathrm{e}^{i \eta_{i}\left(y_{1}-y_{2}\right) /\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)} \check{G}_{m n}^{\prime}\left(\boldsymbol{R}+\frac{y_{1} \boldsymbol{v}_{F}^{m}}{\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{m}}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) D_{0, n n} F_{i, n n} \\
& =-\check{g}_{i, m n}^{t} \circ\left(\varepsilon \tau_{z} F_{i}\right)_{n n}+\check{g}_{i, m n}^{t}\left[F_{i}\left(D-D_{0}\right)\right]_{n n}+\sum_{l} \check{g}_{i, m n}^{t} \circ\left(\check{\Omega} F_{i}\right)_{l n} . \tag{6.80}
\end{align*}
$$

to obtain

$$
\begin{equation*}
i\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \frac{\partial \check{g}_{i}^{t}}{\partial y_{2}}=-\check{g}_{i}^{t} \circ \check{H} F_{i} . \tag{6.81}
\end{equation*}
$$

Next, consider the quantity

$$
\begin{equation*}
A\left(y_{1}, y_{2}, y_{3}\right)=\left[\check{g}_{i}^{t}\left(y_{1}, y_{2}\right) F_{i}^{-1}\right] \circ \check{g}_{i}^{t}\left(y_{2}, y_{3}\right)=\check{g}_{i}^{t}\left(y_{1}, y_{2}\right) \circ\left[F_{i}^{-1} \check{g}_{i}^{t}\left(y_{2}, y_{3}\right)\right] . \tag{6.82}
\end{equation*}
$$

Differentiating with respect to $y_{2}$, assuming $y_{1} \neq y_{2}$ and $y_{2} \neq y_{3}$ and using equations (6.77) and (6.81), I get

$$
\begin{align*}
i\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \frac{\partial A}{\partial y_{2}}=-\check{g}_{i}^{t}\left(y_{1}, y_{2}\right) & \circ H \circ \check{g}_{i}^{t}\left(y_{2}, y_{3}\right) \\
& +\check{g}_{i}^{t}\left(y_{1}, y_{2}\right) \circ H \circ \check{g}_{i}^{t}\left(y_{2}, y_{3}\right)=0 . \tag{6.83}
\end{align*}
$$

For any combination of $y_{1}$ and $y_{3}$ there are up to three regions of different $y_{2}$ values, and $A$ must be constant within each region because of equation (6.83). One can determine the value of $A$ in all possible regions with equations (6.65) and (6.71), and then use this to determine the normalization condition.

Consider first $y_{1}>y_{3}$. If $y_{1}>y_{3}>y_{2}$, one can take the limit $y_{2} \rightarrow-\infty$ and use equation (6.65), which implies that $A=0$ in this region. To find $A$ when $y_{1}>y_{2}>y_{3}$, let $y_{3}=y_{2}-\delta$, such that

$$
\begin{equation*}
A\left(y_{1}, y_{2}, y_{2}-\delta\right)=\left[\check{g}_{i}^{t}\left(y_{1}, y_{2}\right) F_{i}^{-1}\right] \circ \check{g}_{i}^{t}\left(y_{2}, y_{2}-\delta\right) . \tag{6.84}
\end{equation*}
$$

Equation (6.71) then implies that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} A\left(y_{1}, y_{2}, y_{2}-\delta\right)=\check{g}_{i}^{t}\left(y_{1}, y_{2}\right) K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \tag{6.85}
\end{equation*}
$$

so

$$
\begin{equation*}
A\left(y_{1}, y_{2}, y_{3}\right)=\check{g}_{i}^{t}\left(y_{1}, y_{3}\right) K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \tag{6.86}
\end{equation*}
$$

when $y_{1}>y_{2}>y_{3}$. Finally, to find $A$ when $y_{2}>y_{1}>y_{3}$, let $y_{2}+y_{1}+\delta$. Again, using equation (6.71),

$$
\begin{align*}
\lim _{\delta \rightarrow 0^{+}} A\left(y_{1}, y_{1}+\delta, y_{3}\right)=\check{g}_{i}^{t} & \left(y_{1}, y_{3}\right) K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \\
& \quad-K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \check{g}_{i}^{t}\left(y_{1}, y_{3}\right)=0, \tag{6.87}
\end{align*}
$$

because $\left[\check{g}_{i}^{t}, K\right]_{-}=0$ within quasiclassical theory. This is because the only non-zero elements of $\left[\check{g}_{i}^{t}, K_{i}\right]_{-}$are the elements that correspond to the energy bands that do not cross the Fermi level. These are $\mathcal{O}\left(a / E_{c}\right)$, as previously discussed, and therefore negligible.

Next, consider $y_{3}>y_{1}$. First, if $y_{3}>y_{1}>y_{2}$, then $A=0$ again since one can let $y_{2} \rightarrow-\infty$ and use equation (6.65). If $y_{3}>y_{2}>y_{1}$, one can let $y_{2}=y_{1}+\delta$. Equation (6.71) then implies that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} A\left(y_{1}, y_{1}+\delta, y_{3}\right)=-K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \check{g}_{i}^{t}\left(y_{1}, y_{3}\right) \tag{6.88}
\end{equation*}
$$

and if $y_{2}>y_{3}>y_{1}$, setting $y_{3}=y_{2}-\delta$, using equation (6.71) and again letting $\delta \rightarrow 0^{+}$again reveals that $A=0$. Combining these results,

$$
A\left(y_{1}, y_{2}, y_{3}\right)= \begin{cases}K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \check{g}_{i}^{t}\left(y_{1}, y_{3}\right) & \text { if } y_{1}>y_{2}>y_{3}  \tag{6.89}\\ -K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \check{g}_{i}^{t}\left(y_{1}, y_{3}\right) & \text { if } y_{3}>y_{2}>y_{1} \\ 0 & \text { otherwise }\end{cases}
$$

We are now ready to derive the normalization condition. Let

$$
\begin{equation*}
\check{g}_{i}^{ \pm}(\boldsymbol{R}, \hat{\boldsymbol{k}})=\lim _{y \rightarrow 0^{+}} \check{g}_{i}^{t}(0, \pm y, \boldsymbol{R}, \hat{\boldsymbol{k}}) \tag{6.90}
\end{equation*}
$$

We already know from equation (6.66) that the quasiclassical Green's function is

$$
\begin{equation*}
\check{g}_{i}=\check{g}_{i}^{+}+\check{g}_{i}^{-} \tag{6.91}
\end{equation*}
$$

and from equation (6.70), we know that

$$
\begin{equation*}
\check{g}_{i}^{-}-\check{g}_{i}^{+}=K_{i} F_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \tag{6.92}
\end{equation*}
$$

Setting $y_{1}=0$, using that $\lim _{y \rightarrow 0^{+}} \check{g}_{i}^{t}(0, \pm y)=\lim _{y \rightarrow 0^{+}} \check{g}_{i}^{t}(\mp y, 0)$, and taking the limits $y_{2} \rightarrow 0$ and $y_{3} \rightarrow 0$ in the different regions, equation (6.89) gives

$$
\begin{align*}
& \check{g}_{i}^{ \pm} \circ\left[F_{i}^{-1} \check{g}_{i}^{ \pm}\right]=\mp K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) \check{g}_{i}^{ \pm},  \tag{6.93a}\\
& \check{g}_{i}^{ \pm} \circ\left[F_{i}^{-1} \check{g}_{i}^{\mp}\right]=0 . \tag{6.93b}
\end{align*}
$$

Hence,

$$
\begin{gather*}
\check{g}_{i} \circ\left[F_{i}^{-1} \check{g}_{i}\right]=\check{g}_{i}^{+} \circ\left[F_{i}^{-1} \check{g}_{i}^{+}\right]+\check{g}_{i}^{+} \circ\left[F_{i}^{-1} \check{g}_{i}^{-}\right]+\check{g}_{i}^{-} \circ\left[F_{i}^{-1} \check{g}_{i}^{+}\right]+\check{g}_{i}^{-} \circ\left[F_{i}^{-1} \check{g}_{i}^{-}\right] \\
\quad=K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right)\left(\check{g}_{i}^{-}-\check{g}_{i}^{+}\right)=K_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) K_{i} F_{i} \operatorname{sign}\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i_{1}}\right) . \tag{6.94}
\end{gather*}
$$

Thus, the generalized normalization condition for the quasiclassical Green's function is

$$
\begin{equation*}
\check{g}_{i} \circ\left[F_{i}^{-1} \check{g}_{i}\right]=\left[\check{g}_{i} F_{i}^{-1}\right] \circ \check{g}_{i}=K_{i} F_{i} . \tag{6.95}
\end{equation*}
$$

For a normal metal with only two spin-degenerate bands, this reduces to the well-known $\check{g} \circ \check{g}=1$. If it is more preferable with a normalization equal to unity, for instance because it could be advantageous in terms of parametrization, it is possible to scale the Green's function. Defining $\check{g}_{i}^{F}=F_{i}^{-1 / 2} \check{g}_{i} F_{i}^{-1 / 2}$ and removing all the zero elements, the generalized normalization condition becomes $\check{g}_{i}^{F} \circ \check{g}_{i}^{F}=1$.

### 6.4 The Dirty Limit

When the impurity self-energy is dominant over other self-energy terms, except for $H_{0}$, it can be possible to simplify the equations for the quasiclassical Green's function. This is known as the dirty limit, which has been assumed in much of my work. Since real materials often can have relatively short mean free paths, the diffusive equations can give excellent agreement with observations, as in paper VIII. To derive these equations, we must first look at the impurity self-energy.

In section 5.1.1, I showed that the impurity self-energy is

$$
\begin{align*}
& \check{\Sigma}_{\mathrm{imp}, i j}\left(t_{1}, t_{2}\right)=\delta_{i j} n_{i}\langle U\rangle_{\mathrm{imp}} \delta\left(t-t^{\prime}\right) \\
&+\delta_{i j} \frac{n_{i}}{N_{\mathrm{imp}}} \sum_{n=1}^{N_{\mathrm{imp}}}\left\langle U_{n} \check{G}_{i i}\left(t_{1}, t_{2}\right) U_{n}\right\rangle_{\mathrm{imp}} \tag{6.96}
\end{align*}
$$

where the matrix $U_{n}$ is the impurity potential associated with the $n$ 'th impurity, which has the same matrix structure as $H_{0,0}$ in equation (6.11), $N_{\text {imp }}$ is the number of impurities, $n_{i}$ is the impurity density, $\langle\cdot\rangle_{\text {imp }}$ denotes impurity-averaging, which is defined in section 5.1.1, $\breve{G}_{i i}$ is the impurity-averaged Green's function, and $\langle U\rangle_{\text {imp }}=\sum_{k=1}^{N_{\text {imp }}}\left\langle U_{k}\right\rangle_{\text {imp }} / N_{\text {imp }}$
is the average impurity-averaged impurity potential. Note that different impurities can have different potentials, even if all impurities are nonmagnetic. For instance, if one unit cell includes more than one atom, $U_{n}$ can depend on which atom has the impurity. This is the case in antiferromagnets, for instance.

To relate this to the quasiclassical theory, we must write the selfenergy in the basis of the energy bands and transform it to Wigner coordinates. Because of how I defined the Green's functions in section 6.1, the relationship between the self-energies and Green's functions in real space and those in momentum space is

$$
\begin{align*}
& \check{\Sigma}_{k_{1} k_{2}}=\frac{1}{N} \sum_{i j} \mathrm{e}^{-i k_{1} R_{i} \check{\Sigma}_{i j} \mathrm{e}^{i k_{2} R_{j}},}  \tag{6.97a}\\
& \check{G}_{k_{1} k_{2}}=\frac{1}{N} \sum_{i j} \mathrm{e}^{-i k_{1} R_{i} \check{G}_{i j} \mathrm{e}^{i k_{2} R_{j}} .} \tag{6.97b}
\end{align*}
$$

Equation (6.97a) means that, if $\check{\Sigma}_{i j}$ is proportional to $\delta_{i j}$, then $\check{\Sigma}_{(k+p) k}=$ $\sum_{i} \check{\Sigma}_{i i} \exp \left(-i \boldsymbol{p} \cdot \boldsymbol{R}_{i}\right) / N$, so

$$
\begin{equation*}
\check{\Sigma}_{R_{i} k}=\sum_{p} \check{\Sigma}_{(k+p) k} \mathrm{e}^{i \boldsymbol{p} \cdot \boldsymbol{R}}=\check{\Sigma}_{i i} . \tag{6.98}
\end{equation*}
$$

The first-order term in the impurity self-energy is simple. It is invariant under spatial and temporal translation, so it can be included in $H_{0}$. If not, one can use that in Wigner coordinates the term becomes

$$
\begin{equation*}
\check{\Sigma}_{\mathrm{imp} 1, R k}(T, \varepsilon)=n_{i}\langle U\rangle_{\mathrm{imp}} \tag{6.99}
\end{equation*}
$$

which is a constant matrix. Writing in the basis of the energy bands defined by $H_{0}$ amounts to taking the bullet product with $S_{k}$ from the left and $S_{k}^{\dagger}$ from the right, which in this case is simply

$$
\begin{equation*}
\check{\Sigma}_{\mathrm{imp} 1, R k}^{\prime}(T, \varepsilon)=n_{i} S_{k}\langle U\rangle_{\mathrm{imp}} S_{k}^{\dagger} . \tag{6.100}
\end{equation*}
$$

The second-order term involves more work, as one must first rewrite $\check{G}_{i i}$ in terms of the quasiclassical Green's function. This is because we ultimately want equations that only involve the quasiclassical Green's
function. By Fourier transforming, I find that

$$
\begin{array}{r}
\check{G}_{i i}=\frac{1}{N} \sum_{k_{1} k_{2}} \check{G}_{k_{1} k_{2}} \mathrm{e}^{i \boldsymbol{R}_{i}\left(\boldsymbol{k}_{1}-\boldsymbol{k}_{2}\right)}=\frac{1}{N^{2}} \sum_{R} \sum_{k_{1} k_{2}} \check{G}_{R k_{2}} \mathrm{e}^{i \boldsymbol{R}_{i}\left(\boldsymbol{k}_{1}-\boldsymbol{k}_{2}\right)} \mathrm{e}^{-i \boldsymbol{R} \cdot\left(\boldsymbol{k}_{1}-\boldsymbol{k}_{2}\right)} \\
=\frac{1}{N} \sum_{k_{2}} \check{G}_{R_{i} k_{2}} \tag{6.101}
\end{array}
$$

I define $S(\boldsymbol{k})$ as a continuous function with $S(\boldsymbol{k}) \approx S_{k}$ similar to how I defined the continuous Green's functions and self-energies above. Then, $\check{G}(\boldsymbol{R}, \boldsymbol{k})$ and $\check{G}^{\prime}(\boldsymbol{R}, \boldsymbol{k})$ is related through

$$
\begin{equation*}
\check{G}^{\prime}=S \cdot \check{G} \cdot S^{\dagger} \tag{6.102}
\end{equation*}
$$

and $S^{\dagger} \cdot S=S^{\dagger} S=1$, where the bullet product is defined through equation (6.41). Since $S$ only depends on momentum and not position, $\check{G} \cdot S^{\dagger}=\check{G} S^{\dagger}$. Moreover, assuming that $S$ changes slowly with $\boldsymbol{k}$ compared to the characteristic length scale, $L$, meaning that $\left|\nabla_{k} S\right| L \ll$ $|S|$, one can neglect the higher order terms in the gradient expansion of $S \cdot \check{G}$, since the gradient expansion only in this case only involves differentiation of $\check{G}$ with respect to position. This means that

$$
\begin{equation*}
\check{G}^{\prime}(\boldsymbol{R}, \boldsymbol{k})=S(\boldsymbol{k}) \check{G}_{R k}(\boldsymbol{R}, \boldsymbol{k}) S^{\dagger}(\boldsymbol{k}) . \tag{6.103}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\check{\Sigma}_{\text {imp }}^{\prime}(\boldsymbol{R}, \boldsymbol{k})=S(\boldsymbol{k}) \check{\Sigma}_{\mathrm{imp}}(\boldsymbol{R}, \boldsymbol{k}) S^{\dagger}(\boldsymbol{k}) \tag{6.104}
\end{equation*}
$$

Therefore, the second-order self-energy term is

$$
\begin{align*}
\check{\Sigma}_{\mathrm{imp} 2}^{\prime}(R, \boldsymbol{k})=\frac{n_{i}}{N_{\mathrm{imp}}} \sum_{n=1}^{N_{\mathrm{imp}}} \frac{1}{N} & \sum_{p}\left\langle S(\boldsymbol{k}) U_{n} S^{\dagger}(\boldsymbol{p})\right. \\
& \left.\times \check{G}^{\prime}(\boldsymbol{R}, \boldsymbol{p}) S(\boldsymbol{p}) U_{n} S^{\dagger}(\boldsymbol{k})\right\rangle_{\mathrm{imp}} \tag{6.105}
\end{align*}
$$

The momentum sum can be approximated as an integral, since the variation is small between nearest neighbor momenta by assumption. Using that $1 / N=V_{e} \mathrm{~d}^{3} p /(2 \pi)^{3}$, where $V_{e}$ is the volume of a single
unit cell,

$$
\begin{align*}
\check{\Sigma}_{\mathrm{imp} 2}^{\prime}(R, \boldsymbol{k})=\frac{V_{e} n_{i}}{N_{\mathrm{imp}}} \sum_{n=1}^{N_{\mathrm{imp}}} \int & \frac{\mathrm{~d}^{3} p}{(2 \pi)^{3}}\left\langle S(\boldsymbol{k}) U_{n} S^{\dagger}(\boldsymbol{p})\right. \\
& \left.\times \check{G}^{\prime}(\boldsymbol{R}, \boldsymbol{p}) S(\boldsymbol{p}) U_{n} S^{\dagger}(\boldsymbol{k})\right\rangle_{\mathrm{imp}} \tag{6.106}
\end{align*}
$$

Next, the integral over all momenta can be separated into integrals over momenta close to the $N_{q}$ collections of Fermi surfaces and a remainder. The radial part can then be split into the Eilenberger contours and a remainder. The momentum integrals over the Eilenberger can be rewritten as integrals over the energies $\xi_{i_{1}, k_{0}^{i_{1}}+p \hat{k}}$ by the introduction of

$$
\begin{equation*}
\left.N_{i}(\hat{\boldsymbol{k}}, p)=\frac{p^{2}}{2 \pi^{2}\left(\partial \eta_{i} / \partial p\right)}=\frac{p^{2}}{2 \pi^{2}\left(\partial \xi_{i_{1}, k_{0}} k_{1}^{i_{1}}+p \hat{\boldsymbol{k}}\right.} / \partial p\right) . \tag{6.107}
\end{equation*}
$$

That is, $\check{G}_{i i}$ can be written

$$
\begin{align*}
& \check{G}_{i i}=\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}} S^{\dagger}(\boldsymbol{p}) \check{G}^{\prime}\left(\boldsymbol{R}_{i}, \boldsymbol{p}\right) S(\boldsymbol{p}) \\
& =\int_{\mathscr{C}_{0}} \frac{\mathrm{~d}^{3} p}{(2 \pi)^{3}} S^{\dagger}(\boldsymbol{p}) \check{G}^{\prime}\left(\boldsymbol{R}_{i}, \boldsymbol{p}\right) S(\boldsymbol{p}) \\
& -i \pi \int \frac{\mathrm{~d} \Omega_{k}}{4 \pi} \sum_{i} \frac{i}{\pi} \oint_{\mathscr{C}_{i}^{E}} \mathrm{~d} \eta_{i} N_{i}(\hat{\boldsymbol{k}}, p) S^{\dagger}\left(\boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) \check{G}^{\prime}\left(\boldsymbol{R}_{i}, \boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) S\left(\boldsymbol{k}_{0}^{i i_{1}}+p \hat{\boldsymbol{k}}\right) \tag{6.108}
\end{align*}
$$

where $\mathrm{d} \Omega_{k}$ is the differential solid angle in momentum space and $\mathscr{C}_{0}$ the domain left after removing all of the Eilenberger contours. The quantity $N_{i}(\hat{\boldsymbol{k}}, p)$ is similar to the normal state density of states, except that it only includes the states close to the $i$ 'th collection of Fermi surfaces. I have already assumed that $N_{i}$ and $S$ are approximately constant at all the poles of the Green's function for any given Eilenberger contour, so

$$
\begin{align*}
& \check{G}_{i i}=\int_{\mathscr{C}_{0}} \frac{\mathrm{~d}^{3} p}{(2 \pi)^{3}} S^{\dagger}(\boldsymbol{p}) \check{G}^{\prime}\left(\boldsymbol{R}_{i}, \boldsymbol{p}\right) S(\boldsymbol{p}) \\
& \quad-i \pi \sum_{i} \int \frac{\mathrm{~d} \Omega_{k}}{4 \pi} N_{i}\left(\hat{\boldsymbol{k}}, p_{F}^{i i_{1}}\right) S^{\dagger}\left(\boldsymbol{k}_{0}^{i i_{1}}+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}\right) \check{g}_{i}\left(\boldsymbol{R}_{i}, \hat{\boldsymbol{k}}\right) S\left(\boldsymbol{k}_{0}^{i i_{1}}+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}\right) \tag{6.109}
\end{align*}
$$

The first term on the right-hand side of equation (6.109) is not necessarily negligible compared to the contributions from the quasiclassical Green's functions. This is because $\check{G}^{\prime} \approx-D^{-1}$ for $\boldsymbol{p} \in \mathscr{C}_{0}$. However, similar to the first order term $\Sigma_{\text {imp1 }}$, the first term on the right-hand side of equation (6.109) is a constant matrix that only depends on $H_{0}$ and the impurity potentials. In principle, it can therefore be absorbed into $H_{0}$, effectively renormalizing $H_{0}$. Alternatively, it can in principle introduce important effects depending on the matrix structure of $S$ and $U_{n}$, especially in the dirty limit where the impurity scattering time is assumed small. However, here, I assume that both this and the first-order term can be safely ignored, for example by absorbing them into $H_{0}$, such that the impurity self-energy becomes

$$
\begin{align*}
& \check{\Sigma}_{\mathrm{imp}}^{\prime}(R, \boldsymbol{k})=-\sum_{i} \int \frac{\mathrm{~d} \Omega_{k}}{4 \pi} \frac{i \pi V_{e} n_{i} N_{i}\left(\hat{\boldsymbol{k}}, p_{F}^{i i_{1}}\right)}{N_{\mathrm{imp}}} \\
& \times \sum_{n=1}^{N_{\mathrm{imp}}}\left\langle S(\boldsymbol{k}) U_{n} S^{\dagger}\left(\boldsymbol{k}_{0}^{i i_{1}}+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}\right) \check{g}_{i}\left(\boldsymbol{R}_{i}, \hat{\boldsymbol{k}}\right) S\left(\boldsymbol{k}_{0}^{i i_{1}}+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}\right) U_{n} S^{\dagger}(\boldsymbol{k})\right\rangle_{\mathrm{imp}} . \tag{6.110}
\end{align*}
$$

I assume that the impurities included in $\check{\Sigma}_{\text {imp }}^{\prime}$ are nonmagnetic, and any magnetic impurities are included in a separate self-energy term. This does not mean that $U_{n}$ is proportional to the identity matrix, however. If the unit cell at each lattice contains multiple atoms, $U_{n}$ will not be proportional to the identity matrix. In addition to the matrix structure of $U_{n}, \Sigma_{\text {imp }}^{\prime}$ will also depend on the momentum dependence of $S$. In a simple normal metal with only two degenerate energy bands crossing the Fermi level, a constant density of states, $N_{0}$ at the Fermi level, $S=1$, and only one atom per lattice site, such that non-magnetic impurities all have $U_{n}$ proportional to the identity matrix, the impurity self-energy becomes

$$
\begin{equation*}
\check{\Sigma}_{\mathrm{imp}}^{\prime}(\boldsymbol{R}, \boldsymbol{k})=-\frac{i}{2 \tau_{\mathrm{imp}}} \int \frac{\mathrm{~d} \Omega_{k}}{4 \pi} \check{g}(\boldsymbol{R}, \hat{\boldsymbol{p}})=-\frac{i}{2 \tau_{\mathrm{imp}}}\langle\check{g}\rangle_{k}(\boldsymbol{R}), \tag{6.111}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{\mathrm{imp}}=\left(2 \pi V_{e} n_{i} N_{0}\left\langle U_{n}^{2}\right\rangle_{\mathrm{imp}}\right)^{-1} \tag{6.112}
\end{equation*}
$$

is the impurity scattering time, and where I defined the angular average in momentum space as $\langle\cdot\rangle_{k}$. In an antiferromagnet, I have previously derived both $S$ and $U_{n}$ in sections 4.3.1 and 5.1.1, respectively. If one considers an antiferromagnetic metal, where only one of the two spindegenerate bands crosses the Fermi level, I find that

$$
\begin{equation*}
\check{\Sigma}_{\mathrm{imp}}^{\prime}=-\frac{i}{2 \tau_{\mathrm{imp}}}\left(\langle\check{g}\rangle_{p}+\frac{h^{2}}{\eta_{k_{F}}^{2}} \tau_{z} \sigma_{z}\langle\check{g}\rangle_{k} \tau_{z} \sigma_{z}\right), \tag{6.113}
\end{equation*}
$$

where $\tau_{\mathrm{imp}}=\left(\pi V_{e} n_{i} N_{0}\left\langle V_{n}^{2}\right\rangle_{\text {imp }}\right)^{-1}$ and $V_{n}$ is the strength of the impurities. A detailed derivation of this result is presented in paper IX.


Figure 6.3: Exaggerated sketch of the spatial distribution of the conduction electron state with spin down. The overlap is larger with the B-sublattice than with the A-sublattice. As a result, the conduction band electrons with spin-down will be affected more strongly by non-magnetic impurities on the B-sublattice than by non-magnetic impurities on the A -sublattice.

To understand the physical origin of the fact that the non-magnetic impurity self-energy becomes spin-dependent in antiferromagnets, consider figure 6.3, which is taken from paper X. Figure 6.3 shows an exaggerated sketch of the spatial distribution of an electron state in the spin-down conduction band of an antiferromagnet. The amplitude of conduction band electrons is larger on one sublattice compared to the other, depending on the spin. For example, figure 6.3 in the wave function corresponds to a particle with spin down and the amplitude is larger on the B lattice compared to the A lattice. On the other hand, the wave function corresponding to a particle with spin up will have a larger amplitude on the A lattice compared to the B lattice. As a result, if a non-magnetic impurity is located on the $B$ lattice, it will affect
spin-down particles more strongly than spin-up particles. In other words, the effect on conduction band electrons from non-magnetic impurities on sublattice A (B) act like superpositions of non-magnetic impurities and impurities with magnetization in the $+z(-z)$-direction.

Another situation can be found in materials with strong spin-orbit coupling, such as Rashba superconductors [211], where $S(\boldsymbol{p})$ will depend on the direction of $\boldsymbol{p}$, and as a result, the impurity self-energy will depend on the $p$-wave part of the quasiclassical Green's function, $\langle\hat{\boldsymbol{k}} \check{g}\rangle_{k}$. In general, the impurity self-energy can be written

$$
\begin{equation*}
\check{\Sigma}_{\mathrm{imp}}^{\prime}=-\sum_{j=1}^{N_{q}} \frac{i}{2 \tau_{\mathrm{imp}, j}}\left(\left\langle\check{g}_{j}\right\rangle_{k}+\check{X}_{j}\right), \tag{6.114}
\end{equation*}
$$

for some $\left\{\tau_{\text {imp, }, j}\right\}$ and $\left\{\check{X}_{j}\right\}$ which depend on the system. The special cases mentioned above can be reproduced by setting $N_{q}=1$ and $\check{X}_{j}=0$, $\check{X}_{j}=\frac{h^{2}}{\eta_{k_{F}}^{2}} \tau_{z} \sigma_{z}\left\langle\check{g}_{j}\right\rangle_{p} \tau_{z} \sigma_{z}$ or $X_{j} \propto\langle\hat{\boldsymbol{k}} \check{g}\rangle_{k}$.

From section 6.2, the equation for the $i$ 'th quasiclassical Green's function is

$$
\begin{equation*}
i F_{i}\left(\nabla_{k} D_{0}\right) \cdot \nabla_{R} \check{g}_{i}+\left[F_{i} \varepsilon \tau_{z}-\left.F_{i} D\right|_{p_{F}^{i_{1}}}, \check{g}_{i}\right]_{-}^{\circ}-F_{i} \check{\Omega} \circ \check{g}_{i}+\check{g}_{i} \circ \check{\Omega} F_{i}=0 \tag{6.115}
\end{equation*}
$$

As all the Fermi surfaces associated with Green's function $\check{g}_{i}$ must be close in momentum space everywhere, it is reasonable to assume that the gradients of the energy bands are approximately parallel. This is because the gradient $\nabla_{k} \xi_{n}$ is orthogonal to the surface defined by $\xi_{n}=0$. Similar surfaces must have similar normal vectors. I therefore assume that the Fermi velocities for the bands crossing the Fermi level inside $\mathscr{C}_{i}^{E}$ are parallel, meaning that $\nabla_{K} D_{0}=C v_{F}^{i i_{1}}$ for some matrix $C$. They can still be different in amplitude and point in opposite directions, but they must be parallel, so I still include the possibility of different densities of states. Using equation (6.54), this implies that

$$
\begin{equation*}
F_{i}(\hat{\boldsymbol{k}}) \nabla_{K} D_{0}=\left.\left(\hat{\boldsymbol{k}} \cdot \boldsymbol{v}_{F}^{i i_{1}}\right)\left(\hat{\boldsymbol{k}} \cdot \nabla_{k} D_{0}\right)\right|_{p=p_{F}^{i i_{1}}(\hat{\boldsymbol{k}})} ^{-1} \nabla_{K} D_{0}=\boldsymbol{v}_{F}^{i i_{1}} \tag{6.116}
\end{equation*}
$$

Hence, the equation for the quasiclassical Green's function becomes

$$
\begin{align*}
& i \boldsymbol{v}_{F}^{i i_{1}} \cdot \nabla_{R} \check{g}_{i}+\left[F_{i} \varepsilon \tau_{z}-\left.F_{i} D\right|_{p_{F}^{i_{1}}}, \check{g}_{i}\right]_{-}^{\circ}-F_{i} \check{\Omega}_{0} \circ \check{g}_{i}+\check{g}_{i} \circ \check{\Omega}_{0} F_{i} \\
&-F_{i} \check{\Sigma}_{\mathrm{imp}}^{\prime} \circ \check{g}_{i}+\check{g}_{i} \circ \check{\Sigma}_{\mathrm{imp}}^{\prime} F_{i}=0, \tag{6.117}
\end{align*}
$$

where I defined $\check{\Omega}_{0}=\check{\Omega}-\check{\Sigma}_{\text {imp }}^{\prime}$.
Next, I assume that $\check{\Omega}_{0}$ can be decomposed into one $s$-wave component, $\check{\Omega}_{0}^{s}=\left\langle\check{\Omega}_{0}\right\rangle_{k}$ and one $p$-wave component, $\boldsymbol{v}_{F}^{i i_{1}} \cdot \check{\Omega}_{0}^{p}$, where $\check{\Omega}_{0}^{p}=\left\langle\boldsymbol{v}_{F}^{i i_{1}} \check{\Omega}_{0} /\left(\boldsymbol{v}_{F}^{i i_{1}} \cdot \boldsymbol{v}_{F}^{i i_{1}}\right)\right\rangle_{k}$. The $p$-wave component will come from terms in the Hamiltonian that involve more than one lattice site. It can for instance come from an external vector potential, giving rise to a position-dependent correction to the hopping amplitude through the Peierls substitution, as shown in section 3.4.2. Since this correction is not invariant under translation, it cannot be included in $H_{0}$ and must instead be included in $\check{\Omega}_{0}$. A p-wave component in $\check{\Omega}_{0}$ can also come from Rasbha spin-orbit coupling, which also involves more than one lattice site, as shown in section 3.4.3. There can also be other sources depending on the system. For instance, in paper IX it is shown that a spatially inhomogeneous magnetic order in an antiferromagnetic metal will give rise to a $p$-wave component in the self-energy. In principle, there can also be higher spherical harmonics, but I assume that these are negligible. For simplicity, I also assume that the flatness factor is constant along the Fermi surface, such that $F_{i}(\hat{\boldsymbol{k}})=F_{i}^{s}=\left\langle F_{i}\right\rangle_{k}$. Finally, I also assume that $\left.D\right|_{p_{F}} ^{i_{1}}$ can be written as a sum of $s$-wave and $p$-wave contributions, as

$$
\begin{equation*}
\left.D\right|_{p_{F}^{i i_{1}}}=\left.D\right|_{p_{F}} ^{s i_{1}}+\left.\boldsymbol{v}_{F}^{i i_{1}} \cdot \boldsymbol{D}\right|_{p_{F}^{i i_{1}}} ^{p} . \tag{6.118}
\end{equation*}
$$

From the $p$-wave components of $\check{\Omega}_{0}$ and $\left.D\right|_{p_{F}^{i i_{1}}}$, I define the covariant derivative,

$$
\begin{equation*}
\tilde{\nabla} \circ \check{g}_{i}=\nabla_{R} \check{g}_{i}+i F_{i}\left(\check{\Omega}_{0}^{p}+\left.D\right|_{p_{F}} ^{p}\right) \circ \check{g}_{i}-i \check{g}_{i} \circ\left(\check{\Omega}_{0}^{p}+\left.D\right|_{p_{F}^{i_{1}}} ^{p}\right) F_{i}, \tag{6.119}
\end{equation*}
$$

such that

$$
\begin{array}{r}
i \boldsymbol{v}_{F}^{i i_{1}} \cdot \tilde{\nabla} \circ \check{g}_{i}+\left[F_{i} \varepsilon \tau_{z}-\left.F_{i} D\right|_{p_{F}^{s} i_{1},} ^{s}, \check{g}_{i}\right]_{-}^{\circ}-F_{i} \check{\Omega}_{0}^{s} \circ \check{g}_{i}+\check{g}_{i} \circ \check{\Omega}_{0}^{s} F_{i} \\
-F_{i} \check{\Sigma}_{\mathrm{imp}}^{\prime} \circ \check{g}_{i}+\check{g}_{i} \circ \check{\Sigma}_{\mathrm{imp}}^{\prime} F_{i}=0 . \tag{6.120}
\end{array}
$$

Moreover, I define the matrix current

$$
\begin{equation*}
\check{\boldsymbol{j}_{i}}=\left\langle\boldsymbol{v}_{F}^{i i_{1}} \check{g}_{i}\right\rangle_{k} \tag{6.121}
\end{equation*}
$$

and the isotropic, $s$-wave part of the quasiclassical Green's function, $\check{g}_{i}^{s}=\left\langle\check{g}_{i}\right\rangle_{k}$.

Many observables depend only on the $s$-wave component or the $p$-wave component of the Green's function. For example, if a particle contributes the same to an observable regardless of its momentum, such as when the observable is a density like electric charge density or spin density, then the observable depends only on the $s$-wave component. Similarly, if the observable is a vector quantity, then it is often only the matrix current that is necessary. The advantage of the dirty limit is that it allows us to get closed equations for the isotropic Green's function and the matrix current by taking angular averages of the Eilenberger equation (6.120).

Taking the angular average of equation (6.120), I get

$$
\begin{align*}
i \tilde{\nabla} \circ \check{\boldsymbol{j}}_{i}+\left[F_{i} \varepsilon \tau_{z}-\left.F_{i} D\right|_{p_{F}^{s}} ^{s i_{1}}, \check{g}_{i}^{s}\right]_{-}^{\circ} & -F_{i} \check{\Omega}_{0}^{s} \circ \check{g}_{i}^{s}+\check{g}_{i}^{s} \circ \check{\Omega}_{0}^{s} F_{i} \\
& -F_{i} \check{\Sigma}_{\mathrm{imp}}^{\prime} \circ \check{g}_{i}^{s}+\check{g}_{i}^{s} \circ \check{\Sigma}_{\mathrm{imp}}^{\prime} F_{i}=0 . \tag{6.122}
\end{align*}
$$

We need another equation to determine $\boldsymbol{j}_{i}$, which can be obtained by assuming that

$$
\begin{equation*}
\tau_{\mathrm{imp}, i} \nabla \cdot\left(\left\langle v_{F}^{i i_{1}} \otimes \boldsymbol{v}_{F}^{i i_{1}} \check{g}_{i}\right\rangle_{k}\right) \approx \tau_{\mathrm{imp}, i} \nabla \cdot\left(\left\langle v_{F}^{i i_{1}} \otimes \boldsymbol{v}_{F}^{i i_{1}}\right\rangle_{k}\right) \check{g}_{i}^{s}=\nabla \cdot\left(D_{i} \check{g}_{i}^{s}\right), \tag{6.123}
\end{equation*}
$$

where $D_{i}=\tau_{\mathrm{imp}, i}\left\langle\boldsymbol{v}_{F}^{i i_{1}} \otimes \boldsymbol{v}_{F}^{i i_{1}}\right\rangle_{k}$ is the diffusion tensor, and where $\otimes$ denotes tensor product. For a spherically symmetric Fermi surface, the diffusion tensor is simply $D_{i}=\operatorname{diag}(1,1,1) \times \tau_{\text {imp, },}\left|\boldsymbol{i}_{F}^{i i_{1}}\right|^{2} / 3$. This assumption means that the variation $d$-wave component is small compared to the variation in the $s$-wave component. The consistency of this assumption should be checked with the normalization condition as well as the Eilenberger equation. For example, if there are large $d$-wave terms in the Eilenberger equation, which I have assumed not to be the case, then equation (6.123) would not hold. Also, if the quasiclassical Green's function varies on the scale of the mean free path, then it is also possible that equation (6.123) does not hold. This can in principle happen for some components depending on the form of the impurity self-energy. However, when this happens the impurity-self energy will also tend to strongly suppress the offending components, making them negligible in the dirty limit. Therefore, the equations can be simplified by using the fact that these components vanish, and it is still
valid to use equation (6.123) in this case. We show this explicitly in paper IX, but it should also hold more generally. Using equation (6.123) and multiplying equation (6.120) with $\boldsymbol{v}_{F}^{i i_{1}}$ before taking the angular average, I get

$$
\begin{array}{r}
\frac{i}{\tau_{\mathrm{imp}, i}} \tilde{\nabla} \circ\left(D_{i} \check{g}_{i}^{s}\right)+\left[F_{i} \varepsilon \tau_{z}-\left.F_{i} D\right|_{\substack{i_{i} i_{F}}} ^{s} \check{\boldsymbol{j}}_{i}\right]_{-}^{\circ}-F_{i} \check{\Omega}_{0}^{s} \circ \check{\boldsymbol{j}}_{i}+\check{\boldsymbol{j}}_{i} \circ \check{\Omega}_{0}^{s} F_{i} \\
-F_{i} \check{\Sigma}_{\mathrm{imp}}^{\prime} \circ \check{\boldsymbol{j}}_{i}+\check{\boldsymbol{j}}_{i} \circ \check{\Sigma}_{\mathrm{imp}}^{\prime} F_{i}=0, \quad \text { 6. } \tag{6.124}
\end{array}
$$

As mentioned, the consistency of equation (6.123) should be tested from the normalization condition. Assuming that the Green's function depends on $\hat{\boldsymbol{k}}$ through the Fermi velocity $\boldsymbol{v}_{F}^{i_{1}}$, one can in general write $\check{g}_{i}$ as a multipole expansion in $\boldsymbol{v}_{F}^{i i_{1}}$. Let $\hat{\boldsymbol{v}}_{F}^{i i_{1}}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$ be the unit vector in the direction of $\boldsymbol{v}_{F} i_{1}$. The multipole expansion of $\check{g}_{i}$ is then

$$
\begin{equation*}
\check{g}_{i}=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} \check{C}_{l}^{m} Y_{l}^{m}(\theta, \varphi), \tag{6.125}
\end{equation*}
$$

where $C_{l}^{m}$ are matrix-valued coefficients that do not depend on $\boldsymbol{v}_{F}^{i i_{1}}$ and $Y_{l}^{m}(\theta, \varphi)$ are the spherical harmonics. The monopole, or $s$-wave, term is

$$
\begin{equation*}
\check{C}_{0}^{0} Y_{0}^{0}=\check{g}_{i}^{s} \tag{6.126}
\end{equation*}
$$

while the $p$-wave, or dipole, term is

$$
\begin{equation*}
\check{g}_{i}^{p}=\sum_{m=-1}^{1} \check{C}_{1}^{m} Y_{1}^{m}(\theta, \varphi)=\frac{\hat{\boldsymbol{v}}_{F}^{i i_{1}} \cdot \check{\boldsymbol{j}}_{i}}{\sqrt{\left.\left.\langle | \boldsymbol{v}_{F}^{i i_{1}}\right|^{2}\right\rangle_{k}}}, \tag{6.127}
\end{equation*}
$$

under the assumptions that $\left\langle v_{F}^{i i_{1}}\right\rangle_{k}=0$ and $\left\langle\left(v_{F}^{i i_{1}}\right)_{\alpha}\left(v_{F}^{i i_{1}}\right)_{\beta}\right\rangle_{k}=\delta_{\alpha \beta}\left\langle\left(v_{F}^{i i_{1}}\right)_{\alpha}^{2}\right\rangle_{k}$, where $\left(\boldsymbol{v}_{F}^{i i_{1}}\right)_{\alpha}$ is component $\alpha$ of $\boldsymbol{v}_{F}^{i i_{1}}$. Conventionally, the spherical harmonics are normalized such that the integral over all solids angles of $\left(Y_{l}^{m}\right)^{*} Y_{l}^{m}$ is one. This means that, for instance, $\check{C}_{0}^{0}=\sqrt{4 \pi} \check{g}_{i}^{s}$.

The spherical harmonics form an orthonormal basis set, so all functions of spherical angles can be written as multipole expansion. In particular, the product of two spherical harmonics, $Y_{l_{1}}^{m_{1}}$ and $Y_{l_{2}}^{m_{2}}$, can
be written as a sum of spherical harmonics using so-called ClebschGordan coefficients [214, 215], $\left\{\begin{array}{l}l_{1} m_{1} l_{2} m_{2} \\ L M\end{array}\right.$,

$$
\begin{equation*}
Y_{l_{1}}^{m_{1}} Y_{l_{2}}^{m_{2}}=\sum_{L=\left|l_{1}-l_{2}\right|}^{l_{1}+l_{2}} \sqrt{\frac{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)}{4 \pi(2 L+1)}} c_{l_{1} 0 l_{2} 0}^{L 0} c_{l_{1} m_{1} l_{2} m_{2}}^{L\left(m_{1}+m_{2}\right)} Y_{L}^{m_{1}+m_{2}} . \tag{6.128}
\end{equation*}
$$

The normalization condition for $\check{g}_{i}$ can be written

$$
\begin{equation*}
\check{g}_{i} \circ\left(F_{i}^{-1} \check{g}_{i}\right)=\sum_{l_{1}=0}^{\infty} \sum_{m_{1}=-l_{1}}^{l_{1}} \sum_{l_{2}=0}^{\infty} \sum_{m_{2}=-l_{2}}^{l_{2}} \check{C}_{l_{1}}^{m_{1}} \circ\left(F_{i}^{-1} \check{C}_{l_{1}}^{m_{1}}\right) Y_{l_{1}}^{m_{1}} Y_{l_{2}}^{m_{2}}=K_{i} F_{i} . \tag{6.129}
\end{equation*}
$$

Using equation (6.128) together with the orthogonality of the spherical harmonics, one can equate the different spherical harmonics on each side. The right-hand side only contains an $s$-wave component, since I have assumed that $F_{i}$ is independent of $\hat{\boldsymbol{k}}$. The Clebsch-Gordan coefficients can be read of from tables [215], but here we only need the first few terms, as we assume that everything above $p$-wave is negligible. Products with $s$-wave spherical harmonics are trivial, as these are isotropic. The first non-trivial products are therefore products of two p-waves. Using the Clebsch-Gordan coefficients, these are

$$
\begin{align*}
Y_{1}^{0} Y_{1}^{0} & =\frac{1}{\sqrt{4 \pi}} Y_{0}^{0}+\frac{1}{\sqrt{5 \pi}} Y_{2}^{0}  \tag{6.130a}\\
Y_{1}^{1} Y_{1}^{-1} & =-\frac{1}{\sqrt{4 \pi}} Y_{0}^{0}+\frac{1}{\sqrt{20 \pi}} Y_{2}^{0}  \tag{6.130b}\\
Y_{1}^{ \pm 1} Y_{1}^{0} & =\sqrt{\frac{3}{20 \pi}} Y_{2}^{ \pm 1},  \tag{6.130c}\\
Y_{1}^{ \pm 1} Y_{1}^{ \pm 1} & =\sqrt{\frac{3}{10 \pi}} Y_{2}^{ \pm 2} \tag{6.130d}
\end{align*}
$$

In other words, the product of two $p$-wave spherical harmonics is a sum of an $s$-wave and a $d$-wave $(l=2)$.

Let $\check{g}_{i}=\check{g}_{i}^{S}+\check{g}_{i}^{p}+\check{g}_{i}^{d}+\cdots$, where $\check{g}_{i}^{d}$ is the $d$-wave part of the quasiclassical Green's function, and let $\langle\cdot\rangle_{s / p / d}$ denote projection onto $s$ wave $p$-wave and $d$-wave spherical harmonics, respectively. Including up to $d$-wave, the different components of the normalization condition
reads

$$
\begin{align*}
& \check{g}_{i}^{s} \circ\left(F_{i}^{-1} \check{g}_{i}^{s}\right)+\left\langle\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)\right\rangle_{s}+\left\langle\check{g}_{i}^{d} \circ\left(F_{i}^{-1} \check{g}_{i}^{d}\right)\right\rangle_{s}=K_{i} F_{i}  \tag{6.131a}\\
& \check{g}_{i}^{s} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)+\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{s}\right) \\
&+\left\langle\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{d}\right)\right\rangle_{p}+\left\langle\check{g}_{i}^{d} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)\right\rangle_{p}=0,  \tag{6.131b}\\
&\left\langle\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)\right\rangle_{d}+\check{g}_{i}^{s} \circ\left(F_{i}^{-1} \check{g}_{i}^{d}\right) \\
& \quad+\check{g}_{i}^{d} \circ\left(F_{i}^{-1} \check{g}_{i}^{s}\right)+\left\langle\check{g}_{i}^{d} \circ\left(F_{i}^{-1} \check{g}_{i}^{d}\right)\right\rangle_{d}=0 . \tag{6.131c}
\end{align*}
$$

If the assumption of isotropic $F_{i}$ is relaxed, one would get values different from 0 on the right-hand sides of the second and third equations. The assumption needed to derive equation (6.124) was that $\breve{g}_{i}^{d}$ is negligible compared to $\check{g}_{i}^{s}$. From equation (6.131c), we see that if $\check{g}_{i}^{s}=\mathcal{O}\left(F_{i}\right)$, then $\check{g}_{i}^{d}=\mathcal{O}\left(\left\langle\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)\right\rangle_{d}\right)$. Hence, consistency requires that $\left|\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)\right| \ll 1$, which means that the square amplitude of the matrix current, $|\dot{j}|^{2}$, is much less than the average of the square amplitude of the Fermi velocity, $\left\langle\left\langle\left.\boldsymbol{v}_{F}^{i i_{1}}\right|^{2}\right\rangle_{k}\right.$.

From equation (6.130) we also see that $\left\langle\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)\right\rangle_{d}$ and $\left\langle\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)\right\rangle_{s}$ are similar in magnitude. Therefore, keeping only up to first order in $\check{g}_{i}^{p}$, the normalization conditions become

$$
\begin{align*}
& \check{g}_{i}^{s} \circ\left(F_{i}^{-1} \check{g}_{i}^{s}\right)=K_{i} F_{i}  \tag{6.132a}\\
& \check{g}_{i}^{s} \circ\left(F_{i}^{-1} \check{g}_{i}^{p}\right)+\check{g}_{i}^{p} \circ\left(F_{i}^{-1} \check{g}_{i}^{s}\right)=0 \tag{6.132b}
\end{align*}
$$

Equation (6.132b) means that

$$
\begin{equation*}
\check{g}_{i}^{s} \circ\left(F_{i}^{-1} \check{\tilde{\boldsymbol{j}}_{i}}\right)+\check{\boldsymbol{j}}_{i} \circ\left(F_{i}^{-1} \check{g}_{i}^{s}\right)=0 \tag{6.133}
\end{equation*}
$$

The problem of finding $\check{g}_{i}(\boldsymbol{R}, \hat{\boldsymbol{k}}, T, \varepsilon)$ for all possible momentum directions $\hat{\boldsymbol{k}}$ has been reduced to finding just the isotropic part $\check{g}_{i}^{s}(R, T, \varepsilon)$ and the matrix current $\check{j}_{i}(R, T, \varepsilon)$. This is already a significant simplification. We went from infinitely many coupled matrix equations, one for each direction of $\hat{\boldsymbol{k}}$, to a maximum of 4, depending on the number of spatial dimensions and thereby the number of components of $\check{\boldsymbol{j}_{i}}$.

So far, this is in principle valid for any value of elastic scattering time, $\tau_{\text {imp }, i}$, but it assumes that the square of the $d$-wave component of the quasiclassical Green's function is small. Physically, one can expect this when the impurity scattering time is small. When considering the
diffusive limit, where one assumes that $1 / \tau_{\text {imp }, i}$ is not much larger than all other energy scales except $E_{c}$, equation (6.124) can be simplified further. Multiplying the equation by $\tau_{\mathrm{imp}, i}$, and assuming that the terms proportional to $\tau_{\text {imp }, i} \varepsilon, \tau_{\text {imp }, i} \check{\Omega}_{0}$ and $\left.\tau_{\text {imp }, i} D\right|_{p_{F}} ^{S}{ }_{i_{1}}$ are negligible compared to the terms proportional to $\tau_{\text {imp }, i} \circ \Sigma_{\Sigma_{\text {imp }}}$, I get

$$
\begin{equation*}
i \tilde{\nabla} \circ\left(D_{i} \check{g}_{i}^{s}\right)+\tau_{\mathrm{imp}, i} \check{j}_{i} \circ \check{\Sigma}_{\mathrm{imp}}^{\prime} F_{i}-\tau_{\mathrm{imp}, i} F_{i} \check{\Sigma}_{\mathrm{imp}}^{\prime}{ }^{\prime} \check{\boldsymbol{j}}_{i}=0 . \tag{6.134}
\end{equation*}
$$

Inserting equation (6.114), I get

$$
\begin{align*}
& \sum_{j=1}^{N_{q}} \frac{\tau_{\mathrm{imp}, i}}{2 \tau_{\mathrm{imp}, j}}\left(F_{i} \check{g}_{j}^{s} \circ \check{\boldsymbol{j}}_{i}-\check{\boldsymbol{j}}_{i} \circ \check{g}_{j}^{s} F_{i}\right) \\
& \quad=-\tilde{\nabla} \circ\left(D_{i} \check{g}_{i}^{s}\right)-\sum_{j=1}^{N_{q}} \frac{\tau_{\mathrm{imp}, i}}{2 \tau_{\mathrm{imp}, j}}\left(F_{i} \check{X}_{j} \circ \check{\boldsymbol{j}}_{i}-\check{\boldsymbol{j}}_{i} \circ \check{X}_{j} F_{i}\right) . \tag{6.135}
\end{align*}
$$

By using the normalization condition, equation (6.132a), I get a recursive equation for $\check{j}_{i}$,

$$
\begin{align*}
& \check{\boldsymbol{j}}_{i}=-2 F_{i}^{-1} \check{g}_{i}^{s} \circ\left[F_{i}^{-2} \tilde{\nabla} \circ\left(D_{i} \check{g}_{i}^{s}\right)\right]+2 F_{i}^{-1} \check{g}_{i}^{s} \circ\left[F_{i}^{-2} \check{\boldsymbol{j}}_{i} \circ \check{g}_{i}^{s} F_{i}\right] \\
&-2 F_{i}^{-1} \check{g}_{i}^{s} \circ\left[F_{i}^{-2} \sum_{j=1}^{N_{q}} \frac{\tau_{\mathrm{imp}, i}}{2 \tau_{\mathrm{imp}, j}}\left(F_{i} \check{X}_{j} \circ \check{\boldsymbol{j}}_{i}-\check{\boldsymbol{j}}_{i} \circ \check{X}_{j} F_{i}\right)\right] \\
&-F_{i}^{-1} \check{g}_{i}^{s} \circ\left[F_{i}^{-2} \sum_{j \neq i} \frac{\tau_{\mathrm{imp}, i}}{\tau_{\mathrm{imp}, j}}\left(F_{i} \check{g}_{j}^{s} \circ \check{\boldsymbol{j}}_{i}-\check{\boldsymbol{j}}_{i} \circ \check{g}_{j}^{s} F_{i}\right)\right] \tag{6.136}
\end{align*}
$$

where I used that $K_{i} \check{\tilde{j}_{i}}=\check{\tilde{j}_{i}}$. Solving equations (6.122), (6.132a), (6.133) and (6.136) simultaneously can be done for any system where the impurity scattering time can be assumed small and $\left.\left.\left|\check{\boldsymbol{j}}_{\boldsymbol{i}}\right|^{2} \ll\langle | \boldsymbol{v}_{F}^{i i_{1}}\right|^{2}\right\rangle_{k}$. Depending on $\check{X}_{j}$, one should also verify that the components which vary on a length scale on the order of the mean free path become negligible, such that it is valid to use equation (6.123). Numerical algorithms for how to solve these equations are presented in chapter 7.

To end this section, I show how the equations simplify in the special cases that are more commonly found in the literature, where $F=1$ and $N_{q}=1$. Let $\check{g}^{s}=\check{g}_{1}^{s}$ and $\check{\boldsymbol{j}}=\check{\boldsymbol{j}}_{1}$. Taking the second term on the right-hand side of equation (6.136) over to the left-hand side, using equation (6.133) and dividing by 2 , the equation becomes

$$
\begin{equation*}
\check{j}=-\check{g}^{s} \circ \tilde{\nabla} \circ\left(D \check{g}^{s}\right)-\frac{\check{g}_{i}^{s}}{2} \circ[\check{X}, \check{j}]_{-}^{\circ} \tag{6.137}
\end{equation*}
$$

Setting $\check{X}=\tau_{z} \sigma_{z} \check{g}^{s} \tau_{z} \sigma_{z} h^{2} / \eta_{k_{F}}^{2}$ reproduces the result for antiferromagnetic metals, presented in paper IX. On the other hand, setting $\check{X}=0$ reproduces the well-known result for diffusive normal metals, $\check{j}=$ $-\check{g}^{s} \circ \tilde{\nabla} \circ\left(D \check{g}^{s}\right)$. Removing unnecessary indices and inserting $F=1$ and $\check{\Sigma}_{\text {imp }}=-i\left(\check{g}^{s}+\check{X}\right) / 2 \tau_{\text {imp }}$ into the other equation (6.122), it becomes

$$
\begin{equation*}
i \tilde{\nabla} \circ \check{\boldsymbol{j}}+\left[\varepsilon \tau_{z}-\left.D\right|_{p_{F}} ^{s}-\check{\Omega}_{0}^{s}+\frac{i}{2 \tau_{\mathrm{imp}}} \check{X}, \check{g}^{s}\right]_{-}^{\circ}=0 \tag{6.138}
\end{equation*}
$$

Again, setting $\check{X}=\tau_{z} \sigma_{z} \check{g}^{s} \tau_{z} \sigma_{z} h^{2} / \eta_{k_{F}}^{2}$ and $\check{X}=0$ reproduces the results for diffusive antiferromagnetic metals and normal metals, respectively. That is, the equations reduce to the Usadel equation [216] for normal metals when $\check{X}=0$.

### 6.5 Boundary conditions

We are often interested in applying quasiclassical theory to mesoscopic heterostructures. The boundary between two different materials in such heterostructures represents regions in which there is rapid spatial variation. Even if the number of atoms in the unit cell happens to be the same in both materials, the energy bands, defined by $H_{0}$, will typically differ. It was an underlying assumption behind the quasiclassical theory that $H_{0}$ is invariant under spatial translation. This renders the quasiclassical equations invalid in systems that involve multiple materials. To remedy this, one must perform the quasiclassical treatment in each material independently, and connect the solutions through boundary conditions.

The validity of the diffusive equations rests on the assumption that the matrix current is small compared to the Fermi velocity. This must also be true close to the boundaries. The different components of the matrix current can be used to calculate quantities such as the electric current or spin currents. Therefore, the assumption that the matrix current is small also implies that physical currents are small compared to some measures. This, in turn, means that the currents across interfaces between neighboring materials should also be small.

I believe it is instructive to first consider a single system with no neighboring materials, meaning that all boundaries have vacuum on the other side. There is a rapid variation at the edges associated with
the fact that the unit cells at the edges do not have the same number of neighbors as those in the interior, in addition to the fact that the unit cells themselves might include fewer atoms. This means that $H_{0}$ looks different at the boundary atoms.

In order to regain the spatial invariance of $H_{0}$, I extend the lattice to infinity in all directions. The electrons should not propagate beyond the physical lattice, so I add a spin-independent potential, $R$, which is zero inside the material but quickly grows to infinity at the physical boundary. Since this potential means that no states are occupied beyond the physical boundary, we can freely choose $H_{0}$ to be the same also at all lattice sites.

To extend the description to include multiple materials, one can treat each material separately by similarly extending the lattice through their physical boundaries and impose potentials that keep all particles confined to the physical lattice, giving a physically identical description. Because materials are now in spatial proximity, two additional effects must be taken into consideration. First, the fields from one material can propagate into the other. For instance, if one material is magnetic, the neighboring material can feel a magnetic field that is strongly localized at the interface. This can effectively give a magnetic component to the potential $R$. Second, there can be hopping between states at neighboring lattice sites across the interface. That is, particles can hop from one lattice site to another, even if the two participating lattice sites belong to different materials. This intermaterial hopping will typically be much weaker than intramaterial hopping, but it can lead to interesting effects, such as leakage of superconductivity into neighboring materials, known as the superconductive proximity effect [217]. Hence, such hopping must be included in the boundary condition.

Formally, the essence of how I carry out the derivation of the boundary condition is that I integrate the Usadel-type equation, equation (6.122), which is

$$
\begin{align*}
& i \tilde{\nabla} \circ \check{\boldsymbol{j}}_{i}+\left[F_{i} \varepsilon \tau_{z}-\left.F_{i} D\right|_{p_{F}^{s}} ^{i_{i 1}},\right. \\
&\left.\check{g}_{i}^{s}\right]_{-}^{\circ}  \tag{6.139}\\
&-F_{i} \check{\Sigma}_{i} \check{\Omega}_{0}^{s} \circ \check{g}_{i}^{s}+\check{g}_{i}^{s} \circ \check{g}_{i}^{s}+\check{g}_{i}^{s} \circ \check{\Sigma}_{i \mathrm{imp}} F_{i}=0
\end{align*}
$$

over a small volume enclosing a part of the interface. The effects discussed above manifest as a strongly localized self-energy term at
the boundary, $\check{\Omega}_{0}^{s}=\check{A}+\check{B} \delta\left(x-x_{0}\right)$, where $x_{0}$ is the location of the boundary. Using the divergence theorem to evaluate the gradient of the matrix current, $\check{\boldsymbol{j}}_{i}$, together with the fact that the matrix current must be zero outside the material, and letting the volume of the integration domain go to zero, one is left with

$$
\begin{equation*}
\hat{\boldsymbol{n}} \cdot \check{\boldsymbol{j}}_{i}=i\left(F_{i} \check{B} \circ \check{g}_{i}^{s}-\check{g}_{i}^{s} \circ \check{B} F_{i}\right), \tag{6.140}
\end{equation*}
$$

where $\hat{\boldsymbol{n}}$ is the outwards pointing unit vector. With a vacuum or insulator on the other side of the boundary, $\check{B}$ will come from the potential $R$, but in the more general case it can include tunneling to the other material.

The derivation sketched above is not mathematically justified. Under the assumptions used to derive equation (6.139), one cannot include potentials that are rapidly varying on the atomic length scale. Moreover, even though $\check{j}_{i}$ is mathematically well-defined outside of the material because we extended the lattice, it, together with $\check{g}_{i}^{S}$, quickly goes to zero as the center of mass position leaves the material. Therefore, a proper derivation should start from the more general equation (6.24). That is, a proper derivation must take into account the discrete nature of the lattice and evaluate terms like $D \cdot G$ explicitly.

Starting from the full microscopic description, I performed the derivation of boundary conditions in antiferromagnetic metals in paper IX. As can be seen in paper IX, a discrete lattice gives rise to finite differences in the equations for the quasiclassical Green's functions, rather than the continuous derivatives that can be obtained when the Green's function is approximated as a continuous function that can be assumed to vary slowly in space. The derivation in the more general formalism presented here is not substantially changed compared to the derivation presented in paper IX. I therefore refer to paper IX for the more detailed calculations. Here, I simply derive the self-energy term $\check{B}$.

To derive $\check{B}$, I start from a description of $N_{m}$ materials. In each material, labeled $\alpha$, there is some self-energy, $\check{\Omega}^{\alpha}$, together with a geometric term $R^{\alpha}$, which is large outside of the material and zero inside the material, as discussed above. Additionally, there is a tunneling term, $T^{\alpha \beta}$, between every pair of materials. The tunneling term $T^{\alpha \beta}$ only has nonzero components if materials $\alpha$ and $\beta$ shares a boundary.

For a multimaterial system, the Green's functions are defined as

$$
\begin{align*}
& \hat{G}_{k_{1} k_{2}}^{\alpha \beta, R}\left(t, t^{\prime}\right)=-\frac{i}{N} \theta\left(t-t^{\prime}\right) \tau_{z}\left\langle\left[c_{\alpha, k_{1}}(t), c_{\beta, k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle  \tag{6.141a}\\
& \hat{G}_{k_{1} k_{2}}^{\alpha \beta, A}\left(t, t^{\prime}\right)=+\frac{i}{N} \theta\left(t^{\prime}-t\right) \tau_{z}\left\langle\left[c_{\alpha, k_{1}}(t), c_{\beta, k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle  \tag{6.141b}\\
& \hat{G}_{k_{1} k_{2}}^{\alpha \beta, K}\left(t, t^{\prime}\right)=-\frac{i}{N} \tau_{z}\left\langle\left[c_{\alpha, k_{1}}(t), c_{\beta, k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{-}\right\rangle \tag{6.141c}
\end{align*}
$$

where $c_{\alpha, k_{1}}$ is the tuple of creation and annihilation operators for crystal momentum $k_{1}$ in material $\alpha$. Note that the number of operators in $c_{\alpha, k_{1}}$ can depend on $\alpha$, so intermaterial Green's functions are not necessarily square. From equation (6.24), the equations for the Green's function $\check{G}^{\alpha \beta}$, reads

$$
\begin{align*}
& i \tau_{z} \frac{\partial \check{G}^{\alpha \beta}}{\partial t}-\left(\check{\Omega}^{\alpha}+R^{\alpha}\right) \cdot \check{G}^{\alpha \beta}-\sum_{\gamma} T^{\alpha \gamma} \cdot \check{G}^{\gamma \beta}=\delta\left(t-t^{\prime}\right) \delta_{\alpha \beta},  \tag{6.142a}\\
& i \frac{\partial \check{G}^{\alpha \beta}}{\partial t^{\prime}} \tau_{z}+\check{G}^{\alpha \beta} \cdot\left(\check{\Omega}^{\beta}+R^{\beta}\right)+\sum_{\gamma} \check{G}^{\alpha \gamma} \cdot T^{\gamma \beta}=-\delta\left(t-t^{\prime}\right) \delta_{\alpha \beta} . \tag{6.142b}
\end{align*}
$$

The sum goes over all the $N_{m}$ materials, and the bullet products, •, also include sums over internal momenta.

The next step is to remove the intermaterial Green's functions, which can be done through the Dyson equation, derived in chapter 5. Treating the tunneling amplitude as a perturbation, the Dyson equation implies that (see paper IX)

$$
\begin{align*}
& i \tau_{z} \frac{\partial \check{G}^{\alpha \alpha}}{\partial t}-\left(\check{\Omega}^{\alpha}+R^{\alpha}+\sum_{\gamma} T^{\alpha \gamma} \cdot \check{G}_{0}^{\gamma \gamma} \cdot T^{\gamma \alpha}\right) \cdot \check{G}^{\alpha \alpha}=\delta\left(t-t^{\prime}\right),  \tag{6.143a}\\
& i \frac{\partial \check{G}^{\alpha \alpha}}{\partial t^{\prime}} \tau_{z}+\check{G}^{\alpha \alpha} \cdot\left(\check{\Omega}^{\alpha}+R^{\alpha}+\sum_{\gamma} T^{\alpha \gamma} \cdot \check{G}_{0}^{\gamma \gamma} \cdot T^{\gamma \alpha}\right)=-\delta\left(t-t^{\prime}\right), \tag{6.143b}
\end{align*}
$$

where $\check{G}_{0}^{\alpha \alpha}$ is the Green's function obtained by setting $T^{\beta \gamma}=0$ for all pairs $(\beta, \gamma)$. Note that this does not mean that $\breve{G}_{0}^{\alpha \alpha}$ is the Green's function in the absence of tunneling. That is, $\check{G}_{0}^{\alpha \alpha}$ can still depend
on $\check{G}^{\beta \beta}$ for $\beta \neq \alpha$. For example, if $\alpha$ is a superconductor and $\beta$ is a neighboring normal metal, $\check{G}_{0}^{\beta \beta}$ can still have superconducting correlations by virtue of the proximity effect. This is because the impurity self-energy is present in $\check{\Omega}^{\beta}$, and $\check{G}_{0}^{\beta \beta}$ depend on $\check{\Omega}^{\beta}$. Since the impurity self energy depends on $\check{G}^{\beta \beta}$, and $\check{G}^{\beta \beta}$ depend on the tunneling term, this means that $\check{G}_{0}^{\beta \beta}$ also depend on the neighboring materials.

Using the above-mentioned approach of deriving boundary conditions, with calculations similar to those performed in paper IX, the boundary self-energy for the interface between material $\alpha$ and $\beta, \check{B}^{\alpha \beta}$, can be identified as

$$
\begin{equation*}
\check{B}^{\alpha \beta}=R^{\alpha}-i \sum_{j} \mathscr{T}^{\alpha \beta} \breve{g}_{0, j}^{s, \beta \beta} \mathscr{T}^{\beta \alpha}, \tag{6.144}
\end{equation*}
$$

where $\check{g}_{0, j}^{s, \beta \beta}$ is the isotropic part of the $j$ 'th quasiclassical Green's function in material $\beta$ with tunneling amplitudes set to zero, and $\mathscr{T}^{\alpha \beta}$ are renormalized tunneling amplitudes. Hence, the boundary condition for the $i$ 'th quasiclassical Green's function in material $\alpha$ at the interface with material $\beta$ is

$$
\begin{align*}
& \hat{\boldsymbol{n}} \cdot \check{\boldsymbol{j}}_{i}=F_{i}\left(\sum_{j} \mathscr{T}^{\alpha \beta} \check{g}_{0, j}^{s, \beta \beta} \mathscr{T}^{\beta \alpha}+i R^{\alpha}\right) \circ \check{g}_{i}^{s} \\
&-\check{g}_{i}^{s} \circ\left(\sum_{j} \mathscr{T}^{\alpha \beta} \check{g}_{0, j}^{s, \beta \beta} \mathscr{T}^{\beta \alpha}+i R^{\alpha}\right) F_{i} . \tag{6.145}
\end{align*}
$$

To second order in tunneling amplitudes, equation (6.145) becomes

$$
\begin{align*}
& \hat{\boldsymbol{n}} \cdot \check{\boldsymbol{j}}_{i}=F_{i}\left(\sum_{j} \mathscr{T}^{\alpha \beta} \check{g}_{j}^{s, \beta \beta} \mathscr{T}^{\beta \alpha}+i R^{\alpha}\right) \circ \check{g}_{i}^{s} \\
&-\check{g}_{i}^{s} \circ\left(\sum_{j} \mathscr{T}^{\alpha \beta} \check{g}_{j}^{s, \beta \beta} \mathscr{T}^{\beta \alpha}+i R^{\alpha}\right) F_{i}, \tag{6.146}
\end{align*}
$$

which reduces to the Kupriyanov-Lukichev boundary condition for normal metals [218], its generalization to spin-active boundaries [209], or its generalization to antiferromagnetic systems (paper IX), when there is only one quasiclassical Green's function in each material and there are only two energy bands with the same density of states near
the Fermi level, meaning that $F_{i}$ is proportional to the identity matrix. One can also use the Dyson equation to write $\check{g}_{0, j}^{s, \beta \beta}$ as a series expansion in $\check{g}_{j}^{s, \beta \beta}$, thereby producing boundary conditions that are valid to higher order in tunneling amplitudes. This should in principle provide generalizations to the Nazarov boundary condition [219, 220].

### 6.6 Observables in quasiclassical theory

In order to apply quasiclassical theory to make predictions about real physical systems, one must know how to compute observables. From chapter 4 we know that observables can be written as linear combinations of the Keldysh Green's function. This can be related to the quasiclassical Green's function, although the full expression also involves high-energy components. I derived a general expression for observables in the quasiclassical theory for antiferromagnetic metals in paper IX. The generalization to the quasiclassical theory presented here is relatively straightforward. Therefore, I outline the main steps and refer to paper IX for the more detailed calculations.

We are interested in observables that can be written as linear combinations of the expectation values of pairs of fermionic operators. Using the $4 N_{s}$-tuples defined in equation (6.2) and the commutation relation for fermionic operators, all such observables can be written

$$
\begin{equation*}
Q(t)=C(t)+\frac{1}{N^{2}} \sum_{k_{1} k_{2}}\left(\left\langle c_{k_{1}}^{\dagger}(t) B_{k_{1} k_{2}}(t) c_{k_{2}}(t)\right\rangle-\left\langle c_{k_{2}}^{T}(t) B_{k_{1} k_{2}}^{T}(t)\left(c_{k_{1}}^{\dagger}\right)^{T}(t)\right\rangle\right), \tag{6.147}
\end{equation*}
$$

for some real scalar $C(t)$ and some set of $4 N_{s} \times 4 N_{s}$ matrices $B_{k_{1} k_{2}}(t)$. One can relate this to the Keldysh Green's function,

$$
\begin{equation*}
\hat{G}_{k_{1} k_{2}}^{K}\left(t, t^{\prime}\right)=-\frac{i}{N} \tau_{z}\left\langle\left[c_{k_{1}}(t), c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{-}\right\rangle, \tag{6.148}
\end{equation*}
$$

such that

$$
\begin{equation*}
Q(t)=C(t)-i N^{-1} \sum_{k_{1} k_{2}} \operatorname{Tr}\left[B_{k_{1} k_{2}}(t) \tau_{z} \hat{G}_{k_{2} k_{1}}^{K}(t, t)\right] . \tag{6.149}
\end{equation*}
$$

Like before, we can relate this Green's function to the energy basis Green's function through a similarity transformation, $\hat{G}_{k_{1} k_{2}}^{\prime}{ }^{\prime}=$
$S_{k_{1}} \hat{G}_{k_{1} k_{2}}^{K} S_{k_{2}}^{\dagger}$. Defining $B_{k_{1} k_{2}}^{\prime}=S_{k_{1}} B_{k_{1} k_{2}} S_{k_{2}}^{\dagger}$, the expression for the observable $Q$ becomes

$$
\begin{equation*}
Q(t)=C(t)-i N^{-1} \sum_{k_{1} k_{2}} \operatorname{Tr}\left[B_{k_{1} k_{2}}^{\prime}(t) \tau_{z} \hat{G}_{k_{2} k_{1}}^{K}(t, t)\right] . \tag{6.150}
\end{equation*}
$$

Fourier transforming, writing in terms of Wigner coordinates and assuming that the spatial variation in $\hat{G}^{\prime}{ }^{K}$ is small, such that it is sufficient to keep the lowest order in the gradient expansion, I get that

$$
\begin{equation*}
Q(t)=C(t)-i N^{-1} \sum_{R k} \int_{-\infty}^{\infty} \frac{\mathrm{d} \varepsilon}{2 \pi} \operatorname{Tr}\left[B^{\prime}(\boldsymbol{R}, \boldsymbol{k}, t) \tau_{z} \hat{G}^{\prime} K(\boldsymbol{R}, \boldsymbol{k}, t, \varepsilon)\right] . \tag{6.151}
\end{equation*}
$$

Typically, one is interested in local densities, such as charge density, spin densities or various current densities. Quantities like total electrical charge can then be computed by integrating the density over a volume. Letting the density of $Q(t)$ be $q(\boldsymbol{R}, t)$, we can get an expression for $q(\boldsymbol{R}, t)$ by writing $B^{\prime}(\boldsymbol{R}, \boldsymbol{k})=A(\boldsymbol{R}, \boldsymbol{k}) / V_{e}$, where $V_{e}$ is the volume associated with each lattice site. With this, the density becomes

$$
\begin{equation*}
q(\boldsymbol{R}, t)=c(\boldsymbol{R}, t)-i \frac{N}{V_{e}} \sum_{k} \int_{-\infty}^{\infty} \frac{\mathrm{d} \varepsilon}{2 \pi} \operatorname{Tr}\left[A(\boldsymbol{R}, \boldsymbol{k}, t) \tau_{z} \hat{G}^{\prime} K(\boldsymbol{R}, \boldsymbol{k}, t, \varepsilon)\right], \tag{6.152}
\end{equation*}
$$

where $c$ is the density of $C$. Like in section 6.4, we can write the sum over momenta as an integral, using that $1 / N=V_{e} \mathrm{~d}^{3} k /(2 \pi)^{3}$, such that

$$
\begin{equation*}
q(\boldsymbol{R}, t)=c(\boldsymbol{R}, t)-i \int_{-\infty}^{\infty} \frac{\mathrm{d} \varepsilon}{2 \pi} \int \frac{\mathrm{~d}^{3} k}{(2 \pi)^{3}} \operatorname{Tr}\left[A(\boldsymbol{R}, \boldsymbol{k}, t) \tau_{z} \hat{G}^{\prime} K(\boldsymbol{R}, \boldsymbol{k}, t, \varepsilon)\right] . \tag{6.153}
\end{equation*}
$$

The next step is to split up the energy integral. This is necessary because quasiclassical theory is only applicable to energies $\varepsilon$ that are small compared to the Fermi energy. When working in the diffusive limit, it is only advantageous to restrict $\varepsilon$ to be well below the impurity scattering rate, as this can simplify the equations (see section 6.4). Let $a$ be a cutoff energy that is such that the quasiclassical Green's function
can be obtained for energies satisfying $|\varepsilon|<a$, and consider first the contributions from energies $|\varepsilon|<a$. Let

$$
\begin{equation*}
q_{q c}=-i \int_{-a}^{a} \frac{\mathrm{~d} \varepsilon}{2 \pi} \int \frac{\mathrm{~d}^{3} k}{(2 \pi)^{3}} \operatorname{Tr}\left[A(\boldsymbol{R}, \boldsymbol{k}, t) \tau_{z} \hat{G}^{\prime}{ }^{K}(\boldsymbol{R}, \boldsymbol{k}, t, \varepsilon)\right] . \tag{6.154}
\end{equation*}
$$

As in section 6.4, one can split the integral over momenta into one contribution from the quasiclassical Green's functions and one rest component,

$$
\begin{align*}
& q_{q c}=-i \int_{-a}^{a} \frac{\mathrm{~d} \varepsilon}{2 \pi} \int_{\mathscr{C}_{0}} \frac{\mathrm{~d}^{3} k}{(2 \pi)^{3}} \operatorname{Tr}\left[A(\boldsymbol{R}, \boldsymbol{k}, t) \tau_{z} \hat{G}^{\prime} K_{(\boldsymbol{R}, \boldsymbol{k}, t, \varepsilon)}\right] \\
& +\int_{-a}^{a} \frac{\mathrm{~d} \varepsilon}{2 \pi} \sum_{i=1}^{N_{q}} \pi \int \frac{\mathrm{~d} \Omega_{k}}{4 \pi} N_{i}(\hat{\boldsymbol{k}}) \operatorname{Tr}\left[A\left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}, t\right) \tau_{z} \hat{g}_{i}^{K}(\boldsymbol{R}, \hat{\boldsymbol{k}}, t, \varepsilon)\right], \tag{6.155}
\end{align*}
$$

where the sum goes over all the $N_{q}$ quasiclassical Green's functions and $\mathscr{C}_{0}$ is the integral over all the remaining parts of the momentum space. The quantity $N_{i}$ can, as before, be thought of as the normal state density of states for the first energy band in the $i$ 'th collection of Fermi levels. The integral over $\mathscr{C}_{0}$ can be neglected because only the Keldysh Green's function is involved. This is justified by the fact that the Keldysh Green's function goes to zero as $\sim 1 / \xi^{2}$, where $\xi$ is energy. Hence,

$$
\begin{equation*}
q_{q c}=\int_{-a}^{a} \mathrm{~d} \varepsilon \sum_{i=1}^{N_{q}}\left\langle\frac{N_{i}(\hat{\boldsymbol{k}})}{2} \operatorname{Tr}\left[A\left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}, t\right) \tau_{z} \hat{g}_{i}^{K}(\boldsymbol{R}, \hat{\boldsymbol{k}}, t, \varepsilon)\right]\right\rangle . \tag{6.156}
\end{equation*}
$$

The remaining part of the integral can be simplified because only energies $|\varepsilon|>a$ are considered. Assuming that $a$ is sufficiently large compared to the thermal energy, all states at these energies are either fully occupied or fully empty, meaning that the Keldysh Green's function is fully determined by the spectral function. In addition, choosing $a$ much larger than the superconducting gap, it is reasonable to neglect the effect of superconductivity on the spectral function. This makes it possible to evaluate the integral over momenta and energies $|\varepsilon|>a$. The detailed calculations are shown in paper IX, but in essence, the
idea is the following. The integral over momenta and energies $|\varepsilon|>a$ counts the number of states with energies in the intervals $(-\infty,-a)$ and $(a, \infty)$. This number can be changed by changes in the retarded part of the self-energy, $\hat{\Omega}^{R}$. For example, an increase in the electrochemical potential, such as by an applied electric potential, will shift the whole spectrum, giving fewer states in the region $(-\infty,-a)$ and more states in the region $(a, \infty)$. For the bands which cross the Fermi level, this means that fewer high-energy states are occupied. ${ }^{2}$ Assuming that the density of states is approximately constant in the region $(-a, a)$, the contribution from high-energy states to the observable, neglecting a constant that can be absorbed into $c$, is equal to

$$
\begin{align*}
-\sum_{i=1}^{N_{q}}\left\langleN _ { i } ( \hat { \boldsymbol { k } } ) \operatorname { T r } \left[A \left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}\right.\right.\right. & \left.+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}, t\right) \tau_{z} K_{i}\left(\hat{\Omega}^{R}\left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}, t\right)\right. \\
& \left.\left.\left.+\left[\hat{\Omega}^{R}\left(\boldsymbol{R}, \boldsymbol{k}_{0}^{i i_{1}}+p_{F}^{i i_{1}} \hat{\boldsymbol{k}}, t\right)\right]^{\dagger}\right) K_{i}\right]\right\rangle, \tag{6.157}
\end{align*}
$$

where the factors $K_{i}$ comes from the fact that it is only some of the energy bands that cross the Fermi level at the different locations in momentum space. Combining the results and removing the arguments for notational simplicity, the final, general expression for observables in quasiclassical theory is

$$
\begin{align*}
q=c+\int_{-a}^{a} \mathrm{~d} \varepsilon \sum_{i=1}^{N_{q}} & \left\langle\frac{N_{i}}{2} \operatorname{Tr}\left[A \tau_{z} \hat{g}_{i}^{K}\right]\right\rangle \\
& -\sum_{i=1}^{N_{q}}\left\langle N_{i} \operatorname{Tr}\left[A \tau_{z} K_{i}\left(\hat{\Omega}^{R}+\left[\hat{\Omega}^{R}\right]^{\dagger}\right) K_{i}\right]\right\rangle \tag{6.158}
\end{align*}
$$

For not only the detailed steps in the last calculations but also a few examples of specific observables, such as charge and spin density, I refer to section XIV in paper IX. Finally, note that the last term in equation (6.158) is needed to make observables gauge invariant.
2. This is not to say that the total number of occupied states is necessarily changed. There are fewer occupied states with energies $(-\infty,-a) \cup(a, \infty)$, but there can be more occupied states with energies $(-a, a)$.

## Numerics

In the previous chapters I showed, starting from the fundamentals of quantum mechanics, how to model mesoscopic condensed matter systems. The end results were partial differential equations. Solving these equations, one can obtain the quasiclassical Green's function, which in turn can be used to compute quantities such as charge and spin densities or charge and spin currents. This chapter is dedicated to how to solve these equations numerically. The equations in question, equations (6.122), (6.132a), (6.133) and (6.136), together with the boundary conditions presented in section 6.5 , constitute a coupled set of non-linear matrix differential equations. An analytical solution to these equations can only be found under certain ideal conditions, and even when analytical expressions can be found, numerical integration techniques might be required to present the solutions graphically. In addition to the above-mentioned equations, a complete theoretical model might require solving additional equations for parameters that enter the equations.

The two most common examples of such parameters are the superconducting gap parameter and the electromagnetic potentials. As derived in section 3.3, superconductivity can be treated in a mean-field approach. This results in a self-energy term in equation (6.122) that depends on the quasiclassical Green's function. As a result, one gets an additional equation that must be solved simultaneously in order to ensure consistency between the quasiclassical Green's function and parameters used to compute the quasiclassical Green's function. As we saw in section 3.4.2, an external electromagnetic vector potential will also contribute to the Hamiltonian. As this term gives a correction to the kinetic hopping term, it will be included in the covariant derivative in equations (6.122) and (6.136). The external vector potential should involve all the non-equilibrium contributions, so it should also involve the contributions from the current and charge distributions associated with the itinerant electrons. Hence, the electromagnetic vector and scalar potentials must be consistent with the electric charge density and charge current through the Maxwell equations. The electric charge density and the electric charge current can be computed from the quasiclassical Green's function. An example of where the
quasiclassical equation, gap equation, and Maxwell's equations are solved self-consistently can be found in paper VIII. The aim of this section is to provide the tools necessary to perform such calculations.

In this chapter, I will consider only time-independent systems, which means that circle-products reduce to normal matrix products, $A \circ B=$ $A B$. The equations become much harder to solve in the general case in time-dependent systems. In the general time-dependent case, one must use equation (6.31), which means that the equations are partial differential equations of infinite order in time and energy. I consider how to solve the equations in time-dependent systems in paper V .

### 7.1 Parametrization

The equations are partial differential equations of matrices. However, not all of the matrix components are independent. This is because of certain symmetries in the definition of the Green's functions. Hence, one does not have to solve for all the matrix elements separately. Moreover, by choosing a clever parametrization scheme one can ensure that the normalization condition is automatically satisfied. This simultaneously removes this equation from the problem and gives fewer unknown parameters to solve for. Such a parametrization scheme is therefore advantageous compared to solving for the different matrix elements of the Green's function directly.

The symmetries of the Green's function, and therefore also the form of the parametrization, depends on the convention used for defining the Green's function. As previously shown, the Green's functions are defined as

$$
\begin{align*}
\hat{G}_{k_{1} k_{2}}^{R}\left(t, t^{\prime}\right) & =-\frac{i}{N} \theta\left(t-t^{\prime}\right) \tau_{z}\left\langle\left[c_{k_{1}}(t), c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle  \tag{7.1a}\\
\hat{G}_{k_{1} k_{2}}^{A}\left(t, t^{\prime}\right) & =+\frac{i}{N} \theta\left(t^{\prime}-t\right) \tau_{z}\left\langle\left[c_{k_{1}}(t), c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{+}\right\rangle,  \tag{7.1b}\\
\hat{G}_{k_{1} k_{2}}^{K}\left(t, t^{\prime}\right) & =-\frac{i}{N} \tau_{z}\left\langle\left[c_{k_{1}}(t), c_{k_{2}}^{\dagger}\left(t^{\prime}\right)\right]_{-}\right\rangle \tag{7.1c}
\end{align*}
$$

and the difference between the different conventions is determined by how the tuple of creation and annihilation operators are chosen. The two most common choices are

$$
c_{k}^{\dagger}=\left(\begin{array}{lllllllll}
c_{k 1 \uparrow}^{\dagger} & c_{k 1 \downarrow}^{\dagger} & c_{k 2 \uparrow}^{\dagger} & \cdots & c_{k N_{s} \downarrow}^{\dagger} & c_{-k 1 \downarrow} & -c_{-k 1 \uparrow} & \cdots & -c_{-k N_{s} \uparrow}
\end{array}\right),
$$

and

$$
c_{k}^{\dagger}=\left(\begin{array}{ccccccccc}
c_{k 1 \uparrow}^{\dagger} & c_{k 1 \downarrow}^{\dagger} & c_{k 2 \uparrow}^{\dagger} & \cdots & c_{k N_{s} \downarrow}^{\dagger} & c_{-k 1 \uparrow} & c_{-k 1 \downarrow} & \cdots & c_{-k N_{s} \downarrow} \tag{7.3}
\end{array}\right),
$$

where $2 N_{s}$ is the number of Wannier states associated with each unit cell. In chapter 6 I chose the equation (7.2), but in my work I have used both. Using that

$$
\begin{align*}
\left\langle\left[c_{k_{1}, i}(t), c_{k_{2}, j}^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle^{*}=\langle[ & \left.\left.\left(c_{k_{2}, j}\right)^{\dagger}\left(t^{\prime}\right),\left(c_{k_{1}, i}\right)^{\dagger}(t)\right]_{ \pm}\right\rangle \\
& = \pm\left\langle\left[\left(c_{k_{1}, i}\right)^{\dagger}(t),\left(c_{k_{2}, j}\right)^{\dagger}\left(t^{\prime}\right)\right]_{ \pm}\right\rangle \tag{7.4}
\end{align*}
$$

one can deduce symmetries for the Green's functions. For instance, one gets that when using equation (7.3) that, after transforming to Wigner coordinates,

$$
\hat{G}_{R k}^{R / A}\left(t, t^{\prime}\right)=\left(\begin{array}{cc}
G_{R k}^{R / A}\left(t, t^{\prime}\right) & F_{R k}^{R / A}\left(t, t^{\prime}\right)  \tag{7.5}\\
{\left[F_{R(-k)}^{R / A}\left(t, t^{\prime}\right)\right]^{*}} & {\left[G_{R(-k)}^{R / A}\left(t, t^{\prime}\right)\right]^{*}}
\end{array}\right)
$$

and

$$
\hat{G}_{R k}^{K}\left(t, t^{\prime}\right)=\left(\begin{array}{cc}
G_{R k}^{K}\left(t, t^{\prime}\right) & F_{R k}^{K}\left(t, t^{\prime}\right)  \tag{7.6}\\
-\left[F_{R(-k)}^{K}\left(t, t^{\prime}\right)\right]^{*} & -\left[G_{R(-k)}^{K}\left(t, t^{\prime}\right)\right]^{*}
\end{array}\right) .
$$

When using the convention of equation (7.2), the symmetries can be obtained from equations (7.5) and (7.6), since the Green's functions in the different are related through a similarity transformation.

If $\check{G}_{R, k}=\check{G}_{R,-k}$, I get from integrating over an Eilenberger contour, $\mathscr{C}_{i}^{E}$, that the quasiclassical Green's function satisfies

$$
\hat{g}_{i}^{R / A}(\varepsilon)=\left(\begin{array}{cc}
g_{i}^{R / A}(\varepsilon) & f_{i}^{R / A}(\varepsilon)  \tag{7.7}\\
-\left[f_{i}^{R / A}(-\varepsilon)\right]^{*} & -\left[g_{i}^{R / A}(-\varepsilon)\right]^{*}
\end{array}\right),
$$

and

$$
\hat{g}_{i}^{K}(\varepsilon)=\left(\begin{array}{cc}
g_{i}^{K}(\varepsilon) & f_{i}^{K}(\varepsilon)  \tag{7.8}\\
{\left[f_{i}^{R / A}(-\varepsilon)\right]^{*}} & {\left[g_{i}^{R / A}(-\varepsilon)\right]^{*}}
\end{array}\right)
$$

where I used that there is an extra imaginary factor $i$ in the definition of the quasiclassical Green's function and that the Fourier transform, $\mathscr{F}_{t}$ satisfies $\mathscr{F}_{t}\left\{A^{*}\right\}(\varepsilon)=\left[\mathscr{F}_{t}\{A\}(-\varepsilon)\right]^{*}$. Written in terms the Pauli matrices in Nambu space, $\left\{\tau_{x}, \tau_{y}, \tau_{x}\right\}$, these identities can be written $\hat{g}^{R / A}(\varepsilon)=-\tau_{x}\left[\hat{g}^{R / A}(-\varepsilon)\right]^{*} \tau_{x}$ and $\hat{g}^{K}(\varepsilon)=\tau_{x}\left[\hat{g}^{K}(-\varepsilon)\right]^{*} \tau_{x}$.

While this special case of $\check{G}_{R, k}=\check{G}_{R,-k}$ is often assumed, it is not assumed in my derivation presented in chapter 6. Therefore, these symmetries do not follow in the general case. In the general case, the symmetries depend on the structure of the Fermi surfaces in momentum space. For simplicity, I assume here that $\check{G}_{R, k}=\check{G}_{R,-k}$. In this case, one can similarly deduce from equation (7.1) that

$$
\begin{equation*}
\hat{g}_{i}^{A}(\varepsilon)=-\tau_{z}\left[\hat{g}_{i}^{R}(\varepsilon)\right]^{\dagger} \tau_{z} . \tag{7.9}
\end{equation*}
$$

A parameterization of the quasiclassical Green's function should take into account the symmetries as well as the normalization condition

$$
\begin{equation*}
\check{g}_{i} \circ\left(F_{i}^{-1} \check{g}_{i}\right)=K_{i} F_{i} . \tag{7.10}
\end{equation*}
$$

The Keldysh part of this equation,

$$
\begin{equation*}
\check{g}_{i}^{R} \circ\left(F_{i}^{-1} \check{g}_{i}^{K}\right)+\check{g}_{i}^{K} \circ\left(F_{i}^{-1} \check{g}_{i}^{A}\right)=0, \tag{7.11}
\end{equation*}
$$

is automatically satisfied if we write

$$
\begin{equation*}
\check{g}_{i}^{K}=\check{g}_{i}^{R} \circ\left(F_{i}^{-1 / 2} h_{i} F_{i}^{1 / 2}\right)-\left(F_{i}^{1 / 2} h_{i} F_{i}^{-1 / 2}\right) \circ \check{g}_{i}^{A} . \tag{7.12}
\end{equation*}
$$

for any $h_{i}$, as long as the retarded and advanced parts of the normalization condition are satisfied. Here, $h_{i}$ is known as the distribution function, and in thermal equilibrium it is simply $h_{i}(\varepsilon)=\tanh (\beta \varepsilon / 2)$, where $\beta$ is inverse temperature, as shown in section 4.2. From equation (7.8), there are certain symmetries the distribution function must satisfy, and the distribution function can in turn be parametrized.

The two most common parametrization schemes used for the retarded and advanced quasiclassical Green's functions are the Ricatti parametrization [221, 222] and the $\theta$-parametrization [223]. In my work I have exclusively chosen the former. As shown in section 6.3, the quasiclassical Green's function can always be transformed such that

$$
\begin{equation*}
\check{g}_{i}^{S} \check{g}_{i}^{S}=\check{g}_{i}^{S} \circ \check{g}_{i}^{S}=1 \tag{7.13}
\end{equation*}
$$

where I used the assumption of time independence in the first equality. In the Ricatti-parametrization, the retarded quasiclassical Green's function is written

$$
\hat{g}_{i}^{R}=\left(\begin{array}{cc}
N_{i} & 0  \tag{7.14}\\
0 & \tilde{N}_{i}
\end{array}\right)\left(\begin{array}{cc}
1+\gamma_{i} \tilde{\gamma}_{i} & 2 \gamma_{i} \\
-2 \tilde{\gamma}_{i} & -\left(1+\tilde{\gamma}_{i} \gamma_{i}\right)
\end{array}\right)
$$

when using the equation (7.3) convention. Here, the $\sim$-operator is defined as $\tilde{\gamma}_{i}(\varepsilon)=\gamma_{i}^{*}(-\varepsilon)$ and $N_{i}=\left(1-\gamma_{i} \tilde{\gamma}_{i}\right)^{-1}$. How the Ricatti parametrization will look when using the equation (7.3) convention will generally depend on which spin bands are present in the quasiclassical Green's function $\hat{g}_{i}^{R}$. In the normal case where $\gamma_{i}$ includes one of each spin band, then

$$
\hat{g}_{i}^{R}=\left(\begin{array}{cc}
N_{i} & 0  \tag{7.15}\\
0 & i \sigma_{y} \tilde{N}_{i}
\end{array}\right)\left(\begin{array}{cc}
1+\gamma_{i} \tilde{\gamma}_{i} & -2 \gamma_{i} i \sigma_{y} \\
-2 \tilde{\gamma}_{i} & \left(1+\tilde{\gamma}_{i} \gamma_{i}\right) i \sigma_{y}
\end{array}\right) .
$$

### 7.2 Discretization

When the quasiclassical Green's functions have been parametrized, the result is a set of coupled non-linear partial differential equations for complex scalar parameters. The next step when solving the equations numerically is then to discretize the equations. The word discretize typically means to to approximate something continuous by discrete values, but here I use the word to refer specifically to the process of turning a coupled set of partial differential equations into a larger set of algebraic equations or ordinary differential equations. In my work I have mainly transformed partial differential equations into algebraic equations when solving the equations numerically. When solving the time-dependent equations, as in papers V and VII, it could be beneficial to not discretize in the time dimension, such that the end product is a set of coupled ordinary differential equations. This is because one often only has one boundary condition in the time-dimension. The two main discretization schemes I have utilized in my work have been the finite element method and collocation methods.

### 7.2.1 The Finite Element Method

A general set of $N$ partial differential equations can be formulated

$$
\begin{equation*}
R\left(u_{1}, u_{2}, \ldots, u_{N}\right)=0 \tag{7.16}
\end{equation*}
$$

where $R$ is some operator that takes as input the $N$ unknown functions $u_{1}$ to $u_{N}$ and returns a tuple of $N$ functions. The aim is then to determine $\left\{u_{1}, \ldots, u_{N}\right\}$ such that all the $N$ functions are identically equal to zero. Equation (7.16) is typically accompanied by a set of boundary conditions. Sometimes, these can be incorporated by looking for solutions in a vector space of functions where the boundary conditions are satisfied, but more generally one must additionally solve a set of equations

$$
\begin{equation*}
\left.B\left(u_{1}, u_{2}, \ldots, u_{N}\right)\right|_{r \in \partial \Omega}=0, \tag{7.17}
\end{equation*}
$$

where $\Omega$ is the domain of the functions and $\partial \Omega$ is the boundary of $\Omega$.
One way to think about why the problem of analytically solving a partial differential equation is difficult, is that the difficulty comes from the fact that the relevant vector spaces of functions are normally infinite-dimensional. For any choice of basis functions $\left\{\varphi_{i}\right\}$, the functions in $\left\{u_{1}, \ldots, u_{N}\right\}$ can be written

$$
\begin{equation*}
u_{j}=\sum_{i=1}^{\infty} a_{j}^{i} \varphi_{i} . \tag{7.18}
\end{equation*}
$$

Inserting this into equation (7.16) converts the problem into an algebraic problem for the scalar coefficients $\left\{a_{j}^{i}\right\}$. This is what we want, since there are numerical techniques for solving coupled sets of algebraic equations. Unfortunately, the number of these equations scales with the dimensionality of the vector space. The infinite dimensionality of function spaces means that one must solve a set of infinitely many algebraic equations, which is not feasible to do numerically.

A natural approach to make the equations solvable is to write $\left\{u_{j}\right\}$ as a linear combination of a finite number of basis functions, $\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$. That is, instead of looking for solutions in the whole space of functions, one instead looks for solutions in a finite-dimensional subspace of functions. This is the main idea behind a wide class of numerical methods for solving differential equations, including spectral methods [224], pseudo-spectral methods [225] and finite-element methods [226, 227]. However, the chance of finding the exact solution in a finite-dimensional subspace is vanishingly small. Inserting

$$
\begin{equation*}
u_{j}=\sum_{i=1}^{n} a_{j}^{i} \varphi_{i} \tag{7.19}
\end{equation*}
$$

into equation (7.16) will in typically yield products such as $\varphi_{i} \varphi_{j}$ which may not lie in the finite-dimensional subspace. Thus, one cannot hope to solve equations (7.16) and (7.17) exactly with this approach. Instead, the best one can hope for is an approximate solution.

To find such an approximate solution, $\left\{\tilde{u}_{j}\right\}$, one must turn equations (7.16) and (7.17) into $n \times N$ algebraic equations which can be used to uniquely determine $\left\{\tilde{a}_{j}^{i}\right\}$. The idea is that if $\left\{\tilde{a}_{j}^{i}\right\}$ can be chosen to such that

$$
\begin{equation*}
\tilde{u}_{j}=\sum_{i=1}^{n} \tilde{a}_{j}^{i} \varphi_{i} \tag{7.20}
\end{equation*}
$$

minimizes $R$ in the finite-dimensional subspace, then, as long as $R$ is sufficiently nice, the difference between $\left\{u_{j}\right\}$ and $\left\{\tilde{u}_{j}\right\}$ should also be small.

In the finite element method, the way of turning equations (7.16) and (7.17) into algebraic equations is to take the inner product of each of the components of $R$ with each of the basis functions. That is,

$$
\begin{equation*}
\int_{\Omega} \mathrm{d} x \varphi_{k}^{*}(x)\left[R_{j}\left(\sum_{i=1}^{n} \tilde{a}_{1}^{i} \varphi_{i}, \ldots, \sum_{i=1}^{n} \tilde{a}_{N}^{i} \varphi_{i}\right)\right](x)=0 \tag{7.21}
\end{equation*}
$$

for all $k \in\{1, \ldots, n\}$ and $j \in\{1, \ldots, N\}$. This gives the appropriate number of equations. Equation (7.21) is closely related to what is called the weak formulation of equation (7.16). In the weak formulation, $\left\{u_{1}, \ldots, u_{N}\right\}$ must solve

$$
\begin{equation*}
\int_{\Omega} \mathrm{d} x v^{*}(x)\left[R_{j}\left(u_{1}, \ldots, u_{N}\right)\right](x)=0 \tag{7.22}
\end{equation*}
$$

for all functions $v$ in the space of test functions [184], meaning infinitely differential functions with compact support. Equation (7.22) is known as the weak formulation because if the set $\left\{u_{1}, \ldots, u_{N}\right\}$ solves equation (7.16), then it must also solve equation (7.22), but the reverse is not true. That is, one can in some cases find solutions to equation (7.22) that are not solutions to equation (7.16). In particular equation (7.22) can have solutions in the space of distributions even when equation (7.16) has no solutions. This happens for instance in systems with shocks, and examples can be found in my work on the two-layer shallow water equations [1, 2]. Equation (7.21) can be viewed as an approximation to
the weak formulation where both the test functions and the solution is restricted to a finite-dimensional subspace of functions.

The equations should also incorporate the boundary conditions. Certain boundary conditions, such as periodic boundaries or boundary conditions where either the value or the derivative is set to zero, can be incorporated by choosing the set of basis functions such that all linear combinations satisfy the boundary conditions. Otherwise, it can be possible to rewrite equation (7.21) using partial integration such that it incorporates the boundary conditions.

For a concrete example, take the diffusive differential equations from quasiclassical theory, as derived in section 6.4. In the most general, but time-independent case, these were

$$
\begin{align*}
i \tilde{\nabla} \cdot \check{\boldsymbol{j}}_{i}+\left[F_{i} \varepsilon \tau_{z}-F_{i} D D_{p_{F}^{s}}^{s i_{1}}, \check{g}_{i}^{s}\right]_{-} & -F_{i} \check{\Omega}_{0}^{s} \check{g}_{i}^{s}+\check{g}_{i}^{s} \check{\Omega}_{0}^{s} F_{i} \\
& -F_{i} \check{\Sigma i m p}_{\prime}^{\check{g}_{i}^{s}}+\check{g}_{i}^{s} \check{\Sigma}_{\mathrm{imp}}^{\prime} F_{i}=0 \tag{7.23}
\end{align*}
$$

and

$$
\begin{align*}
& \check{j}_{i}=-2 F_{i}^{-1} \check{g}_{i}^{s}\left[F_{i}^{-2} \tilde{\nabla}\left(D_{i} \check{g}_{i}^{s}\right)\right]+2 F_{i}^{-1} \check{g}_{i}^{s}\left[F_{i}^{-2} \check{j}_{i} \check{g}_{i}^{s} F_{i}\right] \\
& -2 F_{i}^{-1} \check{g}_{i}^{s}\left[F_{i}^{-2} \sum_{j=1}^{N_{q}} \frac{\tau_{\mathrm{imp}, i}}{2 \tau_{\mathrm{imp}, j}}\left(F_{i} \check{X}_{j} \check{\boldsymbol{j}}_{i}-\check{\boldsymbol{j}}_{i} \check{X}_{j} F_{i}\right)\right] \\
& \quad-F_{i}^{-1} \check{g}_{i}^{s}\left[F_{i}^{-2} \sum_{j \neq i} \frac{\tau_{\mathrm{imp}, i}}{\tau_{\mathrm{imp}, j}}\left(F_{i} \check{g}_{j}^{s} \check{j}_{i}-\check{\boldsymbol{j}}_{i} \check{g}_{j}^{s} F_{i}\right)\right] . \tag{7.24}
\end{align*}
$$

Choosing a parametrization scheme for $\check{g}_{i}$, with parameters $\left\{u_{1}, \ldots, u_{N}\right\}$, and extracting an appropriate amount of matrix elements of the equations, the equations can be more compactly written

$$
\begin{align*}
& \nabla \cdot \boldsymbol{j}+f\left(u_{1}, \ldots, u_{N}, \boldsymbol{j}\right)=0  \tag{7.25a}\\
& \boldsymbol{j}\left(u_{1}, \ldots, u_{N}\right)=\boldsymbol{g}\left(u_{1}, \ldots, u_{N}, \boldsymbol{j}\right) \tag{7.25b}
\end{align*}
$$

where $\boldsymbol{j}$ is a tuple of $N$ vectors, and $f$ and $\boldsymbol{g}$ are some functions that can be determined form equations (7.23) and (7.24). The divergence of $\boldsymbol{j}$ should be taken element-wise, meaning that one should take the divergence of each of the N -vectors. When there is only one quasiclassical Green's function, $\boldsymbol{j}$ can for example be chosen to be $N$ different components of the matrix current $\check{\boldsymbol{j}}_{1}$. When there are
multiple quasiclassical Green's functions, $\boldsymbol{j}$ will contain elements from all matrix currents, $\check{\boldsymbol{j}}_{1}, \ldots, \check{\boldsymbol{j}}_{N_{q}}$, and the set of parameters, $\left\{u_{1}, \ldots, u_{N}\right\}$, must parametrize all the isotropic Green's functions, $\check{g}_{1}^{s}, \ldots, \check{g}_{N_{q}}^{s}$. From section 6.5 we also know that the boundary condition is

$$
\begin{equation*}
\left.\hat{\boldsymbol{n}} \cdot \boldsymbol{j}\right|_{r \in \partial \Omega}=b\left(u_{1}, \ldots, u_{N}\right), \tag{7.26}
\end{equation*}
$$

for some function $b$.
The first step to solving equation (7.25) numerically using the finite element method is to choose a set of basis functions, $\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$, and write

$$
\begin{equation*}
u_{j}=\sum_{i=1}^{n} a_{j}^{i} \varphi_{i} \tag{7.27}
\end{equation*}
$$

Next, multiply the $i$ 'th element of equation (7.25a) with $\varphi_{l}^{*}$, where $l \in\{1, \ldots, n\}$ and integrate over the domain $\Omega$ to obtain

$$
\begin{equation*}
\int_{\Omega} \mathrm{d}^{d} x \varphi_{l}^{*}(x)\left[\nabla \cdot j_{i}(x)+f_{i}(x)\right]=0 \tag{7.28}
\end{equation*}
$$

where $d$ is the number of spatial dimensions of $\Omega$. Performing a partial integration of the first term and using equation (7.26) together with the divergence theorem, I get

$$
\begin{equation*}
\int_{\partial \Omega} \mathrm{d}^{d-1} x \varphi_{l}(x) b_{i}(x)+\int_{\Omega} \mathrm{d}^{d} x\left\{\varphi_{l}^{*}(x) f_{i}(x)-\left[\boldsymbol{j}_{i}(x) \cdot \nabla\right] \varphi_{l}^{*}(x)\right\}=0 . \tag{7.29}
\end{equation*}
$$

After performing the integrations, one is left with $N \times n$ algebraic equations that can be solved for the unknown coefficients. In practice, the integrations are performed numerically using collocation methods discussed in section 7.2.2.

Because the equations are non-linear, finding the solutions must typically be done iteratively, and the integrations might be necessary at each step. How this step is performed in practice is presented in section 7.3. With the general quasiclassical theory presented here, this also involves solving equation (7.25b) to obtain the matrix current at each point. From the coefficients, one can compute the Green's function, and then one can in turn compute the superconducting gap
parameter or observables like densities and currents. In general, one might then have to insert these values into Maxwell's equations to obtain updated values for the electromagnetic potentials, and then one should solve equation (7.29) again with the updated parameters. This should be repeated until there is consistency between the parameters used in equation (7.29) and the values obtained from the solution of equation (7.29) (see section 7.5).

The recipe presented above is the same for finite element methods and spectral methods. The difference is just in the choice of basis functions. In spectral methods the basis functions are chosen to be global, meaning they are generally non-zero on the whole domain. A popular choice of basis functions is the Fourier basis, $\{\exp (i k x)\}$. On the other hand, the basis functions in finite element methods are local, being only non-zero on small, finite elements. While the basis functions of spectral methods are typically smooth and of high order, the basis functions of finite element methods are typically polynomials of low degrees with discontinuous derivatives. The strength of spectral methods is that they have excellent convergence properties when the solution is smooth. On the other hand, the local basis functions of finite element methods give these methods great versatility. Even very complex geometries can be divided into small elements, while global basis functions on such domains can be difficult to define. It is possible to combine the strengths of spectral methods and finite element methods in so-called spectral element methods [228].

The finite element method has been used in papers I-IV. The domain was divided into cells, and a number of basis functions were defined for each cell. The basis functions were nonzero only in the nearest cells, and they were polynomials of a small degree. Exactly how the cells and basis functions were defined depended on the dimensionality. For example, for two-dimensional systems I typically chose square cells with 9 second-order polynomials at each cell.

In this section, I have not discussed the problem of error estimation. That is, how large is the difference between the exact solution of equation (7.16) and the solution of equation (7.21). I have only presented how to determine the finite element solution, but a proper introduction to the finite element method should also show that the approximate so-
lution converges to the exact solution as the number of basis functions increases. Such analysis can be found in textbooks such as [227].

### 7.2.2 Collocation Methods

Collocation methods are similar to finite element methods in the sense that one approximates functions by elements of finite-dimensional subspaces of functions. In fact, finite element methods typically use collocation methods to determine the basis functions. Collocation methods refer to the general idea of using an equation on a specific collection of points, so-called collocation points, in order to determine the appropriate element from the subspace of functions [229]. The basis functions of finite element methods, for example, are typically chosen to be in the set of polynomials up to a certain degree such that they are equal to 1 or 0 on the different nodes in the cells. However, in the finite element approach, one uses an inner product of the equation and the basis functions in order to convert the continuous partial differential equation into a discrete set of algebraic equations. The collocation method approach to this step would have been to instead demand that the equations are satisfied on a set of collocation points rather than the whole domain.

For another way to use collocation methods to discretize the equations, consider the one-dimensional version of the quasiclassical equations,

$$
\begin{align*}
& \frac{\partial j}{\partial x}+f\left(u_{1}, \ldots, u_{N}, \boldsymbol{j}\right)=0  \tag{7.30a}\\
& j\left(u_{1}, \ldots, u_{N}\right)=g\left(u_{1}, \ldots, u_{N}, \boldsymbol{j}\right) \tag{7.30b}
\end{align*}
$$

where $x \in\left(x_{L}, x_{R}\right)$, with boundary condition

$$
\begin{align*}
& j\left(x_{L}\right)=b_{L}\left(u_{1}, \ldots, u_{N}\right)  \tag{7.31a}\\
& j\left(x_{R}\right)=b_{R}\left(u_{1}, \ldots, u_{N}\right) \tag{7.31b}
\end{align*}
$$

Integrating equation (7.30a) from $x=a$ to $x=b$ gives

$$
\begin{equation*}
j(b)-j(a)+\int_{a}^{b} \mathrm{~d} x f(x)=0 \tag{7.32}
\end{equation*}
$$

The integral can be approximated by collocation methods. Let $L$ be a function in the space of polynomials of degree $p-1$. In order to
choose $L$ such that it approximates $f$, take $p$ different $x$-values in the interval $(a, b),\left\{x_{1}, \ldots, x_{p}\right\}$, and choose $L$ such that

$$
\begin{equation*}
L\left(x_{i}\right)=f\left(x_{i}\right) \tag{7.33}
\end{equation*}
$$

for all $i \in\{1, \ldots, p\}$. This determines $L$ uniquely, and $L$ can be written in terms of Lagrange polynomials [229]. Let

$$
\begin{equation*}
l_{i}(x)=\prod_{j \neq i} \frac{x-x_{j}}{x_{i}-x_{j}} . \tag{7.34}
\end{equation*}
$$

Then,

$$
\begin{equation*}
L(x)=\sum_{i=1}^{p} f\left(x_{i}\right) l_{i}(x) \tag{7.35}
\end{equation*}
$$

so

$$
\begin{equation*}
\int_{a}^{b} \mathrm{~d} x f(x) \approx \int_{a}^{b} \mathrm{~d} x L(x)=\sum_{i=1}^{p} f\left(x_{i}\right) \int_{a}^{b} \mathrm{~d} x l_{i}(x)=\sum_{i=1}^{p} f\left(x_{i}\right) w_{i}, \tag{7.36}
\end{equation*}
$$

where $w_{i}=\int_{a}^{b} \mathrm{~d} x l_{i}(x)$. Hence, one can approximate

$$
\begin{equation*}
j(b)-j(a)+\sum_{i=1}^{p} w_{i} f\left(x_{i}\right)=0 \tag{7.37}
\end{equation*}
$$

With this approximation, one can convert the set of partial differential equations into a finite set of algebraic equations. Let $\left\{x_{L}, x_{2}, \ldots, x_{n-1}, x_{R}\right\}$ be a set of $n$ points on the interval $\left(x_{L}, x_{R}\right)$. Take a set of $n$ different 2-tuples from this set of points, $\left\{\left(a_{1}, b_{1}\right), \ldots,\left(a_{n}, b_{n}\right)\right\}$, where $a_{i} \in$ $\left\{x_{L}, x_{2}, \ldots, x_{n-1}\right\}$ and $b_{i} \in\left\{x_{2}, \ldots, x_{n-1}, x_{R}\right\}$ for all $n$. Integrating over the interval $\left(a_{i}, b_{i}\right)$ and using the above approximation with Lagrange polynomials gives

$$
\begin{equation*}
j\left(b_{i}\right)-j\left(a_{i}\right)+\sum_{j} w_{j}^{i} f\left(x_{j}\right)=0, \tag{7.38}
\end{equation*}
$$

where the sum goes from $x_{j}=a_{i}$ to $x_{j}=b_{i}$ and the weights are

$$
\begin{equation*}
w_{j}^{i}=\int_{a_{i}}^{b_{i}} \mathrm{~d} x \prod_{k \neq j} \frac{x-x_{k}}{x_{j}-x_{k}}, \tag{7.39}
\end{equation*}
$$

where the product also goes from $x_{k}=a_{i}$ to $x_{k}=b_{i}$, not including $x_{k}=x_{j}$. When $a_{i}=x_{L}$ or $b_{i}=x_{R}$, one should use the boundary condition in equation (7.31) to evaluate $j$.

Performing this integration for all $n$ intervals gives $n \times N$ equations. However, the number of unknown variables are $2 n N$, since to evaluate $\boldsymbol{j}$ and $f$ at all $N$ points, one must know not only the parameters $\left\{u_{1}, \ldots, u_{N}\right\}$, but also their derivatives, $\left\{\partial_{x} u_{1}, \ldots, \partial_{x} u_{N}\right\}$. To get the same amount of equations as unknowns, one can convert the set of secondorder partial differential equations to a set of twice as many first-order differential equations. Let $v_{i}=\partial_{x} u_{i}$,

$$
j_{\mathrm{ext}}=\left(\begin{array}{c}
j_{1}  \tag{7.40}\\
\vdots \\
j_{N} \\
u_{1} \\
\vdots \\
u_{N}
\end{array}\right) \quad \text { and } \quad f_{\mathrm{ext}}=\left(\begin{array}{c}
f_{1} \\
\vdots \\
f_{N} \\
-v_{1} \\
\vdots \\
-v_{N}
\end{array}\right)
$$

Since, $\partial_{x} j_{\text {ext }}+f_{\text {ext }}=0$, we have that

$$
\begin{equation*}
j_{\mathrm{ext}}\left(b_{i}\right)-j_{\mathrm{ext}}\left(a_{i}\right)+\sum_{j} w_{j}^{i} f_{\mathrm{ext}}\left(x_{j}\right)=0, \tag{7.41}
\end{equation*}
$$

which gives the correct number of equations. Assuming the distances between points are small, the differences between $f$ and the polynomials used to determine $w_{j}^{i}$ are small.

To determine the value of the of the parameters, $\left\{u_{1}, \ldots, u_{N}\right\}$, and their derivatives, $\left\{\partial_{x} u_{1}, \ldots, \partial_{x} u_{N}\right\}$, at a collection of $n$ points, $\left\{x_{L}, x_{2}, \ldots, x_{n-1}, x_{R}\right\}$, define a set of $n$ intervals, compute the corresponding weights through equation (7.39) and solve equation (7.41), where the boundary conditions are used to determine $j$ at the boundaries and equation (7.31b) is used to determine the matrix current. Assuming that the differential equation is well-behaved, the difference between the solution to equation (7.41) and the solution to equations (7.30) and (7.31) will also be small. More precisely, if one defines a sequence of increasingly large sets of points, such that the limit is dense in $\left(x_{L}, x_{R}\right)$, and a sequence of functions that interpolates the solution found with the above-mentioned method. Assuming this limit of functions converges, the limit solves the differential equation.

I have used this approach in papers VIII and X, where I have chosen the points to be unilaterally spaced, and with most of the intervals having lengths corresponding to 5 points. The weights, $w_{j}^{i}$, are in this case the same as for Boole's quadrature rule [230]. There are not $n$ different intervals of length 5 in a set of $n$ points. To get the appropriate number of intervals I also used additional smaller intervals near the boundaries.

### 7.3 Solving Nonlinear equations

Having converted the partial differential equation to a large set of nonlinear algebraic equations, the next step is to solve this set numerically. One method to achieve this is known as the Newton-Rhapson method [231]. This method is conceptually simple, but requires a good initial guess for the solution. Any general set of $M$ algebraic equations of $M$ unknown complex parameters, $u_{1}, \ldots, u_{M}$ can be written

$$
\begin{equation*}
R_{i}\left(u_{1}, \ldots, u_{M}\right)=0 \tag{7.42}
\end{equation*}
$$

where $i$ goes from 1 to $M$. More compactly, one can write

$$
\begin{equation*}
R(u)=0, \tag{7.43}
\end{equation*}
$$

where $R=\left(R_{1}, \ldots, R_{M}\right)$ and $u=\left(u_{1}, \ldots, u_{M}\right) .{ }^{1}$ Assuming that $\tilde{u}$ solves equation (7.43) and that $R$ is at least once continuously differentiable in all variables at $u=\tilde{u}$, Taylor's theorem for multivariate functions [232] states that

$$
\begin{equation*}
R_{i}(\tilde{u})=R_{i}(u)+\left.\sum_{j=1}^{M} \frac{\partial R_{i}}{\partial u_{j}}\right|_{u}\left(\tilde{u}_{j}-u_{j}\right)+h(u)=0 \tag{7.44}
\end{equation*}
$$

where $\lim _{u \rightarrow \tilde{u}} h(u) /|u-\tilde{u}|=0$. Under the assumption that $u_{0}$ is close to $\tilde{u}$, one can neglect $h\left(u_{0}\right)$ since it is at least second order in $\left|u_{0}-\tilde{u}\right|$. Hence, multiplying equation (7.44) by $J^{-1}(\tilde{u})$, where

$$
\begin{equation*}
J_{i j}(a)=\left.\frac{\partial R_{i}}{\partial u_{j}}\right|_{u=a} \tag{7.45}
\end{equation*}
$$

1. In order to be consistent, I do not use bold font to denote tuples of numbers unless they are geometric vectors in the standard physical sense.
is Jacobian at $u=a$, I get

$$
\begin{equation*}
\tilde{u} \approx u_{0}-J^{-1}\left(u_{0}\right) R\left(u_{0}\right) \tag{7.46}
\end{equation*}
$$

In general, $u_{1}=u_{0}-J^{-1}\left(u_{0}\right) R\left(u_{0}\right)$ will not be a solution to equation (7.43), but often it is a better guess than $u_{0}$. An even better guess can in turn be expected from redoing the same calculation with $u_{1}$ instead of $u_{0}$, that is, letting $u_{2}=u_{1}-J^{-1}\left(u_{1}\right) R\left(u_{1}\right)$. This is the essence of the Newton-Rhapson method. Let $u_{0}$ be an initial guess and define

$$
\begin{equation*}
u_{n+1}=u_{n}-J^{-1}\left(u_{n}\right) R\left(u_{n}\right) \tag{7.47}
\end{equation*}
$$

for $n \geq 0$. Under the assumption that this sequence converges and $\lim _{n \rightarrow \infty} J^{-1}\left(u_{n}\right) \neq 0$, the limit $u=\lim _{n \rightarrow \infty} u_{n}$ is a solution to equation (7.43).

The convergence of this method is covered by the Newton-Kantorovich theorem [233-235]. The theorem states that the Newton-Rhapson method with initial guess $u_{0}$ will converge to a solution $\tilde{u}$ if the Jacobian is Lipschitz continuous on a ball of radius $\left|u_{0}-\tilde{u}\right|$ around $\tilde{u}$ and if the inverse of the Jacobian, $J^{-1}$ is bounded from above in the same domain. To illustrate how, let

$$
\begin{equation*}
\|J\|_{F}=\sqrt{\sum_{i, j=1}^{M}\left|J_{i j}\right|^{2}} \tag{7.48}
\end{equation*}
$$

be the Frobenius norm and let $B_{\tilde{u}}\left(\left|u_{0}-\tilde{u}\right|\right)$ be the ball of radius $\left|u_{0}-\tilde{u}\right|$ around $\tilde{u}$. The Jacobian is Lipschitz continuous on $B_{\tilde{u}}\left(\left|u_{0}-\tilde{u}\right|\right)$ if there exists a positive real number $L$ such that

$$
\begin{equation*}
\|J(a)-J(b)\|_{F}<L|a-b|, \tag{7.49}
\end{equation*}
$$

for all $a, b$ in $B_{\tilde{u}}\left(\left|u_{0}-\tilde{u}\right|\right)$. Moreover, $J^{-1}$ is bounded from above on $B_{\tilde{u}}\left(\left|u_{0}-\tilde{u}\right|\right)$ if there exists a positive real number $\rho$ such that

$$
\begin{equation*}
\left\|J^{-1}(a)\right\|_{F}<\rho \tag{7.50}
\end{equation*}
$$

for all $a$ in $B_{\tilde{u}}\left(\left|u_{0}-\tilde{u}\right|\right)$.
From the fundamental theorem of calculus,

$$
\begin{align*}
R(a)-R(b)=\int_{0}^{1} \mathrm{~d} t \frac{\mathrm{~d}}{\mathrm{~d} t} R[b+ & t(a-b)] \\
& =\int_{0}^{1} \mathrm{~d} t J[b+t(a-b)](a-b) . \tag{7.51}
\end{align*}
$$

Setting $a=\tilde{u}, b=u_{n}$, using that $R(\tilde{u})=0$, multiplying with $J^{-1}\left(u_{n}\right)$ from the left and using that $J^{-1}\left(u_{n}\right) R\left(u_{n}\right)=u_{n}-u_{n+1}$, I get

$$
\begin{equation*}
u_{n-1}-u_{n}=J^{-1}\left(u_{n}\right) \int_{0}^{1} \mathrm{~d} t J\left[u_{n}+t\left(\tilde{u}-u_{n}\right)\right]\left(\tilde{u}-u_{n}\right) \tag{7.52}
\end{equation*}
$$

Subtracting $\tilde{u}-u_{n}=J^{-1}\left(u_{n}\right) J\left(u_{n}\right)\left(\tilde{u}-u_{n}\right)$ from both sides of the equation, taking the norm and using equations (7.49) and (7.50), I get

$$
\begin{align*}
&\left|\tilde{u}-u_{n-1}\right|=\left|J^{-1}\left(u_{n}\right) \int_{0}^{1} \mathrm{~d} t\left\{J\left[u_{n}+t\left(\tilde{u}-u_{n}\right)\right]-J\left(u_{n}\right)\right\}\left(\tilde{u}-u_{n}\right)\right| \\
&<\rho L\left|\tilde{u}-u_{n}\right|^{2} \int_{0}^{1} \mathrm{~d} t t=\frac{\rho L\left|\tilde{u}-u_{n}\right|^{2}}{2} \tag{7.53}
\end{align*}
$$

Hence, the Newton-Rhapson method is quadratically convergent.
From equation (7.53) one can see that whether or not $u_{n+1}$ will be a better estimate for the solution $\tilde{u}$ compared to $u_{n}$ depends on the magnitude of $\left|\tilde{u}-u_{n}\right|$ as well as the magnitudes of the Lipschitz constant $L$ and the upper bound $\rho$. In particular, the method is only guaranteed to converge from an initial guess $u_{0}$ if $\rho L\left|\tilde{u}-u_{0}\right| / 2<$ 1. As a result, an important aspect of using the Newton-Rhapson method is to ensure that the initial guess is close to a solution. In the quasiclassical Green's function formalism, one possible initial guess is to use the known results for bulk systems. Under the assumption that the effects from neighboring materials or boundaries are small, this can be a good estimate for the solution. A better estimate can be obtained by taking advantage of the fact that one must usually solve the equations for many different energies in order to compute observables. At large energies, the influence of the various self-energies in the system, such as the superconducting gap, becomes less important, and a good estimate can be found by simply setting them to zero. This typically means setting the matrix current and the quasiclassical Green's function equal to a bulk homogeneous solution. In the general framework with flatness factor $F_{i}$, the Eilenberger equation (6.63), the normalization condition (6.95) and the symmetry-requirements discussed in section 7.1 are solved by $\hat{g}_{i}^{R}=K_{i} F_{i} \tau_{z}$. ${ }^{2}$ One way to get
2. Actually, $\hat{g}_{i}^{R}=K_{i} F_{i} \tau_{z}$ is not a unique solution to these equations. To determine that $\hat{g}_{i}^{R}=K_{i} F_{i} \tau_{z}$ is correct, one should start from the known full Green's func-
good convergence is therefore to start by solving the equations at large energies, where this initial guess is particularly good, and then progressively use the solution at larger energies as initial guesses for the smaller energies. This works under the assumption that the solution changes only by a small amount between consecutive energies. Choosing an initial guess using this method requires that one knows where in energy space the quasiclassical Green's function changes rapidly, which is not always trivial. In particular, this method is not guaranteed to work well if the set of energies is chosen adaptively.

### 7.4 Forward-Mode Automatic Differentiation

A central part of the Newton-Rhapson method is to evaluate the Jacobian. This involves differentiating all of the equations with respect to all of the parameters. In this section, I briefly explain forward-mode automatic differentiation [236], which is how I have determined Jacobians in my work. The idea behind automatic differentiation is that functions are often composed of elementary functions, such as polynomials and exponentials, for which the derivatives are well-known. Therefore, it is possible to differentiate through the chain rule.

Forward-mode automatic differentiation can be implemented rather elegantly by defining objects called dual numbers [237, 238]. Much like complex numbers, dual numbers contain two parts; one normal part and one dual part. The normal part is often called the real part, but to avoid confusion with complex numbers I use the term "normal part". Similar to how the unit imaginary number is denoted $i$, the unit dual part is denoted $\varepsilon$. An arbitrary dual number, $u$, can therefore be written

$$
\begin{equation*}
u=a+b \varepsilon . \tag{7.54}
\end{equation*}
$$

Here, $a$ and $b$ are the normal and dual parts of $u$, respectively, and $a$ and $b$ can in general be complex numbers. Continuing the analogy with complex numbers, instead of $i^{2}=-1$, the unit dual part satisfies $\varepsilon^{2}=0$. In other words, $\varepsilon$ can be thought of as an infinitesimal, and this makes dual numbers especially useful in the context of differentiation.
tions obtained by setting $V_{k_{1} k_{2}}=0$ in equation (6.18) an integrating using the Eilenberger contour.

Let $f(x)$ be an analytic function of either real or complex numbers. Because $f$ is analytic, one can write $f$ as

$$
\begin{equation*}
f(x+y)=\sum_{n=0}^{\infty} \frac{f^{(n)}(x)}{n!} y^{n} \tag{7.55}
\end{equation*}
$$

where $f^{(n)}(x)$ is the $n^{\prime}$ th derivative of $f$ evaluated at $x$. Evaluating $f(x+\varepsilon)$ using the Taylor series of $f$, one can see that

$$
\begin{equation*}
f(x+\varepsilon)=f(x)+f^{\prime}(x) \varepsilon . \tag{7.56}
\end{equation*}
$$

Therefore, evaluating a function at $x+\varepsilon$ and taking the dual part of the results produces the derivative of $f$ at $x, f^{\prime}(x)$. Interpreting the dual part as the derivative is consistent with the product rule, since

$$
\begin{align*}
{\left[f(x)+f^{\prime}(x) \varepsilon\right]\left[g(x)+g^{\prime}(x) \varepsilon\right] } & =f(x) g(x) \\
+ & {\left[f(x) g^{\prime}(x)+g(x) f^{\prime}(x)\right] \varepsilon } \tag{7.57}
\end{align*}
$$

and the chain rule, since equation (7.55) also implies that

$$
\begin{equation*}
f[g(x+\varepsilon)]=f\left[g(x)+g^{\prime}(x) \varepsilon\right]=f[g(x)]+f^{\prime}[g(x)] g^{\prime}(x) \varepsilon \tag{7.58}
\end{equation*}
$$

In order to use dual numbers to compute derivatives numerically, one must define the dual number as a data type and define addition, subtraction, multiplication, and division between dual numbers. These operators follow from the property that $\varepsilon^{2}=0$ and $a \varepsilon+b \varepsilon=(a+b) \varepsilon$. Simply evaluating the function at $x+\varepsilon$ will then return the derivative at $x$. This works also if the function is defined in terms of if-statements or for-loops. To speed up the computation, one can also overload common analytic functions, such as trigonometric functions, exponentials, logarithms, and polynomials.

### 7.5 Fixed-Point Acceleration

What makes solving the quasiclassical equations particularly difficult to solve in some situations, is that the parameters of the equations can depend on the solution integrated over all energies. In particular, the gap depends on the energy integral of the anomalous Green's function, and the electromagnetic potentials depend on the electric charge density and charge current, which in turn depends on the
energy integral of the isotropic quasiclassical green's function and the matrix current.

In general, there are various parameters that define the system, some will depend on the quasiclassical Green's function and others are externally fixed, like the size of the system or external spin-splitting fields. Let $P=\left(P_{1}, \ldots, P_{n}\right)$ be the collection of parameters that depend on the quasiclassical Green's function. In general, $P$ must solve

$$
\begin{equation*}
P=f(P) \tag{7.59}
\end{equation*}
$$

for some function $f$. The function $f$ involves solving the quasiclassical equations many times for different energies and integrating the results. Evaluating $f(P)$ is therefore computationally costly.

The conceptually simplest method of ensuring that equation (7.59) is satisfied is to first make an initial guess $P_{0}$ and perform fixed-point iterations

$$
\begin{equation*}
P_{n+1}=f\left(P_{n}\right) . \tag{7.60}
\end{equation*}
$$

However, this procedure can be extremely inefficient, requiring possibly hundreds of evaluations of the computationally costly function $f$. For a more effective algorithm, one can write the problem as a root-finding problem,

$$
\begin{equation*}
g(P)=f(P)-P=0 \tag{7.61}
\end{equation*}
$$

From section 7.3 we know that this problem can be solved with quadratic convergence through the Newton-Rhapson method,

$$
\begin{equation*}
P_{n+1}=P_{n}-J^{-1}\left(P_{n}\right) g\left(P_{n}\right), \tag{7.62}
\end{equation*}
$$

where $J$ is the Jacobian. The Newton-Rhapson method has better convergence, but it requires determining the Jacobian. Since $f$, and by extension $g$, is a computationally complex function, involving solving the quasiclassical equations and numerically integrating the results over all energies, differentiating $g$ analytically is not feasible. Instead, a crude estimate for the derivative can sometimes be obtained by using finite differences combined with equation (7.60).

For simplicity, consider the case of a single parameter $P$. Let $P_{n}$ be some estimate for the parameter. The slow fixed-point iteration
defined by equation (7.60) is performed for at least two steps, such that

$$
\begin{align*}
& P_{n+1}=f\left(P_{n}\right),  \tag{7.63a}\\
& P_{n+2}=f\left(P_{n+1}\right) . \tag{7.63b}
\end{align*}
$$

To estimate the derivative, one can then use forward differences, such that

$$
\begin{equation*}
J\left(P_{n}\right)=\left.\frac{\partial g}{\partial P}\right|_{P=P_{n}} \approx \frac{g_{i}\left(P_{n+1}\right)-g_{i}\left(P_{n}\right)}{P_{n+1}-P_{n}}=-\frac{P_{n+2}-2 P_{n+1}+P_{n}}{P_{n+1}-P_{n}} . \tag{7.64}
\end{equation*}
$$

Inserting this into equation (7.62), the updated estimate for the parameter can be evaluated as

$$
\begin{equation*}
P_{n+3}=P_{n}-\frac{\left(P_{n+1}-P_{n}\right)^{2}}{P_{n+2}-2 P_{n+1}+P_{n}} \tag{7.65}
\end{equation*}
$$

This procedure of using finite differences as estimates for the derivative in the Newton-Rhapson method is known as Steffensen's method [239]. One can accelerate the convergence by letting every $k$ 'th iteration be given by equation (7.65) rather than equation (7.60), where $k$ is some suitable integer. In theory it has quadratic convergence, but in practice it requires consecutive steps in equation (7.60) to be sufficiently small such that the finite difference estimate is a good approximation to the derivative. Unfortunately, the number of parameters that depend on the quasiclassical Greens function is almost never 1. Even if the only unknown parameter is the superconducting gap parameter, solving the equations requires knowing the superconducting gap parameter at every point. Therefore, the number of unknown parameters, if different from 0 , is typically very large. Using Steffensen's method to evaluate the Jacobian properly in this case requires differentiating the expression for the gap parameter at every point with respect to changes in the gap parameter at every other point. This would be much less efficient than simply using equation (7.60).

One approach is to treat the parameters as single parameters meaning that the acceleration step is

$$
\begin{equation*}
P_{n+3, i}=P_{n, i}-\frac{\left(P_{n+1, i}-P_{n, i}\right)^{2}}{P_{n+2, i}-2 P_{n+1, i}+P_{n, i}} . \tag{7.66}
\end{equation*}
$$

for all $i$. In my experience, this has worked in some cases as long as the acceleration step is not performed too often. However, it should not be expected to work when changing one parameter strongly affects the remaining parameters. That is, one should not expect this to work well when the off-diagonal elements of the Jacobian are significant. For instance, if the phases of the superconducting gap parameter change between different iterations, the naive implementation of the Steffensen acceleration method for the multivariate problem is less reliable. For better convergence in the general case, one should use a method that takes into account the multivariate nature of the problem, such as the Anderson acceleration method [240] or another quasi-Newton method [241]. ${ }^{3}$ The quasi-Newton methods update not only the estimate for the root but also the estimate for the Jacobian. For example, Broyden's method [241, 242] for solving $g(P)=0$ updates the solution and the Jacobian according to

$$
\begin{align*}
P_{n+1} & =P_{n}-J_{n}^{-1} g\left(P_{n}\right),  \tag{7.67a}\\
J_{n+1} & =J_{n}+\frac{\left[g\left(P_{n+1}\right)-g\left(P_{n}\right)-J_{n}\left(P_{n+1}-P_{n}\right)\right]\left(P_{n+1}-P_{n}\right)^{T}}{\left(P_{n+1}-P_{n}\right)^{T}\left(P_{n+1}-P_{n}\right)} \tag{7.67b}
\end{align*}
$$

There are also quasi-Newton methods that update the inverse Jacobian $J^{-1}$ directly, such that one does not need to invert the Jacobian when computing $P_{n+1}$ [241].
3. Fang, Saad [241] showed that the Anderson acceleration method can be interpreted as a quasi-Newton method.

## Research Highlights

While considerable work has gone into the preparation of this thesis, the bulk of my work is contained in the papers presented at the end of the thesis. Since these are presented in their entirety, and since I have already discussed the contents of many of them above, I have decided not to review each paper individually. Instead, I give a short summary of some highlights and overarching themes.

The projects contained in the appended papers can be separated into two categories. First are the projects that apply existing theory, either to uncover the physics of previously unexplored systems or reproduce experimental results. The latter can be found in paper VIII, where, despite few free parameters, the quasiclassical theory was able to reproduce experimental scanning tunneling spectroscopy measurements to an astonishing level of accuracy.

One common theme in this first category of projects is the study of vortices. Vortices are topological defects in superconducting condensates that may come from applied magnetic fields. These vortices are important to the physics of superconductors [243]. For example, vortices, being topological in nature, cannot suddenly vanish and can therefore be used as information carriers. They can move in response to electric currents, and their movement is a source of electrical resistance in the otherwise excellently conducting superconductors. Vortices are associated with a few important characteristics. First, the superconducting condensate is completely suppressed in the center of a vortex, and there is a phase winding in the gap parameter around the vortex. There are also circulating supercurrents around the vortex.

One question we studied in relation to vortices was regarding the existence of vortices in pure odd-frequency spin-triplet superconducting condensates. This was done in paper I, where we theoretically applyied a uniform magnetic field to a superconducting condensate in a dirty half-metal in a superconductor/half-metal/superconductor junction, illustrated in figure 8.1. Conduction electrons in half-metals all have the same spin, so only spin-triplet superconducting correlations are possible in such systems. Moreover, in diffusive half-metals only odd-frequency spin-triplet correlations are possible.


Figure 8.1: Taken from paper I. Illustration of a superconduc-tor/half-metal/superconductor junction with an applied magnetic field corresponding to two flux quanta, $\pi \hbar / e$, where $e$ is the electron charge. A plot of the local density of states is shown on top of the half-metal. The blue dots are regions with density of states equal to that of the normal state, and can be identified as two vortex cores. The different symbols are explained in paper I.

After solving the equations, it is straightforward to study the directly observable aspects of vortices. That is, by computing the local density of states and electric current, it is straightforward to identify locations with circulating supercurrents and cores where the local density of states is equal to that of a normal metal. One of our results was that, although spin-triplet odd-frequency condensates have different magnetic properties compared to spin-singlet superconducting condensates, they also show normal-state cores with circulating, resistance-free electrical current in the presence of magnetic fields. What was less clear was how these vortices are related to the superconducting order parameter.

In conventional superconductors, the expectation value of the Cooper pair annihilation operator, $\left\langle c_{k \uparrow} c_{-k \downarrow}\right\rangle$, is often used as an order parameter ${ }^{1}$ and vortices are topological defects in this parameter. I have omitted the sum over momentum for simplicity. On the other hand, there is no non-zero (equal-time) expectation value of Cooper pair annihilation operators in purely odd-frequency condensates in the same way. Instead, one can go to the Heisenberg picture and con-

1. While the term order parameter is often used, it should be noted that expectation value of the Cooper pair annihilation operator is not gauge invariant.
sider the more general correlation function $\left\langle c_{k \uparrow}\left(t_{1}\right) c_{-k \uparrow}\left(t_{2}\right)\right\rangle .^{2}$ One can characterize odd-frequency superconducting condensates by non-zero values of $\left\langle c_{k \uparrow}\left(t_{1}\right) c_{-k \uparrow}\left(t_{2}\right)\right\rangle$ for $t_{1} \neq t_{2}$, but it is not immediately clear which choice of $t_{1}$ and $t_{2}$ to use or how this relates to vortices.

Different choices of $t_{1}$ and $t_{2}$ are used when defining order parameters from $\left\langle c_{k \uparrow}\left(t_{1}\right) c_{-k \uparrow}\left(t_{2}\right)\right\rangle$ in different contexts. What we found was that not all choices lead to topological defects in the gap parameter that corresponded to vortices as characterized by the observable normal state density of states and circulating supercurrents. The best choice in relation to vortices seems to be

$$
\begin{equation*}
\Psi_{2}(t)=\lim _{t^{\prime} \rightarrow t} \frac{\partial}{\partial t^{\prime}}\left\langle c_{k \uparrow}\left(t^{\prime}\right) c_{-k \uparrow}(t)\right\rangle . \tag{8.1}
\end{equation*}
$$

In my experience, topological defects in this quantity always correspond to physical vortices. On the other hand, other choices of $t_{1}$ and $t_{2}$ can give rise to topological defects in the order parameter that do not correspond to physical vortices, as seen in figure 8.2. This quantity can, at least in some cases, be considered the expectation value of the annihilation operator for a composite boson. When viewing odd-frequency superconductors as condensates of composite bosons, $\Psi_{2}$ is the natural choice for an order parameter. This is because the Heisenberg equation tells us that

$$
\begin{equation*}
\Psi_{2}=i\left\langle\left[\mathscr{H}(t), c_{k \uparrow}(t)\right]_{-} c_{-k \uparrow}(t)\right\rangle . \tag{8.2}
\end{equation*}
$$

Writing out the Hamiltonian and using the fermionic anticommutation relation, one is left with the expectation value of products of annihilation and creation operators. Depending on the terms in $\mathscr{H}$ responsible for the odd-frequency superconductivity, this can for example be the expectation value for a composite boson consisting of a Cooper pair and a magnon [67]. In our case, where the odd-frequency superconductivity comes from the proximity to a conventional even-frequency spin-singlet superconductor, the picture with composite bosons is less clear. Nevertheless, we found that $\Psi_{2}$ is still the optimal choice for an order parameter, at least when it comes to vortices.
2. One can also call this a Cooper pair that is non-local in time. While one can talk about temporally non-local Cooper pairs, their connection to superconducting condensates is not the same as it is for standard Cooper pairs. It should also be noted that conventional even-frequency superconductors also have these temporally non-local Cooper pairs.


Figure 8.2: Taken from paper I. The top right figure shows the electric current circulating 4 vortices. The positions corresponds to the topological defects in $\Psi_{2}$, as shown in the top left figures, which show the amplitude and phase of $\Psi_{2}$. The bottom right figure shows the electric current in a system with two vortices, and the six plots to the left shows essentially $\left\langle c_{k \uparrow}(t) c_{-k \uparrow}(0)\right\rangle$ for different choices of $t$. In this case, different values of $t$ can give additional topological defects which do not correspond to physical vortices. See paper I for more details.

The second category consists of the projects where we either developed new theory or used our newly developed theory to study new systems. Part of my main motivation going into my Ph.D. have been projects of this kind. In particular, I wanted to contribute to the difficult problem of solving the Usadel equation in time-dependent systems. The reason why this problem is so challenging is that the Usadel equation, as derived above, involves circle products defined as

$$
\begin{equation*}
A \circ B=\exp \left(\frac{i}{2} \partial_{\varepsilon}^{A} \partial_{T}^{B}-\frac{i}{2} \partial_{\varepsilon}^{B} \partial_{T}^{A}\right) A B \tag{8.3}
\end{equation*}
$$

In other words, the equations are complicated differential equations of infinite order. As such, it is much simpler to consider time-invariant systems where equation (8.3) reduces to $A \circ B=A B$.

If we want the systems we study to be used in real computers, where voltages and currents change rapidly, and often not periodically in time, it is important to know how the systems evolve in time under such conditions. Unfortunately, the presence of circle products means that no general algorithm exists for solving the equations in general time-dependent cases. While there were known ways to solve the equations when the temporal variation is slow or periodic, there was no way to find transient solutions to sudden changes. In paper V, we found a way to solve the equations with arbitrary time-dependence. The catch is that it only works if the proximity effect is weak. However, the regime of weak proximity effect is often a reasonable assumption, and one typically has to assume this in order to solve the equations analytically.

We applied the methodology to a superconductor/normal metal/superconductor ( $\mathrm{S} / \mathrm{N} / \mathrm{S}$ ) junction with a sudden applied magnetic field. It is well-known that an applied magnetic field to an $\mathrm{S} / \mathrm{N} / \mathrm{S}$ junction will strongly suppress the superconductivity. It was therefore surprising when we found that there was a certain period of time where the applied magnetic field had the complete opposite effect. Instead of suppressing the superconductivity, it strongly enhanced it (see figure 8.3). This effect can be understood from the process which mediates superconductivity to the normal metal. This process is called Andreev reflection [244], and what happens is that the applied magnetic field shifts the energies of the electrons such that the largest density of states and the largest Andreev reflection probabilities overlap, giving a
substantial increase in the superconductivity. After a time determined by the rate of inelastic scattering, the electrons fall down to the lowest unoccupied energy states, and the superconductivity is strongly suppressed as expected.


Figure 8.3: Taken from paper V. The supercurrent (left column) and superconducting pair correlation function (right column) in a $\mathrm{S} / \mathrm{N} / \mathrm{S}$ junction with a suddenly applied magnetic field, sketched in the top light panel. Notice the strong enhancement of superconductivity when strength of the Zeeman splitting $m_{0}$ is approximately equal to the magnitude of the gap, $\Delta$. (c)-(f) shows the temporal evolution with different parameters, where $T$ is time after the magnetic field is applied.

Another application of this methodology can be found in paper VII, where we used the time-dependent Usadel equation to ask the ques-
tion of whether an effect similar to spin-pumping [245, 246] (see also paper VI) can be achieved using electric fields. Spin-pumping is a popular way to generate spin from rotating magnetic fields. It would be interesting if a similar effect was possible with electric fields, as there are certain important advantages when using electric fields rather than magnetic fields, such as the fact that electric fields can be easier to localize than magnetic fields [132-136]. Using the newly developed methodology, we found that this is indeed possible and that it should be observable with currently known materials (see figure 8.4).


Figure 8.4: Taken from paper VII. Top: sketch of a nanowire in a rotating electric field with angular frequency $\omega$. The figure show how the effective magnetic field for a moving electron, $\boldsymbol{B}_{\text {eff }}$, changes due to collisions with impurities. Bottom: spin-voltage as a function of frequency $f=\omega / 2 \pi$ and Rashba paramater $\alpha$.

Another big project that falls under the category of new theory development has led to paper IX. In this paper, we developed a quasiclassical theory that is applicable to antiferromagnetic metals. Unlike ferromagnets, antiferromagnets are not covered by the standard quasiclassical theory for normal metals because the magnetic moments oscillate on the atomic length scale. One approach that has previously been used to model antiferromagnetic metals is to just treat them as normal metals, using the justification that the magnetic field is compensated on the length scale of the superconducting coherence length. While this sounds reasonable, it is not capable of explaining why the critical temperature in superconductor/antiferromagnetic metal structures is strongly suppressed and almost constant when the length of the antiferromagnet is more than about the mean free path [247-249]. To explain this observation, one needs a proper theory for superconducting antiferromagnetic metals. Many of the key insights that lead to paper IX are also what allowed me to derive the more general theory presented in chapter 6. Armed with the quasiclassical theory for antiferromagnetic metals, we studied superconductor/antiferromagnetic metal bilayers in paper X (see figure 8.5), which provided a neat physical explanation for the above-mentioned observations of critical temperatures in such structures.


Figure 8.5: Taken from paper X . The critical temperature in superconductor/antiferromagnet (S/AF) bilayers as a function of AF thickness, $L_{A F}$. The critical temperature decreases faster as the strength of the AF exchange coupling, $J$, increases.

## Conclusion and Outlook

Starting from the foundations of quantum mechanics as symmetric, and sometimes self-adjoint, operators acting on state vectors in an abstract Hilbert space, I have shown the origin of spin, and how other conservation laws arise in quantum field theories. By starting from fully relativistic quantum electrodynamics, I also showed how the coupling between spin and the electromagnetic field emerges. Additionally, I showed how quantum field theories give rise to lattice models in crystalline states of matter. Furthermore, I discussed how the effective interactions between electrons, either mediated directly through the electromagnetic field or through a combination of both the electromagnetic field and the movement of ions, can give rise to magnetism and superconductivity. Then, I showed how to turn these models into solvable equations through Green's function techniques, and derived a general quasiclassical framework that can model heterostructures where each material have multiple Fermi surfaces and different density of states associated with different energy bands. To complete the picture of how to study mesoscopic systems, I showed how the equations can be solved using numerical techniques and summarized some of my work. While I am happy with everything I have learned and achieved during my time as a graduate student, there still remains much I would have liked to explore further. Here, I conclude my thesis by discussing possible future research directions.

In particular, as much of my time has been spent on deriving new theory, I would have liked more time to explore applications. For example, there are likely interesting, unexplored physics in the realm of transient phenomena in mesoscopic heterostructures. As such systems have long been unfeasible to study with quasiclassical Keldysh theory, much remains unexplored in this domain. In the simple example of a superconductor/normal metal/superconductor Josephson junction, we found a surprising and interesting sudden increase in superconductivity after an applied magnetic field. There are likely further fascinating physics to discover in more complicated systems. For example, how do different Josephson junctions react to sudden applied voltages, or how do the vortices in two-dimensional Josephson junctions form and
find their equilibrium positions after an application of an out-of-plane magnetic field?

Superconductor/antiferromagnet structures are much less explored than superconductor/ferromagnet structures, which was an important motivation for the derivation of quasiclassical theory capable of modeling such systems. We explored equilibrium superconductor/antiferromagnet bilayers in paper X, but it could be interesting to explore trilayers and nonequilibrium, or even time-dependent physics in such structures. Although we showed that spin-singlet superconducting correlations are short-ranged in diffusive metallic antiferromagnets, we also showed that some spin-triplet correlations are long-ranged. This is analogous to the situation in ferromagnets and means that metallic antiferromagnets can be useful in the context of superconducting spintronics.

In this thesis, I also derived a more general quasiclassical theory that can also be used in systems with multiple energy bands with different flatness. It could for example be interesting to apply this to flatband superconductors. Clean flatband superconductors have theoretically been shown to exhibit extraordinary magnetic resilience, surviving magnetic fields beyond the Chandrasekhar-Clogston limit [213]. With the theory presented in chapter 6 , one could explore whether this prediction survives in the presence of impurities, and one could model more complex structures involving flatband superconductors in various heterostructures and with various geometries.
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#### Abstract

When the impurity mean free path is short, only spin-polarized Cooper pairs which are nonlocally and antisymmetrically correlated in time may exist in a half-metallic ferromagnet. As a consequence, the half-metal acts as an odd-frequency superconducting condensate. We demonstrate both analytically and numerically that quantum vortices can emerge in half-metals despite the complete absence of conventional superconducting correlations. Because these metals are conducting in only one spin band, we show that a circulating spin supercurrent accompanies these vortices. Moreover, we demonstrate that magnetic disorder at the interfaces with the superconductor influences the position at which the vortices nucleate. This insight can be used to help determine the effective interfacial misalignment angles for the magnetization in hybrid structures since the vortex position is experimentally observable via scanning tunneling microscopy measurements. We also give a brief discussion regarding which superconducting order parameter to use for odd-frequency triplet Cooper pairs in the quasiclassical theory.
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## I. INTRODUCTION

New physical phenomena can emerge at the interface between materials with different quantum orders. One such example is in systems combining ferromagnetism and superconductivity, where it is possible to generate Cooper pairs that are both spin polarized and correlated nonlocally in time. This has become the basis for the field of superconducting spintronics [1], which has as one of its goals enabling new types of devices utilizing spin-polarized supercurrents [2]. On a more fundamental level, it is of interest to consider the interplay between different types of spontaneous symmetry breaking in such hybrid structures since symmetry breaking governs a wide range of physical phenomena, including mass differences of elementary particles and phase transitions.

Half-metallic ferromagnets are $100 \%$ spin polarized, meaning that only one spin band is conducting. Any supercurrent flowing through such a material, as has been observed experimentally [3], is therefore necessarily spin polarized. This makes half-metals especially interesting to study in order to understand how superconductivity adapts to a fully polarized environment. Much experimental and theoretical work was recently conducted in order to understand hybrid structures involving superconductors (S) and half-metals (H) [3-15].

One hitherto unsolved problem is whether superconducting quantum vortices can form in half-metallic materials. This is an unusual physical situation since the electrons are correlated exclusively nonlocally in time such that the half-metal, in fact, mimics a purely odd-frequency [16] superconducting state. Vortices have nonsuperconducting cores and a phase winding of an integer multiple of $2 \pi$ in the superconducting order parameter, leading to circulating supercurrents [17]. In addition to being interesting from a fundamental physics point of view, understanding the behavior of vortices is useful on a practical level. Their motion is a source of nonzero electrical
resistance [18], and recently, it was proposed that vortices can be used as a means for long-range spin transport [19].

It is known that vortices can form also inside normal metals that are in proximity to a superconductor [20-23]. Cooper pairs can then leak into the normal metal through the process of Andreev reflection [24]. This is the key mechanism behind the proximity effect, which consists of weak superconductivity observed in a material placed in contact with a superconductor.

The proximity effect in half-metals is more complicated because it requires a mechanism which converts the spinless (singlet) Cooper pairs to spin-polarized (triplet) pairs. The theorized mechanism to produce such correlations involves spin mixing and spin-flip scattering at the interface [8]. Spin mixing introduces triplet correlations on the superconducting side, and spin-flip scattering mediates these correlations to the half-metallic side.

What allows us to investigate SH heterostructures in the presence of an external magnetic field is the recent derivation of general spin-active boundary conditions for the quasiclassical theory applied to diffusive systems [9,10]. This means that we can apply the quasiclassical Usadel theory in such a way that the Cooper pair conversion mechanism described above is included.

Here we apply this theory both analytically and numerically to a two-dimensional SHS junction as depicted in Fig. 1 under a constant perpendicular magnetic field. The constant magnetic field will, in general, have contributions both from the uniform magnetization in the half-metal and from a uniform applied field. We find that vortices indeed form in the purely triplet odd-frequency superconducting condensate existing in the half-metallic ferromagnet. Their location depends not only on the superconducting phase difference but also on the effective interfacial magnetization directions characterizing either magnetic disorder or artificially inserted thin ferromagnetic layers [5].


FIG. 1. Sketch of a SHS junction. The half-metal has a uniform magnetization direction $\boldsymbol{m}$. The interfaces with the left and right superconductors have effective magnetization directions $\boldsymbol{m}_{l}$ and $\boldsymbol{m}_{r}$, respectively. These may come from, for instance, artificially inserted thin ferromagnetic layers or interfacial magnetic disorder. $\theta_{l}$ and $\theta_{r}$ are the associated polar angles, and $\alpha_{l}$ and $\alpha_{r}$ are the associated azimuthal angles. $L$ and $W$ are the length and width of the half-metal, respectively. The blue regions show the vortex cores where the DOS equals its normal-state value. Away from the cores, the DOS deviates from its normal-state value due to the superconducting proximity effect.

## II. METHODOLOGY

In this section we discuss the quasiclassical Usadel theory and how it may be used to analyze the SHS junction depicted in Fig. 1. We first present the mathematical tools and end with the numerical implementation.

## A. Quasiclassical theory

The SHS junction depicted in Fig. 1 can be treated in the quasiclassical formalism under the assumption that the Fermi wavelength is much shorter than all other relevant length scales. This assumption is seemingly broken in the half-metal, where the exchange field is so large that the associated energy is not negligible compared to the Fermi energy [25]. The redemption comes from the realization that the spin splitting in such system is so severe that there is effectively no interaction between different spin bands. We can then continue to use the quasiclassical theory if we, instead of including an exchange field, treat the spin bands as noninteracting. If, in addition, the system is diffusive, meaning that the scattering time is small, the isotropic part of the quasiclassical Green's function dominates and solves the Usadel equation [26-29],

$$
\begin{equation*}
D \bar{\nabla} \cdot(\check{g} \bar{\nabla} \check{g})+i\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \check{g}\right]=0 \tag{1}
\end{equation*}
$$

Here $D$ is a diffusion constant, $\hat{\rho}_{3}=\operatorname{diag}(1,1,-1,-1)$, and $\hat{\Delta}=\operatorname{antidiag}\left(+\Delta,-\Delta,+\Delta^{*},-\Delta^{*}\right)$, where $\Delta$ is the superconducting gap parameter. In the superconductors $D$ is a scalar, while in the half-metal it is $\operatorname{diag}(D, 0)$, assuming that the conducting band is spin up. The covariant derivative is $\bar{\nabla} \check{g}=\nabla \check{g}-i e\left[\hat{\rho}_{3} \boldsymbol{A}, \check{g}\right]$, where $\boldsymbol{A}$ is the vector potential and

$$
\check{g}=\left(\begin{array}{cc}
\hat{g}^{R} & \hat{g}^{K}  \tag{2}\\
0 & \hat{g}^{\mathrm{A}}
\end{array}\right)
$$

is the quasiclassical impurity-averaged Green's function. $\check{g}$ is normalized such that $\check{g} \check{g}=1$. We use the convention that when two matrices of different dimensionalities are multiplied, the
smaller matrix is elevated to the dimensionality of the larger matrix by the tensor product of an identity matrix of the appropriate size. In equilibrium, the components of the $8 \times$ 8 Green's function in Eq. (2) are related by the identities $\hat{g}^{\mathrm{K}}=\left(\hat{g}^{\mathrm{R}}-\hat{g}^{\mathrm{A}}\right) \tanh (\varepsilon \beta / 2)$ and $\hat{g}^{\mathrm{A}}=-\hat{\rho}_{3} \hat{g}^{\mathrm{R} \dagger} \hat{\rho}_{3}$, which means that in this case it is sufficient to solve for the retarded component $\hat{g}^{R}$.

The Usadel equation can be made dimensionless by introducing the Thouless energy, $\varepsilon_{\mathrm{T}}:=D / L^{2}$, and measuring length scales relative to $L$ and energies relative to $\varepsilon_{\mathrm{T}}$.

In general, the Usadel equation has to be solved together with the Maxwell equation in a self-consistent manner. However, we are interested here in the case where the width $W$ is smaller than the Josephson penetration depth. In this case one can ignore the screening of the magnetic field by the Josephson currents, and the magnetic field is equal to the external one [30].

To simplify the numerical and analytical calculations we assume that the magnetic field is zero inside the superconductors. This assumption is widely used $[20,21]$ and has been shown to give good agreement with experimental results [31]. Reference [32] found that including the vector potential in the superconductors leads to corrections proportional to $\lambda_{s} / L$, where $\lambda_{s}$ is the effective penetration depth in the superconductors and $L$ is the length of the junction. Assuming $\lambda_{s} / L$ is small, we neglect the corrections from the vector potential to the Green's function in the superconductors. We use the vector potential $e \boldsymbol{A}=-n \pi y / W[\theta(x)-\theta(x-L)] \boldsymbol{e}_{x}$, where $n=\Phi / \Phi_{0}$ is the number of flux quanta penetrating the half-metal and $\boldsymbol{e}_{x}$ is the unit vector in the $x$ direction.

## B. Boundary conditions

The quasiclassical formalism is not applicable across boundaries because the associated length scale is too short. The Usadel equation must therefore be solved in the halfmetal and superconductors separately, and the solutions must be connected through boundary conditions. These can be written

$$
\begin{equation*}
G_{i} L_{i} \boldsymbol{e}_{n} \cdot\left(\hat{g}_{i}^{\mathrm{R}} \bar{\nabla} \hat{g}_{i}^{\mathrm{R}}\right)=\hat{I}\left(\hat{g}_{i}^{\mathrm{R}}, \hat{g}_{j}^{\mathrm{R}}\right) \tag{3}
\end{equation*}
$$

where $\boldsymbol{e}_{n}$ is the outward-pointing normal vector for region $i$, $G_{i}$ is the bulk conductance of material $i$, and $L_{i}$ is the length of material $i$ in the direction of $\boldsymbol{e}_{n} . \hat{I}\left(\hat{g}_{i}^{\mathrm{R}}, \hat{g}_{j}^{\mathrm{R}}\right)$ is the matrix current from material $i$ to material $j$.

The matrix current for general spin-active boundaries between diffusive materials was found in 2015 by Eschrig et al. [9]. The expression to second order in spin-mixing angles and transmission probabilities was simplified in 2017 by Ouassou et al. [10], making them easier to implement and more efficient to compute. This is the expression we will use here, and it reads

$$
\begin{align*}
\hat{I}= & \frac{G_{0}^{i}}{2}\left[\hat{g}_{i}, F\left(\hat{g}_{j}\right)\right]-\frac{i G_{\phi}^{i}}{2}\left[\hat{g}_{i}, \hat{m}_{i}\right]+\frac{G_{2}^{i}}{8} F\left(\hat{g}_{j}\right) \hat{g}_{i} F\left(\hat{g}_{j}\right) \\
& +\frac{G_{\phi 2}^{i}}{8}\left[\hat{g}_{i}, \hat{m}_{i} \hat{g}_{i} \hat{m}_{i}\right]+\frac{i G_{\chi}^{i}}{8}\left[\hat{g}_{i}, F\left(\hat{g}_{j}\right) \hat{g}_{i} \hat{m}_{i}+\hat{m}_{i} \hat{g}_{i} F\left(\hat{g}_{j}\right)\right] \\
& +\frac{i G_{\chi}^{j}}{8}\left[\hat{g}_{i}, F\left(\hat{g}_{j} \hat{m}_{j} \hat{g}_{j}-\hat{m}_{j}\right)\right], \tag{4}
\end{align*}
$$

where, for a half-metallic ferromagnet, $F(\hat{v})=\hat{v}+\{\hat{v}, \hat{m}\}+$ $\hat{m} \hat{v} \hat{m}$ and $\hat{m}_{k}=\operatorname{diag}\left(\boldsymbol{m}_{k} \cdot \boldsymbol{\sigma}, \boldsymbol{m}_{k} \cdot \boldsymbol{\sigma}^{*}\right)$. Here $\boldsymbol{\sigma}=\left(\sigma_{i}, \sigma_{2}, \sigma_{3}\right)^{\top}$ is the vector of Pauli matrices, and $\boldsymbol{m}_{k}$ is a unit vector in the direction of the magnetization experienced by a particle being reflected in material $k$. Similarly, $\hat{m}=\operatorname{diag}\left(\boldsymbol{m} \cdot \boldsymbol{\sigma}, \boldsymbol{m} \cdot \boldsymbol{\sigma}^{*}\right)$, where $\boldsymbol{m}$ is the unit vector in the direction of the magnetization being felt by a particle which is transmitted. The interface conductances are [10]

$$
\begin{align*}
G_{0}^{i} & =G_{q} \sum_{n=1}^{N} T_{n}^{i}, \quad G_{\phi}^{i}=2 G_{q} \sum_{n=1}^{N} \phi_{n}^{i} \\
G_{2}^{i} & =G_{q} \sum_{n=1}^{N}\left(T_{n}^{i}\right)^{2}, \quad G_{\chi}^{i}=G_{q} \sum_{n=1}^{N} T_{n}^{i} \phi_{n}^{i}  \tag{5}\\
G_{\phi 2}^{i} & =2 G_{q} \sum_{n=1}^{N}\left(\phi_{n}^{i}\right)^{2}
\end{align*}
$$

where $T_{n}^{i}$ and $\phi_{n}^{i}$ are, respectively, the transmission probability and spin mixing angle for tunneling channel $n$ from material $i$ to material $j$. For boundaries interfacing vacuum at $y=$ $\pm W / 2$, the matrix current is $\hat{I}=0$.

## C. Riccati parametrization

In the Riccati parametrization [33] of $\hat{g}^{R}$, the parameter is the $2 \times 2$ matrix $\gamma$ and the retarded Green's function is written

$$
\hat{g}^{R}=\left(\begin{array}{cc}
N & 0  \tag{6}\\
0 & -\tilde{N}
\end{array}\right)\left(\begin{array}{cc}
1+\gamma \tilde{\gamma} & 2 \gamma \\
2 \tilde{\gamma} & 1+\tilde{\gamma} \gamma
\end{array}\right),
$$

where $N:=(1-\gamma \tilde{\gamma})^{-1}$ and tilde conjugation is $\tilde{\gamma}(\varepsilon)=$ $\gamma^{*}(-\varepsilon)$.

There is only one conducting spin band in a half-metal, and as a result $\gamma$ has only one nonzero element,

$$
\gamma_{\mathrm{HM}}=\left(\begin{array}{ll}
a & 0  \tag{7}\\
0 & 0
\end{array}\right)
$$

Substituting this into Eq. (1), we find that $a$ solves the equation

$$
\begin{equation*}
\nabla^{2} a+\frac{2 \tilde{a} \nabla a \cdot \nabla a}{1-a \tilde{a}}=\frac{4(1+a \tilde{a}) e \boldsymbol{A} \cdot(a e \boldsymbol{A}+i \nabla a)}{1-a \tilde{a}}-2 i \varepsilon a . \tag{8}
\end{equation*}
$$

In Sec. III A we will show that the Green's function in the superconductors can be taken to be the bulk Green's function. Thus, the Riccati parameter can be written as $\gamma_{s c}=$ $\operatorname{antidiag}(b,-b)$, where $b$ is a function of $\varepsilon$ and the superconducting gap parameter $\Delta$. Inserting this and Eqs. (4) and (7) into Eq. (3), we get

$$
\begin{align*}
G_{\mathrm{HM}} \boldsymbol{e}_{n} \cdot \nabla a= & 4 G_{0}^{\mathrm{HM}} B C a-G_{2}^{\mathrm{HM}} B^{2} C^{2} a(a \tilde{a}+3) \\
& +2 i G_{\chi}^{\mathrm{SC}} B C^{2} \sin \theta\left(b e^{-i \alpha}-\tilde{b} e^{i \alpha} a^{2}\right) \\
& +2 i G_{\text {HМ }} a \boldsymbol{e}_{n} \cdot \boldsymbol{A} e, \tag{9}
\end{align*}
$$

where $B=b \tilde{b}-1, C=1 /(1+b \tilde{b})$, and $\theta$ and $\alpha$ are the angles for the magnetization directions on the superconducting side, as shown in Fig. 1. The corresponding equations for $\tilde{a}$ and $\boldsymbol{e}_{n} \cdot \nabla \tilde{a}$ are found by tilde conjugating Eqs. (8) and (9).

From Eq. (9) it can be seen that in order to have a nonzero solution for $a$ it is necessary that either $\sin \theta_{l} \neq 0$ or
$\sin \theta_{r} \neq 0$. This means that having the effective magnetization angles at the interface not parallel to the uniform magnetization of the half-metal is necessary for the occurrence of superconducting triplet correlations in the half-metal. This is because the creation of a long-range spin triplet requires spin mixing and spin rotation $[1,8]$. When spin-singlet Cooper pairs in a superconductors encounter an interface with effective magnetization direction $\boldsymbol{m}_{l}$, the spin-active boundary will produce spin triplets with zero spin along $\boldsymbol{m}_{l}$. If $\boldsymbol{m}_{l}$ is not parallel to the magnetization of the half-metal $\boldsymbol{m}$, then the triplet with zero spin along $\boldsymbol{m}_{l}$ will have a nonzero projection onto the spin-triplet state with spin 1 along $\boldsymbol{m}$. Hence, if the interfacial magnetization angles are not parallel to $\boldsymbol{m}$, the spin-active boundaries will produce equal spin triplets.

## D. Observables

As mentioned initially, a vortex is accompanied by a normal-state density of states and a circulating supercurrent. This can be extracted from the quasiclassical Green's function. In the following it will be useful to write

$$
\hat{g}^{\mathrm{R}}=\left(\begin{array}{cc}
g & f  \tag{10}\\
-\tilde{f} & -\tilde{g}
\end{array}\right) .
$$

In the half-metal, $f$ has only one nonzero component, $f_{\uparrow}$.

## 1. Local density of states

The local density of states for spin band $\sigma$ at energy $\varepsilon$ and location $\boldsymbol{r}$ can be written

$$
\begin{equation*}
N_{\sigma}(\varepsilon, \boldsymbol{r})=N_{0} \operatorname{Re}\left\{g_{\sigma \sigma}(\varepsilon, \boldsymbol{r})\right\}, \tag{11}
\end{equation*}
$$

where $N_{0}$ is the normal-state density of states at the Fermi surface. In the half-metal we can write Eq. (11) in terms of $a$,

$$
\begin{equation*}
N(\varepsilon, \boldsymbol{r}):=N_{\uparrow}(\varepsilon, \boldsymbol{r})=N_{0} \frac{1+a \tilde{a}}{1-a \tilde{a}} \tag{12}
\end{equation*}
$$

## 2. Supercurrent

Written in terms of the quasiclassical Green's function, the current density is [26]

$$
\begin{equation*}
\boldsymbol{j}=\frac{N_{0} e D}{4} \int_{-\infty}^{\infty} \operatorname{Tr}\left(\hat{\rho}_{3}[\check{g} \bar{\nabla} \check{g}]^{\mathrm{K}}\right) d \varepsilon \tag{13}
\end{equation*}
$$

Inserting Eq. (10), using the relations $\hat{g}^{A}=-\hat{\rho}_{3} \hat{\mathrm{~g}}^{R \dagger} \hat{\rho}_{3}, \hat{g}^{K}=$ $\left(\hat{g}^{\mathrm{R}}-\hat{g}^{A}\right) \tanh (\varepsilon \beta / 2)$, Eq. (13) can be rewritten

$$
\begin{align*}
j= & \frac{N_{0} e D}{2} \int_{-\infty}^{\infty} \tanh \left(\frac{\beta \varepsilon}{2}\right) \operatorname{Tr}\left(\operatorname{Re}\left[\tilde{f}^{\dagger} \nabla f^{\dagger}-f \nabla \tilde{f}\right]\right. \\
& \left.+2 e A \operatorname{Im}\left[f \tilde{f}-\tilde{f}^{\dagger} f^{\dagger}\right]\right) d \varepsilon \tag{14}
\end{align*}
$$

The spin current can be found by multiplying the matrix in the integrand of Eq. (13) by the Pauli matrix corresponding to the appropriate spin direction before taking the trace. For a half-metal magnetized in the $z$ direction, the $z$ component of the spin supercurrent polarization is proportional to the electric current while the remaining spin current components vanish.

## 3. Cooper pair correlation function

The study of vortices in diffusive half-metals naturally raises the question of how to define the superconducting order parameter. In a normal superconductor, the order parameter is $\left\langle\psi_{\uparrow}(\boldsymbol{r}, 0) \psi_{\downarrow}(\boldsymbol{r}, 0)\right\rangle$, where $\psi_{\sigma}(\boldsymbol{r}, t)$ is the field operator which destroys an electron with spin $\sigma$ at position $r$ and time $t$. The same order parameter is used in a normal metal, but the analogous quantity for the half-metal, $\left\langle\psi_{\uparrow}(\boldsymbol{r}, 0) \psi_{\uparrow}(\boldsymbol{r}, 0)\right\rangle$, is always zero because of the Pauli exclusion principle. That is, the Cooper pair correlation function in a diffusive half-metal must vanish at equal times and is thus temporally nonlocal [16].

One approach of defining an order parameter in oddfrequency superconducting condensates, which is often used in the Bogoliubov-de Gennes formalism [34], is to keep the relative time coordinate $t$ finite between the field operators, that is,

$$
\begin{align*}
\Psi_{1}(\boldsymbol{r}, t) & :=\left\langle\psi_{\uparrow}(\boldsymbol{r}, t) \psi_{\uparrow}(\boldsymbol{r}, 0)\right\rangle \\
& =\frac{-i N_{0}}{2} \int_{-\infty}^{\infty} f_{\uparrow}(\boldsymbol{r}, \varepsilon) \tanh (\varepsilon \beta / 2) \sin (\varepsilon t) d \varepsilon \tag{15}
\end{align*}
$$

Another frequently used strategy [35] is to make the order parameter even in time by differentiation. This yields

$$
\begin{equation*}
\Psi_{2}(\boldsymbol{r}):=\left.\frac{\partial \Psi_{1}}{\partial t}\right|_{t=0}=\frac{-i N_{0}}{2} \int_{-\infty}^{\infty} \varepsilon f_{\uparrow}(\boldsymbol{r}, \varepsilon) \tanh (\varepsilon \beta / 2) d \varepsilon \tag{16}
\end{equation*}
$$

Below, we shall compare these two possible choices for the order parameter describing the odd-frequency superconducting condensate to see which of them correctly captures the vortex behavior.

## E. Numerics

The Usadel equation was solved numerically using a finiteelement scheme. See, for instance, [36] to see how to set up and solve the nonlinear Usadel equations in a finite-element scheme using the Newton-Raphson method. The program was written in JULIA [37], we used quadratic quadrilateral elements, and JUAFEM.JL [38] was used to iterate through the cells. Gauss-Legendre quadrature rules of the fourth order were used to integrate through the cells, and Romberg integration was used to integrate over energy. See, for instance, [39]. Finally, forward-mode automatic differentiation [40] was used to calculate the Jacobian.

## III. RESULTS AND DISCUSSION

Here we present first an analytical solution of the Usadel equation in the weak proximity effect regime; then we show numerically that the findings are present also in the full proximity effect regime. Dimensionless quantities are used in the analytics, with length being measured relative to the length of the half-metal $L$ and energies being measures relative to the Thouless energy $\varepsilon_{\mathrm{T}}=D / L^{2}$, where $D$ is the diffusion constant in the half-metal.

## A. Analytics

In order to justify Eq. (9) we will show that it suffices to use the bulk solution

$$
\begin{equation*}
\hat{g}_{\text {BCS }}=\left[\frac{\theta\left(\varepsilon^{2}-|\Delta|^{2}\right)}{\sqrt{\varepsilon^{2}-|\Delta|^{2}}} \operatorname{sgn}(\varepsilon)-\frac{\theta\left(|\Delta|^{2}-\varepsilon^{2}\right)}{\sqrt{|\Delta|^{2}-\varepsilon^{2}}} i\right]\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right) \tag{17}
\end{equation*}
$$

in the superconductors when a certain condition is fulfilled. Let $\lambda$ (to be defined quantitatively below) be the length scale over which the Green's function recovers its bulk value in the superconductor. The criterion for neglecting the inverse proximity effect in the superconductors is then that the normalstate conductance of the superconductors for a sample of length $\lambda$ is much larger than the interface conductance and that the length of each superconductor is not small compared to $\lambda$. We now proceed to prove this.

First, let

$$
\begin{equation*}
\hat{g}=\hat{g}_{\text {BCS }}+\delta \hat{g} \tag{18}
\end{equation*}
$$

be the solution of the dimensionful Usadel equation,

$$
\begin{equation*}
D_{\mathrm{SC}} \nabla \cdot(\hat{g} \nabla \hat{g})+i\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \hat{g}\right]=0 \tag{19}
\end{equation*}
$$

in the superconductor at $x<0$. This gives an equation for $\delta \hat{g}$,

$$
\begin{equation*}
D_{\mathrm{SC}} \nabla \cdot\left(\left[\hat{g}_{\mathrm{BCS}}+\delta \hat{g}\right] \nabla \delta \hat{g}\right)+i\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \delta \hat{g}\right]=0 \tag{20}
\end{equation*}
$$

where we have used the fact that $\hat{g}_{\text {Bcs }}$ solves the Eq. (19) for a bulk superconductor and assumed that the variations of the gap parameter from the bulk value are negligible. Next, we assume the inverse proximity effect to be weak, such that $\delta \hat{g} \ll \hat{g}_{\text {BCS }}$. Using $\hat{g}_{\text {BCS }} \hat{g}_{\text {BCS }}=1$, this yields

$$
\begin{equation*}
D_{\mathrm{SC}} \nabla^{2} \delta \hat{g}+i \hat{g}_{\mathrm{BCS}}\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \delta \hat{g}\right]=0 \tag{21}
\end{equation*}
$$

$\hat{g}_{\text {BCS }}+\delta \hat{g}$ must also satisfy the normalization condition $\hat{g}^{2}=$ 1, so

$$
\begin{equation*}
\left(\hat{g}_{\mathrm{BCS}}+\delta \hat{g}\right)^{2}=1 \Rightarrow\left\{\hat{\mathrm{~g}}_{\mathrm{BCS}}, \delta \hat{g}\right\}=0 \tag{22}
\end{equation*}
$$

Hence, using $\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \hat{\mathrm{g}}_{\mathrm{BCS}}\right]=0$,

$$
\begin{align*}
\hat{g}_{\text {BCS }}\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \delta \hat{g}\right] & =\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right) \hat{g}_{\text {BCS }} \delta \hat{g}+\delta \hat{g}\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right) \hat{g}_{\text {BCS }} \\
& =\left\{\delta \hat{g},\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right) \hat{g}_{\text {BCS }}\right\} . \tag{23}
\end{align*}
$$

Finally, from

$$
\begin{equation*}
\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right)^{2}=\varepsilon^{2}-\Delta^{2} \tag{24}
\end{equation*}
$$

we find that $\delta \hat{g}$ is an eigenfunction of the Laplacian,

$$
\begin{equation*}
\nabla^{2} \delta \hat{g}=\lambda^{-2} \delta \hat{g}, \tag{25}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda^{-2}= & -\frac{2 i}{D_{\mathrm{SC}}}\left[\operatorname{sgn}(\varepsilon) \sqrt{\varepsilon^{2}-|\Delta|^{2}} \theta\left(\varepsilon^{2}-|\Delta|^{2}\right)\right. \\
& \left.+i \sqrt{|\Delta|^{2}-\varepsilon^{2}} \theta\left(|\Delta|^{2}-\varepsilon^{2}\right)\right] \tag{26}
\end{align*}
$$

We can choose the sign of $\lambda$ to be such that $\operatorname{Re}(\lambda)>0$.
Using the boundary condition

$$
\begin{equation*}
\left.\nabla \delta \hat{g}\right|_{r \in \Omega}=0 \tag{27}
\end{equation*}
$$

where $\Omega$ is the boundary not interfacing with the half-metal, we get

$$
\begin{equation*}
\delta \hat{g}(\varepsilon, x, y)=C\left[e^{-|x| / \lambda}+e^{\left(|x|-2 L_{\mathrm{Sc}}\right) / \lambda}\right], \tag{28}
\end{equation*}
$$

where $C$ is some function of $y$ and $\varepsilon$ to be determined by the final boundary condition. If the matrix current across this boundary is $\hat{I}_{\mathrm{SC}}$, then

$$
\begin{equation*}
C=\frac{\hat{\mathrm{g}}_{\mathrm{BCS}} \hat{I}_{\mathrm{SC}}}{\left(1-e^{-2 L_{\mathrm{SC}} / \lambda}\right) G_{\mathrm{SC}} L_{\mathrm{SC}} / \lambda} . \tag{29}
\end{equation*}
$$

From Eq. (28) we see that $\operatorname{Re}(\lambda)$ can be interpreted as the penetration depth of $\delta g$. Note that $\operatorname{Re}(\lambda)$ is bounded by including the effect of inelastic scattering, which is done by the substitution $\varepsilon \rightarrow \varepsilon+i \delta$ for some positive scattering rate $\delta$ [41]. This ensures that $1 /\left(1-e^{-2 L_{\mathrm{sc}} / \lambda}\right)$ remains finite as $\varepsilon \rightarrow \Delta$. From the definition of $\lambda$ in Eq. (26) we see that $\operatorname{Re}(\lambda)=\lambda$ when $\varepsilon<|\Delta|$ and $\operatorname{Re}(\lambda)=|\lambda| / \sqrt{2}$ otherwise.
$G_{\mathrm{SC}}$ is the conductance over the whole length $L_{\mathrm{SC}}$ of the superconductor and is therefore proportional to $1 / L_{\mathrm{Sc}}$. Hence, $G_{\mathrm{SC}} L_{\mathrm{SC}} / \operatorname{Re}(\lambda)$ is the normal-state conductance of a superconductor of length $\operatorname{Re}(\lambda)$. From the definition of $\hat{I}$ in Eq. (4) we see that $C$, and therefore $\delta g$, becomes negligible when

$$
\begin{equation*}
\frac{\max \left(G_{0}^{\mathrm{SC}}, G_{\phi}^{\mathrm{SC}}, G_{2}^{\mathrm{SC}}, G_{\phi 2}^{\mathrm{SC}}, G_{\chi}^{\mathrm{SC}}, G_{\chi}^{\mathrm{HM}}\right)}{G_{\mathrm{SC}} L_{\mathrm{SC}} / \operatorname{Re}(\lambda)} \ll 1, \tag{30}
\end{equation*}
$$

provided that the length of the superconductor $L_{\mathrm{SC}}$ is not small compared to the maximal penetration depth $\max [\operatorname{Re}(\lambda)]$. A similar calculation shows that we can use $\hat{\mathrm{g}}_{\text {BCS }}$ also in the superconductor at $x>L$.

Taking the superconducting coherence length $\xi$ as a measure of the inverse proximity effect penetration depth $\operatorname{Re}(\lambda)$, we see that the criterion (30) is indeed experimentally feasible. The equation is fulfilled for a low-transparency interface and for a superconductor that is larger than the coherence length.

Next, we turn to the solution of the Usadel equation in the half-metal, Eq. (8), together with the boundary condition (9). In order to solve these equations we must make some simplifying assumptions. If we assume the proximity is weak, we can keep only terms which are linear in $a$ and $\tilde{a}$ and their gradients. In this case the dimensionless Usadel equation (8) decouples:

$$
\begin{align*}
\nabla^{2} a & =4 \boldsymbol{A} \cdot(a \boldsymbol{A}+i \nabla a)-2 i \varepsilon a,  \tag{31a}\\
\nabla^{2} \tilde{a} & =4 \boldsymbol{A} \cdot(\tilde{a} \boldsymbol{A}-i \nabla \tilde{a})-2 i \varepsilon \tilde{a} . \tag{31b}
\end{align*}
$$

and so do the boundary conditions,

$$
\begin{align*}
\boldsymbol{e}_{n} \cdot \nabla a= & \left\{4 \frac{G_{0}^{\mathrm{HM}}}{G^{\mathrm{HM}}} B C-3 \frac{G_{2}^{\mathrm{HM}}}{G^{\mathrm{HM}}} B^{2} C^{2}+2 i \boldsymbol{e}_{n} \cdot \boldsymbol{A} e\right\} a \\
& +2 i \frac{G_{\chi}^{\mathrm{SC}}}{G^{\mathrm{HM}}} B C^{2}|b| \sin \theta e^{i(\phi-\alpha)},  \tag{32a}\\
\boldsymbol{e}_{n} \cdot \nabla \tilde{a}= & \left\{4 \frac{G_{0}^{\mathrm{HM}}}{G^{\mathrm{HM}}} B C-3 \frac{G_{2}^{\mathrm{HM}}}{G^{\mathrm{HM}}} B^{2} C^{2}-2 i \boldsymbol{e}_{n} \cdot \boldsymbol{A} e\right\} \tilde{a} \\
& -2 i \frac{G_{\chi}^{\mathrm{SC}}}{G^{\mathrm{HM}}} B C^{2}|\tilde{b}| \sin \theta e^{-i(\phi-\alpha)} . \tag{32b}
\end{align*}
$$

Equation (31) can be further simplified in the so-called wide junction limit, where $n / W \ll 1$. If $\boldsymbol{A}=0$, the solution of Eq. (31) is constant in the $y$ direction. Assuming this is
approximately true also for small $\boldsymbol{A}$, we neglect the term $\partial_{y}^{2} a$. Equation (31) can now be solved exactly, as it is a secondorder ordinary differential equation with constant coefficients. The solution of Eq. (31a) is

$$
\begin{equation*}
a=C_{1} e^{(u+k) x}+C_{2} e^{(u-k) x}, \tag{33}
\end{equation*}
$$

where $u=-2 \pi$ iny $/ W, k=\sqrt{-2 i \varepsilon}$, and $C_{1}$ and $C_{2}$ are independent of $x$.

Determining $C_{1}$ and $C_{2}$ requires the boundary conditions, which can be written

$$
\begin{align*}
& \left.\frac{\partial a}{\partial x}\right|_{x=0}=-c \sin \theta_{l} e^{i\left(\phi_{l}-\alpha_{l}\right)}-(d-u) a,  \tag{34a}\\
& \left.\frac{\partial a}{\partial x}\right|_{x=1}=c \sin \theta_{r} e^{i\left(\phi_{r}-\alpha_{r}\right)}+(d+u) a, \tag{34b}
\end{align*}
$$

where

$$
\begin{equation*}
c=2 i \frac{G_{\chi}^{\mathrm{SC}}}{G^{\mathrm{HM}}} B C^{2}|b|, \quad d=4 \frac{G_{0}^{\mathrm{HM}}}{G^{\mathrm{HM}}} B C-3 \frac{G_{2}^{\mathrm{HM}}}{G^{\mathrm{HM}}} B^{2} C^{2} . \tag{35}
\end{equation*}
$$

After some algebra, we find that the solution can be written

$$
\begin{align*}
a= & \frac{c e^{i\left(\phi_{l}-\alpha_{l}\right)+u x}}{(k-d)^{2} e^{k}-(k+d)^{2} e^{-k}}\left\{( k - d ) \left(\sin \theta_{l} e^{-k(1-x)}\right.\right. \\
& \left.+\sin \theta_{r} e^{i \delta \phi-u} e^{-k x}\right)+(k+d)\left(\sin \theta_{l} e^{k(1-x)}\right. \\
& \left.\left.+\sin \theta_{r} e^{i \delta \phi-u} e^{k x}\right)\right\} \tag{36}
\end{align*}
$$

where

$$
\begin{equation*}
\delta \phi=\phi_{r}-\alpha_{r}-\phi_{l}+\alpha_{l} . \tag{37}
\end{equation*}
$$

Note that the wide junction approximation is not applicable at small energies. This is because the solution will be slowly varying in the $x$ direction, and therefore, $\partial_{y}^{2} a$ is no longer negligible compared to $\partial_{x}^{2} a$.

When $\sin \theta_{l}=\sin \theta_{r}, a$ vanishes at $x=1 / 2$, and

$$
\begin{equation*}
\frac{y}{W}=\frac{1}{n}\left(\frac{1}{2}+N-\frac{\phi_{r}-\alpha_{r}-\phi_{l}+\alpha_{l}}{2 \pi}\right), \tag{38}
\end{equation*}
$$

where $N$ is any integer. This means that $f_{\uparrow}$ and hence also the order parameters $\Psi_{1}$ and $\Psi_{2}$ vanish at these points. From Eq. (12) we see that the density of states is equal to the normal-state density of states at these points, indicating that these are indeed vortices. By Taylor expanding $a$ to first order around a root located at $(1 / 2, \tilde{y})$ we find

$$
\begin{equation*}
a \sim B_{1} \cos \left(\theta+\alpha_{1}\right)+i B_{2} \cos \left(\theta+\alpha_{2}\right), \tag{39}
\end{equation*}
$$

where $x-1 / 2 \sim \cos \theta$ and $y-\tilde{y} \sim \sin \theta, B_{1}^{2}=5|k|^{2} / 4-$ $|k| d+2 d^{2}, B_{2}^{2}=|k|^{2} / 4+d^{2}, \alpha_{1}=\tan ^{-1}[(|k| / 2+d) /(|k|-$ $d)]$, and $\alpha_{2}=\tan ^{-1}(|k| / 2 d)$. Hence, these roots have a phase winding of $2 \pi$, which is characteristic for vortices. These approximately $n$ roots are the only ones for $\Psi_{2}$, but for $\Psi_{1}$ there are relative times $t$ for which additional roots exist. Since each vortex is associated with a quantum of magnetic flux $\Phi_{0}$, there should be, at most, $n$ vortices when the flux is $n \Phi_{0}$. This suggests that $\Psi_{1}$ is less suited for finding vortices than $\Psi_{2}$ if we identify vortices by the roots of the order parameter. Using $\Psi_{2}$ suggests that when $\sin \theta_{l}=\sin \theta_{r}$ and the magnetic flux is $n \Phi_{0}$, there will, in the wide-junction limit, be $n$ vortices whose location is determined by the difference in the superconducting phases and the magnetization angles.


FIG. 2. The normalized difference between the local density of states and the normal-state density of states, $\left(N-N_{0}\right) / N_{0}$, for various energies. Red contour lines are added at $\pm 0.01 \times S$, where $S$ is the number at the top of the respective color bars. Here $n=2, \phi_{r}=\alpha_{r}=$ 0 , and $\sin \theta_{r}=1$.

The situation is more complicated when $\sin \theta_{l} \neq \sin \theta_{r}$. In this case the roots of Eq. (36) depend on $\varepsilon$, and we will leave the discussion for how this affects the order parameter of the numerical investigation. However, some insight can still be had from the analysis. Scaling $\sin \theta$ in the boundary condition (32) is equivalent to scaling the conductance $G_{\chi}^{\text {sc }}$. That is, if $\sin \theta_{r}<\sin \theta_{l}$, the proximity effect should be weaker on the right side, meaning that the vortices should be pushed to the right. This is indeed what we find numerically.

## B. Numerics

We now proceed to show numerical results in the full (nonlinear) proximity effect regime. We have set the parameters $|\Delta|=4 \varepsilon_{\mathrm{T}}, G_{\mathrm{HM}}=3 G_{0}^{\mathrm{HM}}, G_{\chi}^{\mathrm{SC}}=0.01 G_{0}^{\mathrm{HM}}, G_{2}^{\mathrm{HM}}=0.002 G_{0}^{\mathrm{HM}}$, and $\phi_{l}=\alpha_{l}=0$ common for all the numerical calculations. We obtain qualitatively similar results for other choices of the conductance parameters $G_{i}^{\mathrm{HM} / \mathrm{sc}}$. We include the effect of inelastic scattering by doing the substitution $\varepsilon \rightarrow \varepsilon+i \delta$, where $\delta=0.001|\Delta|$ in order to avoid the divergence of $\hat{\mathrm{g}}_{\text {BCS }}$ at $\varepsilon=|\Delta|[41]$.

## 1. Local density of states

In the symmetric case $\left(\sin \theta_{r}=1.0\right)$, we suspect from the analysis above that for all energies, the local density of states is equal to that of the normal state in $n$ points along the line $x=0.5$, where $n$ is the number of magnetic flux quanta. This is also what we find numerically, as shown in Fig. 2. Figure 2 shows the local density of states at various energies for the symmetric case with $n=2$, with red lines close to where it is equal to the normal-state density of states. We see that there are indeed two locations where the difference between the local density of states and the normal-state density of states vanishes for all energies and that the locations of these points are exactly those predicted by the analysis.


FIG. 3. The normalized difference between the local density of states and the normal-state density of states, $\left(N-N_{0}\right) / N_{0}$, for various energies. Red contour lines are added at $\pm 0.01 \times S$, where $S$ is the number at the top of the respective color bars. Here $n=2, \phi_{r}=\alpha_{r}=$ 0 , and $\sin \theta_{r}=0.5$.

The situation is slightly different for the asymmetric case $\left(\sin \theta_{r} \neq 1\right)$, as can be seen in Fig. 3. There is no longer a single point where $N=N_{0}$ for all energies. Instead, there are points where $N$ is equal to or almost equal to $N_{0}$ for all energies, as can be seen in Fig. 3. In Secs. III B 2 and III B 3 we will see that these points also are associated with vortices. Qualitatively, the points where $N$ stays close to $N_{0}$ are different in the asymmetric case. In the symmetric case the points at $x=1 / 2$ are mostly isolated, but in the asymmetric case the point is part of a line where $N=N_{0}$ which stretches towards the side where $\sin \theta$ is smaller. For $n=2$, as can be seen in Fig. 3, the location where $N$ is close to or equal to $N_{0}$ for all energies occurs at $y= \pm W / 4$, which is also the $y$ values where the vortices are in the symmetric case.

Note that the energy dependence on the position where $N=N_{0}$ is not unique for the special case of a SHS junction. The same phenomenon occurs in superconductor-normal metal-superconductor junctions if the conductances at the interfaces are unequal. As mentioned above, changing $\sin \theta$ is the same as changing the conductance $G_{\chi}^{\text {SC }}$.

## 2. Supercurrent

Figure 4 shows the current amplitude and direction for the same two cases that were discussed in Sec. III B 1. In both cases there are exactly two points where the supercurrents vanish and where the supercurrent circles around. This indicates the existence of two superconducting vortices, which is in accordance with the analysis, local density of states, and the fact that the system experiences two quanta of magnetic flux. We underline that the supercurrents accompanying the vortices induced in the half-metal are fully spin polarized and carried by triplet Cooper pairs. This is different from the nonpolarized charge supercurrents circulating vortices in previously studied hybrid structures [20-22].


FIG. 4. Amplitude and direction of the fully spin polarized supercurrent $\boldsymbol{j}$ for the symmetric case $\left(\sin \theta_{r}=1\right)$ and the asymmetric case $\left(\sin \theta_{r} \neq 1\right)$. Here $n=2$, and $\phi_{r}=\alpha_{r}=0$. The values are given for the dimensionless supercurrent $\boldsymbol{j} \times\left(L / N_{0} e D \varepsilon_{\mathrm{T}}\right)$.

The $y$ value of the points with circulating supercurrents is the same as what is expected from the analysis, given by Eq. (38). In the symmetric case these points are midway between the superconductors, i.e., at $x=L / 2$, while in the asymmetric case they are moved slightly toward the side where $\sin \theta$ is smaller. Hence, the vortex locations as given by the supercurrents agree with the analysis as well as the results from the local density of states.

One feature of the asymmetric case worth noting is that the supercurrent is suppressed to the right of the vortex, which is towards the side where $\sin \theta$ is smaller. This is in agreement with the fact that this region had a local density of states which was closer to the normal-state value, as shown in Sec. III B 1.

## 3. Cooper pair correlation function

Investigating vortices in odd-frequency superconductors gives rise to the problem of choosing what order parameter to use. The Cooper pair correlation function which is normally used is not applicable as it is identically equal to zero. The two most obvious remaining choices are

$$
\begin{equation*}
\Psi_{1}(\boldsymbol{r}, t):=\left\langle\psi_{\uparrow}(\boldsymbol{r}, t) \psi_{\uparrow}(\boldsymbol{r}, 0)\right\rangle \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{2}(\boldsymbol{r}):=\left.\frac{\partial\left\langle\psi_{\uparrow}(\boldsymbol{r}, t) \psi_{\uparrow}(\boldsymbol{r}, 0)\right\rangle}{\partial t}\right|_{t=0} \tag{41}
\end{equation*}
$$

as mentioned above. From looking at the local density of states and the supercurrent we already know that we expect vortices and that their location should have a $y$ value given by Eq. (38) and should be at $x=L / 2$ in the symmetric case and closer to the side where $\sin \theta$ is smaller in the asymmetric case. Comparing the position of the roots of $\Psi_{1}$ and $\Psi_{2}$ with the position of the vortices, as predicted by the local density of states and the supercurrent, can be used to give an indication of how good the order parameters are as means to find vortices.

Figures 5 and 6 show $\Psi_{1}$ with various values of $t$ for the same two cases that were shown in Secs. III B 1 and III B 2.
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FIG. 5. Plots of $\ln \left[\left|\Psi_{1}(\boldsymbol{r}, t)\right| \times 2 / N_{0} \varepsilon_{\mathrm{T}}\right]$ for various values of $t$ in the symmetric case $\left(\sin \theta_{r}=1\right)$ with $n=2$ and $\phi_{r}=\alpha_{r}=0$.

Figure 5 shows the symmetric case with $n=2, \phi_{r}=\alpha_{r}=0$, and $\sin \theta_{r}=1$, while Fig. 6 shows the asymmetric case with $n=2, \phi_{r}=\alpha_{r}=0$, and $\sin \theta_{r}=0.5$. $\Psi_{2}(\boldsymbol{r})$ looks identical to $\Psi_{1}\left(\boldsymbol{r}, 0.01 / \varepsilon_{\mathrm{T}}\right)$, which is shown in the figures, but is a factor of 100 larger in magnitude. $\Psi_{2}$ is therefore not shown. In both cases, there are exactly two roots in $\Psi_{2}$ and $\Psi_{1}$ for small $t$, and the positions are the same as those given for the vortices by the local density of states and supercurrent. Around these two roots are a phase winding of $2 \pi$.

For larger values of $t, \Psi_{1}(\boldsymbol{r}, t)$ seems to be less suited for finding vortices. In the symmetric case there are additional roots which appear. These additional roots also have a corresponding phase winding of $2 \pi$ but do not correspond to vortices when compared to the local density of states or supercurrent. The situation is even worse for large $t$ in the asymmetric case. In addition to having extra roots, the original
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t=1.0 / \varepsilon_{\mathrm{T}}
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(1)



FIG. 6. Plots of $\ln \left[\left|\Psi_{1}(\boldsymbol{r}, t)\right| \times 2 / N_{0} \varepsilon_{\mathrm{T}}\right]$ for various values of $t$ in the symmetric case $\left(\sin \theta_{r}=1\right)$ with $n=2$ and $\phi_{r}=\alpha_{r}=0$.


FIG. 7. Amplitude and phase of the order parameter $\Psi_{2}$ and amplitude and direction of the fully spin polarized supercurrent $\boldsymbol{j}$. Here $n=4, \phi_{r}=\alpha_{r}=0$, and $\sin \theta_{r}=1$.
roots which correspond to vortices are either moved or not present. This is also the case for other choices of $n, \phi_{r}, \alpha_{r}$, and $\sin \theta_{r}$.

Thus, we conclude that using $\Psi_{2}$ seems best suited as an order parameter for the numerical investigation of quantum vortices in a purely odd frequency superconducting condensate. Alternatively, one could use $\Psi_{1}$ with $\varepsilon_{\mathrm{T}} t \ll 1$, which will give the same result since $\Psi_{1} \sim \Psi_{2} t$ as $t \rightarrow 0$.

Figures 7 and 8 show the phase of $\Psi_{2}$, in addition to the supercurrent and amplitude of $\Psi_{2}$, for a magnetic flux of $4 \Phi_{0}$ and with $\sin \theta_{r}=1, \phi_{r}=\alpha_{r}=0$ and $\sin \theta_{r}=0.5, \phi_{r}-\alpha_{r}=$ $\pi / 2$, respectively. Note that there is indeed a phase winding of $2 \pi$ around the vortices, as mentioned above.

## 4. Vortex position

So far we have looked only at the case with $\phi_{r}=\alpha_{r}=$ 0 . Choosing a nonzero value for $\phi_{r}-\alpha_{r}$ moves the vortices along the $y$ axis, and the locations correspond to those predicted by the analysis and given in Eq. (38). Figures 7 and 8 show the amplitude and phase of $\Psi_{2}$ as well as the supercurrent $\boldsymbol{j}$ for a wide junction subjected to a magnetic flux of $4 \Phi_{0}$, with $\sin \theta_{r}=1, \phi_{r}-\alpha_{r}=0$ and $\sin \theta_{r}=0.5, \phi_{r}-$ $\alpha_{r}=\pi / 2$, respectively. In Fig. 8 the vortices are shifted $W / 16$ down along the $y$ axis, which is exactly what is predicted by Eq. (38). Note also that the vortices are moved towards the side where $\sin \theta$ is smaller in Fig. 8.

The dependence of the vortex position on both $\alpha$ and $\theta$ suggests an experimental method to determine the effective magnetization angles describing disorder in the form of interfacial misaligned moments or artificially inserted misaligned magnetic layers in half-metallic hybrid structures. For a fixed value of the magnetic flux and phase difference $\phi_{r}-\phi_{l}$ (which is tunable by the applied current), the $y$ coordinates of the vortices give information about the azimuthal angles


FIG. 8. Amplitude and phase of the order parameter $\Psi_{2}$ and amplitude and direction of the fully spin polarized supercurrent $\boldsymbol{j}$. Here $n=4, \phi_{r}-\alpha_{r}=\pi / 2$, and $\sin \theta_{r}=0.5$.
$\alpha_{l}$ and $\alpha_{r}$, while the $x$ coordinates give information about the polar angles $\theta_{l}$ and $\theta_{r}$. This approach could possibly be easier than trying to measure the magnetization angles directly, especially if the noncollinear magnetization angle at the interface is produced by the natural misalignment of magnetic dipoles arising from the conjunction of different atomic structures at the interface.

## IV. CONCLUSION

Using the quasiclassical Usadel theory, we have found both analytically and numerically that superconducting vortices occur also in purely odd frequency superconducting condensates that exist in proximized half-metallic ferromagnets. Because half-metals have only one conducting spin band, the vortex cores are circulated by fully polarized spin supercurrents. An additional feature of vortex structures in half-metals compared to a normal metal is that the vortex position depends on the magnetization angles. We suggest that this insight can be used to help determine these angles in hybrid structures.

The study of vortices in odd-frequency superconducting condensates naturally raises the question of how to define the superconducting order parameter. Comparing the roots of the superconducting order parameter to the location vortices, we have found that the order parameter that works best is that which is made even in time by differentiation, $\left.\frac{\partial}{\partial t}\left\langle\psi_{\uparrow}(\vec{r}, t) \psi_{\uparrow}(\vec{r}, 0)\right\rangle\right|_{t=0}$.
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#### Abstract

Superconducting vortex loops have so far avoided experimental detection despite being the focus of much theoretical work. We here propose a method of creating controllable vortex loops in the superconducting condensate arising in a normal metal through the proximity effect. We demonstrate both analytically and numerically that superconducting vortex loops emerge when the junction is pierced by a current-carrying insulated wire and give an analytical expression for their radii. The vortex loops can readily be tuned big enough to hit the sample surface, making them directly observable through scanning tunneling microscopy.
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## I. INTRODUCTION

Many key properties of physical systems are determined by topological defects, such as dislocations in solids, domain walls in ferroics, vortices in superfluids, magnetic skyrmions in condensed-matter systems, and cosmic strings in quantum field theories. In superconductors, the topological entities are vortex lines of quantized magnetic flux. The topological nature of these vortices makes them stable, which is important for potential applications, such as superconducting qubits [1-3], digital memory, and long-range spin transport [4]. Vortices have nonsuperconducting cores and a phase winding of an integer multiple of $2 \pi$ in the superconducting order parameter, leading to circulating supercurrents [5].

The formation of superconducting vortex loops is topologically allowed and has theoretically been predicted to form around strong magnetic inclusions inside the superconductor [6] in cylindrically shaped current-carrying superconductors [7-9] or through vortex cutting and recombination [10,11]. However, no observation of vortex loops in superconducting systems has been found to date. One challenging aspect is that vortex loops are typically small in conventional superconductors and difficult to stabilize for an extended period of time [12]. Recently, it has been shown that vortex loops can be formed in proximity systems by inserting physical barriers around which the vortices can wrap [11].

In this paper, we present a way to create controllable vortices in mesoscopic proximity systems in a manner which makes them experimentally detectable through scanning tunneling microscopy. The system considered is a threedimensional superconductor-normal metal-superconductor (SNS) junction pierced by a current-carrying wire which creates the inhomogeneous field responsible for the vortex loops. In planar SNS junctions with uniform applied magnetic fields, changing the superconducting phase difference between the two superconductors shifts the vortex lines in the vertical direction [13]. We here show that the corresponding effect on vortex loops in three dimensions is to change their size.

[^2]Thus, these vortex loops are easily tunable. This makes it possible to make the vortices touch the surface, leaving distinct traces which are directly observable by scanning tunneling spectroscopy [14].

Vortex loops in superconducting systems have previously been predicted using the phenomenological Ginzburg-Landau theory $[6,10,11]$. Here, we use a fully microscopic framework known as quasiclassical Usadel theory and solve the Usadel equation relevant for diffusive systems [15]. By showing that vortex loop formation occurs in a microscopic theory, we give valuable support to the earlier proposed mechanisms for superconducting vortex loops. Finally, we discuss how the proposed setup can be realized experimentally.

## II. METHODOLOGY

In this section, we discuss the quasiclassical Usadel theory and how it may be used to analyze the SNS junction depicted in Fig. 1. We first present the mathematical tools and end with the numerical implementation.

## A. Quasiclassical theory

In the Usadel theory, the system is described by a quasiclassical Green's function from which physical properties can be extracted. The SNS junction depicted in Fig. 1 can be treated in the quasiclassical formalism under the assumptions that the Fermi wavelength is much shorter than all other relevant length scales. If the system is diffusive, meaning that the scattering time is short, the isotropic part dominates and solves the Usadel equation [15-18], which, in the normal metal, can be written

$$
\begin{equation*}
D \bar{\nabla} \cdot(\check{g} \bar{\nabla} \check{g})+i\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \check{g}\right]=0 \tag{1}
\end{equation*}
$$

Here, $D$ is a diffusion constant, $\hat{\rho}_{3}=\operatorname{diag}(1,1,-1,-1)$, and $\hat{\Delta}=\operatorname{antidiag}\left(+\Delta,-\Delta,+\Delta^{*},-\Delta^{*}\right)$ where $\Delta$ is the superconducting gap parameter. The covariant derivative is $\bar{\nabla} \check{g}=$ $\nabla \check{g}-i e\left[\hat{\rho}_{3} \boldsymbol{A}, \check{g}\right]$, where $e=-|e|$ is the electron charge, $\boldsymbol{A}$ is the vector potential, and

$$
\check{g}=\left(\begin{array}{cc}
\hat{g}^{R} & \hat{g}^{\mathrm{K}}  \tag{2}\\
0 & \hat{g}^{\mathrm{A}}
\end{array}\right)
$$



FIG. 1. Sketch of three-dimensional SNS junction considered in this paper. The height, width, and length are $H, W$, and $L$, respectively, and the junction is pierced by an insulated current-carrying wire. Contours of the superconducting vortex loops are shown at the location where they are found in our numerical simulations.
is the quasiclassical impurity-averaged Green's function. Finally, $\quad x \in[-L / 2, L / 2], \quad y \in[-W / 2, W / 2] \quad$ and $\quad z \in$ $[-H / 2, H / 2]$ in the normal metal.
$\breve{g}$ is normalized such that $\check{g} \check{g}=1$. We use the convention that, when two matrices of different dimensionality is multiplied, the smaller matrix is elevated to the dimensionality of the larger matrix by the tensor product of an identity matrix of the appropriate size. In equilibrium, the components of the $8 \times 8$ Green's function in Eq. (2) are related by the identities $\hat{g}^{\mathrm{K}}=\left(\hat{g}^{\mathrm{R}}-\hat{g}^{\mathrm{A}}\right) \tanh (\varepsilon \beta / 2)$ and $\hat{\mathrm{g}}^{\mathrm{A}}=-\hat{\rho}_{3} \hat{g}^{\mathrm{R} \dagger} \hat{\rho}_{3}$, which means that, in this case, it is sufficient to solve for the retarded component $\hat{g}^{R}$.

The quasiclassical formalism is not applicable across boundaries because the associated length scale is too short. The Usadel equation must, therefore, be solved in the normal metal and superconductors separately, and the solutions must be connected through boundary conditions. If we assume a low-transparency interface, we may use the KupriyanovLukichev boundary condition,

$$
\begin{equation*}
\zeta_{i} L_{i} \boldsymbol{e}_{n} \cdot\left(\hat{g}_{i}^{\mathrm{R}} \bar{\nabla} \hat{g}_{i}^{\mathrm{R}}\right)=\frac{1}{2}\left[\hat{g}_{i}^{\mathrm{R}}, \hat{g}_{j}^{\mathrm{R}}\right] \tag{3}
\end{equation*}
$$

where $\boldsymbol{e}_{n}$ is the outward-pointing normal vector for region $i, \zeta_{i}$ is the ratio of the bulk and interface conductances of material $i$, and $L_{i}$ is the length of material $i$ in the direction of $\boldsymbol{e}_{n}$. For the boundaries interfacing vacuum, $\boldsymbol{e}_{n} \cdot \bar{\nabla} \hat{\mathrm{~g}}^{\mathrm{R}}=0$.

The Usadel equation can be made dimensionless by introducing the Thouless energy, $\varepsilon_{\mathrm{T}}:=D / L^{2}$. The Usadel equation then becomes dimensionless by performing the substitutions $(x, y, z) \rightarrow(x / L, y / L, z / L), \varepsilon \rightarrow \varepsilon / \varepsilon_{\mathrm{T}}, \Delta \rightarrow$ $\Delta / \varepsilon_{\mathrm{T}}$, and $\bar{\nabla} \rightarrow L \bar{\nabla}$.

## B. Electromagnetic vector potential

The magnetic field should satisfy Biot-Savart's law,

$$
\begin{equation*}
\boldsymbol{B}=\frac{\mu}{4 \pi} \int \frac{\boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right) \times\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|^{3}} d^{3} r^{\prime}, \tag{4}
\end{equation*}
$$

where $\mu$ is the permeability and $\boldsymbol{J}$ is the electric current density. In general, $\boldsymbol{J}$ includes the contribution the induced
currents in the normal metal and superconductors in addition to that from the insulated current-carrying wire along the $x$ axis. However, we will make some assumptions in order to simplify the analytical and numerical calculations. First, we will assume that the width $W$ and height $H$ is smaller than the Josepshon penetration depth. In this case, we can ignore the screening of the magnetic field by currents inside the normal metal [19]. Second, we will neglect the magnetic field produced by the supercurrents produced inside the normal metal. Third, we will assume that the magnetic field vanishes inside the superconductors due to the screening currents. These last two assumptions are widely used in the context of hybrid structures with constant applied magnetic fields [13,20,21] and has, in such conditions, been shown to give good agreement with experimental results [22]. Finally, we will assume that the part of the wire which is inside the superconductors does not contribute to the magnetic field in the normal metal.

The last two assumptions are inaccurate very close to the wire. Close to the wire, the details of screening currents will be important for the magnetic field, but, far away, we assume that the total contribution from the currents inside the superconductor is zero. A more precise model could be developed by taking into account screening currents inside the superconductors and solving the Usadel equation selfconsistently with Maxwell's equation and the superconducting gap equation inside the superconductors. However, we are here interested in the solution far away from the wire, and the details of the magnetic field near the wire should not significantly alter the results. For this reason, we also model the wire as being infinitely thin.

With the assumptions presented above, we get a current density which is

$$
\begin{equation*}
\boldsymbol{J}=I \delta(y) \delta(z)[\theta(x+L / 2)-\theta(x-L / 2)] \boldsymbol{e}_{x}, \tag{5}
\end{equation*}
$$

where $\theta$ is the Heaviside step function. Inserting Eq. (5) into Eq. (4) we get

$$
\begin{equation*}
\boldsymbol{B}=\frac{\mu I}{4 \pi \rho}\left(\frac{L / 2+x}{\sqrt{(L / 2+x)^{2}+\rho^{2}}}+\frac{L / 2-x}{\sqrt{(L / 2-x)^{2}+\rho^{2}}}\right) \boldsymbol{e}_{\phi} \tag{6}
\end{equation*}
$$

for $x \in(-L / 2, L / 2)$, where $\rho=\sqrt{y^{2}+z^{2}}$ and $\boldsymbol{e}_{\phi}=\left(y \boldsymbol{e}_{z}-\right.$ $\left.z \boldsymbol{e}_{y}\right) / \rho . \boldsymbol{B}=0$ for $x<-L / 2$ and $x>L / 2$. A vector potential which satisfies $\boldsymbol{B}=\nabla \times \boldsymbol{A}$ is

$$
\begin{align*}
\boldsymbol{A}= & \frac{\mu I}{4 \pi} \ln \left(\frac{\sqrt{(L / 2-x)^{2}+\rho^{2}}+L / 2-x}{\sqrt{(L / 2+x)^{2}+\rho^{2}}-L / 2-x}\right) \\
& \times[\theta(x+L / 2)-\theta(x-L / 2)] \boldsymbol{e}_{x}, \tag{7}
\end{align*}
$$

as can be seen from insertion or calculated directly from BiotSavart law by using that $\nabla \times\left[\boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right) /\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right]=\boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right) \times\left(\boldsymbol{r}^{\prime}-\right.$ $\boldsymbol{r}) /\left|\boldsymbol{r}^{\prime}-\boldsymbol{r}\right|^{3}$.

## C. The Riccati parametrization

In the Riccati parametrization [23] of $\hat{g}^{R}$, the parameter is the $2 \times 2$ matrix $\gamma$, and the retarded Green's function is
written

$$
\hat{g}^{\mathrm{R}}=\left(\begin{array}{cc}
N & 0  \tag{8}\\
0 & -\tilde{N}
\end{array}\right)\left(\begin{array}{cc}
1+\gamma \tilde{\gamma} & 2 \gamma \\
2 \tilde{\gamma} & 1+\tilde{\gamma} \gamma
\end{array}\right),
$$

where $N:=(1-\gamma \tilde{\gamma})^{-1}$ and tilde conjugation is $\tilde{\gamma}(\varepsilon)=$ $\gamma^{*}(-\varepsilon)$.

Since the superconducting correlations in our system are spin singlet, we may write $\gamma_{\mathrm{N}}=\operatorname{antidiag}(a,-a)$ and $\gamma_{\mathrm{BCS}}=$ $\operatorname{antidiag}(b,-b)$, where $\gamma_{\mathrm{N}}$ and $\gamma_{\mathrm{BCS}}$ are the Riccati parameters in the normal metal and superconductors, respectively. Substituting this into Eqs. (1) and (3), we obtain the dimensionless equations,

$$
\begin{align*}
\nabla^{2} a= & \frac{2 \tilde{a} \nabla a \cdot \nabla a}{1+a \tilde{a}}+\frac{4(1-a \tilde{a}) L e \boldsymbol{A} \cdot(a L e \boldsymbol{A}+i \nabla a)}{1+a \tilde{a}} \\
& +2 i \operatorname{Le}(\nabla \cdot \boldsymbol{A}) a-2 i \varepsilon a, \tag{9}
\end{align*}
$$

and

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \nabla a=\frac{(1+a \tilde{b})(b-a)}{\zeta(b \tilde{b}+1)}+2 i a \boldsymbol{e}_{n} \cdot \boldsymbol{A} e L \tag{10}
\end{equation*}
$$

where $L$ is the length which is used to define the Thouless energy $\varepsilon_{\mathrm{T}}$. The corresponding equations for $\tilde{a}$ and $\boldsymbol{e}_{n} \cdot \nabla \tilde{a}$ are found by tilde conjugating Eqs. (9) and (10).

## D. Observables

As mentioned initially, a vortex is accompanied by a nonsuperconducting core and a circulating supercurrent. Both the superconducting order parameter and the supercurrent can be extracted from the quasiclassical Green's function. In the following it will be useful to write:

$$
\hat{g}^{\mathrm{R}}=\left(\begin{array}{cc}
g & f  \tag{11}\\
-\tilde{f} & -\tilde{g}
\end{array}\right) .
$$

There are only singlet correlations in the SNS system, so $f=$ $\operatorname{antidiag}\left(f_{s},-f_{s}\right)$.

The local density of states for spin-band $\sigma$ at energy $\varepsilon$ and location $\boldsymbol{r}$ can be written

$$
\begin{equation*}
N_{\sigma}(\varepsilon, \boldsymbol{r})=N_{0} \mathcal{R}\left\{g_{\sigma \sigma}(\varepsilon, \boldsymbol{r})\right\}, \tag{12}
\end{equation*}
$$

where $N_{0}$ is the normal-state density of state at the Fermi surface. In the normal metal, we can write Eq. (12) in terms of $a$,

$$
\begin{equation*}
N(\varepsilon, \boldsymbol{r}):=\frac{N_{\uparrow}(\varepsilon, \boldsymbol{r})+N_{\downarrow}(\varepsilon, \boldsymbol{r})}{2}=N_{0} \frac{1-a \tilde{a}}{1+a \tilde{a}} . \tag{13}
\end{equation*}
$$

In the cores of vortices, we expect $N=N_{0}$ for all energies, which happens when $a(\varepsilon) \equiv 0$.

The current density is [16]

$$
\begin{equation*}
\boldsymbol{j}=\frac{N_{0} e D}{4} \int_{-\infty}^{\infty} \operatorname{Tr}\left(\hat{\rho}_{3}[\check{g} \bar{\nabla} \check{g}]^{\mathrm{K}}\right) d \varepsilon \tag{14}
\end{equation*}
$$

Inserting Eq. (11), using the relations $\hat{g}^{\mathrm{A}}=-\hat{\rho}_{3} \hat{\mathrm{~g}}^{\mathrm{R} \dagger} \hat{\rho}_{3}, \hat{g}^{\mathrm{K}}=$ $\left(\hat{g}^{R}-\hat{g}^{\mathrm{A}}\right) \tanh (\varepsilon \beta / 2)$, Eq. (14) can be rewritten

$$
\begin{align*}
\boldsymbol{j}= & \frac{N_{0} e D}{2} \int_{-\infty}^{\infty} \tanh \left(\frac{\beta \varepsilon}{2}\right) \operatorname{Tr}\left(\operatorname{Re}\left[\tilde{f}^{\dagger} \nabla f^{\dagger}-f \nabla \tilde{f}\right]\right. \\
& \left.+2 e \boldsymbol{A} \operatorname{Im}\left[f \tilde{f}-\tilde{f}^{\dagger} f^{\dagger}\right]\right) d \varepsilon . \tag{15}
\end{align*}
$$

Written in terms of the quasiclassical Green's function, the superconducting order parameter is

$$
\begin{align*}
\Psi(\boldsymbol{r}) & :=\left\langle\psi_{\uparrow}(\boldsymbol{r}, 0) \psi_{\downarrow}(\boldsymbol{r}, 0)\right\rangle \\
& =\frac{N_{0}}{2} \int_{-\infty}^{\infty} f_{s}(\boldsymbol{r}, \varepsilon) \tanh (\varepsilon \beta / 2) d \varepsilon . \tag{16}
\end{align*}
$$

where $\psi_{\sigma}(\boldsymbol{r}, t)$ is the field operator which destroys an electron with spin $\sigma$ at position $\boldsymbol{r}$ and time $t, N_{0}$ is the normal-state density of states and $\beta=1 / k_{\mathrm{B}} T$.

## E. Numerics

The Usadel equation was solved numerically using a finite element scheme. See, for instance, Ref. [24] to see how to set up and solve the nonlinear Usadel equations in a finite element scheme by the use of the Newton-Rhapson method. The program was written in JULIA [25], we used linear hexehedral elements, and JUAFEM.JL [26] was used to iterate through the cells. Gauss-Legendre quadrature rules of fourth order were used to integrate through the cells, and Romberg integration was used to integrate over energy. See, for instance, Ref. [27]. Finally, forward-mode automatic differentiation [28] was used to calculate the Jacobian.

## III. RESULTS AND DISCUSSION

Here, we present first an analytical solution of the Usadel equation in the weak proximity effect regime, then we show numerically that the findings are also present in the full proximity effect regime. Dimensionless quantities are used in the analytics with distances being measured relative to the length of the half-metal $L$, and energies being measured relative to the Thouless energy $\varepsilon_{\mathrm{T}}=D / L^{2}$, where $D$ is the diffusion constant in the normal metal.

## A. Analytics

Before solving the Usadel equation, we must determine the solution in the superconductors. We will show that it suffices to use the bulk solution,

$$
\begin{equation*}
\hat{g}_{\mathrm{BCS}}=\left[\frac{\theta\left(\varepsilon^{2}-|\Delta|^{2}\right)}{\sqrt{\varepsilon^{2}-|\Delta|^{2}}} \operatorname{sgn}(\varepsilon)-\frac{\theta\left(|\Delta|^{2}-\varepsilon^{2}\right)}{\sqrt{|\Delta|^{2}-\varepsilon^{2}}} i\right]\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right) \tag{17}
\end{equation*}
$$

in the superconductors when a certain condition is fulfilled. Let $\lambda$ (to be defined quantitatively below) be the length scale over which the Green's function recovers its bulk value in the superconductor. The criterion for neglecting the inverse proximity effect in the superconductors is then that the normalstate conductance of the superconductors for a sample of length $\lambda$ is much larger than the interface conductance and that the length of each superconductor is not small compared to $\lambda$. We now proceed to prove this.

The vector potential (7) is zero inside the superconductors, so the Usadel equation simplifies to

$$
\begin{equation*}
D_{\mathrm{SC}} \nabla \cdot\left(\hat{g}^{\mathrm{R}} \nabla \hat{g}^{\mathrm{R}}\right)+i\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \hat{g}^{\mathrm{R}}\right]=0, \tag{18}
\end{equation*}
$$

in the superconductor at $x<-1 / 2$. To show that we can use the bulk solution, let

$$
\begin{equation*}
\hat{g}^{R}=\hat{g}_{B C S}+\delta \hat{g} . \tag{19}
\end{equation*}
$$

This gives an equation for $\delta \hat{g}$,

$$
\begin{equation*}
D_{\mathrm{SC}} \boldsymbol{\nabla} \cdot\left(\left[\hat{g}_{\mathrm{BCS}}+\delta \hat{g}\right] \nabla \delta \hat{g}\right)+i\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \delta \hat{g}\right]=0, \tag{20}
\end{equation*}
$$

where we have used that $\hat{\mathrm{g}}_{\mathrm{BCS}}$ solves Eq. (18) for a bulk superconductor. Next, assume the inverse proximity effect to be weak such that $\delta \hat{g} \ll \hat{g}_{\text {BCS }}$. Using that $\hat{g}_{B C S} \hat{g}_{\text {BCS }}=1$, this yields

$$
\begin{equation*}
D_{\mathrm{SC}} \nabla^{2} \delta \hat{g}+i \hat{g}_{\mathrm{BCS}}\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \delta \hat{g}\right]=0 . \tag{21}
\end{equation*}
$$

$\hat{g}_{\text {BCS }}+\delta \hat{g}$ must also satisfy the normalization condition $\left(\hat{g}^{R}\right)^{2}=1$, so

$$
\begin{equation*}
\left(\hat{g}_{\mathrm{BCS}}+\delta \hat{g}\right)^{2}=1 \quad \Rightarrow \quad\left\{\hat{g}_{\mathrm{BCS}}, \delta \hat{g}\right\}=0 \tag{22}
\end{equation*}
$$

Hence, using that $\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \hat{g}_{\mathrm{BCS}}\right]=0$,

$$
\begin{align*}
\hat{g}_{\mathrm{BCS}}\left[\varepsilon \hat{\rho}_{3}+\hat{\Delta}, \delta \hat{g}\right] & =\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right) \hat{g}_{\mathrm{BCS}} \delta \hat{g}+\delta \hat{g}\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right) \hat{g}_{\mathrm{BCS}} \\
& =\left\{\delta \hat{g},\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right) \hat{g}_{\mathrm{BCS}}\right\} . \tag{23}
\end{align*}
$$

Finally, from

$$
\begin{equation*}
\left(\varepsilon \hat{\rho}_{3}+\hat{\Delta}\right)^{2}=\varepsilon^{2}-\Delta^{2} \tag{24}
\end{equation*}
$$

we get that $\delta \hat{g}$ is an eigenfunction of the Laplacian,

$$
\begin{equation*}
\nabla^{2} \delta \hat{g}=\lambda^{-2} \delta \hat{g} \tag{25}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda^{-2}= & -\frac{2 i}{D_{\mathrm{SC}}}\left[\operatorname{sgn}(\varepsilon) \sqrt{\varepsilon^{2}-|\Delta|^{2}} \theta\left(\varepsilon^{2}-|\Delta|^{2}\right)\right. \\
& \left.+i \sqrt{|\Delta|^{2}-\varepsilon^{2}} \theta\left(|\Delta|^{2}-\varepsilon^{2}\right)\right] . \tag{26}
\end{align*}
$$

We can choose the sign of $\lambda$ to be such that $\mathcal{R}(\lambda)>0$.
Let $L_{\mathrm{SC}}$ be the length of the superconductor in multiples of the length of the normal metal. Using the boundary condition,

$$
\begin{equation*}
\left.\nabla \delta \hat{g}\right|_{r \in \Omega}=0, \tag{27}
\end{equation*}
$$

where $\Omega$ is the boundary not interfacing the normal metal, we get

$$
\begin{equation*}
\delta \hat{g}(\varepsilon, x, y)=C\left[e^{-|x+1 / 2| / \lambda}+e^{-2 L_{\mathrm{sc}} / \lambda+|x+1 / 2| / \lambda}\right] \tag{28}
\end{equation*}
$$

where $C$ is some function of $y$ and $\varepsilon$ to be determined by the final boundary condition. From the remaining boundary condition, Eq. (3), we get

$$
\begin{equation*}
C=\frac{\lambda \hat{g}_{\mathrm{BCS}}\left[\hat{g}_{\mathrm{BCS}}+\delta \hat{g}, \hat{g}_{\mathrm{N}}\right]}{2\left(1-e^{-2 L_{\mathrm{SC}} / \lambda}\right) \zeta_{\mathrm{SC}} L_{\mathrm{SC}}} . \tag{29}
\end{equation*}
$$

From Eq. (28), we see that $\mathcal{R}(\lambda)$ can be interpreted as the penetration depth of $\delta g$. Note that $\mathcal{R}(\lambda)$ is bounded by including the effect of inelastic scattering, which is performed by the substitution $\varepsilon \rightarrow \varepsilon+i \delta$ for some positive scattering rate $\delta$ [29]. This ensures that $1 /\left(1-e^{-2 L_{\mathrm{sc}} / \lambda}\right)$ remains finite as $\varepsilon \rightarrow \Delta$. Thus, we see from Eq. (29) that $C$, and, therefore, $\delta g$, becomes negligible when

$$
\begin{equation*}
\zeta_{\mathrm{sc}} L_{\mathrm{SC}} / \mathcal{R}(\lambda) \gg 1 \tag{30}
\end{equation*}
$$

provided that the length of the superconductor $L_{\mathrm{SC}}$ is not small compared to the maximal penetration depth $\max [\mathcal{R}(\lambda)]$.
$\zeta_{\mathrm{sc}}$ is proportional to the conductance of the whole superconductor and, therefore, with $1 / L_{\mathrm{SC}}$. Therefore, $\zeta_{\mathrm{SC}} L_{\mathrm{SC}} / \mathcal{R}(\lambda)$ is the ratio of the normal-state conductance of a superconductor of length $\mathcal{R}(\lambda)$ to the interface conductance. Taking the superconducting coherence length $\xi$ as a measure of the inverse proximity effect penetration depth $\mathcal{R}(\lambda)$, we see that the criterion Eq. (30) is, indeed, experimentally feasible. The equation is fulfilled for a low-transparency interface and for a superconductor that is larger than the coherence length. A similar calculation shows that we can use $\hat{g}_{B C S}$ also in the superconductor at $x>1 / 2$.

Solving for the Riccati parameter in the superconductors we get that $\gamma_{\mathrm{BCS}}=\operatorname{antidiag}(b,-b)$ with

$$
\begin{align*}
b= & \frac{\Delta}{\varepsilon+i \sqrt{|\Delta|^{2}-\varepsilon^{2}}} \theta(|\Delta|-|\varepsilon|) \\
& +\frac{\Delta \operatorname{sgn}(\varepsilon)}{|\varepsilon|+\sqrt{\varepsilon^{2}-|\Delta|^{2}}} \theta(|\varepsilon|-|\Delta|) . \tag{31}
\end{align*}
$$

The nonlinear Usadel equation does not have a general analytical solution, but it can be solved analytically in an approximate manner far away from the wire. If we assume the proximity effect to be weak, we can keep only terms which are linear in $a, \tilde{a}$, and their gradients. In this case, the Usadel equation (9) decouples

$$
\begin{equation*}
\nabla^{2} a=4 e L \boldsymbol{A} \cdot(a e L \boldsymbol{A}+i \nabla a)+2 i e L(\nabla \cdot \boldsymbol{A}) a-2 i \varepsilon a \tag{32}
\end{equation*}
$$

Equation 32 can be further simplified when we only consider regions where $\rho \gg 1$ with $\rho=\sqrt{y^{2}+z^{2}}$. The solution of Eq. (32) is constant in $y$ and $z$ when $\boldsymbol{A}=\mathbf{0}$, and by assuming this is approximately true when $|e L A| \ll 1$, we can neglect the terms $\partial_{y}^{2} a$ and $\partial_{z}^{2} a$. Finally, we can simplify the calculations further by Taylor expanding the vector potential,

$$
\begin{equation*}
L e \boldsymbol{A}=-n \pi \frac{1}{\rho} \boldsymbol{e}_{x}+O\left(\frac{1}{\rho^{2}}\right) \boldsymbol{e}_{x}, \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
n=-\frac{e L \mu I}{4 \pi^{2}} \tag{34}
\end{equation*}
$$

We keep only the first term in the Taylor expansion.
Equation (32) can now be solved exactly, and by applying the linearized boundary conditions,

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \nabla a=\frac{(b+a[b \tilde{b}-1])}{\zeta(b \tilde{b}+1)}+2 i a \boldsymbol{e}_{n} \cdot \boldsymbol{A} e L, \tag{35}
\end{equation*}
$$

the solution can be written in the form

$$
\begin{align*}
a= & \frac{c e^{i \phi_{l}+u(x-0.5)}}{(k-d)^{2} e^{k}-(k+d)^{2} e^{-k}}\left\{( k - d ) \left[e^{k(x-0.5)}\right.\right. \\
& \left.+e^{i \delta \phi-u} e^{-k(x+0.5)}\right]+(k+d)\left[e^{k(0.5-x)}\right. \\
& \left.\left.+e^{i \delta \phi-u} e^{k(x+0.5)}\right]\right\}, \tag{36}
\end{align*}
$$

where

$$
\begin{gather*}
\delta \phi=\phi_{r}-\phi_{l},  \tag{37}\\
c=\frac{|b|}{\zeta(b \tilde{b}+1)}, \quad d=\frac{(b \tilde{b}-1)}{\zeta(b \tilde{b}+1)},  \tag{38}\\
u=-\frac{2 \pi i n}{\rho} \quad \text { and } \quad k=\sqrt{-2 i \varepsilon} . \tag{39}
\end{gather*}
$$


density of states $N_{0}$ at energy $\varepsilon=0.5|\Delta|$, where $\Delta$ is the superconducting gap parameter. The lower left shows a cross section at $x=0$ and the lower right shows a cross section at $y=0$. Here, $n=1$ and the superconducting phase difference is $\phi_{r}=0$.

From Eq. (36), we see that $a$ vanishes at $x=0$ and $i \delta \phi-u=$ $i(2 N+1) \pi$, where $N$ is any integer. This happens at

$$
\begin{equation*}
\rho=\frac{2 n}{1+2 N-\frac{\phi_{r}-\phi_{l}}{\pi}} . \tag{40}
\end{equation*}
$$

This means that $f$ and, hence, $\Psi$ vanish at these points. By Taylor expanding $a$ to first order around a root located at $(0, \tilde{\rho})$, we find

$$
\begin{equation*}
a \sim B_{1} \cos \left(\theta+\alpha_{1}\right)+i B_{2} \cos \left(\theta+\alpha_{2}\right) \tag{41}
\end{equation*}
$$

where $x \sim \cos \theta$ and $\rho-\tilde{\rho} \sim \sin \theta, B_{1}^{2}=5|k|^{2} / 4-|k| d+$ $2 d^{2}, B_{2}^{2}=|k|^{2} / 4+d^{2}, \alpha_{1}=\tan ^{-1}[(|k| / 2+d) /(|k|-d)]$, and $\alpha_{2}=\tan ^{-1}(|k| / 2 d)$. Hence, these roots have a phase winding of $2 \pi$ as is characteristic for vortices. Equation (40) is our main analytical result as it predicts how the radius of the vortex loops depends on the tunable parameters of the system: the current through the wire and the applied phase difference. Although it was obtained using approximations, we demonstrate below that it matches the full numerical solution of the exact Usadel equation very well.

Note that the radius $\rho$ of the largest vortex loop given Eq. (40) can be made arbitrarily large by letting $\phi_{r}-\phi_{l}$ approach $\pi$. Thus, for a given sample size $L \times W \times H$ and current $I$, there is a superconducting phase difference for

FIG. 3. Amplitude of the superconducting order parameter $\Psi$ for $n=1$ and superconducting phase difference $\phi_{r}=0$. The lower left shows a cross section at $x=0$, and the lower right shows a cross section at $y=0$.
which the vortex loop hits the surface and can be directly detected experimentally.

It is expected that a change in the superconducting phase difference will change the radii of vortex loops. This is because changing the phase difference is equivalent to changing the applied supercurrent through the junction. The applied current will be deflected by the circulating currents associated with the vortices and, hence, produce a reactionary force on the vortices. See, for instance, Ref. [30]. What is more surprising, however, is that changing the superconducting phase difference can make the vortices arbitrarily large so that they can always be made to hit the surface. If this feature is generally true for other systems with vortex loops, it could prove useful for the study of systems containing vortex loops which are less obviously controllable than the one considered in the present paper but which are easier to design in a laboratory. For instance, one possibility is to grow the normal metal around a magnetic dipole. Reference [6] found that vortex loops can form around magnetic dipole inclusions in superconductors if the magnetic field is strong enough, so there are reasons to believe that vortex loops can also form around magnetic dipoles embedded in a SNS junction. The magnetic field from a dipole can, unlike the magnetic field from a wire, not be altered in strength. Nevertheless, if the field is strong enough to produce vortices, altering the


FIG. 4. Plot of the three different components of the supercurrent $\boldsymbol{e}_{x} \cdot \boldsymbol{j}$ (upper left), $\boldsymbol{e}_{y} \cdot \boldsymbol{j}$ (lower left), and $\boldsymbol{e}_{z} \cdot \boldsymbol{j}$ (lower right). The lower half shows the value of the current on the surface in color, and the upper half shows streamlines of the current with the current strength indicated by the same color. Here, $n=1$ and $\phi_{r}=0$.
superconducting phase difference could be a way to increase the size of the vortex to the point where it touches the surface and becomes directly observable.

## B. Numerics

We now proceed to show numerical results in the full (nonlinear) proximity effect regime. We have set the parameters $|\Delta|=4 \varepsilon_{\mathrm{T}}, \zeta=3, W=H=6 L$, and $\phi_{l}=0$ common for all the numerical calculations. We include the effect of inelastic scattering by performing the substitution $\varepsilon \rightarrow \varepsilon+i \delta$ where $\delta=0.001|\Delta|$ in order to avoid the divergence of $\hat{g}_{\text {BCS }}$ at $\varepsilon=|\Delta|[29]$.

Numerically, we find that vortex loops form at the locations predicted by the analysis. There are circular paths around the origin where the superconducting order parameter vanishes, and the local density of states is equal to that of the normal state. This can be seen in Figs. 2 and 3 which shows the local density of states and the amplitude of the Cooper paircorrelation function $\Psi$, respectively. Around these loops, there are a circulating supercurrent as can be seen in Fig. 4, and a phase winding in the order parameter of $2 \pi$. Figure 5 shows a contour plot of $|\Psi|$, which shows the location of the vortices, together with the circulating supercurrent $\boldsymbol{j}$ as well as the phase of $\Psi$, which shows that there is, indeed, a phase winding of $2 \pi$ around the vortices.

We find that the positions of the vortex loops match with Eq. (40) for vortices with radii that are between $2 L$ and $3 L$. Figures 6 and 7 show how the sizes of the vortex loops depend


FIG. 5. Plot of the phase of the superconducting order parameter $\Psi$ on a the surface of a diagonally cut part of the normal metal, contour plot of its amplitude $|\Psi|$, and streamlines of the supercurrent $\boldsymbol{j}$. Here, $n=1$ and $\phi_{r}=0$.
on superconducting phase difference $\phi$ and magnetic-field strength $n$, respectively. We find that increasing $\phi$ can make the vortices arbitrarily large but does not increase the number of vortices. Increasing $n$, on the other hand, also increases the number of vortices, but the sizes grow only linearly with $n$. Note that, as the vortex loops hit the surface, they curve so as to hit normally to the surface. This is consistent with previous results $[6,31]$ and can be understood from the circulating currents. There should be no current component normal to the surface, and the only way for the current circulating the vortices to adhere to this is if the vortices hit the surfaces at a right angle.

## IV. EXPERIMENTAL REALIZATION

Normal SNS junctions are created by vertically growing first a superconducting material, such as niobium, then, a normal metal, such as copper, and finally the same superconducting material. The layers are grown, for instance, by a sputter deposition technique, such as direct current sputtering [32] or radio-frequency sputtering [33]. The setup presented here adds an extra complication by requiring an isolated conducting nanowire to penetrate the system. One possible way to achieve this could be to first grow a vertical insulated nanowire and then grow the superconductor and normal metal around it in a layerwise fashion.

Growing a wire is more complicated than growing a plane because one must localize the growth to happen at the tip of the wire, even though most of the surface area will be on the sides. Nevertheless, growing vertical nanowires has successfully been performed by methods, such as the vapor-liquid-solid method [34-36] and template-directed


FIG. 6. Contour plot of the amplitude of the superconducting order parameter $\Psi$ for $n=1$ and various values of the superconducting phase difference $\phi_{r}$.
synthesis [37]. The vapor-liquid-solid method works by using droplets of, for instance, gold which are a few angstroms in width to localize the growth [35], and template-directed synthesis works by having the wire grow inside a premade template which can later be removed [37]. The vapor-liquid-solid method has already been used to produce vertical surroundgate field-effect transistors with a precision exceeding what should be necessary for the system presented here [35].

Schmidt et al. [35] made nanowires using the vapor-liquid-solid method which were 40 nm in diameter and 400 nm in length. This should be on the same length scale as would be necessary for the system considered in this paper. The superconducting energy gap of niobium is $|\Delta|=30.5 \times$ $10^{-4} \mathrm{eV}$ [38], which is equivalent to about $2.46 \mathrm{~mm}^{-1}$ in natural units. The Fermi velocity and scattering time for copper are about $v_{F}=3.70 \times 10^{-3}$ and $\tau=10.8 \mu \mathrm{~m}$, respectively [39]. The diffusion coefficient is defined as

$$
\begin{equation*}
D:=\frac{\tau v_{F}^{2}}{3} \tag{42}
\end{equation*}
$$

so the diffusion coefficient for copper is about $D=49.2 \mathrm{pm}$. In the numerics, we have used

$$
\begin{equation*}
|\Delta|=4 \varepsilon_{\mathrm{T}}=\frac{4 D}{L^{2}} \tag{43}
\end{equation*}
$$

so

$$
\begin{equation*}
L=283 \mathrm{~nm} \tag{44}
\end{equation*}
$$

which is on the same scale as what has been made with the vapor-liquid-solid method. Of course, other metals and superconductors could be used, giving different physical lengths corresponding to the values being used in the numerics here. Moreover, from the analysis, it seems vortex
loops would form also for other values of $|\Delta| / \varepsilon_{\mathrm{T}}$. The calculation above is merely to show that the length scales used here are not unreasonable compared to what has already been experimentally achieved.

## v. CONCLUSION

We have used quasiclassical Usadel theory to demonstrate that controllable superconducting vortex loops can emerge in a Josephson junction pierced by an insulated current-carrying wire. The size and number of vortices depend on the phase difference between the superconducting order parameter in the superconductors $\phi_{r}-\phi_{l}$ as well as the strength of the magnetic field. The radius of the vortices can be made arbitrarily large by tuning of the superconducting phase difference, which means that they can always be manipulated so that they intersect the surface. This makes them directly observable by scanning tunneling microscopy, which has already been used to detect normal vortices in proximized metals [14]. If this ability of the superconducting phase difference to expand vortex loops to arbitrary sizes is a general feature of SNS junctions, it could be used to detect vortex loops in systems where controlling the magnetic-field strength is not an option, such as in a system with a magnetic dipole inclusion.
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FIG. 7. Contour plot of the amplitude of the superconducting order parameter $\Psi$ for superconducting phase difference $\phi_{r}=0$ and various values of $n$.
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#### Abstract

The two-dimensional nature of graphene Josephson junctions offers the possibility of creating effective superconductor-ferromagnet-superconductor junctions with tunable Zeeman splitting caused by an in-plane magnetic field. Such junctions would be able to alternate between a conventional superconducting ground state and a ground state with an intrinsic phase difference, making them controllable $0-\pi$ Josephson junctions. However, in addition to the Zeeman splitting, an in-plane magnetic field will in general also produce an orbital effect because of height variations in graphene, colloquially known as ripples. Both the Zeeman and orbital effect will thus affect the critical current, so to be able to identify $0-\pi$ transitions it is necessary to understand their combined effect. From both analytical and numerical solutions of the Usadel equation we find that ripples can in fact produce a current response similar to that which is characteristic of a $0-\pi$ transition. Hence, additional analysis is required in order to reveal the presence of a $0-\pi$ transition caused by spin splitting in graphene with ripples. We provide a closed form analytical expression for the critical current in the presence of exchange field and ripple effects as well as an expression for the scaling of critical current zeros with junction parameters.
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## I. INTRODUCTION

When the spinless superconducting order of a conventional superconductor comes in contact with a ferromagnet, it can adapt by creating spin-triplet Cooper pairs [1]. The synergy between superconductivity and ferromagnetism, two seemingly incompatible orders, is a topic of fundamental interest but could also be of practical value. One interesting consequence is that it allows for spinful supercurrents. The promise of low-dissipation spin transport has helped spawn the field of superconducting spintronics [2].

In the last decade, the possibility of creating Josephson junctions with graphene has attracted interest [3-7]. Superconductor-graphene-superconductor (SGS) junctions provide an arena for understanding the interplay between superconductivity and otherwise distinct physical phenomena, such as special relativity [3] and the quantum Hall effect [8,9]. Here, we are interested in how the two-dimensional nature of monolayer graphene can be utilized to create an effective superconductor-ferromagnet-superconductor (SFS) junction with a tunable exchange field. This is done by introducing a Zeeman splitting between the spin bands in the graphene by use of a strong in-plane magnetic field. This is possible because the two-dimensional nature of the graphene minimizes the magnetic depairing effect that would otherwise quench the superconducting correlations. By using electrodes with Ising-like superconductivity, like thin $\mathrm{NbSe}_{2}$, one avoids destroying the superconducting state of the electrodes via the Pauli limitation.

The possibility of in situ control of the exchange field could open new avenues for manipulations that take advantage of the

[^3]combined effect of magnetic and superconducting order. In addition to giving rise to the possibility of Cooper pairs with nonzero total spin [2], the presence of a magnetic field gives the Cooper pairs a nonzero total momentum, as first explained by Fulde, Ferrel, Larkin and Ovchinnikov [10,11]. The total momentum of the Cooper pairs in the so-called FFLO-state is given by the strength of the exchange field, as this determines the displacement of the two Fermi surfaces corresponding to spin-up and spin-down electrons. The nonzero momentum produces spatial variations in the superconducting order parameter [12].

One consequence of the spatial variations is that the ground state of a superconductor-ferromagnet-superconductor (SFS) Josephson junction can be one in which the phases of the order parameter in the two superconductors differs by $\pi$, which is known as a $\pi$ junction. Such junctions could have an important role in the design of components for quantum computing [13-15], superconducting computing [16,17], or as cryogenic memory [18].

Whether an SFS junction is a $\pi$ junction or not depends on its length $[19,20]$ as well as the strength of the exchange field, which are typically fixed parameters. If, however, the exchange field could be tuned, this would allow for a controllable switching between the 0 -junction state and $\pi$-junction state. Zeeman-effect-induced $0-\pi$ transitions have previously been observed in a Dirac semimetal with a $g$ factor on the order of $10^{3}$ [21]. The large $g$ factor allowed the $0-\pi$ transition to occur before the magnetic field extinguished the superconducting correlations. Using a junction with a twodimensional material, such as monolayer graphene, would allow for Zeeman driven $0-\pi$ transitions without the need for large $g$ factors, since such junctions can withstand much larger in-plane magnetic fields.


FIG. 1. Sketch of superconductor-graphene-superconductor junction with rippled graphene and external magnetic field. The magnetic field has out-of-plane component $B_{\perp}$ and in-plane components $B_{x^{\prime}}$ and $B_{y^{\prime}}$.

The prospect of a graphene Josephson junction being used as a tunable SFS junction is interesting, but it also demands a thorough investigation into how the supercurrent in an SGS junction responds to the strong in-plane magnetic field necessary for an appreciable Zeeman splitting. Even though monolayer graphene is two dimensional, it will in general not be perfectly flat. It will have a curvature that depends on the underlying substrate. If the graphene is placed on $\mathrm{SiO}_{2}$, it will be rippled with peak-to-peak height difference of about 1 nm and typical feature size of 30 nm [22]. Hence, the in-plane magnetic field will have a component orthogonal to the graphene surface, giving rise to an orbital effect. This orthogonal component has been observed to suppress phasecoherent weak localization [23,24]. Consequently, extra care must be taken when considering phase-coherent transport experiments relying on in-plane magnetic fields. Here, we show that attention must also be paid to ripples when considering SGS junction with tunable Zeeman splitting.

One property of a $0-\pi$ transition is that the current changes sign, giving zero net current exactly at the transition [19]. Characterization of an SGS junction and the identification of a possible $0-\pi$ transition will typically be done by measuring the current response to an applied magnetic field. Therefore, it is important to know whether features in the critical current, such as the decay rate and zeros, can also be produced by an interference effect that arises from ripples in the graphene. Of particular interest is whether interference effects can give
a vanishing critical current at magnetic field strengths that are comparable to the magnetic field necessary for a $0-\pi$ transition. The Zeeman energy necessary for the transition is typically smaller for diffusive systems [12], so diffusive systems, achievable for instance with $\mathrm{SiO}_{2}$ as substrate [25], are most promising for tunable $\pi$ junctions. However, computing the supercurrent in a model with ripples in graphene is a challenging task due to the nontrivial geometry of the system.

A sketch of the system under consideration is shown in Fig. 1. In order to model this geometry, we add a spatially varying magnetic field to the equations governing diffusive SFS junctions, where the exchange field in the ferromagnet comes from the Zeeman effect. In order to fully model the disorderly ripples, one must be able to solve the equations with arbitrary magnetic field distributions. We are able to do that numerically by using the finite element method. Additionally, we extend the analytical result by Bergeret and Cuevas [26] for superconductor-normal-superconductor (SNS) junctions with uniform magnetic fields to SFS junctions with arbitrary magnetic field distributions and arbitrary exchange fields.

## II. METHODOLOGY

The critical current, as well as other physical quantities such as the local density of states, can be calculated using the quasiclassical Keldysh Green's function formalism [27,28]. Previous studies of ballistic systems have investigated the interplay of the Zeeman and the orbital effect using an analytical propagator approach [29,30]. The diffusive limit considered here, however, is more appropriately described by the Usadel equation, which previously has been done to successfully model experimental results for the supercurrent in SGS junctions [31]. We use natural units throughout, meaning that $c=\hbar=1$.

In thermal equilibrium it is sufficient to solve for the retarded Green's function $\hat{g}$, which is normalized to $\hat{g}^{2}=1$ and solves the Usadel equation,

$$
\begin{equation*}
D \tilde{\nabla} \cdot(\hat{g} \tilde{\nabla} \hat{g})+i[\hat{\Sigma}, \hat{g}]=0 \tag{1}
\end{equation*}
$$

provided that the Fermi wavelength and the elastic impurity scattering time is much shorter than all other relevant length scales, and the Fermi wavelength is much smaller than the scattering time. Here $D$ is the diffusion coefficient and the covariant derivative is $\tilde{\boldsymbol{\nabla}} \hat{g} \equiv \nabla \hat{g}-i e \mathbf{A}\left[\hat{\rho}_{3}, \hat{g}\right]$, where $\mathbf{A}$ is the vector potential and $e=-|e|$ is the electron charge. The selfenergy is
where $\varepsilon$ is the energy, $\delta^{-1}$ is the inelastic scattering time, $\hat{\rho}_{3}=$ $\operatorname{diag}(1,1,-1,-1), \Delta$ is the superconducting gap parameter, $\mathbf{h}$ is the exchange field, and $* \sigma$ is the vector consisting of

Pauli matrices. Defining "spin up" and "spin down" parallel to the in-plane magnetic field gives $\mathbf{h}=h \hat{\mathbf{z}}$. We here disregard the effect of the very weak $\mathbf{k}$-dependent spin-orbit induced
effective Zeeman-field caused by ripples in graphene, which is opposite in direction at the two inequivalent Dirac points of graphene [32].

To model rippled graphene, we will map the nonflat graphene sheet in the laboratory frame $x^{\prime} y^{\prime} z^{\prime}$ shown in Fig. 1 with magnetic field components $B_{x^{\prime}}, B_{y^{\prime}}, B_{\perp}$ to a local coordinate system $x y z$ that follows the graphene surface in the sense that the $z$ axis is always orthogonal to the surface. The spatially constant magnetic field in the laboratory frame will then give rise to a spatially dependent magnetic field in the local coordinate system $x y z$.

Let $x$ and $y$ denote orthogonal coordinates on the graphene surface such that the superconductors are located at $x= \pm L / 2$ and the interfaces with vacuum are at $y= \pm W / 2$. The curved geometry of graphene will in general enter into the Usadel Eq. (1) in three ways. First, the divergence and gradient operators are altered by the curvature. For a given ripple structure, these operators can be calculated from the resulting metric tensor. However, since the curvature of rippled graphene typically is very small [22], the deviation from the Euclidean metric is negligible. Consequently, we use $\nabla \equiv \hat{\mathbf{x}} \partial / \partial x+$ $\hat{\mathbf{y}} \partial / \partial y$. Second, the out-of-plane magnetic field component is modulated because it penetrates the graphene at varying angles. That is, if $\mathbf{B}_{\perp}=B_{\perp} \hat{\mathbf{z}}^{\prime}$ is the out-of-plane magnetic field $\hat{\mathbf{z}}^{\prime}$ is the unit vector pointing out of the plane in the external coordinate system, or "lab frame," and $\hat{\mathbf{z}}$ is the unit vector orthogonal to the graphene, then

$$
\begin{equation*}
\mathbf{B}_{\perp} \cdot \hat{\mathbf{z}}=B_{\perp}+\beta(x, y) \tag{3}
\end{equation*}
$$

Again, since the curvature is small, $\beta$ is negligible compared to $B_{\perp}$, so we can safely disregard this correction. Third, and crucial for the effect considered here, the in-plane magnetic field has a component orthogonal to the surface. In the laboratory frame, the magnetic field can be written $\mathbf{B}=\left(B_{x^{\prime}}, B_{y^{\prime}}, B_{\perp}\right)^{\top}$. In the coordinate system of the curved graphene, this gives rise to a magnetic field with a $z$ component equal to

$$
\begin{align*}
\mathbf{B} \cdot \hat{\mathbf{z}}= & -B_{x^{\prime}} \sin \left[\arctan \left(\frac{\partial \eta}{\partial x^{\prime}}\right)\right]-B_{y^{\prime}} \sin \left[\arctan \left(\frac{\partial \eta}{\partial y^{\prime}}\right)\right] \\
& +B_{\perp}+\beta \approx-B_{x^{\prime}} \frac{\partial \eta}{\partial x}-B_{y^{\prime}} \frac{\partial \eta}{\partial y}+B_{\perp} \tag{4}
\end{align*}
$$

where $\eta$ is the height distribution of the graphene, $x^{\prime}$ and $y^{\prime}$ are the coordinates in the laboratory frame, and we have used the assumption that $\partial \eta / \partial x \approx \partial \eta / \partial x^{\prime} \ll 1$ and $\partial \eta / \partial y \approx$ $\partial \eta / \partial y^{\prime} \ll 1$.

In order to capture the magnetic field given by Eq. (4), we use the vector potential

$$
\begin{equation*}
\mathbf{A}=\left(B_{y^{\prime}} \eta+B_{x^{\prime}} \int_{0}^{y} \frac{\partial \eta}{\partial x} d \tilde{y}-B_{\perp} y\right) \hat{\mathbf{x}} \tag{5}
\end{equation*}
$$

Choosing the vector potential parallel to the $x$ axis allows us to set $\mathbf{A}=\mathbf{0}$ in the superconductors, which means that the ground states in the superconductors have constant phases. In the following we denote the superconducting phase in the left $(x<-L / 2)$ and right ( $x>L / 2$ ) superconductors by $\phi_{l}$ and $\phi_{r}$, respectively. Having established the form of the vector potential $\mathbf{A}$ [Eq. (5)] in the local coordinate system where
graphene is flat, we will from now on omit the prime on $B_{x^{\prime}}$ and $B_{y^{\prime}}$ for brevity of notation.

The Usadel Eq. (1) is not valid across boundaries of different materials since the associated length scales are not negligible compared to the Fermi wavelength. Instead, the Green's function in the different materials must be connected through a boundary condition. For low-transparency tunneling interfaces, one may use the Kupriyanov-Lukichev boundary condition [33],

$$
\begin{equation*}
\zeta_{i} L_{i} \hat{\mathbf{n}} \cdot\left(\hat{g}_{i} \tilde{\nabla}_{\hat{g}}^{i}\right)=\frac{1}{2}\left[\hat{g}_{i}, \hat{g}_{j}\right] \tag{6}
\end{equation*}
$$

where the subscripts $i$ and $j$ denote the different sides of the interface, $\hat{\mathbf{n}}$ is a normal unit vector pointing out of region $i, L_{i}$ is the length of region $i$ in the $\hat{\mathbf{n}}$ direction, and $\zeta_{i}$ is the ratio of the normal-state conductance of region $i$ to the interface conductance. Equation (6) is used along the interface between the superconductors and graphene at $x=-L / 2$ and $x=L / 2$. Along the boundaries with vacuum at $y= \pm W / 2$, the boundary condition is $\hat{\mathbf{n}} \cdot \tilde{\nabla} \hat{g}=0$.

It has been shown that one may use the bulk solution in the superconductors,

$$
\begin{equation*}
\hat{g}_{\mathrm{BCS}}=\frac{\hat{\Sigma}}{\sqrt{(\varepsilon+i \delta)^{2}-|\Delta|^{2}}} \tag{7}
\end{equation*}
$$

when the interface conductance is much smaller than the normal-state conductance of length $\xi$ of the superconductor [34], where

$$
\begin{equation*}
\xi=\sqrt{\frac{D}{\Delta}} \tag{8}
\end{equation*}
$$

is the coherence length. The square root in Eq. (7) must be chosen such that it has a positive imaginary part.

Having found the Green's function, the electrical current density can be calculated from [35]

$$
\begin{equation*}
\mathbf{j}=\frac{N_{0} e D}{4} \int_{-\infty}^{\infty} \operatorname{Tr}\left(\hat{\rho}_{3} \hat{g} \tilde{\nabla} \hat{g}-\hat{g}^{\dagger} \tilde{\nabla}^{\dagger} \hat{g}_{3}\right) \tanh \left(\frac{\beta \varepsilon}{2}\right) d \varepsilon \tag{9}
\end{equation*}
$$

where $N_{0}$ is the normal density of states and $\beta$ is inverse temperature. Finally, Eq. (9) allows for calculation of the critical current, given by

$$
\begin{equation*}
I_{c}=\max _{\phi_{r}-\phi_{l}} \int_{-W / 2}^{W / 2} \hat{\mathbf{x}} \cdot \mathbf{j}(x, y) d y \tag{10}
\end{equation*}
$$

where the choice of $x$ is arbitrary.
In order to solve Eq. (1) numerically, we use the Ricatti parametrization,

$$
\hat{g}=\left(\begin{array}{cc}
N &  \tag{11}\\
& -\tilde{N}
\end{array}\right)\left(\begin{array}{lc}
1+\gamma \tilde{\gamma} & 2 \gamma \\
2 \tilde{\gamma} & 1+\tilde{\gamma} \gamma
\end{array}\right)
$$

where $N=(1-\gamma \tilde{\gamma})^{-1}$ and tilde conjugation is defined as $\tilde{\gamma}(\varepsilon)=\gamma^{*}(-\varepsilon)$. This respects the normalization and underlying symmetries of $\hat{g}$. The resulting equations for the $2 \times 2$ matrices $\gamma$ and $\tilde{\gamma}$ are discretized by the finite element method [36] with quadratic elements, and Gauss-Legendre quadrature rules of fourth order is used to integrate over the elements. The resulting nonlinear set of algebraic equations are solved by the Newton-Raphson method [37], where the Jacobian is determined by forward-mode automatic differentiation [38].

## III. RESULTS AND DISCUSSION

In order to linearize the Usadel equation, we write

$$
\begin{equation*}
\hat{g}=\hat{g}_{0}+\hat{f} \tag{12}
\end{equation*}
$$

where $\hat{g}_{0}$ is the bulk solution. In a ferromagnet, the selfenergy $\hat{\Sigma}$, given by (2), is diagonal. Hence, the bulk equation $\left[\hat{\Sigma}, \hat{g}_{0}\right]=0$ is solved by any diagonal matrix satisfying $\hat{g}_{0}^{2}=1$. In order to find the correct solution one must solve the full Gor'kov equation. The result is that $\hat{g}_{0}=\hat{\rho}_{3}$. If we assume that the proximity effect is weak, we can keep only linear terms in $\hat{f}$, yielding

$$
\begin{equation*}
D \hat{\rho}_{3} \tilde{\nabla}^{2} \hat{f}+i[\Sigma \hat{f}]=0 \tag{13}
\end{equation*}
$$

In order for the normalization $\hat{g}^{2}=1$ to hold to linear order in $\hat{f}$, we need $\left\{\hat{f}, \hat{\rho}_{3}\right\}=0$. This implies that

$$
\hat{f}=\left(\begin{array}{ll}
0 & f  \tag{14}\\
-\tilde{f} & 0
\end{array}\right)
$$

and

$$
\begin{equation*}
\tilde{\nabla} \hat{f}=\nabla \hat{f}-2 i e \mathbf{A} \hat{\rho}_{3} \hat{f} \tag{15}
\end{equation*}
$$

In the weak proximity effect regime, the boundary conditions read

$$
\begin{equation*}
\zeta L \hat{\rho}_{3} \hat{\mathbf{n}} \cdot \tilde{\nabla} \hat{f}=\frac{1}{2}\left[\hat{\rho}_{3}+\hat{f}, \hat{g}_{s}+\hat{f}_{s}\right]=\hat{\rho}_{3} \hat{f}_{s}-\hat{g}_{s} \hat{f} \tag{16}
\end{equation*}
$$

where $\hat{g}_{s}$ is the part of $\hat{g}_{\text {BCS }}$ proportional to $\hat{\rho}_{3}$ and $\hat{f}_{s}$ is the remaining part proportional to $\operatorname{antidiag}\left(\Delta,-\Delta, \Delta^{*},-\Delta^{*}\right)$. Additionally, we must have $\left[\hat{f}, \hat{f}_{s}\right]=0$, since this term would be block diagonal.

Since $\hat{\Sigma}$ is diagonal in the ferromagnet, the different components of $\hat{f}$ decouple. Only the elements which are nonzero in $\hat{f_{s}}$ will have a constant term in the boundary conditions. The remaining elements must be zero. Hence, $\hat{f}$ must be antidiagonal, just like $\hat{f}_{s}$. This in turn implies that $[\hat{\Sigma}, \hat{f}]=2 \hat{\Sigma} \hat{f}$.

In order to solve the Usadel equation for arbitrary magnetic fields, we first define

$$
\begin{equation*}
\hat{u}=\exp \left(-2 i e \hat{\rho}_{3} \int_{-L / 2}^{x} A\left(x^{\prime}, y\right) d x^{\prime}\right) \hat{f} \tag{17}
\end{equation*}
$$

With this, the Usadel equation can be written

$$
\begin{align*}
& D \hat{\rho}_{3} \nabla^{2} \hat{u}+2 i \hat{\Sigma} \hat{u}-2 D i e \hat{\rho}_{3} \hat{u} \int_{-L / 2}^{x} \frac{\partial B}{\partial y} d x^{\prime} \\
& \quad-4 D e^{2} \hat{u}\left(\int_{-L / 2}^{x} B d x^{\prime}\right)^{2}-4 D i e \frac{\partial \hat{u}}{\partial y} \int_{-L / 2}^{x} B d x^{\prime}=0 \tag{18}
\end{align*}
$$

where we have defined $B \equiv B_{z}=-\partial A / \partial y$ as the magnetic field component orthogonal to the graphene. We can neglect the terms involving $B$ by assuming that the magnetic field is sufficiently weak. That is, for all $x \in(-L / 2, L / 2)$,

$$
\begin{equation*}
\int_{-L / 2}^{x} B d x^{\prime} \ll \Phi_{0} \sqrt{\frac{\delta}{D}} \tag{19a}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-L / 2}^{x} \frac{\partial B}{\partial y} d x^{\prime} \ll \frac{\Phi_{0} \delta}{D}, \tag{19b}
\end{equation*}
$$

where $\Phi_{0}=\pi / e$ is the magnetic flux quantum.

The boundary conditions for $\hat{u}$ at $y= \pm W / 2$ is

$$
\begin{equation*}
\left.\frac{\partial \hat{u}}{\partial y}\right|_{y= \pm W / 2}=-i \hat{u} \int_{-L / 2}^{x} B d x^{\prime} \tag{20}
\end{equation*}
$$

Equations (16), (18), and (20) can be solved exactly when $B=$ 0 by assuming $\partial^{2} \hat{u} / \partial y^{2}=0$. For $B$ satisfying Eq. (19) we can find an approximate solution by neglecting the term $\partial^{2} \hat{u} / \partial y^{2}$ in Eq. (18).

With these approximations, the Usadel equation becomes an ordinary differential equation,

$$
\begin{equation*}
\frac{\partial^{2} \hat{u}}{\partial x^{2}}+\frac{2 i \hat{\rho}_{3} \hat{\Sigma}}{D} \hat{u}=0 \tag{21}
\end{equation*}
$$

with solution

$$
\begin{equation*}
\hat{u}=e^{\hat{k} x} \hat{A}+e^{-\hat{k x}} \hat{B}, \tag{22}
\end{equation*}
$$

for some coefficients $\hat{A}$ and $\hat{B}$. Here

$$
\begin{equation*}
\hat{k}=\sqrt{-\frac{2 i \hat{\rho}_{3} \hat{\Sigma}}{D}} \tag{23}
\end{equation*}
$$

which, since $\hat{\rho}_{3} \hat{\Sigma}$ is diagonal, $\hat{k}$ can be obtained simply by taking the elementwise square root. To determine $\hat{A}$ and $\hat{B}$ one must use Eq. (16). The solution is

$$
\begin{align*}
\hat{u}= & {\left[\left(\zeta L \hat{k}+\hat{\rho}_{3} \hat{g}_{s}\right)^{2} e^{\hat{k} L}-\left(\zeta L \hat{k}-\hat{\rho}_{3} \hat{g}_{s}\right)^{2} e^{-\hat{k} L}\right]^{-1} } \\
& \times\left[\hat{p}(x)+e^{i \hat{\rho}_{3} \theta} \hat{p}(-x)\right] \hat{f}_{s}, \tag{24}
\end{align*}
$$

where

$$
\begin{equation*}
\theta=\phi_{r}-\phi_{l}-2 e \int_{-L / 2}^{L / 2} A(x, y) d x \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{p}(x)=\left(\zeta L \hat{k}+\hat{\rho}_{3} \hat{g}_{s}\right) e^{\hat{k}(x-L / 2)}+\left(\zeta L \hat{k}-\hat{\rho}_{3} \hat{g}_{s}\right) e^{-\hat{k}(x-L / 2)} \tag{26}
\end{equation*}
$$

Note that the boundary condition for the interfaces with vacuum, Eq. (20), is only approximately satisfied.

To find the current from Eq. (24) we can use that the $x$ component of the current, as given by Eq. (9), can be written

$$
\begin{equation*}
\mathbf{j} \cdot \hat{\mathbf{x}}=\frac{N_{0} e D}{4} \int_{-\infty}^{\infty} \operatorname{Tr}\left(\hat{\rho}_{3} \hat{u} \frac{\partial \hat{u}}{\partial x}-\hat{u}^{\dagger} \frac{\partial \hat{u}^{\dagger}}{\partial x} \hat{\rho}_{3}\right) \tanh \left(\frac{\beta \varepsilon}{2}\right) d \varepsilon . \tag{27}
\end{equation*}
$$

To simplify this expression, note that Eq. (24) can be written

$$
\hat{u}=\left(\begin{array}{llll} 
& & d(h) e^{i \phi_{l}}  \tag{28}\\
& -\tilde{d}(h) e^{-i \phi_{l}} & -d(-h) e^{i \phi_{l}} & \\
\tilde{d}(-h) e^{-i \phi_{l}} & &
\end{array}\right)
$$

where

$$
\begin{equation*}
d(h)=\frac{\left[p(x)+e^{i \theta} p(-x)\right]|\Delta| / \sqrt{(\varepsilon+i \delta)^{2}-|\Delta|^{2}}}{\left[\left(\zeta L k+g_{s}\right)^{2} e^{k L}-\left(\zeta L k-g_{s}\right)^{2} e^{-k L}\right]} \tag{29}
\end{equation*}
$$

with $g_{s}=(\varepsilon+i \delta) / \sqrt{(\varepsilon+i \delta)^{2}-|\Delta|^{2}}$; the square roots are those which have positive imaginary parts, $k=$
$\sqrt{-2 i(\varepsilon+h+i \delta) / D}$ and

$$
\begin{equation*}
p(x)=\left(\zeta L k+g_{s}\right) e^{k(x-L / 2)}+\left(\zeta L k-g_{s}\right) e^{-k(x-L / 2)} \tag{30}
\end{equation*}
$$

Inserting Eq. (29) into Eq. (27) gives

$$
\begin{align*}
\mathbf{j} \cdot \hat{\mathbf{x}}= & N_{0} e D \int_{-\infty}^{\infty} \mathfrak{R}\left[d(h) \frac{\partial \tilde{d}(-h)}{\partial x}+d(-h) \frac{\partial \tilde{d}(h)}{\partial x}\right] \\
& \times \tanh \left(\frac{\beta \varepsilon}{2}\right) d \varepsilon . \tag{31}
\end{align*}
$$

$$
\begin{equation*}
\kappa_{ \pm}=\frac{4|\Delta|^{2} k_{ \pm}}{(\varepsilon+i \delta)^{2}-|\Delta|^{2}} \times \frac{\left[\zeta L k_{ \pm} \cosh \left(k_{ \pm} L / 2\right)-g_{s} \sinh \left(k_{ \pm} L / 2\right)\right] \times\left[g_{s} \cosh \left(k_{ \pm} L / 2\right)-\zeta L k_{ \pm} \sinh \left(k_{ \pm} L / 2\right)\right]}{\left[\left(\zeta L k_{ \pm}+g_{s}\right)^{2} e^{k_{ \pm} L}-\left(\zeta L k_{ \pm}-g_{s}\right)^{2} e^{-k_{ \pm} L}\right]^{2}}, \tag{34}
\end{equation*}
$$

with $k_{ \pm}=\sqrt{-2 i(\varepsilon \pm h+i \delta) / D}$.

By evaluating $\mathbf{j}$ at $x=0$ we can factorize out the dependence on the vector potential, since

$$
\begin{equation*}
\left.\frac{\partial \tilde{d}(h)}{\partial x}\right|_{x=0}=-\frac{2 i \sin \theta}{1+e^{i \theta}} \times\left.\frac{\partial \ln p}{\partial x} d(-h)\right|_{x=0} \tag{32}
\end{equation*}
$$

Inserting this into Eq. (31) and integrating the current density over $y$ to obtain the total current finally gives

$$
\begin{align*}
I= & 2 N_{0} e D \int_{-W / 2}^{W / 2} \sin \left(\phi_{r}-\phi_{l}-2 e \int_{-L / 2}^{L / 2} A(x, y) d x\right) d y \\
& \times \int_{-\infty}^{\infty} \Im\left[\kappa_{+}+\kappa_{-}\right] \tanh \left(\frac{\beta \varepsilon}{2}\right) d \varepsilon, \tag{33}
\end{align*}
$$

where

Equation (33) is our main analytical result and allows for evaluation of the current at arbitrary exchange field strengths and magnetic field distributions. Of particular interest is the fact that the contributions from the vector potential and exchange field decouple. One consequence of this is that a constant magnetic field gives rise to a Fraunhofer pattern in the current regardless of the strength of the exchange field, as long as the magnetic field is weak enough. This can be seen from the fact that for a constant magnetic field $e A=$ $-\pi \Phi_{\perp} y / \Phi_{0} W L$, where $\Phi_{\perp}$ is the magnetic flux from the perpendicular field, so

$$
\begin{align*}
I & \propto \int_{-W / 2}^{W / 2} \sin \left(\phi_{r}-\phi_{l}+2 \pi \frac{\Phi_{\perp} y}{\Phi_{0} W}\right) d y \\
& =W \sin \left(\phi_{r}-\phi_{l}\right) \frac{\sin \left(\pi \Phi_{\perp} / \Phi_{0}\right)}{\pi \Phi_{\perp} / \Phi_{0}} \tag{35}
\end{align*}
$$

Figure 2 shows the critical current found analytically using Eq. (33) for the case of no ripples, compared to the critical current obtained numerically from the full nonlinear Usadel equation. In addition to showing the agreement between the full solution and the analytical approximation, Fig. 2 also shows that there is an exchange-driven $0-\pi$ transition at $h \approx$


FIG. 2. Color plot of $\log _{10}\left(I_{c} / I_{0}\right)$, where $I_{c}$ is the critical current and $I_{0}=N_{0} e W D^{2} / L^{3}$ for various exchange fields $h$ and out-of-plane magnetic fluxes. (a) shows the solution found numerically from the full Usadel equation, and (b) shows the analytical solution found using Eq. (33). Here, $\varepsilon_{\mathrm{T}}=D / L^{2}, W=10 L, L=6 \xi, \delta / \Delta=0.01$, and $B_{x}=B_{y}=0$.
where

$$
\begin{equation*}
\bar{\eta}(y)=\frac{1}{L} \int_{-L / 2}^{L / 2} \eta(x, y) d x \tag{38}
\end{equation*}
$$

is the longitudinally averaged height. From Eq. (37) it can be observed that the contribution proportional to $B_{x}$ is small for variations that are fast in the $y$ direction, since the integrand will oscillate rapidly, and small for very slow variations, which will contribute little to $\eta(L / 2, y)-\eta(-L / 2, y)$. Similarly, variations that are fast in the $x$ direction will contribute little to the term proportional to $B_{y}$. Otherwise, the contributions from the terms proportional to $B_{y}$ and $B_{x}$ is similar, so we set $B_{x}=0$ in the following. We also set $\beta=1000 / \Delta$, corresponding to $T / T_{c} \approx 1.8 \times 10^{-3}$, where $T_{c}$ is the critical temperature.

From Eqs. (33) and (37) we can find how big the height variations must be in order to possibly cause a vanishing critical current at $\Phi_{\perp}=0$. In order for the critical current to vanish, the argument of the sine function in Eq. (33) must have variations of at least $\pi / 2$. Otherwise, the phase difference, $\phi_{r}-\phi_{l}$, can be chosen such that the integrand is of one sign. This means that in order for there to be a root in the critical
current at $\Phi_{\perp}=0$, the in-plane magnetic field must be at least

$$
\begin{equation*}
B_{y}=\frac{\Phi_{0}}{4 L(\max \bar{\eta}-\min \bar{\eta})}, \tag{39}
\end{equation*}
$$

assuming $B_{x}=0$.
In order to apply Eq. (33) to the case of rippled graphene with vector potential given by Eq. (5), we need a model of the height distribution $\eta$ of the ripples. From Eq. (37) we find that it is reasonable to categorize ripples into short ripples and long ripples, depending on whether the wavelength is shorter or longer than $2 L$. Ripples with wavelength shorter than $2 L$ will have a smaller contribution to $\bar{\eta}$ in Eq. (37) since the integrand oscillates between positive and negative values. For this reason, short ripples will contribute less to interference effects than long ripples with the same amplitude. On the other hand, faster variations in the $y$ direction gives a larger magnetic field component perpendicular to the graphene surface and therefore a larger depairing effect. Short ripples are therefore expected to lead to larger deviations from the analytical approximation given by Eq. (33). In particular, they are expected to cause a faster decay, which, as we will see, is also what happens.

In general, the height distribution will be a superposition of long and short ripples. We look first at only long ripples, then at only short ripples, and finally at the combination of both short and long ripples. In order to simplify the presentation and analysis, we present solutions for height distributions that can be written as the product of cosines. We obtain qualitatively similar result for more realistic, randomized height distributions.

To model $n$ uniform ripples in the $x$ direction and $m$ uniform ripples in the $y$ direction, we use the height distribution

$$
\begin{equation*}
\eta(x, y)=\frac{\eta_{0}}{2} \cos \left(n \pi \frac{x}{L}\right) \cos \left(m \pi \frac{y}{W}\right) \tag{40}
\end{equation*}
$$

where $\eta_{0}$ is the peak-to-peak height difference. Figures 3-5 show the critical current, given by Eq. (10), for the height distribution in Eq. (40) with $n=1$ and $m=2, m=5$ and $m=10$, respectively. The exchange field, $h$, is set to zero in order to isolate the orbital effect, such that it can be observed whether the orbital effect alone is sufficient to produce roots in the critical current. Physically, the situation with negligible exchange field would be the case if the Thouless energy, $\varepsilon_{\mathrm{T}}$, is much larger than the Zeeman splitting $\mu_{B} B_{y}$, where $\mu_{B}$ is the Bohr magneton.

It can be seen from Figs. 3-5 that a height variation of only 1 nm is sufficient to produce oscillations in the critical current. In particular, the critical current is zero for $\Phi_{\perp}=0$ and finite $B_{y}$ when $m=2$ and $m=10$. Both zeros satisfy Eq. (39), which is $B_{y}=2 \mathrm{~T}$ in this case. We can conclude from this that a zero in the critical current of an SGS junction is not sufficient to identify an exchange-driven $0-\pi$ transition, since zeros can also be produced from the ripples.

Since the junction widths are equal in Figs. 3-5, larger $m$ means a larger orthogonal component from the in-plane magnet field. Consequently, the magnetic field strengths for which the weak field assumption, Eq. (19), remains valid is reduced when $m$ increases. This is reflected in the correspon-


FIG. 3. Critical current $I_{c}$ for various in-plane magnetic field strengths $B_{y}$ and out-of-plane magnetic fluxes $\Phi_{\perp}$ for the height distribution given by Eq. (40) with $n=1$ and $m=2$. Here, $I_{0}=$ $N_{0} e W D^{2} / L^{3}, W=10 L, \quad L=10 \xi=400 \mathrm{~nm}, \quad \eta_{0}=1 \mathrm{~nm}, \delta / \Delta=$ 0.02 , and $B_{x}=0$. (a) shows the analytical solution of $I_{c}$ against $B_{y}$ for $\Phi_{\perp}=0$ (blue line), compared to the numerical solution (red dots). (b) shows the analytical solution of $I_{c}$ against $\Phi_{\perp}$ for $B_{y}=5 \mathrm{~T}$ and (c) shows a logarithmically scaled color plot of analytical $I_{c}$ where white means zero current and deep blue corresponds to large current.
dence between the numerical simulations and the analytical predictions.

The color plots in Figs. 3-5(c) show that the critical current has especially large maxima at $\Phi_{\perp} / \Phi_{0}=k m / 2$ for integer $k$. This is also reflected in Figs. 3-5(b), which show that the lobe structure has strong maxima at $\Phi_{\perp} / \Phi_{0}=m / 2$. To understand why, note that the orbital part of the current can be written as a Fourier transform. That is,

$$
\begin{align*}
I & =C(h) \int_{-W / 2}^{W / 2} \sin \left(\phi_{l}-\phi_{r}+2 \pi \frac{B_{y} L \bar{\eta}}{\Phi_{0}}-2 \pi \frac{\Phi_{\perp} y}{\Phi_{0} W}\right) d y \\
& =C(h) \Im\left\{e^{i\left(\phi_{l}-\phi_{r}\right)} \int_{-W / 2}^{W / 2} \exp \left[2 \pi i\left(\frac{B_{y} L \bar{\eta}}{\Phi_{0}}-\frac{\Phi_{\perp} y}{\Phi_{0} W}\right)\right] d y\right\}, \tag{41}
\end{align*}
$$

where $C$ is a function of the exchange field. Hence, the critical current can be written as

$$
\begin{equation*}
I_{c}=C(h)\left|\mathcal{F}\left[\operatorname{rect}(y / W) e^{2 \pi i B_{y} L \bar{\eta} / \Phi_{0}}\right]\left(\frac{2 \pi \Phi_{\perp}}{W \Phi_{0}}\right)\right| \tag{42}
\end{equation*}
$$

where rect is the rectangular function and $\mathcal{F}$ means Fourier transform. Accordingly, a Fourier analysis of the current response to out-of-plane magnetic fields can uncover properties of the ripple structure. In this case, $\bar{\eta}$ is a cosine with wave number $m \pi / W$, so it is reasonable that the Fourier transform peaks at $2 \pi \Phi_{\perp} / W \Phi_{0}=k m \pi / W$ with strengths that depends on $B_{y}$. For a more general ripple structure, mapping out the current response to both the in-plane and out-of-plane one could uncover information about the slow height variations that can be difficult to detect with surface probe techniques.


FIG. 4. Critical current $I_{c}$ for various in-plane magnetic field strengths $B_{y}$ and out-of-plane magnetic fluxes $\Phi_{\perp}$ for the height distribution given by Eq. (40) with $n=1$ and $m=5$. Here, $\quad I_{0}=N_{0} e W D^{2} / L^{3}, W=10 L, L=10 \xi=400 \mathrm{~nm}, \eta_{0}=1 \mathrm{~nm}$, $\delta / \Delta=0.02$, and $B_{x}=0$. (a) shows the analytical solution of $I_{c}$ against $B_{y}$ for $\Phi_{\perp}=0$ (blue line), compared to the numerical solution (red dots). (b) shows the analytical solution of $I_{c}$ against $\Phi_{\perp}$ for $B_{y}=5 \mathrm{~T}$ and (c) shows a logarithmically scaled color plot of analytical $I_{c}$ where white means zero current and deep blue corresponds to large current.

Obtaining $\bar{\eta}$ from measurements of the critical current is complicated by the loss of the phase information of the Fourier transform in Eq. (42). One possible resolution is to obtain the current-phase relation, as has been done for ballistic graphene by use of a SQUID [39]. In this case, one could take advantage of the fact that the current for a given in-plane magnetic field is proportional to $\sin \left(\phi_{l}-\phi_{r}\right) \Re(F)+\cos \left(\phi_{l}-\right.$ $\left.\phi_{r}\right) \Im(F)$, where $F$ is the Fourier transform in Eq. (42). It would then in theory be straightforward to find the phase of $F$ and compute its Fourier inverse. If the only available data is the critical current, one could look at the values of $\Phi_{\perp}$ that gives enhanced current upon application of in-plane magnetic field to extract the most prominent Fourier components of $\bar{\eta}$ or use the variational method to approximate the function $\bar{\eta}$ that solves Eq. (42). If one can also manipulate the direction of the in-plane magnetic field, one could combine the knowledge of $\bar{\eta}$ with the corresponding function relevant for when the field is in the $x$ direction to get even more insight into the full ripple profile $\eta$.

Figures 3-5(a) also give clues to how the full solution of the Usadel equation deviates from Eq. (33) when the magnetic field is strong. Two things seem to happen when the flux density is strong. First, compared to the analytical solution, the full solution decays more rapidly as $B_{y}$ increases. That the critical current decays faster than the analytical solution predicts is unsurprising, since we neglected the depairing effect of the magnetic field in our derivation of Eq. (33).

Second, the functional dependence on $B_{y}$ is slower in the numerical case, in the sense that roots and extremal values in the critical current are skewed towards larger values of $B_{y}$. A plausible explanation for this phenomenon is that the full


FIG. 5. Critical current $I_{c}$ for various in-plane magnetic field strengths $B_{y}$ and out-of-plane magnetic fluxes $\Phi_{\perp}$ for the height distribution given by Eq. (40) with $n=1$ and $m=10$. Here, $I_{0}=N_{0} e W D^{2} / L^{3}, W=10 L, L=10 \xi=400 \mathrm{~nm}, \eta_{0}=1 \mathrm{~nm}$, $\delta / \Delta=0.02$, and $B_{x}=0$. (a) shows the analytical solution of $I_{c}$ against $B_{y}$ for $\Phi_{\perp}=0$ (blue line), compared to the numerical solution (red dots). (b) shows the analytical solution of $I_{c}$ against $\Phi_{\perp}$ for $B_{y}=5 \mathrm{~T}$ and (c) shows a logarithmically scaled color plot of analytical $I_{c}$ where white means zero current and deep blue corresponds to large current.
solution varies more slowly in the $y$-direction compared to the analytical approximation in Eq. (24). The analytical solution has $\partial \hat{f} / \partial y \propto B$, but it neglects the boundary condition that demands $\partial \hat{f} / \partial y=0$ when $y= \pm W / 2$. Hence, it is possible that the analytical solution overestimates the variation of $f$ with respect to $y$, at least close to $y= \pm W / 2$. The roots in the critical current occur because the magnetic field creates mutually canceling oscillations in the current density as a function of $y$. If the analytical approximation overestimates how fast these oscillations occur, it will underestimate the magnetic field required to give $I_{c}=0$. The faster decay, but slower variation, is also exactly what happens in the case of uniform magnetic fields, as can be seen from Fig. 3 in Ref. [26].

Moving on to short ripples, Fig. 6 shows the critical current for the distribution given by Eq. (40) with $n=11, m=10$, and $\eta_{0}=1 \mathrm{~nm}$. With $L=400 \mathrm{~nm}$, this corresponds to a ripple length of 40 nm , which is comparable to the short ripples observed in graphene on $\mathrm{SiO}_{2}$ [22]. The exchange field is again set to 0 . What matters for the analytical approximation is the longitudinally averaged height $\bar{\eta}$, which in this case is small because of the rapid oscillations. Hence, the analytical approximation predicts very little change in the critical current at $\Phi_{\perp}=0$. On the other hand, the orbital depairing effect is quite large because of the short ripples, which is reflected in the decay of the critical current observed in the numerical solution of the full Usadel equations.

Finally, Fig. 7 shows the critical current for combinations of short and long ripples, both with and without a nonzero


FIG. 6. Critical current $I_{c}$ for $B_{\perp}=0$ and various in-plane magnetic field strengths $B_{y}$ with the height distribution given by Eq. (40) with $n=11$ and $m=10$. Here, $I_{0}=N_{0} e W D^{2} / L^{3}, W=L=10 \xi=$ $400 \mathrm{~nm}, \eta_{0}=1 \mathrm{~nm}, \delta / \Delta=0.02$, and $B_{x}=0$. The blue line shows the analytical solution, as found by Eq. (33), and the red line with dots shows the numerical solution found by solving the full Usadel equation.
exchange field. The height distribution is in this case given by

$$
\begin{equation*}
\eta=1 \mathrm{~nm} \times \cos \left(2 \pi \frac{y}{W}\right)+A \cos \left(n \pi \frac{x}{L}\right) \cos \left(n \pi \frac{y}{L}\right), \tag{43}
\end{equation*}
$$

where $n=4$ for " hBN " and "Large" and $n=10$ for " $\mathrm{SiO}_{2}$." The amplitude of the short ripples are $A=0.1 \mathrm{~nm}, A=$ $0.5 \mathrm{~nm}, A=2 \mathrm{~nm}$ for " hBN ," " $\mathrm{SiO}_{2}$," and "Large," respec-


FIG. 7. Critical current $I_{c}$ for $B_{\perp}=0$ and various in-plane magnetic field strengths $B_{y}$ with the height distribution given by Eq. (43) with $(A, N)=(0.1 \mathrm{~nm}, 4),(0.5 \mathrm{~nm}, 10)$, and ( $2 \mathrm{~nm}, 4)$, respectively, from top to bottom. The exchange field is $h=0$ in the left panels and $h=\mu_{B} B_{y}$ in the right panels, where $\mu_{B}$ is the Bohr magneton. Here, $I_{0}=N_{0} e W D^{2} / L^{3}, W=10 L, L=10 \xi=$ $400 \mathrm{~nm}, \delta / \Delta=0.02, \Delta=1.5 \mathrm{meV}$, and $B_{x}=0$. The blue line shows the analytical solution, as found by Eq. (33), and the red line with dots shows the numerical solution found by solving the full Usadel equation.
tively. The values for " $\mathrm{SiO}_{2}$ " and " hBN " are chosen such that the short ripple sizes correspond to the observed values for $\mathrm{SiO}_{2}$ and hBN [22]. The values for "Large" are chosen such that amplitudes of the short ripples are twice as large as the long ripples. In this case the orthogonal component of the magnetic field is much too high for the analytical solution to give accurate results.

Since $n$ is even, the analytical solution given by Eq. (33) is equal for the three cases. The only difference is the magnitude of the additional magnetic flux density that comes from the short ripples. As mentioned above, we should expect a faster decay for larger and faster ripples. This is indeed also what we observe from the numerical results in Fig. 7. Interestingly, the location of the roots is not substantially altered by the short ripples. Even in the lowermost panels, where the short ripples are twice as large as the long ripples, the roots in the numerical solution occur not far from the values of $B_{y}$ predicted by the analytical solution, even if the amplitude decays much faster.

Long ripples, as we have seen, can give rise to interference effects that produce oscillations and possibly roots in the critical current. Short ripples, on the other hand, increase the magnetic flux density and can lead to a substantial magnetic depairing effect, which manifest as a rapidly decaying critical current. Hence, the combined effect of short and long ripples can yield a rapidly decaying critical current with zeros, much like what one would expect from a ferromagnet undergoing a $0-\pi$ transition.

From Fig. 7 it can also be observed that the deviation between the analytical and numerical solutions is smaller when the exchange field is nonzero. This is as expected, since neglecting the contribution from $B$ in Eq. (18) is a better approximation when the self-energy $\hat{\Sigma}$ is larger. Note that in Fig. 7, the presence of the exchange field induces a $0-\pi$ transition around $B_{y}=1 \mathrm{~T}$, which manifests as a root in the critical current.

Since the ripples and the exchange field both give rise to oscillating and decaying critical currents, it is useful to determine whether a $0-\pi$ transition is expected to occur before or after a possible zero in the critical current coming from ripples. The exact values of $B_{y}$ at which these events take place will in general depend on several parameters, but we can give some order of magnitude estimates based on Eq. (33) and numerical simulations. The first $0-\pi$ transition typically occurs around $h=2 \varepsilon_{\mathrm{T}}$ but can occur at larger values if the inelastic scattering time $1 / \delta$ is small. Inserting the definition of the Thouless energy $\varepsilon_{\mathrm{T}}$ and using that $h=\mu_{B} B_{y}$, this means that the Zeeman driven $0-\pi$ transition occurs at

$$
\begin{equation*}
B_{y} \approx \frac{2 D}{\mu_{B} L^{2}} \tag{44}
\end{equation*}
$$

Equation (39) gives a minimal value for $B_{y}$ at which a zero can be produced from the interference effect that is due to ripples. In the numerical result presented here, we see that the zero occurs for a value of $B_{y}$ that is about three times larger. An order of magnitude estimate is that, for long ripples with peak-to-peak height of $\eta_{0}$, the first zero in the critical current can occur at around

$$
\begin{equation*}
B_{y} \approx \frac{\Phi_{0}}{\eta_{0} L} \tag{45}
\end{equation*}
$$

Notice that Eqs. (44) and (45) scales differently with junction length $L$. Therefore, it is more plausible that an observed zero in the critical current correspond to a $0-\pi$ transition when the junction is long. Alternatively, one could try to limit the presence of variations in the $y$-direction that are longer than $L$ by making $W \ll L$.

From Figs. 3-5 we also observe that the ripples can substantially alter the Fraunhofer lobe structure found when varying $B_{\perp}$, while Fig. 2 shows that the Fraunhofer pattern is unaltered when the effect of ripples is negligible. Hence, investigating how $I_{c}$ depends on $B_{\perp}$ could also be useful when identifying $0-\pi$ transitions. As long as the junction width and diffusivity are approximately constant, a $0-\pi$ transition will give rise to a vanishing critical current for all values of out-ofplane magnetic flux densities $B_{\perp}$. If in addition the effect of ripples is small, one should expect that the critical current as a function of $B_{\perp}$ is a Fraunhofer pattern at any constant value of the in-plane magnetic field $B_{\|}$. Accordingly, determining whether the minima in critical current as a function of $B_{\perp}$ and $B_{\|}$are straight lines, as in Fig. 2, or curved, as in Figs. 3-5, can give clues as to whether ripples are important. If ripples are important, Eq. (42) could give insight to their structure.

## IV. CONCLUSION

We have solved the Usadel equation analytically in the presence of an exchange field and an arbitrary magnetic field distribution, under the assumption of a weak proximity effect and a weak magnetic field. The solution has been applied to SGS junctions with the combined Zeeman effect and orbital effect coming from an in-plane magnetic field. Deviations from the analytical solution at large magnetic fields have been studied numerically. We find that the orbital effect that results from a curvature in the graphene can produce a critical current
response that is similar to what one would get by increasing the exchange field. Slow variations in the graphene height distributions give rise to interference effects that produce oscillations in the critical current, while rapid variations cause larger orbital depairing effects that lead to a faster critical current decay rate.

Since both the Zeeman splitting and orbital effects in rippled graphene can cause similar behavior, extra care must be taken when identifying possible $0-\pi$ transitions. The interference effect from ripples is reduced if the width of the junction is much smaller than the length. In addition to reducing the relative effect of ripples compared to the Zeeman splitting, which is achieved by increasing the length of the junction and minimizing the height variations, it could also be useful to look at how the critical current varies with a perpendicular magnetic field. The effect of ripples, if present, will then typically alter the Fraunhofer pattern observed at zero in-plane magnetic field. Because slow height variations are difficult to detect using surface probe techniques, we suggest the use of parallel magnetic field as a means to probe the presence of such variations.
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#### Abstract

Thin transition metal dichalcogenides sustain superconductivity at large in-plane magnetic fields due to Ising spin-orbit protection, which locks their spins in an out-of-plane orientation. Here we use thin $\mathrm{NbSe}_{2}$ as superconducting electrodes laterally coupled to graphene, making a planar, all van der Waals two-dimensional Josephson junction (2DJJ). We map out the behavior of these novel devices with respect to temperature, gate voltage, and both out-of-plane and in-plane magnetic fields. Notably, the 2DJJs sustain supercurrent up to parallel fields as high as 8.5 T , where the Zeeman energy $E_{Z}$ rivals the Thouless energy $E_{T h}$, a regime hitherto inaccessible in graphene. As the parallel magnetic field $H_{\|}$increases, the 2DJJ's critical current is suppressed and in a few cases undergoes suppression and recovery. We explore the behavior in $H_{\|}$by considering theoretically two effects: a $0-\pi$ transition induced by tuning of the Zeeman energy and the unique effect of ripples in an atomically thin layer which create a small spatially varying perpendicular component of the field. The 2DJJs have potential utility as flexible probes for two-dimensional superconductivity in a variety of materials and introduce high $H_{\|}$as a newly accessible experimental knob.


DOI: 10.1103/PhysRevB.103.115401

## I. INTRODUCTION

By coupling graphene to exfoliated superconductors such as $\mathrm{NbSe}_{2}[1-3]$ it is possible to realize Josephson junctions where both the normal and superconductor materials are twodimensional (2D). Such junctions should sustain high in-plane magnetic fields. Thin $\mathrm{NbSe}_{2}$ retains superconductivity at very high in-plane fields due to a combination of suppressed orbital depairing and Ising protection against pair breaking [4,5] and can sustain magnetic fields above 8 T without any measurable effect on the gap size [4,6]. Coupling graphene to two $\mathrm{NbSe}_{2}$ flakes results in an all van der Waals two-dimensional Josephson junction (2DJJ). The response of such 2DJJs to in-plane magnetic field will be dictated by both spin and orbital effects. In the graphene layer, forming the weak link, the response of carrier spins to the Zeeman field may lead to interesting phenomena such as finite-momentum Cooper pairing and a $0-\pi$ transition [7-10]. However, the deviation of such devices from the ideal 2D geometry due to ripples and other deformations is significant, as it gives rise to field components perpendicular to the local sample plane, introducing orbital dephasing. The latter also occurs due to the bending of magnetic field flux lines, which cannot be considered truly parallel, as they are deflected by superconducting leads [11].

Two-dimensional Josephson devices are a useful platform for the study of finite-momentum superconducting states: Cooper pairs may survive in the spin-polarized Fermi surface

[^4]created at high magnetic fields by attaining a finite center-of-mass momentum [12,13], which translates into a spatially varying order parameter. Finite Cooper-pair momentum $q=$ $2 E_{Z} / \hbar v_{F}$ is dictated by the Zeeman energy $E_{Z}=0.5 g \mu_{B} H$, where $g$ is the Landé factor, $v_{F}$ is the Fermi velocity, and $\mu_{B}$ is the Bohr magneton. The resulting oscillation of the order parameter within the junction can create $\pi$-phase junctions, where the transition to the $\pi$ phase is found in junction lengths $L$ determined by the multiples of $\pi / q$. Weak links characterized by large $g$ factors have shown signatures of finite-momentum Cooper pairing [14] and allowed the realization of tunable Zeeman-driven $0-\pi$ transitions [15-17]. Graphene should also exhibit a Zeeman-driven $0-\pi$ transition [7-10]. However, reaching this transition requires the application of high magnetic fields due to the low $g$ factor which limits the momentum shift of the Cooper pair. Ballistic graphene is uniquely expected to produce field-tunable switching between 0 and $\pi$ phases while retaining a finite critical current [7] and is expected to exhibit triplet superconductivity [18].

However, the entirely 2D nature of the graphene sheet gives rise to a unique form of disorder due to graphene ripples in the third dimension. In the presence of applied $H_{\|}$this introduces a small component of perpendicular field with a disorderly spatial variation created by the ripple pattern. This effect can lead to critical current decay with parallel field, a non-Fraunhofer interference pattern, and suppression and recovery of the critical current mimicking a $0-\pi$ transition. The effect of ripples changes depending on ripple amplitude and wavelength and junction dimensions [19]. Thus, in any


FIG. 1. (a) Fabrication of planar graphene- $\mathrm{NbSe}_{2} \mathrm{JJs}$ involves (1) exfoliation of graphene on $\mathrm{SiO}_{2}$ and $\mathrm{NbSe}_{2}$ on PDMS , (2) stamping a cracked $\mathrm{NbSe}_{2}$ flake onto graphene, (3) stamping a thin hBN flake for encapsulation of the crack, (4) and patterning of electrodes. Steps are illustrated from left to right. (b) Optical image of junction A with schematics of current flow. $\mathrm{NbSe}_{2}$ thickness is around 10 nm . Scale bar is $10 \mu \mathrm{~m}$. (c) Illustration of a rectangular junction geometry. (d) A false-color SEM image of the region marked by a red square in (b), showing the actual junction geometry, with the graphene flake contour highlighted and the direction of $H_{\|}$indicated. Scale bar is $2 \mu \mathrm{~m}$. (e) Schematic illustration of the JJ in a four-probe electronic configuration. Current flows in plane from $\mathrm{NbSe}_{2}$ to graphene to $\mathrm{NbSe}_{2}$. The crack is shielded from the top by hBN . Gate voltage is applied across the $\mathrm{SiO}_{2}$ dielectric.
experiment involving graphene in a parallel field-or, indeed, we believe any 2D conductor in a parallel field-this effect should be considered. The morphology and effect of ripples are expected to change depending on the substrate and thickness of the 2D layer. Due to the high parallel fields sustained by the junction, our 2DJJ is sensitive to both long- and shortwavelength submilliradian curvature and subnanometer height variation in graphene.

We study planar $\mathrm{NbSe}_{2}$-graphene- $\mathrm{NbSe}_{2}$ junctions, fabricated by transferring cracked $\mathrm{NbSe}_{2}$ on exfoliated graphene (see Fig. 1 and detailed information in the Supplemental Material, Sec. 4 [20]). The thickness of the $\mathrm{NbSe}_{2}$ flakes used for the devices in this paper was around $5-10 \mathrm{~nm}$, evaluated by optical contrast. The junctions exhibit supercurrent characteristics which are similar to diffusive graphene-based devices fabricated using evaporated superconducting electrodes, including gate-tunable critical current and a Fraunhofer-like interference in out-of-plane field [21-25]. Upon application of in-plane field, the 2DJJ critical current undergoes exponential suppression and transitions from a Fraunhofer to superconducting quantum interference device (SQUID)like interference pattern, which is retained as the field is further increased up to 8.5 T . We focus our paper on junction A , with $\mathrm{NbSe}_{2}$ thickness of around 10 nm and a weak link consisting of monolayer graphene. In this device we find that the supercurrent exhibits a pronounced suppression-recovery pattern, a feature which may be associated either with a $0-\pi$ transition or with the effect of graphene ripples.

## II. TRANSPORT MEASUREMENTS

We begin by characterizing the transport of a 2DJJ. Figure 2(a) shows the typical current-voltage characteristics of junction A, where the $I-V$ curves at different gate voltages exhibit a switching behavior between zero resistance and finite resistance at the junction switching current $I_{C}$. Typical of density-tunable graphene JJs [21], $I_{C}$ is modulated by the gate voltage $V_{G}$ and reaches a minimal, yet finite, value of $I_{C} \approx 0.4 \mu \mathrm{~A}$ at the Dirac point $V_{G}=-4 \mathrm{~V}$. This is evident in Fig. 1(b), where the differential resistance $d V / d I$ vs $I$ and $V_{G}$ is presented as a color plot. Thus, our 2DJJs exhibit the same bipolar supercurrent expected in graphene-based Josephson devices [21].

The Thouless energy $E_{T h}$, defined as the inverse of the traversal time of the junction, is an energy scale characteristic of normal transport, which also governs the superconducting properties of Josephson junctions [27]. Josephson junctions vary between regimes defined as long $\left(\Delta / E_{T h} \gg 1\right)$ or short $\left(\Delta / E_{T h} \ll 1\right)$ and diffusive $(L>l)$ or ballistic $(L<l)$, where $l$ is the mean free path in the weak link and $L$ is the junction length. In the diffusive case $E_{T h}=\hbar D / L^{2}$, where $D$ is the diffusion constant and $L$ is the junction length. $E_{T h}$ and $l$ can, in principle, be extracted from the dependence of graphene normal resistance on $V_{G}[24,25]$. However, our device has an unusual geometry and noncolinear current and voltage probes, introducing uncertainties in the determination of $E_{T h}$. Taking $l$ in the tens of nanometers, we estimate $E_{T h}$ to be a few hundred $\mu \mathrm{eV}$. The gap $\Delta$ of $10-\mathrm{nm}$-thick $\mathrm{NbSe}_{2}$ is close to the bulk


FIG. 2. (a) $I-V$ curves of junction A (monolayer graphene) taken at different gate voltages (see legend). (b) Differential resistance $d V / d I$ of junction A as a function of bias current and gate voltage. (c) Temperature dependence of the critical current of junction A (blue dots) and a fit to Eq. (1) (orange line), taken with a gate voltage of -20 V . (d)-(f) Differential resistance of junction A as a function of bias current and external perpendicular magnetic field, taken with gate voltages of $12 \mathrm{~V},-4 \mathrm{~V}$ (Dirac point), and -20 V , respectively. All the panels show data at $H_{\|}=0 \mathrm{~T}$ and $T=30 \mathrm{mK}$.
value of 1.3 meV [28], placing junction A in an intermediate regime, leaning towards the long and diffusive.

It is predicted that in infinitely long metallic diffusive superconductor-normal-superconductor (SNS) junctions, with perfect contacts, at zero temperature $e I_{C} R_{N}=\alpha E_{T h}$ ( $R_{N}$ is the junction normal resistance [29]). Values near the theoretically predicted value of $\alpha=10.82$ were seen in metal SNS junctions [29], whereas in graphene $\alpha$ varies widely, reaching values as much as 100 times smaller than theory [22-25]. Low values of $\alpha$ are attributed to an effective Thouless energy $E_{T h}^{*}$, smaller than $E_{T h}$ determined by transport. This is possibly due to finite contact resistance and Andreev reflections across the $\mathrm{N}-\mathrm{S}$ barrier, which increase the time of junction traversal [25,26]. In junction A $E_{T h}$ is of the order of $I_{C} R_{N}$; thus, the proportionality factor $\alpha$ is of order unity. This indicates an effective $E_{T h}^{*} \approx 0.1 E_{T h}$, smaller than metallic SNS junctions and larger than previously reported diffusive graphene junctions [22-25].

In the long junction limit at low temperatures theory predicts [29]

$$
\begin{equation*}
e I_{C} R_{N}=\alpha_{1} E_{T h}\left[1-b \exp \left(\frac{-\alpha_{2} E_{T h}}{3.2 k_{B} T}\right)\right], \tag{1}
\end{equation*}
$$

where $\alpha_{1}=\alpha_{2}=10.82$ and $b=1.3$. Previous attempts to fit the temperature dependence in superconductor-graphenesuperconductor (SGS) junctions led to findings of $\alpha_{1,2}=$ 1.1-2.9 in [3,22,25]. In Fig. 2(c) we show that the temperature
dependence of the critical current in junction A fits well to an equation of this form at low temperatures up to $T \simeq 3 \mathrm{~K}$. Since we do not know the precise value of the transport $E_{T h}$, the fitting parameters are of limited quantitative value; nevertheless, assuming $E_{T h} \approx 300 \mu \mathrm{eV}$, we find $\alpha_{1}=1.2, \alpha_{2}=2.4$, and $b=1.2$. ( $\alpha_{1}<\alpha_{2}$ was also found for similar $\mathrm{NbSe}_{2}$-graphene JJs [17]). These values of $\alpha_{1,2}<10.82$ again indicate an effective $E_{T h}^{*}<E_{T h}$. As we will show below, measurements at parallel magnetic fields may provide another gauge for $E_{T h}^{*}$.

Next, we observe the response of the system to the application of magnetic field $H_{\perp}$ perpendicular to the junction plane. Figures 2(d)-2(f) show $d V / d I$ as a function of $H_{\perp}$ and $I$, taken at three different gate voltages. The observed Fraunhoferlike pattern confirms a smooth current distribution across the junction. The apparent period is 0.4 mT . We compare this to the expected period $\Phi_{0} /\left[\left(L+2 \lambda_{L}\right) W\right]$, where $\Phi_{0}$ is the flux quantum, $L$ is the average junction length, and $W$ is the junction width. $\lambda_{L}$ is the London penetration length, taken to be $\lambda_{L}=200 \mathrm{~nm}$ (known values in the literature range between $\approx 120 \mathrm{~nm}$ for bulk $\mathrm{NbSe}_{2}$ [30] and 250 nm for bilayer $\mathrm{NbSe}_{2}$ [31]). Using the above, we find the period to be $\approx 0.7 \mathrm{mT}$ : larger than the observed period, likely due to flux focusing [11,23]

The junction appears to retain a homogeneous current distribution even when the Fermi energy is tuned to the Dirac point, unlike ballistic graphene devices, where transport becomes dominated by edge modes [32,33]. Close scrutiny of


FIG. 3. (a)-(d) Differential resistance of junction A as a function of bias current and external perpendicular magnetic field, taken with applied in-plane magnetic field of $0,1,2$, and 3 T , respectively. All measurements were conducted with $V_{G}=20 \mathrm{~V}$. (e) Parallel field dependence of the maximal critical current for junctions A, B, C, and D. $I_{C}$ is normalized to $I_{C}\left(H_{\|}=0, H_{\perp}=0\right)$, and the in-plane field is normalized by a junction-specific decay field $H_{D}$. Each value is extracted from a 2D scan of $R\left(V, H_{\perp}\right)$ at a given $H_{\|}$and is defined as the maximal $I_{C}$ obtained in each scan. $H_{D}=0.6,0.16,0.4$, and 0.9 T for junctions $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D , respectively. The field at which exponential decay slows $H_{T}$ is indicated by a dotted line for junctions $\mathrm{A}, \mathrm{B}$, and C . (f) $I_{C}$ of junction A as a function of $H_{\|}$and $H_{\perp}$. The curves were shifted to correct for sample misalignment and were then aligned to be as continuous as possible. Logarithmic color scale. (g) Dependence of the maximal $I_{C}$ (blue) and of $I_{C}$ at $H_{\perp}=0$ (orange), extracted from (f).

Figs. 2(d)-2(f), however, reveals discrepancies from the perfect interference pattern: lobes are not identical, and there is an asymmetry around $H_{\perp}=0$. We suggest that this asymmetry in the interference pattern is due to spatial asymmetry in junction shape and disorder potential [11,34,35]. Additional asymmetry could arise due to the penetration of vortices into the junction area, breaking time reversal symmetry locally [36,37]. This will be more likely to contribute at finite $H_{\|}$. Having confirmed that 2DJJs have transport characteristics typical of diffusive SGS junctions [21], we turn our focus to the effect of in-plane magnetic field $H_{\|}$on the junction.

## III. TRANSPORT IN PARALLEL MAGNETIC FIELD

Since the junction is sensitive to out-of-plane fields $H_{\perp}$ on the scale of a few hundreds of microteslas, extreme care is needed when aligning $H_{\perp}$ and $H_{\|}$in our vector magnet to the sample geometric tilt. We do this by measuring the out-ofplane interference pattern at any given $H_{\|}$. At low fields of up to 1.5 T in junction A , the interference pattern shows a clearly distinguishable central lobe [Figs. 3(a) and 3(b)], allowing for unambiguous identification of the absolute field orientation. At higher $H_{\|}$this is no longer possible: the central lobe is suppressed to the same magnitude as the side lobes [Figs. 3(c)
and 3(d)]. This SQUID-like supercurrent distribution may be retained up to high parallel field. Junction A, for example, retains its critical current at a field of $H_{\|}=8.5 \mathrm{~T}$, showing a SQUID-like lobe structure as a function of $H_{\perp}$ [Fig. 4(a)]. The voltage as a function of current curve shows a clear transition from the superconducting to normal state at a critical current of $I=100 \mathrm{nA}$ for $H_{\perp}=-2 \mathrm{mT}$ [Fig. 4(b)].

Once the central lobe is no longer distinguishable, there is, in general, no straightforward indication of the true position of $H_{\perp}=0$. Lacking this identification, we take the maximal $I_{C}\left(H_{\perp}\right)$ (hence $I_{C}^{\max }$ ) as a measure for the junction critical current at each $H_{\|}$. We find that $I_{C}^{\max }\left(H_{\|}\right)$exhibits an exponential-like decay, corresponding to the suppression of the central lobe seen in Figs. 3(a)-3(c). Normalizing to $I_{C}^{\max }\left(H_{\|}=0\right)$, we plot $I_{C}^{\max }\left(H_{\|}\right)$in Fig. 3(e) for junctions A, $\mathrm{B}, \mathrm{C}$, and D (all have monolayer graphene weak links, except junction $B$, which is bilayer graphene). To see the universality of the decay of $I_{C}\left(H_{\|}\right)$, we normalize it by a junction-specific decay field $H_{D}$. The universal decay in $I_{C}^{\max }$ persists up to a second characteristic field scale $H_{T}$, where $I_{C}^{\max }$ stabilizes to the critical current of the side lobes. Depending on the sample, at $H>H_{T}$ the exponential decay in $I_{C}^{\max }$ either becomes moderate or even turns into a small increase. For junctions



FIG. 4. High-field supercurrent. (a) The interference pattern of junction A at a parallel field of 8.5 T shows clear lobes of zero resistance (data are from a different cooldown than Fig. 3). (b) I-V curve from (a) where the critical current is maximal (blue) and minimal (orange). The measurement was set to stop when the normal state transport was observed.

A, B, and C shown in Fig. 3(e) this field is given by $H_{T}=$ $2.4 \mathrm{~T}\left(4 H_{D}\right), 0.24 \mathrm{~T}\left(1.5 H_{D}\right)$, and $0.8 \mathrm{~T}\left(2 H_{D}\right)$, respectively. In junction D there are not enough data points to quantify this field. The junctions thus evolve to a SQUID-like lobe structure at finite, yet device-dependent $H_{\|}$(see Supplemental Material, Sec. 3 [20]). The Zeeman effect in a uniform junction predicts universal decay with $H_{\|}$. Deviation from universal behavior at $H_{T}$ could be a result of ripples or junction nonuniformity, as we will discuss.

We now turn our attention to Fig. 3(f), which depicts the evolution of $I_{C}$ vs $H_{\perp}$ and $H_{\|}$in junction A. In this junction we were able to track the evolution of the interference pattern up to $H_{\|}=6.5 \mathrm{~T}$, aligning the $I_{C}\left(H_{\perp}\right)$ curves as explained in Sec. 1 of the Supplemental Material [20], thus obtaining the map shown in Fig. 3(f). ${ }^{1}$ The magnitude of $I_{C}\left(H_{\|}, H_{\perp}=0\right)$, plotted in Fig. 3(g), shows a suppression and recovery pattern. These data are reminiscent of suppression-recovery patterns seen in superconductor-ferromagnet-superconductor (SFS) junctions [38-43] and in 2D systems [14,15,17], where they are interpreted as a $0-\pi$ transition.

The salient features of the data are therefore (1) exponential decay of the critical current at low field, (2) saturation of the critical current at intermediate fields, (3) lobe structure transition from Fraunhofer-like to SQUID-like, and (4) vanishing and reappearing of the central lobe critical current in device A. In what follows, we discuss the physics in our 2DJJ by considering both the parallel field-tunable Zeeman splitting of the graphene band structure and the orbital effect of out-of-plane ripples in the graphene [19].

## IV. THEORETICAL MODEL AND DISCUSSION

Lacking an intrinsic spin-orbit coupling, graphene dispersion is affected by magnetic field only through Zeeman

[^5]splitting, where the Zeeman energy is analogous to the exchange interaction in SFS JJs [19,44]. In the latter, the superconducting order parameter in the ferromagnetic layer varies as the product of an exponential decay and an oscillatory term:
\[

$$
\begin{equation*}
\psi(x)=\psi_{i} \exp \left(-k_{1} x\right) \cos \left(k_{2} x\right) \tag{2}
\end{equation*}
$$

\]

where $\psi(x)$ is the order parameter at position $x$ along the junction, $\psi_{i}$ is the order parameter at the superconducting lead, and $k_{1}$ and $k_{2}$ are the inverse characteristic length scales associated with the decay and oscillation. In the diffusive limit, they are both given by $1 / k_{1}, 1 / k_{2}=\sqrt{L^{2} E_{T h} / E_{Z}}=\sqrt{2 D / g \mu_{B} H_{\|}}$, where $D$ is the diffusion coefficient.

The order parameter thus experiences a decay accompanied by oscillation, with zeros occurring periodically when $L k_{2}=\pi / 2+n \pi$ or $E_{Z}=(\pi / 2+n \pi)^{2} E_{T h}$. This behavior of the order parameter leads to an oscillatory decay of the critical current of the junction. Following this intuition, the critical current of an SGS junction in a parallel magnetic field is thus expected to undergo an exponential suppression at low fields, in agreement with our observations. The oscillatory component of the wave function leads to a $0-\pi$ transition: a change in the equilibrium phase difference between the two superconducting leads, accompanied by a reversal of the supercurrent.

Using the analytical solution of the Usadel equations in an SGS junction [19] to qualitatively model our system, we calculate the critical current as a function of $H_{\|}$and $H_{\perp}$ specifically for junction $A$. We assume the junction length $L=214 \mathrm{~nm}$ and width $W=4.69 \mu \mathrm{~m}$ [average dimensions are taken from the scanning electron microscopy (SEM) measurement shown in Fig. 1(c)]. Results are shown in Fig. 5(a). The assumed uniform supercurrent reversal manifests in the suppression of all lobes, corresponding to the disappearance of the uniform supercurrent throughout the junction at a numerically determined transition field [19]:

$$
\begin{equation*}
H_{\|} \approx \frac{2.5 E_{T h}}{0.5 g \mu_{B}}=\frac{5 D \hbar}{g \mu_{B} L^{2}} \tag{3}
\end{equation*}
$$



FIG. 5. (a)-(c) Calculated critical current $I_{C}$ with a logarithmic color scale as a function of $H_{\perp}$ and $H_{\|}$. (a) Simulated Zeeman effect with $E_{T h}=64 \mu \mathrm{eV}$ and a rectangular junction of dimensions $L=214 \mathrm{~nm}, W=4.69 \mu \mathrm{~m}$ without ripples. (b) A rectangular junction with ripples, disregarding the Zeeman effect. (c) Our measured junction contour with varying $L, E_{T h}=64 \mu \mathrm{eV}$, Zeeman effect, and ripples. (d) Top: ripple profile used to generate the maps in (b) and (c). Note that the actual aspect ratio is around $W / L=20$. Bottom: illustration of a long-wavelength ripple which could give rise to a zero in $I_{c}$ at low fields. (e) $I_{C}$ at $H_{\perp}=0$ (red) and maximal $I_{C}$ for all $H_{\perp}$ (blue) vs $H_{\|}$; line cuts are taken from the simulation in (c). (f)-(h) $I_{C}$ vs $H_{\perp}$ for $H_{\|}=0,4.1$, and 6.2 T ; line cuts are from the simulation in (c).

From the experimentally observed transition field of 2.8 T , assuming $g=2$, we find $E_{T h}=64 \mu \mathrm{eV}$. This falls between the order of magnitude expected for $E_{T h}$ of hundreds of $\mu \mathrm{eV}$ which we extract from normal regime transport properties and $E_{T h}^{*}$ of tens of $\mu \mathrm{eV}$ extracted from $I_{C} R_{N}$. Recalling that a lower effective $E_{T h}$ has been attributed to Andreev reflection across an imperfect $\mathrm{S}-\mathrm{N}$ interface, we point out that there is, to the best of our knowledge, no theory addressing how this would affect the Zeeman physics in the junction.

In the data in Fig. 3(f) we find that high-order lobes are retained, while the zero lobe, representing the average supercurrent, is suppressed. This indicates that the supercurrent is nonuniform. When multiple transport channels are present, they may carry positive and negative supercurrents which cancel out at $H_{\|}=2.8 \mathrm{~T}$, where the central lobe vanishes. In this regime the other lobes of the interference pattern, measuring higher moments of the supercurrent with respect
to the out-of-plane field, should not, in general, disappear. This phenomenon was seen in SFS JJs with a nonuniform ferromagnetic barrier, leading to a similar interference pattern [45-48]. Nonuniformity in supercurrent reversal can arise from local variation in $E_{T h}$ since regions with lower $E_{T h}$ will undergo stronger suppression due to $E_{Z}$. Such variation in $E_{T h}$ can arise from varying junction length, as well as from local variations in contact transparency. Additionally, it could be a consequence of charge disorder, locally affecting the diffusion constant. However, the observed SQUID-like interference pattern can be reproduced only by an $E_{T h}$ profile which sharply favors edge transport.

We now turn to the orbital effects associated with the locally varying perpendicular components of $H_{\|}$. These variations may be caused either by graphene height variations or by disruptions to the parallel field due to the Meissner effect, which diverts flux lines around the superconducting electrodes (flux focusing). Because both ripples and flux focusing give rise to a spatially varying perpendicular field component, their effects on the electric current are similar. For concreteness we give an in-depth discussion of the ripple scenario but note that the underlying mechanism could, in principle, also be flux focusing.

Using the same model as discussed previously, we distinguish between the effects of short- and long-wavelength ripples [19]. Short ripples as seen in microscopy studies of graphene on $\mathrm{SiO}_{2}$ are typically $\approx 0.3 \mathrm{~nm}$ peak to peak, with a correlation length of $10-30 \mathrm{~nm}$ [49-52]. Long ripples have a wavelength larger than the junction dimensions. Intuitively, one may gauge the effect of a ripple by calculating the flux accumulated within an area defined by the ripple lateral cross section, illustrated in Fig. 5(d). To induce a full current suppression and revival at $H_{\perp}=0$, a ripple within the junction has to accumulate a single flux quantum due to the parallel field, according to the equation

$$
\begin{equation*}
H_{\|}=\frac{\Phi_{0}}{\eta \lambda} \tag{4}
\end{equation*}
$$

where $\eta$ is the average ripple amplitude within the junction and $\lambda$ is the wavelength (or the limiting junction dimension if the ripple extends beyond the junction). For the typical shortwavelength ripple seen in graphene on $\mathrm{SiO}_{2}$, parallel fields of order 50 T are required to obtain an entire flux quantum within a ripple. However, the cumulative effect of many such ripples causes a faster decay of the critical current which can create exponential-like behavior, similar to the Zeeman effect [19].

Two-dimensional JJs in a parallel field are highly sensitive to long-wavelength height variations [19]. In our experimental geometry, with junction width $W \approx 4.7 \mu \mathrm{~m}$, it is possible to consider a ripple of length $\lambda \simeq W$. As a long-wavelength feature accumulates much more flux, it is possible to reach a flux quantum given a few-tesla parallel field and a small height variation of $\eta \approx 0.1 \mathrm{~nm}$ within the junction. We note that based on atomic force microscopy and scanning tunneling microscopy studies, it is difficult to tell whether such subnanometer height variations are present over micron length scales. Such geometry is physically conceivable due to strain or curvature of the substrate and cannot be ruled out. We show the simulated supercurrent in a sample ripple configuration containing ripples in Fig. 5(b). The simulation reproduces the


FIG. 6. (a)-(d) Differential resistance of junction $A$ as a function of bias current and gate voltage, taken with applied in-plane magnetic field of $0,1,2$, and 3 T , respectively. All measurements were conducted with $H_{\perp}=0$. (e) $I_{C}$ vs $H_{\perp}$ and $V_{G}$ for junction A, taken with parallel field $H_{\|}=3 \mathrm{~T}$.
features of the data highlighted previously: exponential decay followed by saturation, lobe structure transition, and a critical current dip at around $B=3 \mathrm{~T}$. The specifics of these features, such as the location and sharpness of the critical current dip, vary with different ripple configurations; however, many different patterns can produce qualitatively similar results (see Supplemental Material, Sec. 2 [20]). Figure 5(d) illustrates the specific ripple profile used to obtain the map in Fig. 5(b). The simulation does not include ripples of wavelength smaller than around 100 nm . These, in general, cause a sharper decay of critical current with parallel field [19].

Since we expect Zeeman and ripple effects to coexist, we present a compound simulation which considers them both [Fig. 5(c)]. This simulation also accounts for varying $E_{T h}$ due to variation in the junction length as extracted from the SEM data presented in Fig. 1(c). In the case of varying junction length our analytical model is not rigorous, but it does give a qualitative approximation. As we see in Fig. 5(e), the simulation reproduces the exponential decay, suppression, and recovery of $I_{C}\left(H_{\|}, H_{\perp}=0\right)$. The lobe structure at $H_{\|}=$ 0, 4.1, 6.2 T [Figs. 5(f) $-5(\mathrm{~h})$ ] exhibits the experimentally observed transition between Fraunhofer-like and SQUID-like profiles.

## V. GATE DEPENDENCE IN MAGNETIC FIELD

Finally, we observe how the application of $H_{\|}$affects the gate dependence of the critical current (Fig. 6). At zero field $I_{C}$ varies smoothly with $V_{G}$ [Fig. 6(a)], leading to a nearly constant $I_{C} R_{N}$ product away from the Dirac point. Upon increasing $H_{\|}, I_{C}$ fluctuates with $V_{G}$ [Figs. 6(b)-6(d)] leading at
$H_{\|}=3 \mathrm{~T}$ to patterns of decay and revival of $I_{C}\left(V_{G}\right)$. Observing the evolution of the interference pattern with $V_{G}$ at the same field reveals a qualitative change in the number of visible lobes and in their positions [Fig. 6(e)].

The observed gate dependence of the interference pattern shows that at $H_{\|}$around the suppression-recovery field of 2.8T, the junction enters a new regime where the critical current survives in patches at fluctuating gate values. Similar phenomenology has been observed in ballistic graphene JJs at high perpendicular field and has been attributed to chaotic billiards due to cyclotron orbits reflecting from the graphene edge [53]. However, the physics in our regime is different since the junction is diffusive and $B_{\perp} \approx 0$. Within the Zeeman effect interpretation, it could be due to local gate-driven fluctuations around the $0-\pi$ transition as in [16]. Alternatively, when ripples become important, changing gate could change the resulting interference pattern. There could also be a gatedependent effect in the contact region between the graphene and $\mathrm{NbSe}_{2}$. In any case, clearly, the current flow distribution in this regime depends strongly on graphene Fermi energy. This could be linked to local charge conditions such as the disorder potential landscape; however, the lobe structure continues to evolve when the graphene is at high carrier densities, where disorder potential should be screened.

## VI. CONCLUSION

We conclude that the 2DJJ architecture allows the study of graphene Josephson junctions at high parallel magnetic fields, where supercurrent is sensitive to both the Zeeman effect and subnanometer graphene height variations. Junction currents evolve from a Fraunhofer-like to a SQUID-like interference pattern. We observe a supercurrent suppression and recovery feature which may be associated with a Zeeman-driven $0-\pi$ transition or with the accumulation of a single flux quantum within a micron-wavelength ripple. While in the present measurements it is difficult to distinguish between the two effects, future experiments, with graphene placed on hexagonal boron nitride (hBN), are expected to suppress the ripple contribution. In the future it will be interesting to consider devices of the 2DJJ architecture utilizing different 2D materials as contacts and weak links. For example, devices where graphene inherits a spin-orbit term from a transition metal dichalcogenide substrate. The combination of significant spin-orbit and high parallel magnetic fields in the context of a Josephson junction could give rise to topological effects [54].
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## S1 Supplementary Section: Measurement and field alignment procedure

The system studied here, an SNS junction using graphene as the weak link between $\mathrm{NbSe}_{2} \mathrm{SC}$ leads, is very sensitive to the presence of perpendicular fields on the scale of hundreds of $\mu \mathrm{T}$. When applying parallel magnetic field, perpendicular field can also be present, either from a small misalignment of the sample within the magnet, or from the presence of vortices and trapped magnetic flux in the leads, in the junction or in the magnet itself. At low parallel magnetic fields, the interference pattern of the supercurrent with the application of perpendicular field shows a clear maximum at zero applied field. Thus, it is possible to track the shift of this maximum with applied parallel field and find the sample misalignment. In the measurements reported in this work we have done so, and found the required amount of perpendicular field to compensate for this effect. The interference patterns reported here are always with respect to the corrected zero perpendicular field.

At higher magnetic fields, this correction is not enough, as remnant field, coming from vortices in the leads and trapped flux in the magnet affects the sample. To correct for that, we assume that a small change in the parallel field should not create a large change in the interference pattern of the junction.

[^6]Based on this assumption, when analyzing the data, we use the following alignment procedure: We shift the interference pattern measured at a given parallel field by a some amount of perpendicular field. We calculate the sum of the squared differences between an this pattern and the pattern measured in the previous parallel field. We repeat this for a series of shifts and find for which shift this difference is minimal. We choose this shift as the correct alignment for the pattern, and repeat with the pattern taken at the next step of the parallel field.

The above procedure was utilized for junction A. For other junctions, we could not determine the orientation of $H_{\perp}=0 \mathrm{~T}$ at high values of $\mathrm{H}_{\|}$due to jumps in the interference pattern. Therefore we used the maximal critical current $I_{C}^{\max }$ as an indicator of the junction critical current.


Supplementary Figure S1: (a) The 2D map of $\mathrm{I}_{C}$ of Junction A as a function of $H_{\|}$and $H_{\perp}$, aligned using the full alignment procedure of minimizing the squared difference between line-scans and shown also in main text Fig. 2(f). (b) The same data shown when only geometrical misalignment was taken into consideration.

## S2 Supplementary Section: Simulation of ripples in graphene

We assume the presence of height variations in graphene, and in the absence of the Zeeman effect (taking $\left.E_{T h} \gg E_{Z}\right)$, theoretically calculate the critical current expected for Junction A, shown in main text Fig. 3 panel (b). We calculated this for eight different ripple profiles, generated by taking a sum of a random number of sine functions, all with randomized wavelength, amplitude and angular offsets. The wavelengths were taken from an exponential distribution (meaning that longer wavelengths are more probable) while the rest of the parameters were taken from uniform distributions. Qualitative features such as a transition in the lobe structure from Fraunhofer-like to SQUID-like, decay of the critical current and a suppression and reappearance of $\mathrm{I}_{C}\left(\mathrm{H}_{\perp}=0\right)$ appear for several of the randomly generated profiles. The specific result we chose to present in the main text was generated from the following ripple profile:
$\eta(x, y)=1.25 \sin 64.6 y+1.7164 \sin 3.5 x-0.7+0.45 \sin 37.3 y+2.136 \sin 2 x+1.3 \sin 2 y+0.3224 \sin 0.1 x+0.03$

Ripple amplitude is given in nm , while the coordinates $\mathrm{x}, \mathrm{y}$ are normalized and range between $-0.5,0.5$. The profiles were chosen with wavelengths much larger than 50 nm , in order to accommodate the use of the wide-junction approximation [1]. The junction length profile used for the combined simulation of Zeeman, ripple and junction geometry effects presented in main text Fig. 3 panel (c), is illustrated in Fig. S2.


Supplementary Figure S2: The junction length profile of Junction A as measured by SEM.

## S3 Supplementary Section: Additional junctions

We present critical current measurements from devices B,C,D, showing $I_{C}$ vs $H_{\perp}$ (Junction B has a weak link of bilayer graphene, the rest are monolayer). This exhibits a Fraunhofer-like interference at low $H_{\|}$and a more SQUID-like lobe structure, with lobes having a similar maximal $\mathrm{I}_{C}$, at higher $H_{\|}$ for each device. Junction D has a nonuniform geometry with multiple graphene weak links, making it difficult to directly interpret the interference pattern. Roughly, the lobe structure at $H_{\|}=0$ has a large area non-uniform component leading to high frequency lobes, modulated by a slow decay due to the uniform current in an individual small junction. The later modulation becomes more uniform as $H_{\|}$ increases, as in the other devices.


Supplementary Figure S3: Interference patterns from Junctions B,C,D (a-c) Interference patterns of Junctions B,C,D respectively at $H_{\|}=0 \mathrm{~T}$ showing a pronounced central lobe in each case (d-e) Interference patterns at various values of non-zero $H_{\|}$(indicated in the panel) for device B,D,C respectively. These patterns have all lobes with similar maximal values of $I_{C}$, indicating a non-uniform current distribution

## S4 Supplementary Section: Fabrication Methods

To fabricate a graphene - $\mathrm{NbSe}_{2}$ Josephson junction (JJ), we first exfoliate graphene on markered $\mathrm{SiO}_{2}$ and locate suitable flakes. Next, $\mathrm{NbSe}_{2}$ is exfoliated on PDMS gel and examined to find flakes which are a few layers thick and have an observable crack, less than 500 nm wide. Chosen $\mathrm{NbSe}_{2}$ flakes are
transferred onto graphene using the viscoelastic dry-transfer method [2]. A few nm thick hBN flake may then be transferred over the crack to serve as a protective layer and a potential top-gate dielectric. The $\mathrm{NbSe}_{2}$ flake is contacted with standard e-beam lithography using Ti/Au contacts. Prior to evaporation of contacts surface oxide was removed using Argon ion milling. Four-probe measurements were conducted in a dilution cryostat with a base temperature of 30 mK (see main text Fig. 1).
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#### Abstract

Contrary to the expected detrimental influence on superconductivity when applying a magnetic field, we predict that the abrupt onset of such a field can temporarily strongly enhance the superconducting order parameter. Specifically, we find that the supercurrent in a Josephson junction with a normal metal weak link can increase more than twentyfold in this way. The effect can be understood from the interplay between the energy dependence of Andreev reflection and the abrupt spin-dependent shift in the distribution functions for excitations in the system. The duration of the increase depends on the inelastic scattering rate in the system and is estimated to be in the range of nanoseconds. We demonstrate this by developing a method which solves the Usadel equation for an arbitrary time dependence. This enables the study of ultrafast time-dependent physics in heterostructures combining superconductors with different types of materials.


DOI: 10.1103/PhysRevB.103.L100502

Introduction. Time-dependent phenomena in superconductors encompass a variety of both applied and fundamental physics. These phenomena range from the perfect voltage-to-frequency conversion via the AC Josephson effect to excitation of the amplitude mode of the superconducting order parameter, which is the condensed-matter equivalent of the Higgs boson in the standard model.

More recently, interest in time-dependent phenomena in superconductors has been generated by experiments showing optically induced transient states with superconducting properties well above the equilibrium critical temperature [1-3]. In superconducting heterostructures it has also been shown that microwaves can greatly increase the critical current [4,5]. This was given a theoretical explanation based on quasiclassical Green's functions [6]. Another application of quasiclassical Green's functions has been to show that time-dependent exchange fields can produce odd-frequency superconductivity which survives for long distances inside ferromagnets $[7,8]$. This is a type of superconductivity that is interesting due to its nonlocal temporal symmetry, its direct connection to Majorana states [9], and for its resilient nature, making it practically relevant in, e.g., superconducting spintronics [9].

Discovering new time-dependent physical phenomena in superconducting structures, and explaining existing experimental results, is clearly of substantial interest. Unfortunately, a solution of the quasiclassical Green's function equation is generally not attainable, even numerically, when the system evolves in time. This is because the relevant equations, presented below, are complicated partial differential equations (PDEs) of infinite order. So far, approximate solutions have been found for periodic [ $6,7,10-12$ ] and slow [ 13,14 ] temporal evolutions. Although many situations are either slow or periodic, there is still a multitude of physical systems that are unsolvable with current techniques. For instance, the transient behavior of any sudden change that is not periodic, such as a sudden increase in the applied magnetic field or voltage,
would not be possible to study, even numerically, with these methods. Finding a way to solve the Usadel equation that is less restrictive on how it allows the system to evolve in time would therefore open the possibility to study a vast range of new physical phenomena.

Here we accomplish this goal and present a method solving the time-dependent Usadel equation in hybrid nanostructures that places no constraint on the time dependence. We apply this to a superconductor-normal metal-superconductor (SNS) Josephson junction with a time-dependent spin-splitting applied to the N part. Interestingly, we find that the transient behavior can involve a large increase in both the supercurrent and the superconducting order parameter. This is our main result, which stands in stark contrast to the equilibrium effect of an applied magnetic field, which is to exponentially dampen superconductivity [15].

In addition to the curious enhancement of superconductivity, which we suggest can be understood as the interplay between properties of Andreev reflection and the transient behavior of the distribution function, we show how the methodology developed herein can be used to uncover new physics in a wide range of systems. It only requires that the proximity effect is sufficiently weak. In particular, it could be used to study the mostly unexplored territory of explicit time dependence in odd-frequency superconducting condensates, both in the ballistic and diffusive limit.

Equations and notation. The quasiclassical theory is valid when the Fermi wavelength is much shorter than all other length scales. Here we shall focus on the dirty limit, which is valid when the mean free path is short. However, we note that the same derivation can be done with arbitrary impurity concentration, something that is further discussed in the Supplemental Material [16]. The relevant equation for the dirty limit is the Usadel equation [17,18],

$$
\begin{equation*}
D \tilde{\nabla} \circ(\check{g} \circ \tilde{\nabla} \circ \check{g})+i(\check{\sigma} \circ \check{g}-\check{g} \circ \check{\sigma})=0 . \tag{1}
\end{equation*}
$$

Here, $D$ is the diffusion coefficient, the $8 \times 8$ matrix

$$
\check{g}=\left(\begin{array}{cc}
\hat{g}^{R} & \hat{g}^{K}  \tag{2}\\
0 & \hat{g}^{A}
\end{array}\right)
$$

is the isotropic part of the impurity-averaged quasiclassical Green's function, $\check{\sigma}$ is a self-energy that depends on the specific system, and

$$
\begin{equation*}
\tilde{\nabla} \circ \check{g}=\nabla \check{g}-i e(\hat{\boldsymbol{a}} \circ \check{g}-\check{g} \circ \hat{\boldsymbol{a}}) \tag{3}
\end{equation*}
$$

is the covariant derivative. The vector $\hat{\boldsymbol{a}}$ includes the effect of the vector potential, but it could also incorporate spin-orbit effects $[19,20]$. The electron charge is $e=-|e|$. Finally, the circle product is

$$
\begin{equation*}
a \circ b=\exp \left(\frac{i}{2} \partial_{\varepsilon}^{a} \partial_{T}^{b}-\frac{i}{2} \partial_{T}^{a} \partial_{\varepsilon}^{b}\right) a b, \tag{4}
\end{equation*}
$$

which is what makes Eq. (1) difficult when the constituents depend on the center-of-mass time $T$. The superscripts in Eq. (4) denote which function the operators acts on and $\varepsilon$ is energy. The superscripts $R, K$, and $A$ are used to denote the upper-left, upper-right, and lower-right $4 \times 4$ blocks of $8 \times 8$ matrices, respectively.

Equation (1) can be made dimensionless by dividing every term by the Thouless energy, $\varepsilon_{\mathrm{T}}:=D / L^{2}$, where $L$ is the length of the system. With this one can define dimensionless quantities, where lengths are given in multiples of $L$ and energies are given in multiples of $\varepsilon_{\mathrm{T}}$. Dimensionless quantities will be used in the rest of this paper. We also use natural units throughout, meaning that $c=\hbar=1$.

Quasiclassical theory is invalid at interfaces between different materials. Consequently, one needs boundary conditions in order to connect the Green's functions in different materials. Here we use the Kupriyanov-Lukichev boundary condition [21],

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot\left(\check{g}_{i} \circ \tilde{\nabla} \circ \check{g}_{i}\right)=\frac{z}{2}\left(\check{g}_{i} \circ \check{g}_{j}-\check{g}_{j} \circ \check{g}_{i}\right), \tag{5}
\end{equation*}
$$

which is valid for low-transparency tunneling interfaces. The subscripts $i$ and $j$ label the two different regions, the unit normal vector $\boldsymbol{e}_{n}$ points out of region $i$, and $z$ is the ratio between the bulk resistance of a part of the material that is of length $L$ and the interface resistance. Although we use the Kupriyanov-Lukichev boundary condition here, the same method could also be used with other types of boundaries [22].

The quasiclassical Green's function satisfies the normalization condition $\check{g} \circ \check{g}=1$ and the relations

$$
\begin{equation*}
\hat{g}^{A}=-\hat{\rho}_{3}\left(\hat{g}^{R}\right)^{\dagger} \hat{\rho}_{3}, \quad \hat{g}^{K}=\hat{g}^{R} \circ h-h \circ \hat{g}^{A}, \tag{6}
\end{equation*}
$$

where $\hat{\rho}_{3}=\operatorname{diag}(1,1,-1,-1)$. From Eq. (6) one can see that it is sufficient to solve for the retarded Green's function $\hat{g}^{R}$ and the distribution function $h$. Equation (1) does not fully specify $h$, and we can use this freedom to make $h$ block-diagonal [23].

Finally, we use capital letters to denote Fourier transforms,

$$
\begin{equation*}
F(t, T, \boldsymbol{r}) \equiv \mathcal{F}(f)(t, T, \boldsymbol{r})=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \varepsilon f(\varepsilon, T, \boldsymbol{r}) e^{-i \varepsilon t} \tag{7}
\end{equation*}
$$

and $\bullet$ to denote the circle product between functions of the relative time $t$, that is, $\bullet$ is the mathematical operation which satisfies $\mathcal{F}(f \circ g)=F \bullet G$.

The aim is to find the Green's function that solves Eq. (1) in a region that is connected through the boundary condition in Eq. (5) to a region with Green's function $\check{g}_{s}$. This region could, for instance, be a superconducting reservoir. We have developed a method which solves the Usadel equation with an arbitrary time dependence, allowing for the study of quantum quenches and ultrafast dynamics, and present this method below.

The first step is to write the retarded Green's function as $\hat{g}^{R}=\hat{\rho}_{3}+\hat{g}+\hat{f}$, where $\hat{g}$ and $\hat{f}$ are block-diagonal and block-antidiagonal, respectively. Under the assumption that the proximity effect is small, the components of $\hat{g}$ and $\hat{f}$ are all much smaller than 1 . One way to formalize this is to Taylor expand $\hat{g}$ and $\hat{f}$ in terms of the interface parameter $z$. When $\check{\sigma}^{R}$ is block-diagonal and $z=0$, we find that $\hat{g}^{R}=\hat{\rho}_{3}$ solves the Usadel equation. Hence, assuming $\check{\sigma}^{R}$ is block-diagonal to lowest order in $z$, we can write

$$
\begin{equation*}
\hat{f}=\sum_{n=1}^{\infty} z^{n} \hat{f}_{n} \quad \text { and } \quad \hat{g}=\sum_{n=1}^{\infty} z^{n} \hat{g}_{n} \tag{8}
\end{equation*}
$$

From the normalization condition $\hat{g}^{R} \circ \hat{g}^{R}=1$, we see that $2 \hat{\rho}_{3} \hat{g}+\hat{g} \circ \hat{g}=-\hat{f} \circ \hat{f}$ and $\hat{g} \circ \hat{f}=-\hat{f} \circ \hat{g}$. Hence, $\hat{g}_{1}=0$ and $\hat{g}_{2}=-\frac{1}{2} \hat{\rho}_{3} \hat{f}_{1} \circ \hat{f_{1}}$.

To first order in $z$, the retarded part of the Usadel equation reads

$$
\begin{equation*}
\hat{\rho}_{3} \tilde{\nabla} \circ\left(\tilde{\nabla} \circ \hat{f_{1}}\right)+2 i \varepsilon \hat{\rho}_{3} \hat{f}_{1}+i\left(\hat{\sigma}^{R} \circ \hat{f}_{1}-\hat{f}_{1} \circ \hat{\sigma}^{R}\right)=0 \tag{9}
\end{equation*}
$$

where $\varepsilon \hat{\rho}_{3}$ has been extracted from the self-energy and $\hat{\sigma}^{R}$ is the remaining part. The self-energy $\hat{\sigma}^{R}$ could also depend on $\hat{g}^{R}$, for instance, if the system included spin-orbit impurity scattering or spin-flip scattering [24]. In that case Eq. (9) would look slightly different, but the derivation would be similar. To first order in $z$, the boundary condition (5) reads

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ \hat{f_{1}}=\hat{f_{s}} . \tag{10}
\end{equation*}
$$

Despite being linearized, Eqs. (9) and (10) are not much simpler than the original Usadel equation and KupriyanovLukichev boundary condition. They still include the circle product, given in Eq. (4), meaning that they are still PDEs of infinite order. However, one observation can be made which will drastically simplify the equations. This is the fact that all the circle products are between $\hat{f}_{1}$ and functions that are independent of energy $\varepsilon$. It is this fact, not that the equations are linear, that is crucial for the solvability of Eqs. (9) and (10). As we shall see, this observation allows us to evaluate all the circle products if we first Fourier transform the equations.

When a function $(\varepsilon, T) \mapsto a(T)$ is independent of $\varepsilon$, the Fourier transform, as given by Eq. (7), is simply $A(t, T)=$ $\delta(t) a(T)$, where $\delta$ is the Dirac $\delta$ distribution. Accordingly, the circle products of a function $(\varepsilon, T) \mapsto f(\varepsilon, T)$ with a function $(\varepsilon, T) \mapsto a(T)$ are, in Fourier space,

$$
\begin{align*}
& (A \bullet F)(t, T)=a(T+t / 2) F(t, T)  \tag{11a}\\
& (F \bullet A)(t, T)=F(t, T) a(T-t / 2) \tag{11b}
\end{align*}
$$

With this, all the circle products in Eq. (9) turn into normal matrix multiplications when evaluated in Fourier space. This is under the assumption that the self-energy $\hat{\sigma}^{R}$ does not
depend explicitly on $\varepsilon$. However, it can depend implicitly on energy through its dependence on $\check{g}$, as mentioned above.

Let the subscripts + and $-\operatorname{denote} B_{ \pm}(t, T)=b(T \pm t / 2)$. Then the equations for the retarded Green's function become

$$
\begin{align*}
2 \frac{\partial \hat{F}_{1}}{\partial t}= & \nabla^{2} \hat{F}_{1}+2 i\left(\nabla \hat{F}_{1} \cdot \hat{\boldsymbol{A}}_{-}-\hat{\boldsymbol{A}}_{+} \cdot \nabla \hat{F}_{1}\right) \\
& +i\left(\hat{F}_{1} \nabla \cdot \hat{\boldsymbol{A}}_{-}-\nabla \cdot \hat{\boldsymbol{A}}_{+} \hat{F}_{1}\right)-\hat{\boldsymbol{A}}_{+}^{2} \hat{F}_{1}+\hat{\boldsymbol{A}}_{+} \hat{F}_{1} \hat{\boldsymbol{A}}_{-} \\
& -\hat{F}_{1} \hat{\boldsymbol{A}}_{-}^{2}+i \hat{\rho}_{3}\left(\hat{\Sigma}_{+}^{R} \hat{F}_{1}-\hat{F}_{1} \hat{\Sigma}_{-}^{R}\right),  \tag{12a}\\
\boldsymbol{e}_{n} \cdot & {\left[\nabla \hat{F}_{1}-i\left(\hat{\boldsymbol{A}}_{+} \hat{F}_{1}-\hat{F}_{1} \hat{\boldsymbol{A}}_{-}\right)\right]=\hat{F}_{s} . } \tag{12b}
\end{align*}
$$

Hence an approximate solution to the full time-dependent Usadel equation can be found by solving a normal PDE of matrices. The approximation is good as long as the proximity effect is weak and, crucially, no assumptions have been made with regard to the time dependence. This approach therefore works for systems that vary both fast and slow in time and regardless of whether or not the system is periodic. The equations for the distribution function $h$ can be obtained in a similar way. This is shown in the Supplemental Material [16].

Application. We now use the above framework to show the counterintuitive result that the abrupt onset of a magnetic field can temporarily strongly increase superconducting order. Consider an SNS junction with no vector potential and a time-dependent, spatially uniform exchange field $m(T)$ that lifts the spin degeneracy of the bands. The geometry is shown in the inset of Fig. 1, where the nanowire geometry allows us to neglect the orbital effect of the magnetic field whereas the thick superconducting regions screen the effect of the magnetic field in the bulk. The self-energy associated with the exchange field is $\hat{\sigma}^{R}=m \operatorname{diag}(1,-1,1,-1)$. We also include the effect of inelastic scattering through the relaxation time approximation [6], which adds

$$
\check{\sigma}_{i}=\left(\begin{array}{cc}
i \delta \hat{\rho}_{3} & 2 i \delta \hat{\rho}_{3} h_{\mathrm{eq}}  \tag{13}\\
0 & -i \delta \hat{\rho}_{3}
\end{array}\right)
$$

to the self-energy. Here $\delta$ is the inelastic scattering rate and $h_{\mathrm{eq}}(\varepsilon)=\tanh (\beta \varepsilon / 2)$, where $\beta$ is the inverse temperature towards which the system relaxes.

If we write the upper-right block of $\hat{F}_{1}$ as $F_{1}=\sigma_{1} F_{t}+\sigma_{2} F_{s}$, where $\sigma_{1}$ and $\sigma_{2}$ are Pauli matrices, the zeroth-order distribution function $H_{0}=H_{L} I_{4}+H_{\text {TS }} \operatorname{diag}(1,-1,-1,1)$, and let $m^{ \pm}(t, T):=m(T+t / 2) \pm m(T-t / 2)$, we find that

$$
\begin{align*}
\left(2 \frac{\partial}{\partial t}-\nabla^{2}+2 \delta\right)\binom{F_{s}}{F_{t}} & =\binom{-m^{+} F_{t}}{m^{+} F_{s}}, \\
\left.\boldsymbol{e}_{n} \cdot \nabla F_{s}\right|_{x=0,1} & =F_{l, r}^{\mathrm{BSC}},\left.\quad \boldsymbol{e}_{n} \cdot \nabla F_{t}\right|_{x=0,1}=0, \tag{14b}
\end{align*}
$$

$$
\begin{equation*}
\left(\frac{\partial}{\partial T}+2 \delta\right)\binom{H_{L}-H_{\mathrm{eq}}}{H_{\mathrm{TS}}}=\binom{-m^{-} H_{\mathrm{TS}}}{m^{-} H_{L}} \tag{14c}
\end{equation*}
$$

where $F_{l}^{\mathrm{BCS}}=\Delta e^{-\delta t} J_{0}(|\Delta| t) \theta(t)$ and $F_{r}^{\mathrm{BCS}}=e^{i \phi} F_{l}^{\mathrm{BCS}}$ are the anomalous Green's functions in the left and right superconductors, respectively. $J_{0}$ is the zeroth-order Bessel function of the first kind, $\Delta$ is the superconducting gap parameter, and $\phi$ is the phase difference between the two superconductors. Equation (14) can be solved analytically for arbitrary $m(T)$, and the solution is shown in the Supplemental Material [16].


FIG. 1. Critical current $I_{c}$ and singlet Cooper pair correlation function $\Psi_{s}$ normalized by the values at zero exchange field, $I_{0}$ and $\Psi_{0}$. The inset in (a) shows a sketch of the setup. Panels (a) and (b) show the steady-state values obtained with $\delta=0$ for various values of exchange field $m_{0}$. Panels (c) and (d) show the time evolution for different values of $m_{0}$ with $\delta / \Delta=10^{-4}$ and $\beta \Delta=1000$. Panels (e) and (f) show the time evolution for different values of $\delta$ with $m_{0} / \Delta=0.9$ and $\beta \Delta=1000$. In all cases $\Delta / \varepsilon_{\mathrm{T}}=10 . \Psi_{s}$ is computed for $\phi=0$, which makes the enhancement predicted here applicable also to an SN junction.

The interface parameter $z$ is assumed small enough to fulfill the criterion of a weak proximity effect for all relevant times $t$ and $T$.

Consider an exchange field that abruptly changes value from 0 to $m_{0}$ at time $T=0, m(T)=m_{0} \theta(T)$. The critical supercurrent

$$
\begin{equation*}
I_{c}=\max _{\phi \in(0,2 \pi]} \frac{\pi N_{0} e D}{4} \operatorname{Tr}\left[\hat{\rho}_{3}(\check{G} \bullet \tilde{\nabla} \bullet \check{G})^{K}\right]_{t=0} \tag{15}
\end{equation*}
$$

and the singlet Cooper pair correlation function

$$
\begin{equation*}
\Psi_{s}=-\left.i \pi N_{0}\left(F_{s} \bullet H_{L}-F_{t} \bullet H_{\mathrm{TS}}\right)\right|_{t=0} \tag{16}
\end{equation*}
$$

following an abrupt change in the exchange field, are shown in Fig. 1. When the time becomes comparable to the inelastic scattering time, both $I_{c}$ and $\Psi_{s}$ are suppressed and the quantities reach their equilibrium values. However, before that, $I_{c}$ and $\Psi_{s}$ are significantly enhanced when the exchange field is
close to the superconducting gap $\Delta$. When $m_{0} \ll \Delta$ there is only a slight change to the current and Cooper pair correlation function.

We suggest that the behavior of $I_{c}$ and $\Psi_{s}$ can be understood from the interplay between the spin dependence of the nonequilibrium distribution function and the energy dependence of both the Andreev reflection probability and the degree of coherence between the participating electrons and holes. To see this, we note that in a time-independent situation both $I_{c}$ and $\Psi_{s}$, jointly denoted $A$ below, can be written as an integral over energy of the form

$$
\begin{equation*}
A=\int d \varepsilon\left(a_{\uparrow} h_{\uparrow}+a_{\downarrow} h_{\downarrow}\right), \tag{17}
\end{equation*}
$$

as shown in the Supplemental Material [16]. Here $h_{\uparrow}$ and $h_{\downarrow}$ are the distribution functions for electrons with spin $\uparrow$ and $\downarrow$. The explanation can be summarized as three key points.

First, $a_{\uparrow, \downarrow}$ is of largest amplitude at energies close to $\pm \Delta$ and $\pm m$, where $a_{\uparrow}$ is large close to $\varepsilon=-m$ and $a_{\downarrow}$ is large close to $\varepsilon=m$. These energies are special in the context of Andreev reflections, which is the process relevant for transferring superconductivity into the normal metal. At $\varepsilon= \pm \Delta$ there is a large peak in the Andreev reflection probability [25] which physically can be understood as resonant scattering produced by subsequent reflections by the interface and the superconducting order parameter [26]. At $\varepsilon=\mp m$ the wave vector of the incoming electrons, $k_{\uparrow \downarrow}^{e}=$ $\sqrt{2 m\left(E_{F}+\varepsilon \pm m\right)}$, match that of the retroreflected holes, $k_{\downarrow \uparrow}^{h}=\sqrt{2 m\left(E_{F}-\varepsilon \mp m\right)}$. Hence, at energies close to $\pm m$ the superconducting correlations penetrate far into the normal metal.

Second, $a_{\uparrow, \downarrow}$ is antisymmetric close to $\mp m$, as long as $m<\Delta$. This is shown in the Supplemental Material [16]. That is, filled states with energy just above $\mp m$ contribute oppositely to filled states with energy just below $\mp m$. Hence, when $m>0$ and the system is at equilibrium, such that $h_{\uparrow}(\varepsilon)=h_{\downarrow}(\varepsilon)=\tanh (\beta \varepsilon / 2)$, the contributions to $\Psi_{s}$ and $I_{c}$ are suppressed because the coherent states are shifted away from the Fermi surface. However, before inelastic scattering relaxes the system, we find that the distribution functions evolve toward $h_{\uparrow, \downarrow}(\varepsilon)=\tanh [(\varepsilon \pm m) / \beta]$. This is physically reasonable, since an abrupt temporal change induced by the magnetic field not only shifts the energy levels but also preserves the occupation of these states before they have had time to relax. The energy shift in the antisymmetric contribution to $a_{\uparrow, \downarrow}$ coming from the coherent Andreev reflections are thus matched by a similar shift in the distribution function, so $\Psi_{s}$ and $I_{c}$ are not suppressed as $m$ is increased.

Third, when $m \approx \Delta$ the enhanced probability of Andreev reflections amplifies the contribution from $\varepsilon \approx m$. In equilibrium, both the positive and negative contributions are amplified, so the overall effect is still a suppression of $\Psi_{s}$
and $I_{c}$ when compared to $m=0$. However, in the transient period with $h_{\uparrow, \downarrow}(\varepsilon)=\tanh [(\varepsilon \pm m) / \beta]$ the consequence is a manifold increase in $\Psi_{s}$ and $I_{c}$. In other words, when $m \approx \Delta$ the Andreev reflections with the longest lifetimes are also the ones with the highest probability of occurring, and the nonequilibrium distribution functions that are present before the system has had time to relax allows this to manifest as a strong enhancement in superconductivity.

We find that the timescale for which the $I_{c}$ and $\Psi_{s}$ are able to reach their amplified states is given primarily by $\Delta$. Hence, in order to experimentally detect the enhanced supercurrent it is necessary that $\delta / \Delta$ is not too large. From Fig. 1 one can see that $\delta<10^{-2} \Delta$ is sufficient to observe an increase in the supercurrent. Experimental values of the inelastic scattering rate, or Dynes parameter, are often found by parameter fitting, and values as low as $\delta / \Delta=2.2 \times 10^{-5}$ have been reported in the millikelvin regime [27]. With $\Delta \approx 1 \mathrm{meV}$ and $\delta / \Delta=$ $2.2 \times 10^{-5}$, the relaxation time is about 10 ns . A Zeeman splitting of 1 meV is achieved with a magnetic field strength of around $30 \mathrm{~T} / g$, where $g$ is the Landau factor. This could be either tens of T if $g=2$ or tens of mT when $g \approx 10^{3}$. The latter can be found, for instance, in Dirac semimetals [28]. In the former case, an Ising-type superconductor such as $\mathrm{NbSe}_{2}$ can be used to retain superconductivity at high in-plane fields.

The strong enhancement of the proximity-induced singlet order parameter $\Psi_{s}$ suggests that the order parameter in the superconductor, if solved for self-consistently, could potentially also be enhanced by virtue of the inverse proximity effect. In turn, this would imply an increase in the critical temperature $T_{c}$ of the superconducting transition. We leave this issue, which requires complicated time-dependent, selfconsistent numerical calculations, for a future work.

Conclusion. We have presented a method for solving the time-dependent Usadel equation with arbitrary time dependence. This is made possible by two observations. First, the circle products simplify considerably in Fourier space when one of the arguments is independent of energy; second, by linearizing the equations, only such products remain.

We applied this method to analytically study SNS junctions with time-dependent Zeeman splitting $m$ where a magnetic field is abruptly turned on. We demonstrated a strong enhancement of the supercurrent and Cooper pair correlation function when $m \approx \Delta$, where $\Delta$ is the superconducting gap. In particular, if the inelastic scattering rate $\delta$ is smaller than $\Delta \times 10^{-2}$ and the magnetic field changes value during a time frame shorter than $1 / \delta$, our results show an up to twentyfold increase in the magnetic field that potentially lasts for tens of nanoseconds.
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# Supplementary: Temporarily enhanced superconductivity from magnetic fields 
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## I. KINETIC EQUATIONS

Finding the retarded Green's function is enough to calculate the local density of states, but for many other quantities, such as charge or spin currents, magnetization or Cooper-pair correlation functions, one needs the full Keldysh Green's function. Here we show the equations for the distribution function $h$, which can be used to find the Keldysh Green's function through the relations

$$
\begin{equation*}
\hat{g}^{A}=-\hat{\rho}_{3}\left(\hat{g}^{R}\right)^{\dagger} \hat{\rho}_{3}, \quad \hat{g}^{K}=\hat{g}^{R} \circ h-h \circ \hat{g}^{A} \tag{1}
\end{equation*}
$$

We start by writing $h$ as an expansion in the small parameter,

$$
\begin{equation*}
h=\sum_{n=0}^{\infty} z^{n} h_{n} . \tag{2}
\end{equation*}
$$

In order to solve for the charge current in a way that consistently include the supercurrent contribution we need to solve for $h$ to second order in $z$. This can be seen from the fact that charge and spin currents are given by the diagonal components of

$$
\begin{align*}
\hat{j}^{K}=\hat{g}^{R} \circ\left(\tilde{\nabla} \circ \hat{g}^{R}\right) \circ h & -h \circ \hat{g}^{A} \circ\left(\tilde{\nabla} \circ \hat{g}^{A}\right) \\
& +\tilde{\nabla} \circ h-\hat{g}^{R} \circ(\tilde{\nabla} \circ h) \circ \hat{g}^{A}, \tag{3}
\end{align*}
$$

where $\hat{j}^{K}$ is the upper right block of $\check{j}:=\check{g} \circ \tilde{\nabla} \circ \check{g}$. The supercurrent, which are given by the first two terms on the right hand side of Eq. (3), is at least second order in $z$. Hence, one must in general find $h_{0}, h_{1}$ and $h_{2}$.

The reason why the perturbation expansion in $z$ works for $\hat{g}^{R}$, is that $\hat{g}^{R}$ is independent of $\varepsilon$ to zeroth order. This is not true for $h$. However, the equation for $h$ is linear, so the perturbation expansion is nevertheless able to remove circleproducts between functions that depend on $\varepsilon$. The equation for
$h$ can be found by taking the covariant derivative of Eq. (3) and inserting the Usadel equation presented in the main text. We find that

$$
\begin{array}{r}
\hat{\rho}_{3} \frac{\partial h}{\partial T} \circ \hat{g}^{A}-\hat{g}^{R} \circ \frac{\partial h}{\partial T} \hat{\rho}_{3}+\tilde{\nabla} \circ \tilde{\nabla} \circ h+\hat{j}^{R} \circ \tilde{\nabla} \circ h \\
-(\tilde{\nabla} \circ h) \circ \hat{j}^{A}-\hat{g}^{R} \circ[\tilde{\nabla} \circ \tilde{\nabla} \circ h] \circ \hat{g}^{A} \\
-\left(\tilde{\nabla} \circ \hat{g}^{R}\right) \circ(\tilde{\nabla} \circ h) \circ \hat{g}^{A}-\hat{g}^{R} \circ(\tilde{\nabla} \circ h) \circ \tilde{\nabla} \circ \hat{g}^{A} \\
\quad=i[\check{\sigma}, \check{g}]_{\circ}^{R} \circ h-i h \circ[\check{\sigma}, \check{g}]_{\circ}^{A}-i[\check{\sigma}, \check{g}]_{\circ}^{K}, \tag{4}
\end{array}
$$

where $\hat{j}^{R}$ and $\hat{j}^{A}$ are the upper left and lower right blocks of $\check{j}$ and $\varepsilon \operatorname{diag}\left(\hat{\rho}_{3}, \hat{\rho}_{3}\right)$ has been extracted from the self-energy $\check{\sigma}$. The commutators are with respect to the circle-product and can be evaluated using

$$
\begin{align*}
& i[\check{\sigma}, \check{g}]_{\circ}^{R} \circ h-i h \circ[\check{\sigma}, \check{g}]_{\circ}^{A}-i[\check{\sigma}, \check{g}]_{\circ}^{K} \\
&=i \hat{g}^{R} \circ\left.\circ \hat{\sigma}^{K}-\left(\hat{\sigma}^{R} \circ h-h \circ \hat{\sigma}^{A}\right)\right] \\
&-i\left[\hat{\sigma}^{K}-\left(\hat{\sigma}^{R} \circ h-h \circ \hat{\sigma}^{A}\right)\right] \circ \hat{g}^{A} . \tag{5}
\end{align*}
$$

We will assume that $\hat{\sigma}^{K}$ is block-diagonal, just like $\hat{\sigma}^{R}$ and $\hat{\sigma}^{A}$. This assumption is valid in the system considered in the main manuscript. Unlike $\hat{\sigma}^{R}$ and $\hat{\sigma}^{A}$, however, there will be no restrictions on $\hat{\sigma}^{K}$ with regards to its energy-dependence. This is taken advantage of in the relaxation time approximation used in the main text. Note that the same derivation can be done when $\hat{\sigma}^{K}, \hat{\sigma}^{R}$ and $\hat{\sigma}^{A}$ are not block-diagonal. The only difference is which terms to include in the perturbation expansion of Eq. (4).

The Keldysh part of Kupriyanov-Lukichev boundary condition can be written

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot\left[\tilde{\nabla} \circ h-\hat{g}^{R} \circ(\tilde{\nabla} \circ h) \circ \hat{g}^{A}\right]=\frac{z}{2}\left\{\hat{g}^{R} \circ\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h\right)-\left(h_{s}-h\right) \circ \hat{g}_{s}^{A}\right]-\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h\right)-\left(h_{s}-h\right) \circ \hat{g}_{s}^{A}\right] \circ \hat{g}^{A}\right\}, \tag{6}
\end{equation*}
$$

where $h_{s}$ is the distribution function in the neighbouring region.

We find that to zeroth order in $z$,

$$
\begin{array}{r}
\frac{\partial h_{0}}{\partial T}=\tilde{\nabla} \circ \tilde{\nabla} \circ h_{0}-i \hat{\rho}_{3}\left(\hat{\sigma}^{K}-\hat{\sigma}^{R} \circ h_{0}+h_{0} \circ \hat{\sigma}^{A}\right), \\
\boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{0}=0, \tag{7b}
\end{array}
$$

and to first order,

$$
\begin{array}{r}
\frac{\partial h_{1}}{\partial T}=\tilde{\nabla} \circ \tilde{\nabla} \circ h_{1}+i \hat{\rho}_{3}\left(\hat{\sigma}^{R} \circ h_{1}-h_{1} \circ \hat{\sigma}^{A}\right), \\
\boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{1}= \\
=\frac{1}{4}\left\{\hat{\rho}_{3}\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h_{0}\right)-\left(h_{s}-h_{0}\right) \circ \hat{g}_{s}^{A}\right]\right.  \tag{8b}\\
\\
\left.+\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h_{0}\right)-\left(h_{s}-h_{0}\right) \circ \hat{g}_{s}^{A}\right] \hat{\rho}_{3}\right\} .
\end{array}
$$

There is also a first order equation of off-diagonal matrices, but this is automatically satisfied from Eq. (7). Finally, $h_{2}$ satisfies

$$
\begin{array}{r}
2 \frac{\partial h_{2}}{\partial T}=2 \tilde{\nabla} \circ \tilde{\nabla} \circ h_{2}+2 i \hat{\rho}_{3}\left(\hat{\sigma}^{R} \circ h_{2}-h_{2} \circ \hat{\sigma}^{A}\right) \\
+\hat{j}_{2}^{R} \circ\left(\tilde{\nabla} \circ h_{0}\right)-\left(\tilde{\nabla} \circ h_{0}\right) \circ \hat{j}_{2}^{A}+\left(\tilde{\nabla} \circ \hat{g}_{2}\right) \circ \tilde{\nabla} \circ h_{0} \hat{\rho}_{3} \\
+\hat{\rho}_{3}\left(\tilde{\nabla} \circ h_{0}\right) \circ \tilde{\nabla} \circ \hat{g}_{2}^{\dagger}-\left(\tilde{\nabla} \circ \hat{f_{1}}\right) \circ\left(\tilde{\nabla} \circ h_{0}\right) \circ \hat{f}_{1}^{\dagger} \\
-\hat{f}_{1} \circ\left(\tilde{\nabla} \circ h_{0}\right) \circ \tilde{\nabla} \circ \hat{f}_{1}^{\dagger}, \tag{9a}
\end{array}
$$

$$
\begin{align*}
& \boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{2}= \frac{1}{4}\left\{\hat{f}_{1} \circ\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h_{0}\right)-\left(h_{s}-h_{0}\right) \circ \hat{g}_{s}^{A}\right]\right. \\
&-\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h_{0}\right)-\left(h_{s}-h_{0}\right) \circ \hat{g}_{s}^{A}\right] \circ \hat{f}_{1}^{\dagger} \\
&\left.-\hat{\rho}_{3}\left[\hat{g}_{s}^{R} \circ h_{1}-h_{1} \circ \hat{g}_{s}^{A}\right]-\left[\hat{g}_{s}^{R} \circ h_{1}-h_{1} \circ \hat{g}_{s}^{A}\right] \hat{\rho}_{3}\right\} . \tag{9b}
\end{align*}
$$

where

$$
\begin{align*}
& \hat{j}_{2}^{R}=\hat{f}_{1} \circ \tilde{\nabla} \circ \hat{f}_{1}+\rho_{3} \tilde{\nabla} \circ \hat{g}_{2},  \tag{10a}\\
& \hat{j}_{2}^{A}=\hat{f}_{1}^{\dagger} \circ \tilde{\nabla} \circ \hat{f}_{1}^{\dagger}+\rho_{3} \tilde{\nabla} \circ \hat{g}_{2}^{\dagger} . \tag{10b}
\end{align*}
$$

Equations (8b) and (9b) can be further simplified by noting that, since $h_{1}$ and $h_{2}$ are block-diagonal, so too must $\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h_{n}\right)-\left(h_{s}-h_{n}\right) \circ \hat{g}_{s}^{A}\right]$ for $n=1$ and $n=2$. As a result they commute with $\hat{\rho}_{3}$. Additionally,

$$
\begin{aligned}
0 & =\hat{f}_{1} \circ\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h_{0}\right)-\left(h_{s}-h_{0}\right) \circ \hat{g}_{s}^{A}\right] \\
& -\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h_{0}\right)-\left(h_{s}-h_{0}\right) \circ \hat{g}_{s}^{A}\right] \circ \hat{f}_{1}^{\dagger}
\end{aligned}
$$

because $h_{2}$ would have off-diagonal components otherwise. Hence,

$$
\begin{align*}
& \boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{1}=\frac{\hat{\rho}_{3}}{2}\left[\hat{g}_{s}^{R} \circ\left(h_{s}-h_{0}\right)-\left(h_{s}-h_{0}\right) \circ \hat{g}_{s}^{A}\right],  \tag{11}\\
& \boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{2}=-\frac{\hat{\rho}_{3}}{2}\left[\hat{g}_{s}^{R} \circ h_{1}-h_{1} \circ \hat{g}_{s}^{A}\right] . \tag{12}
\end{align*}
$$

Unlike the equation for $\hat{f}_{1}$, presented in the main text, the equations for the distribution functions has circle-products that do not reduce to ordinary matrix products in Fourier space. However, these are all circle-products of functions that can be evaluated prior to solving the equations. This suggests an order in which to solve the equations. One can find $\hat{f}_{1}$ and $h_{0}$ first, but in order to find $h_{1}$ one must first know $h_{0}$ and in order to find $h_{2}$ one must have solved $\hat{f}_{1}, h_{0}$ and $h_{1}$. To write Eqs. (7)-(9) in a way that does not require evaluation of circleproducts between unknown functions is now only a matter of Fourier-transforming, writing at the covariant derivatives and using eq. (11) in the main text.

Note that the equation for $\hat{f}_{1}$ involve differentiation with respect to $t$, whereas the center of mass time $T$ appear only as a parameter. The equations for the distribution functions $h_{0}, h_{1}$ and $h_{2}$ are opposite in this regard, and involve differentiation with respect to $T$ but not $t$.

## II. ANALYTICAL SOLUTION TO EQ. (14)

The retarded and Keldysh self-energies for the SNS-junction with inelastic scattering and time-dependent and spatially homogeneous exchange field $m(T)$ are

$$
\begin{align*}
\hat{\sigma}^{R} & =i \delta \hat{\rho}_{3}+m \operatorname{diag}(1,-1,1,-1),  \tag{13a}\\
\hat{\sigma}^{K} & =2 i \delta \hat{\rho}_{3} h_{\mathrm{eq}} \tag{13b}
\end{align*}
$$

where $\delta$ is the inelastic scattering rate, $h_{\mathrm{eq}}(\varepsilon)=\tanh (\beta \varepsilon / 2)$ and $\beta$ is the inverse temperature towards which the system relaxes.

From Eqs. (7)-(9) we see that $h_{0}, h_{1}$ and $h_{2}$ only have non-zero components proportional to the identity matrix $I_{4}$ and $\operatorname{diag}(1,-1,-1,1)$. Hence, only the supercurrent contributes to the charge current $\propto \int \mathrm{d} \varepsilon \operatorname{Tr}\left(\hat{\rho}_{3} \hat{j}^{K}\right)$. For this reason we need only find the retarded Green's function and $h_{0}$. We repeat the relevant equations here for convenience. If we write the upper right block of $\hat{F}_{1}$ as $F_{1}=\sigma_{1} F_{t}+\sigma_{2} F_{s}$, where $\sigma_{1}$ and $\sigma_{2}$ are Pauli matrices, the zeroth order distribution function $H_{0}=H_{L} I_{4}+H_{T S} \operatorname{diag}(1,-1,-1,1)$ and let $m^{ \pm}(t, T)=m(T+$ $t / 2) \pm m(T-t / 2)$, we find that

$$
\begin{array}{r}
\left(2 \frac{\partial}{\partial t}-\nabla^{2}+2 \delta\right)\binom{F_{s}}{F_{t}}=\binom{-m^{+} F_{t}}{m^{+} F_{s}}, \\
\left.\boldsymbol{e}_{n} \cdot \nabla F_{s}\right|_{x=0,1}=F_{l, r}^{\mathrm{BSC}},\left.\quad \boldsymbol{e}_{n} \cdot \nabla F_{t}\right|_{x=0,1}=0 \\
\left(\frac{\partial}{\partial T}+2 \delta\right)\binom{H_{L}-H_{\mathrm{eq}}}{H_{T S}}=\binom{-m^{-} H_{T S}}{m^{-} H_{L}}, \tag{14c}
\end{array}
$$

where $F_{l}^{\mathrm{BCS}}=\Delta \mathrm{e}^{-\delta t} J_{0}(|\Delta| t) \theta(t)$ and $F_{r}^{\mathrm{BCS}}=\mathrm{e}^{i \phi} F_{l}^{\mathrm{BCS}}$ are the anamalous Green's functions in the left and right superconductors, respectively. $J_{0}$ is the zeroth order Bessel function of the first kind. The superconducting energy gap is $\Delta$, and $\phi$ is the phase difference between the two superconductors. Finally, with the notation used in the main text $m^{ \pm}(t, T)=m(T+t / 2) \pm m(T-t / 2)$.

Assuming that the system is at equilibrium at $T=-\infty$, we
find that the solution is

$$
\begin{align*}
F_{s}= & \frac{\Delta \mathrm{e}^{-\delta t}}{2} \int_{0}^{t} \mathrm{~d} \tau J_{0}(|\Delta| \tau) \cos \left(\frac{1}{2} \int_{\tau}^{t} \mathrm{~d} \tilde{\tau} m^{+}(\tilde{\tau}, T)\right) \\
& \times \sum_{n=-\infty}^{\infty}\left[1+(-1)^{n} \mathrm{e}^{i \phi}\right] \cos (n \pi x) \mathrm{e}^{-\frac{1}{2} n^{2} \pi^{2}(t-\tau)},  \tag{15a}\\
F_{t}= & \frac{\Delta \mathrm{e}^{-\delta t}}{2} \int_{0}^{t} \mathrm{~d} \tau J_{0}(|\Delta| \tau) \sin \left(\frac{1}{2} \int_{\tau}^{t} \mathrm{~d} \tilde{\tau} m^{+}(\tilde{\tau}, T)\right) \\
& \times \sum_{n=-\infty}^{\infty}\left[1+(-1)^{n} \mathrm{e}^{i \phi}\right] \cos (n \pi x) \mathrm{e}^{-\frac{1}{2} n^{2} \pi^{2}(t-\tau)},  \tag{15b}\\
H_{L}= & 2 \delta H_{\mathrm{eq}} \int_{-\infty}^{T} \mathrm{~d} \tau \mathrm{e}^{-2 \delta(T-\tau)} \cos \left(\int_{\tau}^{T} \mathrm{~d} \tilde{\tau} m^{-}(t, \tilde{\tau})\right),  \tag{15c}\\
H_{T S}= & 2 \delta H_{\mathrm{eq}} \int_{-\infty}^{T} \mathrm{~d} \tau \mathrm{e}^{-2 \delta(T-\tau)} \sin \left(\int_{\tau}^{T} \mathrm{~d} \tilde{\tau} m^{-}(t, \tilde{\tau})\right) . \tag{15d}
\end{align*}
$$

## III. OBSERVABLES

The singlet Cooper pair correlation function $\Psi_{s}$ and electrical current $I$ can be obtained from inserting the analytical solution given by Eq. (15) into the expressions

$$
\begin{equation*}
\Psi_{s}=-\left.i \pi N_{0}\left(F_{s} \bullet H_{L}-F_{t} \bullet H_{T S}\right)\right|_{t=0}, \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
I=\frac{\pi e D}{4} \operatorname{Tr}\left[\hat{\rho}_{3}(\check{G} \bullet \tilde{\nabla} \bullet \check{G})^{K}\right]_{t=0} \tag{17}
\end{equation*}
$$

After some algebra we find that

$$
\begin{align*}
I=\pi N_{0} e D[ & \operatorname{Im}\left\{F_{s} \bullet \nabla F_{s}^{*}+\nabla F_{s}^{*} \bullet F_{s}\right. \\
& \left.\quad F_{t} \bullet \nabla F_{t}^{*}-\nabla F_{t}^{*} \bullet F_{t}\right\} \bullet i H_{L} \\
& -\operatorname{Im}\left\{F_{t} \bullet \nabla F_{s}^{*}+\nabla F_{s}^{*} \bullet F_{t}\right. \\
& \left.\left.+F_{s} \bullet \nabla F_{t}^{*}+\nabla F_{t}^{*} \bullet F_{s}\right\} \bullet i H_{T S}\right]_{t=0} \tag{18}
\end{align*}
$$

To understand the non-equilibrium behaviour it is useful to use the distribution functions for spin-up, $H_{+}=H_{L}+i H_{T S}$, and spin-down, $H_{-}=H_{L}-i H_{T S}$. If we write the upper right block of $\hat{F}=\operatorname{antidiag}\left(F_{+}, F_{-}\right)$, then $F_{ \pm}=F_{t} \mp i F_{s}$. With this we get that the singlet Cooper pair correlation function can be written

$$
\begin{equation*}
\Psi=\left.\frac{\pi N_{0}}{2}\left(F_{+} \bullet H_{+}-F_{-} \bullet H_{-}\right)\right|_{t=0} \tag{19}
\end{equation*}
$$

and the current is

$$
\begin{equation*}
I=\left.\frac{\pi N_{0} e D}{4}\left(J_{+} \bullet H_{+}+J_{-} \bullet H_{-}\right)\right|_{t=0} \tag{20}
\end{equation*}
$$

where

$$
\begin{aligned}
& J_{+}=F_{-}^{*} \bullet \nabla F_{+}+\nabla F_{+} \bullet F_{-}^{*}-F_{+} \bullet \nabla F_{-}^{*}-\nabla F_{-}^{*} \bullet F_{+}, \\
& J_{-}=F_{+}^{*} \bullet \nabla F_{-}+\nabla F_{-} \bullet F_{+}^{*}-F_{-} \bullet \nabla F_{+}^{*}-\nabla F_{+}^{*} \bullet F_{-} .
\end{aligned}
$$



FIG. 1: a) The real part of the anomalous Green's function $f_{-}$with $\phi=0$ and b) spectral current $j_{-}$with $\phi=\pi / 2$ as a function of energy $\varepsilon$ for various exchange fields $m_{0}$. The energy gap in the superconductors is $\Delta=50 \varepsilon_{\mathrm{T}}$, where $\varepsilon_{\mathrm{T}}$ is the Thouless energy, and the inelastic scattering rate is $\delta=\Delta \times 10^{-3}$.

We note in passing that both $J_{+}$and $J_{-}$are proportional to $\sin \phi$, as can be seen most readily by evaluating them at $x=1 / 2$. Hence, the critical current occurs when $\phi$ is a half-integral multiple of $\pi$. Also, when written as function of the exchange field $m$ we have that $F_{-}(-m)=-F_{+}(m)$ and $J_{-}(-m)=J_{+}(m)$.

In order to study how the system evolves immediately after the exchange field is turned on, we can set the inelastic scattering rate to 0 . In this case we find that

$$
\begin{equation*}
H_{ \pm}(t, T)=H_{\mathrm{eq}}(t) \exp \left( \pm i \int_{T-t / 2}^{T+t / 2} \mathrm{~d} \tau m(\tau)\right) \tag{22}
\end{equation*}
$$

Assuming that $T>|t| / 2$ for all the relevant relative times $t$, this is simply $H_{ \pm}=H_{\text {eq }}{ }^{ \pm i m_{0} t}$. Hence, in energy space we have $h_{ \pm}(\varepsilon)=h_{\mathrm{eq}}\left(\varepsilon \pm m_{0}\right)=\tanh \left[\beta\left(\varepsilon \pm m_{0}\right) / 2\right]$.

If $T>|t| / 2$ for all the relevant relative times $t$ we can also take advantage of the fact that the system is stationary, such that the circle-products in energy space reduces to normal multiplications. That is,

$$
\begin{equation*}
\Psi=\frac{N_{0}}{4} \int_{-\infty}^{\infty} \mathrm{d} \varepsilon\left(f_{+} h_{+}-f_{-} h_{-}\right) \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
I=\frac{N_{0} e D}{8} \int_{-\infty}^{\infty} \mathrm{d} \varepsilon\left(j_{+} h_{+}+j_{-} h_{-}\right) \tag{24}
\end{equation*}
$$

From Eq. (21) we can immediately see that the spectral current is antisymmetric in energy when $m_{0}=0$. In this
case $J_{+}=J_{-}=-4 i \operatorname{Im}\left(F_{s}^{*} \bullet \nabla F_{s}\right)$ is purely imaginary, so the real part of its Fourier transform must be antisymmetric in $\varepsilon$. Because only the real part of the spectral current can give rise to a real electrical current, the spectral current is antisymmetric around $\varepsilon=0$ when $m_{0}=0$. Similarly, $F_{ \pm}$are purely imaginary when $\phi=0, m_{0}=0$ and $\Delta$ is real, so the same arguments shows that the real parts of $f_{ \pm}$are antisymmetric around $\varepsilon=0$. It is the real part of $f_{ \pm}$that is relevant for $\Psi_{s}$ when $\phi=0$, since $\Psi_{s}$ is real.

When $m_{0} \neq 0$ and $T>|t| / 2$ we get that

$$
\begin{align*}
F_{ \pm}= & \mp \frac{i \Delta \mathrm{e}^{-\delta t} \mathrm{e}^{ \pm i m_{0} t}}{2} \int_{0}^{t} \mathrm{~d} \tau J_{0}(|\Delta| \tau) \mathrm{e}^{ \pm i m_{0} \tau} \\
& \times \sum_{n=-\infty}^{\infty}\left[1+(-1)^{n} \mathrm{e}^{i \phi}\right] \cos (n \pi x) \mathrm{e}^{-\frac{1}{2} n^{2} \pi^{2}(t-\tau)} \tag{25}
\end{align*}
$$

The factor $\mathrm{e}^{ \pm i m_{0} t}$ gives rise to a shift $\varepsilon \rightarrow \varepsilon \pm m$ in the Fourier transform. Hence, $f_{ \pm}(\varepsilon)=p_{ \pm}\left(\varepsilon \pm m_{0}+i \delta\right)$, where $p_{ \pm}$is the Fourier transform of the remaining integral. When $m_{0} \ll \Delta$, the presence of $\mathrm{e}^{ \pm i m_{0} \tau}$ in the integrand works to shift oscillations with frequency $\Delta$, but this does not affect the low frequency components. To see why, note that $J_{0}(x)$ is well approximated by $\cos (x-\pi / 4) \sqrt{2 / \pi x}$ for large $x$ and

$$
\begin{equation*}
\cos (a) \mathrm{e}^{i b}=\frac{\mathrm{e}^{i(a+b)}+\mathrm{e}^{-i(a-b)}}{2} \tag{26}
\end{equation*}
$$

Hence, the oscillatory part of the integrand is shifted to $\Delta \pm m_{0}$ while the low-frequency components in $p_{ \pm}$are left unchanged. Because we know that $p_{ \pm}$is antisymmetric for $m_{0}=0$, we see that $f_{ \pm}$is antisymmetric close to $\varepsilon \pm m_{0}$ as long as $m_{0} \ll \Delta$. When $m_{0} \approx \Delta$, the oscillations in $J_{0}(|\Delta| \tau)$ are matched by those in $\mathrm{e}^{ \pm i m_{0} \tau}$, which affects the low-frequency components of $p_{ \pm}$.

Figure 1 shows $\operatorname{Re}\left(f_{-}\right)$and $j_{-}$for various values of $m_{0}$. From Fig. 1 one can see that the integrands are antisymmetric and large close to $\varepsilon=m_{0}$, which agrees with the discussion above. Moreover, we see that the values close to $m_{0}$ are enhanced as $m_{0}$ approaches $|\Delta|$. This can be understood as coming from the fact that Andreev reflections with long range occur at the energies where the probability of Andreev reflections is larger, as discussed in the main text. In equilibrium $h_{ \pm}=\tanh (\beta \varepsilon / 2)$, so the positive and negative contributions cancel when $m_{0}>0$. However, out of equilibrium the distribution function changes $\operatorname{sign}$ at $\varepsilon=m_{0}$, which allows for a significant contribution from the part close to $\varepsilon=m_{0}$.

## IV. CONSISTENCY WITH MAXWELL'S EQUATIONS

Having solved the Usadel equation, the next step is to ensure that the solution is consistent with Maxwell's equation. There are no orbital effects in the one-dimensional wire, but there could in principle be an induced electric field coming from a nonuniform charge distribution. The charge density $\rho$ can be calculated from

$$
\begin{equation*}
\rho(T)=-2 e N_{0}\left\{\frac{\pi}{8} \operatorname{Tr}\left[\hat{G}^{K}(0, T)\right]+2 e \phi(T)\right\}, \tag{27}
\end{equation*}
$$

where $\phi$ is the electrochemical potential.
Since $H_{0}$ and $H_{1}$ has no component proportional to $\hat{\rho}_{3}$, we see that $\rho$ is at least second order in $z$. Thus the induced electric field is also at least second order in $z$ and thereby does not affect $\hat{F}_{1}, H_{0}$ or $H_{1}$. For this reason it follows that it does not affect the Cooper pair correlation function or the supercurrent. Nevertheless, it can in principle give rise to a resistive current contribution,

$$
\begin{equation*}
I_{r}=z^{2} \frac{\pi e D}{2} \nabla \operatorname{Tr}\left[\hat{\rho}_{3} H_{2}(0, T)\right] \tag{28}
\end{equation*}
$$

By using the fact that the equilibrium distribution function at electrochemical potential $\phi$ is

$$
\begin{equation*}
H_{\mathrm{eq}}(t, T)=\frac{-i}{\beta \sinh (\pi t / \beta)} \exp \left(-i e \hat{\rho}_{3} \int_{T-t / 2}^{T+t / 2} \mathrm{~d} \tau \phi(\tau)\right) \tag{29}
\end{equation*}
$$

we get from Eq. (9) that the resistive current solves

$$
\begin{equation*}
\frac{\partial I_{r}}{\partial\left(T \varepsilon_{\mathrm{T}}\right)}-\frac{\partial^{2} I_{r}}{\partial(x / L)^{2}}=4 z^{2} \delta L^{2} e^{2} E \tag{30}
\end{equation*}
$$

where $x, T$ and $\delta$ are now not dimensionless and $E=-\nabla \phi$ is the electric field. From Eq. (12) we get that the boundary condition is simply $I_{r}=0$ at the interfaces. Thus, this resistive current does not contribute to the total current going through the wire and instead acts to redistribute charge.
By calculating $\operatorname{Tr}\left[\hat{G}^{K}\right]$ from the analytical expression we find that the $I_{r}$ is negligible and can be safely ignored.

## V. BEYOND THE DIRTY LIMIT

The focus so far has been on the so-called dirty limit, where the elastic scattering time is small, such that the isotropic part of the Green's function dominates. However, the same framework as was presented here and in the main text can be applied also for systems outside the dirty limit. In fact, it works even better in the clean limit.

With arbitrary elastic scattering time $\tau_{e}$, the quasiclassical Green's function solves the Eilenberger equation,

$$
\begin{equation*}
i \boldsymbol{v}_{F} \cdot \tilde{\nabla} \circ \check{g}+\left[\varepsilon \hat{\rho}_{3}+\check{\sigma}+\frac{i}{2 \tau_{e}} \check{g}_{s}, \check{g}\right]_{0}=0 \tag{31}
\end{equation*}
$$

where $\boldsymbol{v}_{F}$ is the Fermi velocity, the subscript $\circ$ denotes that the commutator is taken with respect to the circle product and $\check{g}_{s}$ is the isotropic part of the Green's function. Equation (31) gives the Usadel equation in the limit $\tau_{e} \rightarrow 0$.

The method presented in the main text works by writing the equations in the $(t, T)$-coordinates and eliminating circle products between functions that both depend on energy, except the term in the commutator that is linear in $\varepsilon$. This was done by linearizing the equations in the proximity effect. We see from Eq. (31) that the same is possible for arbitrary impurity concentrations. The difference is that in the Usadel equation it was the term $D \tilde{\nabla} \circ(\check{g} \circ \tilde{\nabla} \circ \check{g})$ that required linearization, whereas in the Eilenberger equation it is $i\left[\check{g}_{s}, \check{g}\right] / 2 \tau_{e}$. This term is absent in the clean limit since $\tau_{e} \rightarrow \infty$, so in this case

Eq. (31) is automatically free from the difficult kind of circleproducts if $\check{\sigma}$ does not depend on energy. This means that we do not need to linearize in the proximity effect. One consequence of this is that in the clean limit it could be possible to solve timedependent transient situations even with retarded self-energies that are not block-diagonal to lowest order in $z$. In particular, this means that one could add superconducting pairing in the self-energy. Thus, one could potentially use this framework to find transient phenomena in clean superconductors.

Whether the full equations can be solved in time-dependent situations without additional simplifying assumption depends on the boundary conditions. One type of boundary condition which can be used in the clean limit is Zaitsev's linearized boundary condition [A. Zaitsev, Zh. Eksp. Teor. Fiz. 86, 1742-1758], valid for a weak proximity effect. In that case, the antisymmetric part of the anomalous Green's function is continuous across the interfaces whereas the symmetric part has a drop proportional to the antisymmetric part of the anomalous Green function [N. Garcia and L.R. Tagirov, arXiv:cond-mat/0601212]. For such a boundary condition, the clean-limit equations can be solved even for an arbitrary time-dependence.
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#### Abstract

We study theoretically spin pumping in bilayers consisting of superconductors (SC) and antiferromagnetic insulators (AFI). We consider both compensated and uncompensated interfaces and include both the regular scattering channel and the Umklapp scattering channel. We find that at temperatures close to the critical temperatures and precession frequencies much lower than the gap, the spin current is enhanced in superconductors as compared to normal metals. Otherwise, the spin current is suppressed. The relevant precession frequencies, where the spin current in SC/AFI is enhanced compared to normal metals/AFI, is much lower than the typical resonance frequencies of antiferromagnets, which makes the detection of this effect experimentally challenging. A possible solution lies in the shifting of the resonance frequency by a static magnetic field.
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## I. INTRODUCTION

Both superconductors (SC) and antiferromagnets (AF) are of particular interest in the context of spintronics. Antiferromagnets disturb neighboring components less than ferromagnetic or ferrimagnetic materials, because they produce no net stray field [1]. This means that antiferromagnetic components can be packed more tightly and are more robust against external magnetic fields than their ferromagnetic counterparts. Additionally, antiferromagnets operate at THz frequencies, which are much faster than the GHz frequencies of ferromagnets (F). This can allow for ultrafast information processing when working with antiferromagnets.

Superconductivity is a type of order that normally competes with magnetism. However, the discovery of spin-triplet superconductivity has shown that complete synergy between superconductivity and magnetism is possible [2-6], and superconductors are now an integral part of spintronics research. In addition to the potential for minimal Joule heating that comes with superconductivity, superconductors are interesting from a spintronics perspective because of spin-charge separation $[7,8]$, which allows spin and charge imbalances to decay over different length scales. It has been observed that the spin relaxation time can be considerably longer than the charge relaxation time [9].

Since both superconductors and antiferromagnets are useful as building blocks in spintronic devices, it is of interest to study spin transport in hybrid superconductor-antiferromagnet devices. Despite this, SC/AF structures are largely unexplored compared to superconductor-ferromagnetic structures. Here, we study theoretically spin pumping in superconductorantiferromagnetic insulator (SC/AFI) bilayers. This refers to the injection of a spin current in the superconductor, which we consider to be spin singlet and $s$ wave, by the application of a precessing magnetic field in the AFI [10]. Spin pumping has been observed in F/SC structures [11-13] and investigated theoretically in F/SC structures by calculations based
on the local dynamic spin susceptibility in the SC $[14,15]$ and quasiclassical theory [16,17]. The theoretical works found an enhanced spin current in superconductors compared to normal metals (NMs) below the transition temperatures [14,15].

While spin pumping in SC/AF structures has, to our knowledge, not been explored, some important work has been done with normal metal-antiferromagnetic systems. It has been found theoretically that spin pumping is of a similar magnitude as in the ferromagnetic case [18,19], and more recently measurements of the inverse spin-Hall voltage demonstrated the spin-pumping effect in $\mathrm{MnF}_{2} / \mathrm{Pt}$ [20]. Combining the demonstration of $\mathrm{AF} / \mathrm{NM}$ spin pumping with the above mentioned evidence of $\mathrm{F} / \mathrm{SC}$ spin pumping, $\mathrm{AF} / \mathrm{SC}$ spin pumping is feasible and merits further study.

We mainly follow the methodology presented in Ref. [15], but modified for a superconductor-antiferromagnetic insulator bilayer. In particular, the staggered magnetic order of the AFI gives rise to two different scattering channels [21-23], and the two different sublattices can be coupled to the superconductor in a symmetric or asymmetric way. To capture this we will not approximate the interaction Hamiltonian by a uniform scattering amplitude, as in Ref. [15], but instead model the interaction with an exchange coupling between itinerant electrons in the SC and the localized spins in the AFI. Using this coupling, it turns out that the relevant quantity is not the local dynamic spin susceptibility, as in Refs. [14,15], but instead the planar dynamic spin susceptibility. Using the planar dynamic spin susceptibility we find that the spin pumping into superconductors from antiferromagnets is enhanced as compared to spin pumping into normal metals when the temperature is close to the transition temperature and the precession frequency is small compared to the energy gap. Otherwise the spin current in the superconductor is suppressed. This is similar to the results obtained from ferromagnets. However, unlike in the case of ferromagnets, the resonance frequency in antiferromagnets is typically too large for spin pumping with


FIG. 1. Sketch of a superconductor (SC)-antiferromagnetic insulator (AFI) bilayer with a precessing external magnetic field $\boldsymbol{h}(t)$.
frequencies below the gap to be experimentally detectable. One possible solution is to apply a static magnetic field, which we discuss in Sec. VI.

## II. MODEL

The system depicted in Fig. 1 is modeled by the Hamiltonian,

$$
\begin{equation*}
H=H_{\mathrm{SC}}+H_{\mathrm{AFI}}+H_{\mathrm{int}}, \tag{1}
\end{equation*}
$$

where the Bogoliubov-de Gennes Hamiltonian,

$$
H_{\mathrm{SC}}=\sum_{\boldsymbol{k} \in \square}\left(\begin{array}{ll}
c_{\boldsymbol{k}, \uparrow}^{\dagger} & \left.c_{-\boldsymbol{k}, \downarrow}\right)
\end{array}\left(\begin{array}{cc}
\xi_{\boldsymbol{k}} & \Delta  \tag{2}\\
\Delta^{*} & -\xi_{\boldsymbol{k}}
\end{array}\right)\binom{c_{\boldsymbol{k}, \uparrow}}{c_{-\boldsymbol{k}, \downarrow}^{\dagger}}\right.
$$

where $\square$ is the first Brillouin zone (1BZ) in the superconductor, gives a mean-field description of superconductivity. The antiferromagnetic insulator Hamiltonian is given by

$$
\begin{equation*}
H_{\mathrm{AFI}}=J \sum_{\langle i, j\rangle} \boldsymbol{S}_{i} \cdot \boldsymbol{S}_{j}-K \sum_{i} S_{i, z}^{2}-\gamma \sum_{i} \boldsymbol{S}_{i} \cdot \boldsymbol{h}, \tag{3}
\end{equation*}
$$

where $\langle i, j\rangle$ means that the sum goes over nearest neighbors and $\sum_{i}$ goes over lattice points in the AFI. The exchange coupling at the interface is given by

$$
\begin{equation*}
H_{\mathrm{int}}=-2 \sum_{i} J_{i}\left(c_{i, \uparrow}^{\dagger} \quad c_{i, \downarrow}^{\dagger}\right) \boldsymbol{\sigma}\binom{c_{i, \uparrow}}{c_{i, \downarrow}} \cdot \boldsymbol{S}_{i}, \tag{4}
\end{equation*}
$$

where the sum goes over the lattice points in the interface. Here, $\xi_{k}$ is the kinetic energy measured relative to the chemical potential $\mu, c_{\boldsymbol{k}, \sigma}$ is the annihilation operator for electrons with spin $\sigma$ and wave vector $\boldsymbol{k}, J$ is the antiferromagnetic exchange parameter, $K$ is the easy-axis anisotropy, $\boldsymbol{S}_{i}$ is the spin at lattice site $i$ in the AFI, and $\gamma$ gives the coupling strength to the external magnetic field $\boldsymbol{h}$. The vector of Pauli matrices is given by $\sigma$, and $J_{i}=J_{A}\left(J_{i}=J_{B}\right)$ when $i$ belongs to the $A(B)$ sublattice. Also, $\Delta$ is the superconducting gap parameter, which we assume real and satisfies

$$
\begin{equation*}
1=\lambda \int_{0}^{\omega_{D}} \frac{\tanh \left(\sqrt{\varepsilon^{2}+\Delta^{2}} / 2 T\right)}{\sqrt{\varepsilon^{2}+\Delta^{2}}} \tag{5}
\end{equation*}
$$

where $T$ is the temperature, which we assume to be the same for the superconductor and AFI, and $\omega_{D}$ and $\lambda$ are materialspecific parameters that determine the critical temperature $T_{c}$ and the zero-temperature gap $\Delta_{0}:=\Delta(0)$.

In order to diagonalize $H_{\text {AFI }}$ we can do a HolsteinPrimakoff transformation followed by a Fourier transform and a Bogoliubov transformation. This gives to second order in magnon operators the following antiferromagnetic

Hamiltonian:

$$
\begin{align*}
H_{\mathrm{AFI}}= & \sum_{\boldsymbol{k} \in \diamond}\left(\omega_{k}^{\alpha} \alpha_{\boldsymbol{k}}^{\dagger} \alpha_{\boldsymbol{k}}+\omega_{k}^{\beta} \beta_{\boldsymbol{k}}^{\dagger} \beta_{k}\right) \\
& +\sqrt{2 N_{A} S}\left(u_{\mathbf{0}}+v_{\mathbf{0}}\right) \gamma\left[h^{-}\left(\alpha_{\mathbf{0}}+\beta_{\mathbf{0}}^{\dagger}\right)+h^{+}\left(\alpha_{\mathbf{0}}^{\dagger}+\beta_{\mathbf{0}}\right)\right], \tag{6}
\end{align*}
$$

where $\diamond$ is the first magnetic Brillouin zone, which is the 1 BZ corresponding to the $A$ sublattice, $N_{A}$ is the number of lattice points in the $A$ sublattice, $S$ is the spin at each lattice point, $\alpha_{k}=u_{k} a_{k}-v_{k} b_{-k}^{\dagger}$ and $\beta_{k}=u_{k} b_{k}-v_{k} a_{-k}^{\dagger}$, where $a_{k}$ and $b_{k}$ are the magnon annihilation operators for the $A$ and $B$ sublattices, and

$$
\begin{align*}
u_{k} & =\frac{J z+K}{\sqrt{(J z+K)^{2}-\left(J \gamma_{k}\right)^{2}}},  \tag{7a}\\
v_{k} & =-\frac{J \gamma_{k}}{\sqrt{(J z+K)^{2}-\left(J \gamma_{k}\right)^{2}}},  \tag{7b}\\
\omega_{k}^{\alpha} & =S \sqrt{(J z+K)^{2}-\left(J \gamma_{k}\right)^{2}}+\gamma h_{z},  \tag{7c}\\
\omega_{k}^{\beta} & =S \sqrt{(J z+K)^{2}-\left(J \gamma_{k}\right)^{2}}-\gamma h_{z} . \tag{7d}
\end{align*}
$$

Here, $h_{z}$ is the $z$ component of the external magnetic field, which is the same as the magnetization direction in the antiferromagnet and the direction of the easy-axis anisotropy. Moreover, $h^{ \pm}=h_{x} \pm i h_{y}$ and

$$
\begin{equation*}
\gamma_{k}=\sum_{\langle\delta\rangle} \cos (\boldsymbol{k} \cdot \boldsymbol{\delta})=\gamma_{-k}, \tag{8}
\end{equation*}
$$

where the sum goes over the nearest neighbor displacement vectors $\boldsymbol{\delta}$, and $z$ is the number of nearest neighbors.

To write $H_{\text {int }}$ in terms of Fourier components requires us to connect the reciprocal space in the superconductor with the reduced Brillouin zone of the magnetic lattice in the AFI. This gives rise to so-called Umklapp scattering, where the wave vector falls outside the 1BZ in the AFI [23]. Whether this effect is present depends on the interface. Depending on how the interface slices the biparte lattice of the AFI, the interface can have a different number of atoms belonging to the $A$ and $B$ lattices. If the interface has an equal number of atoms from each sublattice and the coupling strengths $J_{A}$ and $J_{B}$ are equal, we call it a compensated interface. Otherwise, it is uncompensated. We let $\boldsymbol{x}=\mathbf{0}$ be the location of a lattice point belonging to the $A$ sublattice and $\boldsymbol{x}_{0}$ be such that all lattice points at the interface can be written $\boldsymbol{x}_{0}+\tilde{\boldsymbol{x}}_{i}$, where $\boldsymbol{x}_{0} \cdot \tilde{\boldsymbol{x}}_{i}=0$.

To capture both compensated and uncompensated interfaces we will use the notation $\delta_{\boldsymbol{q}_{\|}, \boldsymbol{k}_{\|}}^{A}=1$ to mean that $\boldsymbol{q} \cdot \tilde{\boldsymbol{x}}_{i}-$ $\boldsymbol{k} \cdot \tilde{\boldsymbol{x}}_{i}=2 \pi n+d_{1}$ for all vectors $\tilde{\boldsymbol{x}}_{i}$ such that $\boldsymbol{x}_{0}+\tilde{\boldsymbol{x}}_{i}$ is in the $A$ sublattice at the interface and for some integer $n$ and a constant $d_{1}$ that is independent of $\tilde{\boldsymbol{x}}_{i}$. Similarly, $\delta_{\boldsymbol{q}_{\|}, \boldsymbol{k}_{\|}}^{B}=1$ means that $\boldsymbol{q} \cdot \tilde{\boldsymbol{x}}_{i}-\boldsymbol{k} \cdot \tilde{\boldsymbol{x}}_{i}=2 \pi n+d_{2}$ for all lattice vectors $\boldsymbol{x}_{0}+\tilde{\boldsymbol{x}}_{i}$ in the $B$ sublattice at the interface and for some integer $n$ and a constant $d_{2}$ that is independent of $\tilde{\boldsymbol{x}}_{i}$. We can determine $d_{1}$ by noting that both $\tilde{\boldsymbol{x}}_{i}$ and $2 \tilde{\boldsymbol{x}}_{i}$ is in the $A$ sublattice, so $2 d_{1}=d_{1}+2 \pi n \Rightarrow d_{1}=2 \pi m$ for some integer $m$. Hence, we can set $d_{1}=0$. Similarly, if $\tilde{\boldsymbol{x}}_{i}$ is in the $B$ sublattice, then $2 \tilde{\boldsymbol{x}}_{i}$ is in the $A$ sublattice, so $4 \pi n+2 d_{2}=2 \pi m \Rightarrow d_{2}=l \pi$
for some integer $l$. The $\boldsymbol{k}$ vectors that result in $l$ being an odd number give rise to the Umklapp scattering channel. We can drop the superscripts because $\delta_{\boldsymbol{q}_{\|}, \boldsymbol{k}_{\|}}^{A}=1 \Longleftrightarrow \delta_{\boldsymbol{q}_{\|}, \boldsymbol{k}_{\|}}^{B}=1$. This is because every lattice point in the $B$ sublattice is midway between two lattice points in the $A$ sublattice and vice versa. Finally, if the number of lattice points at the interface is equal on the superconductor and the antiferromagnet, then half of the possible $\boldsymbol{k}$ vectors in the superconductor will give $l=0$ and the other half will give $l=1$. There is a vector $\boldsymbol{G}$ connecting the region in $\square$ with $l=0$ to those with $l=1$.

For a concrete example, consider the situation where the crystal lattices of the SC and AFI are equal and cubical. The 1 BZ in the $\mathrm{SC}, \square$, is therefore also cubical. Meanwhile, the sublattice in the AFI is face-centered cubic, so $\diamond$ is the truncated octahedron inscribed in $\square$. A wave vector in the corner of $\square$ will be in the center of the second Brillouin zone in the AFI. If we let $\boldsymbol{G}$ be the vector in a corner of $\square$, then $\exp \left(i \boldsymbol{G} \cdot \boldsymbol{x}_{i}\right)$ is 1 when $\boldsymbol{x}_{i}$ is in the $A$ sublattice and -1 when $\boldsymbol{x}_{i}$ is in the $B$ sublattice. Thus $\boldsymbol{G}$ is the vector that connects the region of $\boldsymbol{k}$ vectors in $\square$ with regular scattering and those with Umklapp-scattering.

Using this notation, $H_{\text {int }}$ can, to first order in magnon operators, be written

$$
\begin{equation*}
H_{\mathrm{int}}=\sum_{k \in \square} \sum_{q \in \diamond}\left[T_{q k}^{\alpha} \alpha_{q} s_{k}^{-}+T_{q k}^{\beta^{\dagger}} \beta_{q}^{\dagger} s_{k}^{-}+\text {H.c. }\right]+H_{\mathrm{int}}^{Z} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\mathrm{int}}^{Z}=-\sqrt{2 S N_{A}} \sum_{k \in \square} \delta_{\boldsymbol{k}_{\|}, \mathbf{0}}\left(\bar{J}_{A}-(-1)^{l} \bar{J}_{B}\right) s_{k}^{z} e^{-i \boldsymbol{x}_{0} \cdot \boldsymbol{k}} \tag{10}
\end{equation*}
$$

is the Zeeman energy and

$$
\begin{align*}
T_{q k}^{\alpha} & =-e^{i x_{0} \cdot(k+q)}\left[\bar{J}_{A} u_{q}+(-1)^{l} \bar{J}_{B} v_{q}\right] \delta_{k_{\|},-\boldsymbol{q}_{\|}}  \tag{11a}\\
T_{q k}^{\beta^{\dagger}} & =-e^{i x_{0} \cdot(k-q)}\left[\bar{J}_{A} v_{q}+(-1)^{l} \bar{J}_{B} u_{q}\right] \delta_{k_{\|}, \boldsymbol{q}_{\|}} . \tag{11b}
\end{align*}
$$

Additionally,

$$
\begin{align*}
& \bar{J}_{A}=J_{A} \frac{2 \sqrt{2 S} N_{A}^{\|}}{N_{S} \sqrt{N_{A}}}  \tag{12a}\\
& \bar{J}_{B}=J_{B} \frac{2 \sqrt{2 S} N_{B}^{\|}}{N_{S} \sqrt{N_{A}}} \tag{12b}
\end{align*}
$$

where $N_{S}$ is the number of lattice points in the superconductor and $N_{A}^{\|}\left(N_{B}^{\|}\right)$is the number of lattice points belonging to the $A$ $(B)$ sublattice at the interface, and

$$
\begin{align*}
& s_{\boldsymbol{k}}^{z}=\frac{1}{2} \sum_{\boldsymbol{q} \in \square}\left(c_{\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{q}+\boldsymbol{k} \uparrow}-c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{q}+\boldsymbol{k} \downarrow}\right)  \tag{13a}\\
& s_{\boldsymbol{k}}^{-}=\sum_{\boldsymbol{q} \in \square} c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{q}+\boldsymbol{k} \uparrow} . \tag{13b}
\end{align*}
$$

The reason why the factor $(-1)^{l}$ is in front of the terms proportional to $\bar{J}_{B}$ in Eqs. (10) and (11) is that the coordinate system is defined such that $\boldsymbol{x}=0$ is the location of a lattice point belonging to the $A$ sublattice.

## III. GREEN'S FUNCTIONS

In order to calculate the spin current we will make use of Green's functions corresponding to three different types of operators. Let $\psi$ be either $\alpha, \beta^{\dagger}$, or $s^{+}$, then the lesser, retarded, and advanced Green's functions are

$$
\begin{align*}
& G_{\psi}^{<}\left(t_{1}, t_{2}, \boldsymbol{k}\right)=-i\left\langle\psi_{\boldsymbol{k}}^{\dagger}\left(t_{2}\right) \psi_{\boldsymbol{k}}\left(t_{1}\right)\right\rangle_{0}  \tag{14a}\\
& G_{\psi}^{R}\left(t_{1}, t_{2}, \boldsymbol{k}\right)=-i \theta\left(t_{1}-t_{2}\right)\left\langle\left[\psi_{\boldsymbol{k}}\left(t_{1}\right), \psi_{\boldsymbol{k}}^{\dagger}\left(t_{2}\right)\right]\right\rangle_{0}  \tag{14b}\\
& G_{\psi}^{A}\left(t_{1}, t_{2}, \boldsymbol{k}\right)=i \theta\left(t_{2}-t_{1}\right)\left\langle\left[\psi_{\boldsymbol{k}}\left(t_{1}\right), \psi_{\boldsymbol{k}}^{\dagger}\left(t_{2}\right)\right]\right\rangle_{0} \tag{14c}
\end{align*}
$$

respectively. The subscript 0 means that the expectation values are taken in the absence on $H_{\text {int }}$. This is done because we will treat $H_{\text {int }}$ as a perturbation in the interaction picture. This is a good approximation as long as the transmission coefficients are small and has previously been shown to give good agreement with experiments [24-26]. We will also define the distribution function,

$$
\begin{equation*}
f^{\psi}(\varepsilon, \boldsymbol{k}):=\frac{G_{\psi}^{<}(\varepsilon, \boldsymbol{k})}{2 i \operatorname{Im} G_{\psi}^{R}(\varepsilon, \boldsymbol{k})} \tag{15}
\end{equation*}
$$

where the Green's functions in Eq. (14) are Fourier transformed with respect to the relative time $t_{1}-t_{2}$. In thermal equilibrium, $f^{\psi}(\varepsilon, \boldsymbol{k})$ is equal to the Bose-Einstein distribution function $n_{B}(T, \varepsilon)$.

First consider the effect of spin pumping. We add spin pumping in the AFI by letting $h^{ \pm}(t)=h_{0} e^{\mp i \Omega t}$. The reader is referred to Appendix A for the detailed calculation, which shows that the retarded Green's functions are unaffected to second order in $h_{0}$. Since the unperturbed Hamiltonian is diagonal in $\alpha$ and $\beta$, this means that the retarded Green's functions for $\alpha$ and $\beta^{\dagger}$ are

$$
\begin{align*}
G_{\alpha}^{R}(\varepsilon, \boldsymbol{k}) & =\frac{1}{\varepsilon-\omega_{\boldsymbol{k}}^{\alpha}+i \eta^{\alpha}}  \tag{16a}\\
G_{\beta^{\dagger}}^{R}(\varepsilon, \boldsymbol{k}) & =-G_{\beta}^{A}(-\varepsilon, \boldsymbol{k})=\frac{1}{\varepsilon+\omega_{\boldsymbol{k}}^{\beta}+i \eta^{\beta}} \tag{16b}
\end{align*}
$$

where $\eta^{\alpha}$ and $\eta^{\beta}$ are the lifetimes of the $\alpha$ and $\beta$ magnons. The distribution functions are modified by the oscillating magnetic field, and to second order in $h_{0}$,

$$
\begin{align*}
f^{\nu}(\varepsilon, \boldsymbol{k})= & n_{B}(\varepsilon, T) \\
& +\frac{2 \pi N_{A} S\left[\left(u_{\mathbf{0}}+v_{\mathbf{0}}\right) \gamma h_{0}\right]^{2}}{\eta^{v}} \delta_{\boldsymbol{k}, \mathbf{0}} \delta(\varepsilon-\Omega), \tag{17}
\end{align*}
$$

where $v \in\left\{\alpha, \beta^{\dagger}\right\}$.
The dynamic spin susceptibility $G_{s^{+}}^{R}$ is more complicated, but can be calculated from the imaginary time Green's function by use of analytical continuation and Matsubara summation techniques. This is shown in Appendix B, and the result is

$$
\begin{align*}
G_{s^{+}}^{R}(\varepsilon, \boldsymbol{k})= & -\frac{1}{4} \sum_{q} \sum_{\omega= \pm E} \sum_{\tilde{\omega}= \pm \tilde{E}}\left(1+\frac{\xi \tilde{\xi}+\Delta^{2}}{\omega \tilde{\omega}}\right) \\
& \times \frac{n_{F}(\tilde{\omega}, T)-n_{F}(\omega, T)}{\varepsilon+i \eta^{\mathrm{SC}}-(\tilde{\omega}-\omega)} \tag{18}
\end{align*}
$$

where $\quad \xi=\xi_{q}, \quad \tilde{\xi}=\xi_{q+k}, \quad E=\sqrt{\xi^{2}+\Delta^{2}}, \quad$ and $\quad \tilde{E}=$ $\sqrt{\tilde{\xi}^{2}+\Delta^{2}}, n_{F}$ is the Fermi-Dirac distribution function.

Since the spin pumping in the AFI does not affect the Hamiltonian in the superconductor, the distribution function is $f^{s^{+}}(\varepsilon, \boldsymbol{k})=n_{B}(\varepsilon, T)$.

## IV. SPIN CURRENT

To find the spin current we follow Kato et al. [15] and use

$$
\begin{equation*}
I_{s}=-\frac{\partial}{\partial t}\left\langle s_{\mathbf{0}}^{z}\right\rangle=-i\left\langle\left[H, s_{\mathbf{0}}^{z}\right]\right\rangle \tag{19}
\end{equation*}
$$

From the fact that $s_{0}^{z}$ commutes with $H_{\mathrm{SC}}+H_{\mathrm{AFI}},\left[s_{q}^{-}, s_{0}^{z}\right]=$ $s_{q}^{-}$, and $\left[A^{\dagger}, B\right]=-\left[A, B^{\dagger}\right]^{\dagger}$, we find that

$$
\begin{equation*}
\left[H, s_{\mathbf{0}}^{z}\right]=\sum_{k \in \square} \sum_{q \in \diamond}\left[T_{q k}^{\alpha} \alpha_{q} s_{k}^{-}+T_{q k}^{\beta^{\dagger}} \beta_{q}^{\dagger} s_{k}^{-}-\text {H.c. }\right] \tag{20}
\end{equation*}
$$

Thus, the spin current is

$$
\begin{equation*}
I_{s}(t)=2 \sum_{k \in \square} \sum_{\boldsymbol{q} \in \diamond} \sum_{v \in\left\{\alpha, \beta^{\dagger}\right\}} \operatorname{Im}\left\langle T_{q k}^{v} s_{k}^{-}(t) v_{q}(t)\right\rangle . \tag{21}
\end{equation*}
$$

We evaluate this expectation value in the interaction picture and treating the interfacial exchange interaction as a perturbation using the Keldysh formalism. First, let $G_{\psi}$ with no superscript denote contour-ordered Green's functions,

$$
\begin{equation*}
G_{\psi}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right)=-i\left\langle\mathcal{T}_{c} \psi_{\boldsymbol{k}}\left(\tau_{1}\right) \psi_{\boldsymbol{k}}^{\dagger}\left(\tau_{2}\right)\right\rangle_{0} \tag{22}
\end{equation*}
$$

where $\mathcal{T}_{c}$ means that $\psi_{k}$ and $\psi_{k}^{\dagger}$ are ordered with respect to $\tau_{1}$ and $\tau_{2}$ along the complex Keldysh contour $\mathcal{C}$. Next, we define

$$
\begin{equation*}
C\left(\tau_{1}, \tau_{2}\right):=\left\langle\mathcal{T}_{c} T_{q k}^{v} v_{\boldsymbol{q}}\left(\tau_{1}\right) s_{\boldsymbol{k}}^{-}\left(\tau_{2}\right)\right\rangle \tag{23}
\end{equation*}
$$

where $v$ is either $\alpha$ or $\beta^{\dagger}$.
Going to the interaction picture with $H_{\text {int }}$ as the interaction, we get

$$
\begin{align*}
C\left(\tau_{1}, \tau_{2}\right) & =\left\langle\mathcal{T}_{c} T_{\boldsymbol{q} \boldsymbol{k}}^{v} v_{\boldsymbol{q}}\left(\tau_{1}\right) s_{\boldsymbol{k}}^{-}\left(\tau_{2}\right) e^{-i \int_{\mathrm{e}} d \tau H_{\mathrm{int}}(\tau)}\right\rangle_{0} \\
& \left.\left.\approx\left\langle\mathcal{T}_{c} \int_{\mathcal{C}} d \tau\right| T_{\boldsymbol{q} \boldsymbol{k}}^{v}\right|^{2} v_{\boldsymbol{q}}\left(\tau_{1}\right) \nu_{\boldsymbol{q}}^{\dagger}(\tau) s_{-\boldsymbol{k}}^{+}(\tau) s_{\boldsymbol{k}}^{-}\left(\tau_{2}\right)\right\rangle_{0} \\
& =i\left|T_{\boldsymbol{q} \boldsymbol{k}}^{v}\right|^{2}\left[G_{\nu}(\boldsymbol{q}) \bullet G_{s^{+}}(\boldsymbol{k})\right]\left(\tau_{1}, \tau_{2}\right), \tag{24}
\end{align*}
$$

where we have used the bullet product $\bullet$ to denote integration of the internal complex time parameter along the Keldysh contour. In the second equality it was used that

$$
\begin{equation*}
-i\left\langle\mathcal{T}_{c} s_{-\boldsymbol{k}^{\prime}}^{+}(\tau) s_{\boldsymbol{k}}^{-}\left(\tau_{2}\right)\right\rangle_{0}=\delta_{\boldsymbol{k}, \boldsymbol{k}^{\prime}} G_{s^{+}}\left(\tau, \tau_{2}, \boldsymbol{k}\right) \tag{25}
\end{equation*}
$$

as can be confirmed by using Wick's theorem. Next, if we choose $\tau_{2}$ to be placed later in the contour we have

$$
\begin{equation*}
C\left(\tau_{1}, \tau_{2}\right)=C^{<}\left(\tau_{1}, \tau_{2}\right)=\left\langle T_{\boldsymbol{q} \boldsymbol{k}}^{v} s_{\boldsymbol{k}}^{-}\left(\tau_{2}\right) v_{\boldsymbol{q}}\left(\tau_{1}\right)\right\rangle . \tag{26}
\end{equation*}
$$

From the Langreth rules we have

$$
\begin{equation*}
C^{<}(t, t)=\left[G_{v}^{R}(\boldsymbol{q}) \circ G_{s^{+}}^{<}(\boldsymbol{k})+G_{v}^{<}(\boldsymbol{q}) \circ G_{s^{+}}^{A}(\boldsymbol{k})\right](t, t), \tag{27}
\end{equation*}
$$

where the circle product $\circ$ means integration over the internal real time coordinate. The circle products are the same as normal convolution products, since $G_{\psi}^{R}\left(t_{1}, t_{2}\right)$ and $G_{\psi}^{<}\left(t_{1}, t_{2}\right)$ only depend on time through the relative time $t_{1}-t_{2}$. Thus, by writing Eq. (27) in terms of Fourier transformed Green's functions, the circle products become normal products, so, by
inserting it into Eq. (21),

$$
\begin{align*}
I_{s}= & 4 \int \frac{d \varepsilon}{2 \pi} \sum_{\boldsymbol{k} \in \square} \sum_{\boldsymbol{q} \in \diamond} \sum_{v \in\left\{\alpha, \beta^{\dagger}\right\}}\left|T_{q \boldsymbol{k}}^{v}\right|^{2} \operatorname{Im} G_{\nu}^{R}(\varepsilon, \boldsymbol{q}) \\
& \times \operatorname{Im} G_{s^{+}}^{R}(\varepsilon, \boldsymbol{k})\left[f^{\nu}(\varepsilon, \boldsymbol{q})-f^{s^{+}}(\varepsilon, \boldsymbol{k})\right], \tag{28}
\end{align*}
$$

where we used that $G_{\psi}^{A}(\varepsilon)=\left[G_{\psi}^{R}(\varepsilon)\right]^{*}$.
Inserting Eqs. (11), (16), and (17) into Eq. (28) and using Eq. (7) gives

$$
\begin{equation*}
I_{s}=I_{r}+I_{U} \tag{29}
\end{equation*}
$$

where

$$
\begin{align*}
I_{r}= & -\breve{J}_{A}^{2} \gamma^{2} h_{0}^{2}\left(\frac{1}{\left(\Omega-\omega_{\mathbf{0}}^{\alpha}\right)^{2}+\left(\eta^{\alpha}\right)^{2}}\left[\frac{U_{K}+(1-c)}{2+U_{K}}\right]^{2}\right. \\
& \left.+\frac{1}{\left(\Omega+\omega_{\mathbf{0}}^{\beta}\right)^{2}+\left(\eta^{\beta}\right)^{2}}\left[\frac{c U_{K}+(c-1)}{2+U_{K}}\right]^{2}\right) \\
& \times \sum_{\boldsymbol{k} \in \square, l=0} \operatorname{Im} G_{s^{+}}^{R}(\Omega, \boldsymbol{k}) \delta_{\boldsymbol{k}_{\|}, \mathbf{0}} \tag{30}
\end{align*}
$$

and

$$
\begin{align*}
I_{U}= & -\breve{J}_{A}^{2} \gamma^{2} h_{0}^{2}\left(\frac{1}{\left(\Omega-\omega_{\mathbf{0}}^{\alpha}\right)^{2}+\left(\eta^{\alpha}\right)^{2}}\left[\frac{U_{K}+(1+c)}{2+U_{K}}\right]^{2}\right. \\
& \left.+\frac{1}{\left(\Omega+\omega_{\mathbf{0}}^{\beta}\right)^{2}+\left(\eta^{\beta}\right)^{2}}\left[\frac{c U_{K}+(c+1)}{2+U_{K}}\right]^{2}\right) \\
& \times \sum_{\boldsymbol{k} \in \square, l=0} \operatorname{Im} G_{s^{+}}^{R}(\Omega, \boldsymbol{k}+\boldsymbol{G}) \delta_{\boldsymbol{k}_{\|}, \mathbf{0}} . \tag{31}
\end{align*}
$$

Here, $U_{K}=K /(J z)$ and $c=\bar{J}_{B} / \bar{J}_{A}$ is the interface asymmetry parameter that gives the degree to which the interface is compensated. The sums are restricted to include only the $\boldsymbol{k}$ vectors that satisfy $\delta_{\boldsymbol{k}_{\|}, \mathbf{0}}=1$ with $l=0$ and $\boldsymbol{G}$ is the vector that connects these to the $\boldsymbol{k}$ vectors with $l=1$. When both the SC and AFI are cubical with a lattice parameter $a$ and a compensated interface, then $\boldsymbol{G}=\pi\left(\boldsymbol{e}_{x}+\boldsymbol{e}_{y}+\boldsymbol{e}_{z}\right) / a$. In order for the Umklapp scattering to produce a nonzero $I_{U}$, it is necessary that there exists $\boldsymbol{k}, \boldsymbol{q} \in \square$ such that both $\boldsymbol{q}$ and $\boldsymbol{q}+\boldsymbol{k}+\boldsymbol{G}$ are close to the Fermi surface and $\delta_{\boldsymbol{k}_{\|}, \mathbf{0}}=1$. In a cubical lattice the minimal value of $\boldsymbol{k}+\boldsymbol{G}$ is $\sqrt{2} \pi / a$, so the maximal diameter of the Fermi surface must be at least $\sqrt{2} \pi / a$. The Umklapp current is also zero if the interface is fully uncompensated. In this case there is no Umklapp scattering and the current is simply $I_{s}=I_{r}$ with $c=0$.

## V. NUMERICAL RESULTS

Next we show numerical results for a cubical lattice with lattice constant $a$ such that

$$
\begin{equation*}
\xi_{k}=-2 t \sum_{i \in\{x, y, z\}} \cos \left(a k_{i}\right)-\mu, \tag{32}
\end{equation*}
$$

where $t$ is the hopping parameter. In Fig. 2 we show the spin current into the superconductor $I_{s}^{\mathrm{SC}}$ for different temperatures $T$ and precession frequencies $\Omega$, normalized by the normal state value $I_{s}^{\mathrm{NM}}$ in Fig. 2(a) and a constant in Fig. 2(b). In


FIG. 2. The spin current into a superconductor with gap given by Eq. (5), $I_{s}^{\mathrm{SC}}$, for different precession frequencies $\Omega$ and temperatures $T$ and normalized by the normal state spin current, $I_{s}^{\mathrm{NM}}$, found by setting $\Delta=0$ in (a) and the constant $I_{0}=\gamma^{2} h_{0}^{2} \bar{J}_{A}^{2} N_{S} N_{S}^{\perp} /\left[(2 \pi)^{4} \Delta_{0}\right]$ in (b). $N_{S}^{\perp}$ is the number of lattice points in the superconductor in the direction transverse to the interface, $\Delta_{0}$ is the superconducting gap at $T=0$, and $T_{c}$ is the critical temperature.
this case we have used $\mu=-4 t$, which means that $I_{U}=0$. However, we find that both $I_{r}$ and $I_{U}$ scale in the same way as functions of $\Omega$ and $T$ also for other values of $\mu$. In Fig. 2 we have also used $U_{k}=0.01$, which is close to the reported value for $\mathrm{MnF}_{2}[27,28], t=1000 \Delta_{0}, c=0.5, \eta^{\alpha}=\eta^{\beta}=\Delta_{0} \times$ $10^{-4}$, and $\omega_{0}^{\alpha}=\omega_{0}^{\beta}=4 \Delta_{0}$. This corresponds to a resonance frequency of 1 THz when $\Delta_{0}=1 \mathrm{meV}$. From Fig. 2(b) we see that the normal state spin current at $T>T_{c}$ scales linearly with $\Omega$ as expected. In comparison, the spin current changes only very slowly with $\Omega$ in the superconducting state. This is consistent with the physical picture that it is the availability of quasiparticles rather than unoccupied states that limits the current in the superconducting state.

As one can see from Fig. 2(a), the spin current in the superconductor is peaked at small frequencies close to the critical temperature, where it can be more than twice as large as the normal-metal spin current. This is similar to the results for spin currents in superconductor-ferromagnetic bilayers [14,15]. Figure 3 shows the ratio $I_{s}^{\mathrm{SC}} / I_{s}^{\mathrm{NM}}$ as a function of $\Omega / \Delta_{0}$ for various $T$. It can be seen that at zero temperature the spin current in the superconducting case is zero for $\Omega<2 \Delta_{0}$. For $T>0$ the ratio $I_{s}^{\mathrm{SC}} / I_{s}^{\mathrm{NM}}$ initially decreases as $\Omega$ increases and reaches a minimum at $\Omega=2 \Delta(T)$.


FIG. 3. The spin current into a superconductor $I_{s}^{\mathrm{SC}}$, normalized by the normal state spin current $I_{s}^{\mathrm{NM}}$, found by setting the gap $\Delta=0$, as a function of the spin-pumping precession frequency $\Omega$. Here, $\Delta(T)$ is the energy gap that solves Eq. (5) and $T_{c}$ is the critical temperature.

This can be understood physically in the following way. The spin current is generated by spin-flip scatterings which excite particles by energy $\Omega$ and flip their spin. This can be seen from Eqs. (9), (18), (30), and (31) when $\eta^{\mathrm{SC}} \ll 1$. In this case the sum in Eq. (18) only contributes to the imaginary part of $G_{s^{+}}^{R}(\Omega, \boldsymbol{k})$ when $\tilde{\omega}-\omega=\Omega$, and only when $n_{F}(\omega, T)-$ $n_{F}(\tilde{\omega}, T) \neq 0$. In the normal metal case there are a number of electrons proportional to $\Omega$ around the Fermi surface which can be excited to an available state. Hence, the dynamic spin susceptibility is proportional to $\Omega$.

In a superconductor the spin-flip scatterings can happen by breaking a Cooper pair or exciting a quasiparticle from above the gap to a higher energy. When $\Omega<2 \Delta(T)$ only the latter is possible. Thus, in order to get a nonzero spin current when $\Omega<2 \Delta(T)$ the temperature must be large enough for quasiparticle states above the gap to be occupied. This is why, in Fig. 3, the current is identically zero in the superconductor when $T=0$ and $\Omega<2 \Delta_{0}$. On the other hand, when the temperature is close to the critical temperature there can be many available quasiparticles available because the density of states is peaked around the gap. This peak in the density of states is why the spin current in a superconductor can be larger than the spin current in a normal metal, but only when the temperature is close to the critical temperature. It is also only larger when $\Omega \ll \Delta(T)$, which is because the lack of states below the gap in the superconductor means that the spin susceptibility cannot increase as fast as in the normal state when $\Omega$ increases. In the normal state there is a range of energies $\propto \Omega$ around the Fermi surface that can be excited to an available state, but in the superconducting state the number of states that can be excited is limited by the number of quasiparticles present. Increasing $\Omega$ therefore decreases the ratio $I_{s}^{\mathrm{SC}} / I_{s}^{\mathrm{NM}}$ when $\Omega<2 \Delta(T)$, as can be seen in Figs. 2 and 3. At $\Omega=2 \Delta(T)$ the breaking of Cooper pairs becomes possible as a spin-transfer mechanism, which is why $I_{s}^{\mathrm{SC}} / I_{s}^{\mathrm{NM}}$ starts to increase. This can be seen most clearly in Fig. 3.

Figure 4 shows the ratio between regular spin current $I_{r}$ and the Umklapp contribution $I_{U}$ for $\mu=-2.2 t$. The result is


FIG. 4. The ratio of the spin-current contribution from the regular scattering channel $I_{r}$, and the Umklapp scattering channel $I_{U}$, as a function of the interface asymmetry parameter $c$ for $\Omega / \Delta_{0}=$ $0.1, T / T_{c}=0.9, \mu=-2.2 t$. The results are shown for easy axis anisotropy values $U_{k}=0.01$ and $U_{k}=0.37$, where the former is found in $\mathrm{MnF}_{2}$ and the latter is found in $\mathrm{FeF}_{2}$ [27-29].
shown for axis anisotropy $U_{k}=0.01$, which corresponds to $\mathrm{MnF}_{2}$ [27,28], and $U_{k}=0.37$, corresponding to $\mathrm{FeF}_{2}$ [29]. In both cases the regular current dominates when the interface asymmetry parameter $c$ is small, meaning that the superconductor is coupled more strongly to one of the sublattices in the AFI. The Umklapp contribution becomes more important as $c$ increases and when $U_{k}$ is small the Umklapp contribution eventually becomes larger than the contribution from the regular scattering channel. This is consistent with the work by Kamra and Belzig showing that the in the absence of easy-axis anisotropy the cross-sublattice contribution quenches the spin- current from the regular scattering channel [19]. However, here we see that if we include the Umklapp scattering the spin current will not go all the way to zero, even in the absence of easy-axis anisotropy. Mathematically, this can be seen from Eqs. (30) and (31): When $U_{k}=0$ we have $I_{r} \propto(1-c)^{2}$ and $I_{U} \propto(1+c)^{2}$. However, when $U_{k}=0.37$ the regular contribution remains dominant for all values of $c$.

## VI. EXPERIMENTAL DETECTION

Although the spin current can be enhanced in SC/AFI bilayers as compared to NM/AFI bilayers, it can be difficult to observe this enhancement experimentally. This is because the spin current is strongly peaked around the antiferromagnetic resonance frequencies $\omega_{0}^{\alpha / \beta}$. In antiferromagnets this resonance frequency is on the order of 1 THz , which is much larger than in ferromagnets [1]. This is an advantage for spintronics as it allows for ultrafast information processing, but in the context of this paper it means that observation of the enhancement produced by the superconducting order is hard to experimentally verify. A resonance frequency of 1 THz means that the spin current is most easily observed at $\Omega / \Delta_{0} \approx 4$, assuming that $\Delta_{0}=1 \mathrm{meV}$, but from Fig. 2 we see that the current is enhanced only for $\Omega / \Delta_{0}<0.2$.

In order to observe the strong suppression of spin current at low temperatures, it is necessary to probe frequencies below $2 \Delta_{0}$. This is also below 1 THz , but not out of reach. The res-


FIG. 5. The superconductor spin current $I_{s}^{\text {SC }}$ and normal metal spin current $I_{s}^{\mathrm{NM}}$ normalized by the maximal value of $I_{s}^{\mathrm{NM}}$ as a function of the precession frequency $\Omega$ for two different values of constant external magnetic field $h_{z}$. Here, $\gamma$ is the gyromagnetic ratio, $T / T_{c}=0.9, \eta^{\alpha / \beta} / \Delta_{0}=0.01, c=0.5, U_{k}=0.01, T_{c}$ is the critical temperature, and $\Delta_{0}$ is the superconducting gap at zero temperature.
onance frequency of $\mathrm{MnF}_{2}$, which was used in the detection of spin pumping by Vaidya et al., was reported to be around 250 GHz [20]. This corresponds to $\Omega \approx 1 \mathrm{meV} \approx \Delta_{0}$, which makes the low-temperature suppression shown in Figs. 2 and 3 detectable.

One way to potentially detect the spin-current enhancement at low frequencies is to apply a constant magnetic field along the $z$ axis. This was also done by Vaidya et al., who reduced the frequency of $\mathrm{MnF}_{2}$ to 120 GHz by applying a magnetic field of 4.7 T. From Eqs. (7), (30), (31) we see that the resonance frequencies are

$$
\begin{equation*}
\omega_{\mathrm{res}}=\omega_{0} \sqrt{U_{k}\left(2+U_{k}\right)} \pm \gamma h_{z}, \tag{33}
\end{equation*}
$$

where $\omega_{0}=J z S$. Thus, by applying a magnetic field of $\omega_{0} \sqrt{U_{k}\left(2+U_{k}\right)} / \gamma$, the resonance frequency can be pushed well below $\Delta_{0}$, making the enhancement in spin current due to superconductivity detectable. This is illustrated in Fig. 5. At $\gamma h_{z}=0$ the peak is at $\Omega=4 \Delta_{0}$, where the peak in $I_{s}^{\mathrm{SC}}$ is only slightly smaller than the peak in $I_{s}^{\mathrm{NM}}$, in accordance with Fig. 3. However, when $\gamma h_{z}=-3.9 \Delta_{0}$, the peak is shifted to $\Omega=0.1 \Delta_{0}$ and the peak in the superconducting case is taller. How large the applied magnetic field is required to be depends on the gyromagnetic ratio $\gamma$ as well as $\omega_{0}$ and $U_{k}$, but it will in general be several tesla. Experimental ingenuity is therefore required in order to make sure that the superconductivity is not completely suppressed by the magnetic field. This could, for instance, be done by shielding the superconductors or using superconductors that can withstand large magnetic field from a certain direction, such as Ising superconductors.

## VII. CONCLUSION

We have derived an expression for the spin current in SC/AFI bilayers undergoing spin pumping, valid for both compensated and uncompensated interfaces and taking into consideration both the regular scattering channel and the Umklapp scattering channel. We found that for temperature
$T$ well below the critical temperature $T_{c}$, the spin current is strongly suppressed as long as the precession frequency of the applied magnetic field is less than $2 \Delta(T)$. This is because the energy gap in the superconductor inhibits spin-flip scatterings below the gap and there are few quasiparticles present that can be scattered to higher energies. However, at temperatures close to $T_{c}$ there are quasiparticles present and because of their large density of states close to the gap, the spin current can be more than twice as large as for NM/AFI bilayers when the precession frequency is significantly less than the gap. The spin-current contribution from the Umklapp channel is typically much smaller than the contribution from the regular scattering channel, but it can be significant if the Fermi surface is large, the easy axis anisotropy is small, and the interface is compensated.

The relevant precession frequencies where the spin current in SC/AFI is enhanced compared to NM/AFI is much lower than the typical resonance frequencies of antiferromag-
nets, which makes the detection of this effect experimentally challenging. A possible solution lies in the shifting of the resonance frequency by a static magnetic field.
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## APPENDIX A: AFI GREEN'S FUNCTIONS

In this section we calculate the correction to the magnon Green's functions due to the precessing external magnetic field. The Hamiltonian for the antiferromagnetic insulator is given by Eq. (3), and we treat

$$
\begin{equation*}
V:=\sqrt{2 N_{A} S}\left(u_{\mathbf{0}}+v_{\mathbf{0}}\right) \gamma\left[h^{-}\left(\alpha_{\mathbf{0}}+\beta_{\mathbf{0}}^{\dagger}\right)+h^{+}\left(\alpha_{\mathbf{0}}^{\dagger}+\beta_{\mathbf{0}}\right)\right] \tag{A1}
\end{equation*}
$$

as a perturbation. In order to calculate $G_{v}^{R}$ and $G_{v}^{<}$, where $v \in\left\{\alpha, \beta^{\dagger}\right\}$, we will first calculate the contour-ordered Green's function. This, in turn, is done by adding an infinitesimal imaginary part to the otherwise real time coordinates and integrating over the complex Keldysh contour.

To second order in $V$, the contour-ordered Green's function is

$$
\begin{align*}
G_{v}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right) & =-i\left\langle\mathcal{T}_{c} v_{\boldsymbol{k}}\left(\tau_{1}\right) \nu_{\boldsymbol{k}}^{\dagger}\left(\tau_{2}\right) e^{-i \int_{\mathcal{C}} d \tau V(\tau)}\right\rangle_{0} \\
& =-i\left\langle\mathcal{T}_{c} \nu_{\boldsymbol{k}}\left(\tau_{1}\right) \nu_{\boldsymbol{k}}^{\dagger}\left(\tau_{2}\right)\right\rangle_{0}-\left\langle\mathcal{T}_{c} \int_{\mathcal{C}} d \tau v_{\boldsymbol{k}}\left(\tau_{1}\right) v_{\boldsymbol{k}}^{\dagger}\left(\tau_{2}\right) V(\tau)\right\rangle_{0}+i\left\langle\mathcal{T}_{c} \int_{\mathcal{C}} d \tau^{\prime} d \tau v_{\boldsymbol{k}}\left(\tau_{1}\right) v_{\boldsymbol{k}}^{\dagger}\left(\tau_{2}\right) V(\tau) V\left(\tau^{\prime}\right)\right\rangle_{0}+\mathcal{O}\left(V^{3}\right), \tag{A2}
\end{align*}
$$

where $\mathcal{T}_{c}$ means ordering along the Keldysh contour $\mathcal{C}$ and the subscript 0 means that the expectation values are evaluated in the absence of $V$. The first-order term is odd in magnon operators and is therefore zero. Inserting Eq. (A1), the correction to the equilibrium Green's function is

$$
\begin{equation*}
\Delta G_{v}\left(t_{1}, t_{2}, \boldsymbol{k}\right):=G_{v}\left(t_{1}, t_{2}, \boldsymbol{k}\right)-G_{v}^{0}\left(t_{1}, t_{2}, \boldsymbol{k}\right)=i \lambda^{2}\left\langle\mathcal{T}_{c} \int_{\mathcal{C}} d \tau^{\prime} d \tau v_{\boldsymbol{k}}\left(t_{1}\right) \nu_{\mathbf{0}}^{\dagger}(\tau) h^{+}(\tau) h^{-}\left(\tau^{\prime}\right) \nu_{\mathbf{0}}\left(\tau^{\prime}\right) \nu_{\boldsymbol{k}}^{\dagger}\left(t_{2}\right)\right\rangle_{0} \tag{A3}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\sqrt{2 N_{A} S}\left(u_{\mathbf{0}}+v_{\mathbf{0}}\right) \gamma \tag{A4}
\end{equation*}
$$

We can use Wick's theorem to evaluate the rewrite as

$$
\begin{align*}
\left\langle\mathcal{T}_{c} \int_{\mathcal{C}} d \tau^{\prime} d \tau \nu_{\boldsymbol{k}}\left(t_{1}\right) \nu_{\mathbf{0}}^{\dagger}(\tau) h^{+}(\tau) h^{-}\left(\tau^{\prime}\right) \nu_{\mathbf{0}}\left(\tau^{\prime}\right) v_{\boldsymbol{k}}^{\dagger}\left(t_{2}\right)\right\rangle_{0}= & \int_{C} d \tau^{\prime} d \tau h^{+}(\tau) h^{-}\left(\tau^{\prime}\right)\left[\left\langle\mathcal{T}_{c} \nu_{\boldsymbol{k}}\left(t_{1}\right) \nu_{\mathbf{0}}^{\dagger}(\tau)\right\rangle_{0}\left\langle\mathcal{T}_{c} \nu_{\mathbf{0}}\left(\tau^{\prime}\right) v_{\boldsymbol{k}}^{\dagger}\left(t_{2}\right)\right\rangle_{0}\right. \\
& \left.+\left\langle\mathcal{T}_{c} \nu_{\boldsymbol{k}}\left(t_{1}\right) \nu_{\boldsymbol{k}}^{\dagger}\left(t_{2}\right)\right\rangle_{0}\left\langle\mathcal{T}_{c} \nu_{\mathbf{0}}\left(\tau^{\prime}\right) \nu_{\mathbf{0}}^{\dagger}(\tau)\right\rangle_{0}\right] \tag{A5}
\end{align*}
$$

The second term is zero, which we show in the following. First, define

$$
\begin{equation*}
\Sigma\left(\tau_{1}, \tau_{2}\right)=h^{+}\left(t_{1}\right) h^{-}\left(t_{2}\right)=\left\langle\mathcal{T}_{c} h^{+}\left(\tau_{1}\right) h^{-}\left(\tau_{2}\right)\right\rangle \tag{A6}
\end{equation*}
$$

Then,

$$
\begin{align*}
\int_{\mathcal{C}} d \tau^{\prime} d \tau h^{+}(\tau) h^{-}\left(\tau^{\prime}\right)\left\langle\mathcal{T}_{c} \nu_{\boldsymbol{k}}\left(\tau_{1}\right) \nu_{\boldsymbol{k}}^{\dagger}\left(\tau_{2}\right)\right\rangle_{0}\left\langle\mathcal{T}_{c} \nu_{\mathbf{0}}\left(\tau^{\prime}\right) \nu_{\mathbf{0}}^{\dagger}(\tau)\right\rangle_{0} & =-G_{v}^{0}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right) \int_{\mathcal{C}} d \tau\left[\Sigma \bullet G_{v}^{0}\right]_{k=\mathbf{0}}(\tau, \tau) \\
& =-G_{v}^{0}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right)\left(\int_{-\infty}^{\infty} d t+\int_{\infty}^{-\infty} d t\right)\left[\Sigma \bullet G_{v}^{0}\right]_{\boldsymbol{k}=\mathbf{0}}(t, t)=0, \tag{A7}
\end{align*}
$$

where it was used that $\mathcal{C}$ goes from $-\infty-i \delta$ to $\infty-i \delta$ and then from $\infty+i \delta$ to $-\infty+i \delta$ with $\delta \in \mathbb{R}$ being an infinitesimal. The bullet product is

$$
\begin{equation*}
(A \bullet B)\left(\tau_{1}, \tau_{2}\right)=\int_{\mathrm{C}} d \tau A\left(\tau_{1}, \tau\right) B\left(\tau, \tau_{2}\right) \tag{A8}
\end{equation*}
$$

Hence, we are left with

$$
\begin{equation*}
\Delta G_{v}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right)=-i \delta_{\boldsymbol{k}, \mathbf{0}} \lambda^{2}\left(G_{v}^{0} \bullet \Sigma \bullet G_{v}^{0}\right)\left(\tau_{1}, \tau_{2}\right) \tag{A9}
\end{equation*}
$$

To get the real-time Green's functions we can use the Langreth rules. If

$$
\begin{align*}
& C\left(\tau_{1}, \tau_{2}\right)=(A \bullet B)\left(\tau_{1}, \tau_{2}\right)  \tag{A10a}\\
& D\left(\tau_{1}, \tau_{2}\right)=(A \bullet B \bullet C)\left(\tau_{1}, \tau_{2}\right) \tag{A10b}
\end{align*}
$$

where $A$ and $B$ are contour-ordered functions, then the corresponding advanced, retarded, and lesser Green's functions satisfy [30]

$$
\begin{align*}
C^{<} & =A^{R} \circ B^{<}+A^{<} \circ B^{A}  \tag{A11a}\\
C^{R / A} & =A^{R / A} \circ B^{R / A}  \tag{A11~b}\\
D^{<} & =A^{R} \circ B^{R} \circ C^{<}+A^{R} \circ B^{<} \circ C^{A}+A^{<} \circ B^{A} \circ C^{A}  \tag{A11c}\\
D^{R / A} & =A^{R / A} \circ B^{R / A} \circ C^{R / A} \tag{A11~d}
\end{align*}
$$

where the circle product is

$$
\begin{equation*}
(A \circ B)\left(t_{1}, t_{2}\right)=\int_{-\infty}^{\infty} d t A\left(t_{1}, t\right) B\left(t, t_{2}\right) \tag{A12}
\end{equation*}
$$

Using Eq. (A11c) as well as $\Sigma^{<}=\Sigma$ and $\Sigma^{R}=\Sigma^{A}=0$ we see that $\Delta G_{v}^{R / A}=0$ and

$$
\begin{equation*}
\Delta G_{v}^{<}\left(t_{1}, t_{2}, \boldsymbol{k}\right)=-i \delta_{\boldsymbol{k}, \mathbf{0}} \lambda^{2}\left(G_{v}^{R} \circ \Sigma \circ G_{v}^{A}\right)\left(t_{1}, t_{2}\right) \tag{A13}
\end{equation*}
$$

Next, if we let $h_{x}(t)=h_{0} \cos (\Omega t)$ and $h_{y}(t)=-h_{0} \sin (\Omega t)$ we get $h^{ \pm}(t)=h_{0} \exp (\mp i \Omega t)$, so

$$
\begin{equation*}
\Sigma\left(t_{1}, t_{2}\right)=h_{0}^{2} e^{-i \Omega\left(t_{1}-t_{2}\right)} \tag{A14}
\end{equation*}
$$

The circle products in Eq. (A13) reduce to normal convolutions because $G_{v}^{0}$ and $\Sigma$ only depend on the relative time. Thus, they further reduce to ordinary products in energy space. The Fourier transform of $\Sigma$ is

$$
\begin{equation*}
\Sigma(\varepsilon)=\int_{-\infty}^{\infty} d\left(t_{1}-t_{2}\right) \Sigma\left(t_{1}, t_{2}\right) e^{i \varepsilon\left(t_{1}-t_{2}\right)}=2 \pi h_{0}^{2} \delta(\varepsilon-\Omega) \tag{A15}
\end{equation*}
$$

We also have [30]

$$
\begin{equation*}
G_{v}^{A}(\varepsilon, \boldsymbol{k})=\left[G_{v}^{R}(\varepsilon, \boldsymbol{k})\right]^{*} \tag{A16}
\end{equation*}
$$

so, to second order in $h$,

$$
\begin{equation*}
\Delta G_{v}^{<}(\varepsilon, \boldsymbol{k})=-2 i \pi h_{0}^{2} \lambda^{2}\left|G_{v}^{R}(\varepsilon, \boldsymbol{k})\right|^{2} \delta_{\boldsymbol{k}, \mathbf{0}} \delta(\varepsilon-\Omega) \tag{A17}
\end{equation*}
$$

Inserting this into the definition of the distribution function and using Eq. (16) finally gives us Eq. (17).

## APPENDIX B: BCS DYNAMIC SPIN SUSCEPTIBILITY

To calculate $\operatorname{Im} G_{s^{+}}^{R}(\varepsilon, \boldsymbol{k})$ we will use the imaginary time Green's function [31],

$$
\begin{equation*}
\bar{G}_{s^{+}}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right)=-\left\langle\mathcal{T}_{\tau} s_{-\boldsymbol{k}}^{+}\left(\tau_{1}\right) s_{\boldsymbol{k}}^{-}\left(\tau_{2}\right)\right\rangle \tag{B1}
\end{equation*}
$$

where $\mathcal{T}_{\tau}$ means time ordering in $\tau$, together with the connection through analytical continuation,

$$
\begin{equation*}
G_{s^{+}}^{R}(\varepsilon, \boldsymbol{k})=\bar{G}_{s^{+}}\left(\varepsilon+i \eta^{\mathrm{SC}}, \boldsymbol{k}\right) \tag{B2}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{G}_{s^{+}}\left(i \omega_{n}, \boldsymbol{k}\right)=\int_{0}^{\beta} d\left(\tau_{1}-\tau_{2}\right) \bar{G}_{s^{+}}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right) e^{i \omega_{n}\left(\tau_{1}-\tau_{2}\right)} \tag{B3}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{n}=\frac{2 n \pi}{\beta} \tag{B4}
\end{equation*}
$$

are bosonic Matsubara frequencies. The inverse temperature is $\beta=1 / T$.
We will also make use of the Nambu spinors,

$$
\begin{equation*}
\phi_{k}^{\dagger}=\left(c_{k, \uparrow}^{\dagger} c_{-k, \downarrow}\right) \tag{B5}
\end{equation*}
$$

With these spinors we can write

$$
\begin{equation*}
s_{\boldsymbol{k}}^{-}=\sum_{q} \phi_{-q, 2} \phi_{q+k, 1}, \quad s_{-k}^{+}=\sum_{\boldsymbol{q}} \phi_{q+k, 1}^{\dagger} \phi_{-q, 2}^{\dagger} \tag{B6}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\bar{G}_{s^{+}}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right) & =-\sum_{\boldsymbol{q} \boldsymbol{q}^{\prime}}\left\langle\mathcal{T}_{\tau} \phi_{\boldsymbol{q}+\boldsymbol{k}, 1}^{\dagger}\left(\tau_{1}\right) \phi_{-\boldsymbol{q}, 2}^{\dagger}\left(\tau_{1}\right) \phi_{-\boldsymbol{q}^{\prime}, 2}\left(\tau_{2}\right) \phi_{\boldsymbol{q}^{\prime}+\boldsymbol{k}, 1}\left(\tau_{2}\right)\right\rangle \\
& =\sum_{\boldsymbol{q} \boldsymbol{q}^{\prime}}\left(\left\langle\mathcal{T}_{\tau} \phi_{\boldsymbol{q}+\boldsymbol{k}, 1}^{\dagger}\left(\tau_{1}\right) \phi_{-\boldsymbol{q}^{\prime}, 2}\left(\tau_{2}\right)\right\rangle\left\langle\mathcal{T}_{\tau} \boldsymbol{\phi}_{-\boldsymbol{q}, 2}^{\dagger}\left(\tau_{1}\right) \phi_{\boldsymbol{q}^{\prime}+\boldsymbol{k}, 1}\left(\tau_{2}\right)\right\rangle-\left\langle\mathcal{T}_{\tau} \boldsymbol{\phi}_{\boldsymbol{q}+\boldsymbol{k}, 1}^{\dagger}\left(\tau_{1}\right) \phi_{\boldsymbol{q}^{\prime}+\boldsymbol{k}, 1}\left(\tau_{2}\right)\right\rangle\left\langle\mathcal{T}_{\tau} \boldsymbol{\phi}_{-\boldsymbol{q}, 2}^{\dagger}\left(\tau_{1}\right) \phi_{-\boldsymbol{q}^{\prime}, 2}\left(\tau_{2}\right)\right\rangle\right) \\
& =\sum_{\boldsymbol{q}}\left[\mathcal{G}_{1,2}\left(\tau_{2}, \tau_{1}, \boldsymbol{q}+\boldsymbol{k}\right) \mathcal{G}_{2,1}\left(\tau_{2}, \tau_{1},-\boldsymbol{q}\right)-\mathcal{G}_{1,1}\left(\tau_{2}, \tau_{1}, \boldsymbol{q}+\boldsymbol{k}\right) \mathcal{G}_{2,2}\left(\tau_{2}, \tau_{1},-\boldsymbol{q}\right)\right], \tag{B7}
\end{align*}
$$

where

$$
\mathcal{G}\left(\tau_{1}, \tau_{2}, \boldsymbol{k}\right)=-\left\langle\mathcal{T}_{\tau} \phi_{\boldsymbol{k}}\left(\tau_{1}\right) \phi_{\boldsymbol{k}}^{\dagger}\left(\tau_{2}\right)\right\rangle=\frac{1}{\beta} \sum_{n} \frac{1}{\left(i v_{n}\right)^{2}-\xi_{\boldsymbol{k}}^{2}-|\Delta|^{2}}\left(\begin{array}{cc}
i v_{n}+\xi_{k} & -\Delta  \tag{B8}\\
-\Delta^{*} & i v_{n}-\xi_{\boldsymbol{k}}
\end{array}\right) e^{-i v_{n}\left(\tau_{1}-\tau_{2}\right)}
$$

is the BCS single-particle Green's function. Here, $\nu_{n}=(2 n+1) \pi / \beta$ are fermionic Matsubara frequencies. Inserting this into Eq. (B3), we get

$$
\begin{align*}
\bar{G}_{s^{+}}\left(i \omega_{n}, \boldsymbol{k}\right) & =T \sum_{\boldsymbol{q}, m}\left[\mathcal{G}_{1,2}\left(-i v_{m}-i \omega_{n}, \boldsymbol{q}+\boldsymbol{k}\right) \mathcal{G}_{2,1}\left(i v_{m},-\boldsymbol{q}\right)-\mathcal{G}_{1,1}\left(-i v_{m}-i \omega_{n}, \boldsymbol{q}+\boldsymbol{k}\right) \mathcal{G}_{2,2}\left(i v_{m},-\boldsymbol{q}\right)\right] \\
& =T \sum_{\boldsymbol{q}, m}\left[\mathcal{G}_{1,2}\left(i v_{m}+i \omega_{n}, \boldsymbol{q}+\boldsymbol{k}\right) \mathcal{G}_{2,1}\left(i v_{m},-\boldsymbol{q}\right)+\mathcal{G}_{2,2}\left(i v_{m}+i \omega_{n}, \boldsymbol{q}+\boldsymbol{k}\right) \mathcal{G}_{2,2}\left(i v_{m},-\boldsymbol{q}\right)\right] \\
& =\frac{1}{2 \beta} \sum_{\boldsymbol{q}, m} \operatorname{Tr}\left[\mathcal{G}\left(i v_{m}+i \omega_{n}, \boldsymbol{q}+\boldsymbol{k}\right) \mathcal{G}\left(i v_{m}, \boldsymbol{q}\right)\right] . \tag{B9}
\end{align*}
$$

In the last equality we have used $\mathcal{G}\left(i v_{m},-\boldsymbol{q}\right)=\mathcal{G}\left(i v_{m}, \boldsymbol{q}\right), \mathcal{G}_{1,2}\left(i v_{n}, \boldsymbol{k}\right) \mathcal{G}_{2,1}\left(i v_{m}, \boldsymbol{q}\right)=\mathcal{G}_{2,1}\left(i v_{n}, \boldsymbol{k}\right) \mathcal{G}_{1,2}\left(i v_{m}, \boldsymbol{q}\right)$ and

$$
\begin{align*}
\sum_{\boldsymbol{q}, m} \mathcal{G}_{1,1}\left(i v_{m}+i \omega_{n}, \boldsymbol{q}+\boldsymbol{k}\right) \mathcal{G}_{1,1}\left(i v_{m}, \boldsymbol{q}\right) & =\sum_{\boldsymbol{q}^{\prime}, k} \mathcal{G}_{1,1}\left(-i v_{k}, \boldsymbol{q}^{\prime}\right) \mathcal{G}_{1,1}\left(-i v_{k}-i \omega_{n}, \boldsymbol{q}^{\prime}+\boldsymbol{k}\right) \\
& =\sum_{\boldsymbol{q}^{\prime}, k} \mathcal{G}_{2,2}\left(i v_{k}, \boldsymbol{q}^{\prime}\right) \mathcal{G}_{2,2}\left(i v_{k}+i \omega_{n}, \boldsymbol{q}^{\prime}+\boldsymbol{k}\right) \tag{B10}
\end{align*}
$$

In the first equality, we introduced $\boldsymbol{q}^{\prime}=-\boldsymbol{q}-\boldsymbol{k}$ and $i v_{k}=-i v_{m}-i \omega_{n}$, and in the last equality we used $\mathcal{G}_{2,2}\left(i v_{k}, \boldsymbol{q}^{\prime}\right)=$ $-\mathcal{G}_{1,1}\left(-i v_{k}, \boldsymbol{q}^{\prime}\right)$.

Next, we can use the spectral form,

$$
\begin{equation*}
\mathcal{G}\left(i v_{m}, \boldsymbol{q}\right)=\int_{-\infty}^{\infty} \frac{d \omega}{(-\pi)} \frac{\operatorname{Im} \mathcal{G}\left(\omega+i \eta^{\mathrm{SC}}, \boldsymbol{q}\right)}{i v_{m}-\omega} \tag{B11}
\end{equation*}
$$

and the Matsubara sum identity,

$$
\begin{equation*}
\frac{1}{\beta} \sum_{m} \frac{1}{i v_{m}+i \omega_{n}-\tilde{\omega}} \times \frac{1}{i v_{m}-\omega}=\frac{n_{F}(\omega, T)-n_{F}(\tilde{\omega}, T)}{i \omega_{n}-(\tilde{\omega}-\omega)} \tag{B12}
\end{equation*}
$$

where we have used that $v_{m}$ are fermionic Matsubara frequencies, giving rise to the Fermi-Dirac distribution function $n_{F}$. We have also used that $n_{F}\left(\omega-i \omega_{n}\right)=n_{F}(\omega)$ since $\omega_{n}$ is a bosonic Matsubara frequency. Additionally, Eq. (B8) gives, assuming $\Delta$ real,

$$
\operatorname{Im} \mathcal{G}\left(\omega+i \eta^{\mathrm{SC}}, \boldsymbol{k}\right)=-\frac{\pi}{2 \sqrt{\xi_{\boldsymbol{k}}^{2}+|\Delta|^{2}}}\left(\begin{array}{cc}
\omega+\xi_{\boldsymbol{k}} & -\Delta  \tag{B13}\\
-\Delta & \omega-\xi_{\boldsymbol{k}}
\end{array}\right)\left[\delta\left(\omega-\sqrt{\xi_{\boldsymbol{k}}^{2}+|\Delta|^{2}}\right)-\delta\left(\omega+\sqrt{\xi_{\boldsymbol{k}}^{2}+|\Delta|^{2}}\right)\right]
$$

in the limit $\eta^{\mathrm{SC}} \rightarrow 0^{+}$. Hence, if we define $E_{k}:=\sqrt{\xi_{k}^{2}+|\Delta|^{2}}$,

$$
\begin{equation*}
\lim _{\eta^{\mathrm{SC}} \rightarrow 0^{+}} \operatorname{Tr}\left[\operatorname{Im} \mathcal{G}\left(\tilde{\omega}+i \eta^{\mathrm{SC}}, \boldsymbol{q}+\boldsymbol{k}\right) \operatorname{Im} \mathcal{G}\left(\omega+i \eta^{\mathrm{SC}}, \boldsymbol{q}\right)\right]=\pi^{2} \frac{\omega \tilde{\omega}+\xi \tilde{\xi}+\Delta^{2}}{2 E \tilde{E}}[\delta(\omega-E)-\delta(\omega+E)][\delta(\tilde{\omega}-\tilde{E})-\delta(\tilde{\omega}+\tilde{E})], \tag{B14}
\end{equation*}
$$

where $\xi=\xi_{q}, \tilde{\xi}=\xi_{q+k}, E=E_{q}$, and $\tilde{E}=E_{q+k}$. Inserting this into Eq. (B9) gives

$$
\begin{equation*}
\bar{G}_{s^{+}}\left(i \omega_{n}, \boldsymbol{k}\right)=-\frac{1}{4} \sum_{q} \sum_{\omega= \pm E} \sum_{\tilde{\omega}= \pm \tilde{E}} \frac{\omega \tilde{\omega}+\xi \tilde{\xi}+\Delta^{2}}{\omega \tilde{\omega}} \frac{n_{F}\left(\tilde{\omega}, T_{\mathrm{SC}}\right)-n_{F}\left(\omega, T_{\mathrm{SC}}\right)}{i \omega_{n}-(\tilde{\omega}-\omega)} \tag{B15}
\end{equation*}
$$

From Eq. (B2) we then finally have Eq. (18).
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#### Abstract

We study theoretically the effect of a rotating electric field on a diffusive nanowire and find an effect that is analogous to spin pumping, which refers to the generation of spin through a rotating magnetic field. The electron spin couples to the electric field because the particle motion induces an effective magnetic field in its rest frame. In a diffusive system the velocity of the particle, and therefore also its effective magnetic field, rapidly and randomly changes direction. Nevertheless, we demonstrate analytically and via a physical argument why the combination of the two effects described above produces a finite magnetization along the axis of rotation. This manifests as a measurable spin-voltage in the range of tens of microvolts.
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Introduction. As further miniaturization of transistors becomes ever more difficult [1], there is a pressing need for new technologies to aid or replace silicon-based information technology. Spintronics is a candidate which has as its underlying idea to use the electron spin as an information carrier [2,3]. This idea is promising because the spin degrees of freedom in solid-state systems can potentially be manipulated in a highly energy-efficient manner. This is important since the growing need for more computing power has significantly increased the energy consumption of information and communication technologies [4,5]. As a result, the study of spin transport and spin manipulation in low-dimensional and nanoscale devices is a growing field of research.

One important aspect of spin manipulation is the generation of spin, which can be done by so-called spin pumping $[6,7]$. This refers to the generation of spin through a precessing magnetic field. After its discovery in ferromagnets [6], spin pumping was studied for a wide range of systems, such as antiferromagnets [8-10], spin-glass systems [11], and superconducting hybrid structures [12-14]. Since the electron spin gives rise to a magnetic dipole moment, it is conceptually simplest to manipulate through magnetic fields. However, spin also couples to electric fields since, from the perspective of a moving electron, an electric field gives rise to an effective magnetic field. This interaction between spin and electric fields is known as spin-orbit coupling (SOC) and is the reason why electric fields play a central role in spintronics research [15,16]. In this Letter we investigate whether an effect analogous to spin pumping can be obtained from a time-dependent electric field through SOC.

Materials with SOC are most famously able to produce spin polarization through the spin Hall effect [17]. This refers to how spin accumulates when a charge current is passed through because the trajectories of electrons with opposite spins are bent in opposite directions. This can produce a measurable spin polarization [18-20], but unlike spin pumping it requires an applied electric current. The spin Hall effect is also widely used to detect the spin-currents produced by spin pumping [10,17,21].

The prospect of spin manipulation from external electric fields is especially interesting in the context of spin-based quantum bits. This is because magnetic fields are difficult to localize [22-24] compared to their electric counterparts [25,26], something which makes individual control of spin-based quantum bits more feasible with electric fields. Time-dependent SOC has, therefore, mostly been considered in quantum dots and quantum wells. In such structures, oscillating electric fields were studied experimentally [25,27] and theoretically [28-31] with a fixed direction in space. However, a harmonically oscillating electric field with fixed direction does not by itself break time reversal symmetry, which is necessary to produce magnetization. These systems, therefore, require an additional static magnetic field, but an entirely electric control of the spin motion can be obtained by a rotating electric field. This was pointed out by Serebrennikov [32] who considered an electron in a spherical potential under the influence of a rotating electric field. More recently, Entin-Wohlman et al. [33] showed that when a quantum dot subjected to a rotating electric field is placed in a junction with normal metals, the resulting time-dependent tunneling can induce a nonzero magnetization in the leads.

The prospect of spin-generation from purely electric fields from local gate electrodes is attractive also from a spintronics perspective since such devices could be placed in close proximity to other nanoscale devices without them being affected by undesirable stray fields. For this reason, and motivated by the success of the electrical control of spin dynamics in quantum dots, we present here a study of how magnetization can be induced in diffusive nanowires by purely electrical means. We consider an insulated wire subjected to a rotating electric field, as depicted in Fig. 1.

In diffusive systems the physical picture is complicated by the fact that the particles rapidly change momentum direction. This means that the effective magnetic fields also change direction frequently, as viewed from the rest frame of the particles. Nevertheless, we find using quasiclassical Keldysh theory that a finite, time-independent magnetization is induced along the axis of rotation. After presenting our results,


FIG. 1. Illustration of an insulated nanowire of length $L$ subjected to an electric field $\boldsymbol{E}$, which rotates in the $x y$-plane with angular frequency $\omega$. The rotating field can be experimentally implemented using two pairs of gate voltage plates along the $x$ and $y$ axes with AC voltages and a phase-shift between the pairs, as illustrated in the top right part of the figure. The top right figure also illustrates a possible method of measuring the spin accumulation through the voltage difference across a spin-polarized interface. Additionally, the figure illustrates the physical mechanism behind the spin pumping effect induced by the electric field. The effective magnetic field $\boldsymbol{B}_{\text {eff }}$ in the rest frame of the electron is perpendicular to its motion in the laboratory frame and changes with each scattering event. Despite this, the projection of $B_{\text {eff }}$ onto the plane (xy) perpendicular to the nanowire length $(z)$ rotates in the same direction after any scattering event, as indicated by the blue ellipses. This causes the spin pumping effect.
we explain the physical origin of this effect. Hence, pumping spin by rotating electric fields, which we here refer to as spinorbit pumping, or SO pumping, can be used as an alternative to conventional spin pumping. Systems with strong atomic SOC would be advantageous to realize spin-orbit pumping experimentally. The SOC in such a system can, depending on the lattice symmetry, have additional static terms. These terms will not induce spin-orbit pumping by themselves, but they can nevertheless affect the results. We do not include such terms here, but note that it would be interesting for future work to study how the inclusion of other types of SOC can affect spin-orbit pumping.

Equations. Under the assumption that the Fermi energy is the dominant energy scale and the mean free path is short, the system illustrated in Fig. 1 can be described by the quasiclassical Keldysh theory [34-36]. Moreover, if the mean free path is much shorter than the system length and the lengthscale associated with SOC, $1 / m \alpha$, and the elastic scattering rate is much shorter than the angular frequency of the rotating electric field, the system can be classified as diffusive. In this
case the quasiclassical Green's function $\check{g}_{s}$ solves the Usadel equation $[35,37]$

$$
\begin{equation*}
\frac{\partial \check{g}_{s}}{\partial T}+D \tilde{\nabla} \circ\left(\check{g}_{s} \circ \tilde{\nabla} \circ \check{g}_{s}\right)+i\left[\check{\sigma}_{\text {inel }}, \check{g}_{s}\right]_{\circ}=0 \tag{1}
\end{equation*}
$$

Here $T$ is time, $D$ is the diffusion constant, $\check{\sigma}_{\text {inel }}$ is the selfenergy matrix from inelastic relaxation processes [38], and $\tilde{\nabla}$ is the covariant derivative which includes the spin-orbit coupling. Moreover, the circle-product is

$$
\begin{equation*}
a \circ b=\exp \left(\frac{i}{2} \partial_{\varepsilon}^{a} \partial_{T}^{b}-\frac{i}{2} \partial_{T}^{a} \partial_{\varepsilon}^{b}\right) a b \tag{2}
\end{equation*}
$$

where $\varepsilon$ is energy. The time-varying electric field will generally also induce a magnetic field, but we find that this is negligible compared to the effective magnetic field felt by the moving particles due to the electric field.

The circle-product makes the Usadel equation difficult to solve in time-dependent situations, but in this case it can be simplified by a Fourier transform in energy [39]. From this we can find an equation for the magnetization,

$$
\begin{equation*}
\boldsymbol{m}=\frac{g \mu_{B} N_{0}}{16} \int_{-\infty}^{\infty} d \varepsilon \operatorname{Tr}\left(\boldsymbol{\sigma} \check{g}_{s}^{K}\right) \tag{3}
\end{equation*}
$$

where the superscript $K$ denotes the Keldysh part, $\sigma$ is the vector of Pauli matrices, $g$ is the Lande $g$-factor, $N_{0}$ is the density of states at the Fermi energy, and $\mu_{B}$ is the Bohr magneton. We find that $\boldsymbol{m}$ solves

$$
\begin{align*}
\frac{\partial \boldsymbol{m}}{\partial T}-D \frac{\partial^{2} \boldsymbol{m}}{\partial z^{2}}+2 \delta \boldsymbol{m}= & 4 D \boldsymbol{A} \times \frac{\partial \boldsymbol{m}}{\partial z}+4 D \boldsymbol{A} \times(\boldsymbol{A} \times \boldsymbol{m}) \\
& -g \mu_{B} N_{0} D \boldsymbol{A} \times \frac{\partial \boldsymbol{A}}{\partial T} \tag{4}
\end{align*}
$$

as shown in the Supplementary Material [40,41]. Here, $\boldsymbol{A}$ comes from the spin-orbit coupling and is given by

$$
\begin{equation*}
\boldsymbol{A}=m \alpha \boldsymbol{e}_{E} \times \boldsymbol{e}_{z} \tag{5}
\end{equation*}
$$

where $\alpha$ is the Rashba coupling, $m$ is the effective mass, $\boldsymbol{e}_{z}$ is the unit vector in the $z$-direction, and $\boldsymbol{e}_{E}$ is the unit vector pointing in the direction of the electric field, which is assumed to be uniform in space. Finally, $\delta$ is an effective parameter describing the spin relaxation rate from sources other than spin-orbit coupling, such as inelastic phonon scattering. The spin relaxation rate described by $\delta$ is assumed independent of spin direction. Moreover, Eq. (5) already contains a relaxation term that depends on the spin direction due to $\boldsymbol{A}$, which we comment on below.

The left-hand side of Eq. (4) describes diffusion and the spin relaxation in the absence of SOC, while the right-hand side is the effect of the SOC. The first term on the right side describes spin precession of the diffusion current and the second term is spin relaxation due to the Dyakonov-Perel mechanism [42]. This relaxation comes from the randomization of spin precession angles caused by elastic scattering at nonmagnetic impurities. The third and final term is the source term coming from the time dependence of $\boldsymbol{A}$. It is this term which makes SOC capable of producing spin in diffusive systems. We can from this term immediately see that a time-varying electric field with fixed direction will not generate spin since $\boldsymbol{A} \times \partial \boldsymbol{A} / \partial T=0$ in that case.


FIG. 2. Spatial distribution of the components of the magnetization $\boldsymbol{m}_{r}$ for various system parameters. $m_{r x}$ and $m_{r y}$ are the $x$ - and $y$ components of the magnetization as seen from the rotating frame of reference, while $m_{z}$ is the $z$-component of the magnetization and therefore the same in the rotating frame and the laboratory frame. The normalization constant is $c=\frac{1}{2} g \mu_{B} N_{0}$. Panel (a) has Rashba coupling $\alpha=$ $3 \times 10^{-12} \mathrm{eVm}$, length $L=1 \mu \mathrm{~m}$, frequency $f=32 \mathrm{GHz}$, and inelastic relaxation rate $\delta=0.1 \mathrm{meV}$. The remaining panels have the same parameters as (a), except for the quantity labeled at the corresponding arrow. Thus, the four side panels illustrate the effect of varying $\omega, L, \delta$, and $\alpha$, respectively. (b) has $f=3.2 \mathrm{GHz}$, (c) has $\delta=0.01 \mathrm{meV}$, (d) has $L=2 \mu \mathrm{~m}$, and (e) has $\alpha=9 \times 10^{-12} \mathrm{eVm}$.

Equation (4) must be accompanied by boundary conditions. For simplicity we choose insulating boundaries, which means that the particle flux across the interfaces at $z=0$ and $z=L$ must be zero. In the diffusive limit of the quasiclassical Green's function formalism, the relevant boundary condition is known as the Kupriyanov-Lukichev boundary condition [43]. From this we find that

$$
\begin{equation*}
\frac{\partial \boldsymbol{m}}{\partial z}+2 \boldsymbol{A} \times \boldsymbol{m}-\frac{1}{2} g \mu_{B} N_{0} \frac{\partial \boldsymbol{A}}{\partial T}=0 \tag{6}
\end{equation*}
$$

at $z=0$ and $z=L$, as shown in the Supplementary Material [40,44,45].

Equation (4) can be solved for times long after the rotating electric field has been turned on by looking for a stationary solution in the rotating reference frame. This is because all solutions converge to this unique stationary solution, as we prove in the Supplementary Material [40]. In the rotating reference frame, the electric field is time-independent and the magnetization along the $z$-direction is the same as in the laboratory frame. Converting the equations into the rotating frame can be done by inserting the rotation matrix $R(\omega T)$, which satisfies

$$
\boldsymbol{A}=\left(\begin{array}{ccc}
\cos (\omega T) & \sin (\omega T) & 0  \tag{7}\\
-\sin (\omega T) & \cos (\omega T) & 0 \\
0 & 0 & 1
\end{array}\right) \boldsymbol{A}_{0}=R(\omega T) \boldsymbol{A}_{0}
$$

where $\boldsymbol{A}_{0}$ is constant in time. We choose $\boldsymbol{A}_{0}=\left|\boldsymbol{A}_{0}\right| \boldsymbol{e}_{x}$. To write Eq. (4) in the rotating system, we write $\boldsymbol{m}=R(\omega T) \boldsymbol{m}_{r}$ and use the relations $[R(\theta) \boldsymbol{u}] \times[R(\theta) \boldsymbol{v}]=R(\theta) \boldsymbol{u} \times \boldsymbol{v}$ and

$$
\begin{equation*}
\frac{\partial}{\partial T} R(\omega T) \boldsymbol{u}=R(\omega T) \frac{\partial \boldsymbol{u}}{\partial T}+R(\omega T)\left[\boldsymbol{u} \times \omega \boldsymbol{e}_{z}\right] \tag{8}
\end{equation*}
$$

The equation for the magnetization in the rotating frame is therefore

$$
\begin{align*}
& D \frac{\partial^{2} \boldsymbol{m}_{r}}{\partial z^{2}}-2 \delta \boldsymbol{m}_{r}+\boldsymbol{\Omega} \times \boldsymbol{m}_{r}+4 D \boldsymbol{A}_{0} \times \frac{\partial \boldsymbol{m}_{r}}{\partial z} \\
& \quad+4 D \boldsymbol{A}_{0} \times\left[\boldsymbol{A}_{0} \times\left(\boldsymbol{m}_{r}-\frac{g \mu_{B} N_{0}}{4} \boldsymbol{\Omega}\right)\right]=0 \tag{9}
\end{align*}
$$

where we use that $\boldsymbol{m}_{r}$ is independent of time and $\boldsymbol{\Omega}=\omega \boldsymbol{e}_{z}$. The boundary condition in the rotating frame is

$$
\begin{equation*}
\frac{\partial \boldsymbol{m}_{r}}{\partial z}+2 \boldsymbol{A}_{0} \times\left(\boldsymbol{m}_{r}-\frac{g \mu_{B} N_{0}}{4} \boldsymbol{\Omega}\right)=0 \tag{10}
\end{equation*}
$$

at $z=0$ and $z=L$.
The magnetization is measurable through the so-called spin-voltage

$$
\begin{equation*}
\mu_{z}=\frac{m_{z}}{\frac{1}{2} g \mu_{B} N_{0}|e|} \tag{11}
\end{equation*}
$$

If we connect the nanowire to a detector electrode through an interface with polarization $P$ along the $z$-direction, as illustrated in Fig. 1, then $P \mu_{z}$ is the voltage difference between the nanowire and ferromagnet in the absence of electric current [46-51]. This is shown in the Supplementary Material [40,52-54].

Results. We solve Eqs. (9) and (10) numerically by using the finite element method. Figure 2 shows the resulting spatial distribution of $\boldsymbol{m}_{r}$ for various system parameters and Fig. 3 shows the spatially averaged spin-voltage as a function of the Rashba coupling parameter and frequency, $f=\omega / 2 \pi$. We use $m=0.1 m_{e}$, where $m_{e}$ is the electron mass and $D=$ $10^{2} \mathrm{~cm}^{2} \mathrm{~s}^{-1}$. Note that the $z$-component of the magnetization is equal in the rotating frame and laboratory-frame, so $m_{z}$ in Fig. 2 is static and equal in both frames.

Figure 2 shows that the magnetization has nonzero components in the $x$ - and $y$-directions that are antisymmetric around the middle of the wire. In the rotating frame, magnetization


FIG. 3. Spatially averaged spin-voltage as a function of Rashba coupling parameter $\alpha$ and frequency $f$. The spin relaxation rate is set to $\delta=0.1 \mathrm{meV}$ and the length of the wire is $L=1 \mu \mathrm{~m}$.
along the $y$-direction is induced at the boundaries, as can be seen from Eq. (10). This magnetization is rotated around the $z$-axis from the term $\boldsymbol{\Omega} \times \boldsymbol{m}_{r}$ in Eq. (9), and it is rotated into the $z$-component because of $4 D \boldsymbol{A}_{0} \times \partial \boldsymbol{m}_{r} / \partial z$. The first comes from the effective magnetic field present in the rotating frame and the second is the spin precession of the diffusion current from SOC. We can see the spin rotation effect of $\boldsymbol{\Omega}$ by comparing Figs. 2(a) and 2(b). From this we see that when $f$ is decreased from 32 GHz to $3.2 \mathrm{GHz}, m_{z}$ and $m_{r y}$ are also scaled by a factor of $1 / 10$. This is reasonable since the source term in the magnetization equation is proportional to $f$. The $x$-component $m_{r x}$, on the other hand, is reduced much more in Fig. 2(b), which is expected since the rotation from $m_{r y}$, coming from the term $\boldsymbol{\Omega} \times \boldsymbol{m}_{r}$, is much less.

Comparing Fig. 2(a) to Figs. 2(c) and 2(e) shows the effect of decreasing the inelastic relaxation and increasing the Rashba coupling, respectively. In both cases the ratio between the spin generation from SOC and the inelastic spin relaxation is increased. As a result, the magnetization along the $z$-axis is increased. From Eq. (10) we see $\left|\partial m_{r y} / \partial z\right|$ gets smaller at the boundaries when $m_{z}$ is larger. This is reflected in the smaller $y$-component in Figs. 2(c) and 2(e). Finally, unlike Fig. 2(c), Fig. 2(e) has more rapid oscillations in $m_{z}$ and $m_{r y}$. This is expected since increasing $\alpha$ not only increases the spin generation, but also the spin precession associated with SOC.

From Figs. 2 and 3 we see that the rotating electric field can produce a spin-voltage of tens of microvolt with the parameters used here. This is our main result and shows that spin-orbit pumping is be capable of producing a measurable magnetization. We propose that the SO pumping effect can be understood in terms of normal spin pumping from the effective magnetic field in the reference frames of the moving charge carriers. Consider a particle with velocity $\boldsymbol{v}=\left(v_{x}, v_{y}, v_{z}\right)$ moving in the effective electric field $\boldsymbol{E}=$ $E[\cos (\omega T), \sin (\omega T), 0]$. The effective magnetic field is obtained via a Lorentz transformation

$$
\boldsymbol{B}_{\mathrm{eff}}=\left(\begin{array}{c}
v_{z} \sin (\omega T)  \tag{12}\\
-v_{z} \cos (\omega T) \\
v_{y} \cos (\omega T)-v_{x} \sin (\omega T)
\end{array}\right) E .
$$

This effective field rotates in an elliptical way around an axis. Although the direction of this axis changes with the particle
velocity, its component along the $z$-axis is always of the same sign. This is illustrated in Fig. 1 and can be most easily seen by noting that the projection of $\boldsymbol{B}_{\text {eff }}$ onto the $x y$-plane always rotates counterclockwise when $\omega>0$ and clockwise when $\omega<0$. Since it is known from normal spin pumping that a rotating magnetic field induces a magnetization along the axis of rotation, this explains why a rotating electric field can generate a magnetization in the $z$-direction. Summarized, the physical picture of SO pumping in diffusive systems is as follows. With each elastic scattering, the spin precession axis jumps to a new direction. This randomizes the spin over time and gives rise to a spin relaxation. This is just the normal Dyakonov-Perel mechanism. However, since the electric field rotates, the spin precession axis also rotates between scatterings. Since this rotation is always in the same direction around the $z$-axis it gives rise to a net spin-accumulation polarized in the $z$-direction. The equivalence in the quasiclassical theory between SOC and the effective magnetic field $\boldsymbol{B}_{\text {eff }}$ is shown explicitly in the Supplementary Material [40].

One difference from normal spin pumping is that a rotating electric field both generates and dissipates spin because of the Dyakonov-Perel mechanism. Thus, by increasing the electric field strength, both spin generation and spin relaxation is increased. When Dyakonov-Perel relaxation is the dominant spin relaxation mechanism, we can see from Eqs. (9) and (10) that the spin generation and spin relaxation mechanisms equalize when $\boldsymbol{m}_{r}=g \mu_{B} N_{0} \boldsymbol{\Omega} / 4$. This can be seen from the fact that $\boldsymbol{m}_{r}=g \mu_{B} N_{0} \boldsymbol{\Omega} / 4$ solves Eqs. (9) and (10) when $\delta=0$. Thus, SO pumping in diffusive systems can at most produce as spin-voltage of $\mu_{z}=\omega / 2|e| \approx 2 \times(f / \mathrm{GHz}) \mu \mathrm{V}$. However, in the presence of other spin relaxation mechanisms, the observed spin-voltage will be less, as is the case in Figs. 2 and 3 .

Based on the physical picture of SO pumping as the cumulative effect of normal spin pumping from the rotating effective magnetic field observed between each scattering, it is clear that scattering processes work to reduce the SO pumping effect. It would therefore be of interest to study rotating electric fields in clean, ballistic systems to see if the SO pumping effect can be enhanced in such systems. We leave this for future work.

Conclusion. We found using quasiclassical Keldysh theory that a rotating electric field can induce a magnetization and a measurable spin-voltage of tens of $\mu \mathrm{V}$. This spin-orbit pumping can be understood as a spin pumping from the effective magnetic field in the rest frame of the moving particles. This is because, despite the jumps occurring at each scattering event, the projection of the effective magnetic field onto the plane in which the electric field is applied always rotates in the same direction. Obtaining a spin-voltage above $10 \mu \mathrm{~V}$ with the material parameters used here requiring a Rashba coupling of $10^{-12} \mathrm{eVm}$. Rashba coupling strengths of this magnitude were obtained experimentally at temperatures below 15 K in nanowires with applied electric fields [26,55]. One reason for this requirement is that spin relaxation, both from inelastic relaxation and from SOC through Dyakonov-Perel relaxation, inhibits spin-orbit pumping. Thus, it would be of interest to study rotating electric fields in clean, ballistic nanowires to see whether the spin-orbit pumping effect is stronger in such systems. Nevertheless, the findings presented here shows that
spin-orbit pumping should be capable of producing an experimentally observable magnetization even in diffusive systems.
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# Supplementary: Spin-orbit-pumping 

Eirik Holm Fyhn ${ }^{1}$ and Jacob Linder ${ }^{1}$<br>${ }^{1}$ Center for Quantum Spintronics, Department of Physics, Norwegian University of Science and Technology, NO-7491 Trondheim, Norway<br>(Dated: January 13, 2022)

## I. DERIVATION OF MAGNETIZATION EQUATION

When a charged particle with mass $m$ moves with momentum $\boldsymbol{p}$ in an electric field $\boldsymbol{E}=E \boldsymbol{e}_{E}$, it will feel an effective magnetic field, $\boldsymbol{B}_{\text {eff }}=\boldsymbol{E} \times \boldsymbol{p} / m$ (in natural units), and therefore also an effective Zeeman energy

$$
\begin{equation*}
\mathcal{H}_{\mathrm{SOC}}=\alpha(\boldsymbol{\sigma} \times \boldsymbol{p}) \cdot \boldsymbol{e}_{E}, \tag{1}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is the vector of Pauli-matrices, such that $\boldsymbol{\sigma} / 2$ is the spin operator, and $\alpha=g \mu_{B} E / 2 m$ is a parameter giving the strength of the spin-orbit coupling (SOC). Here, $g$ is the Landé $g$-factor and $\mu_{B}$ is the Bohr magneton. In realistic system the SOC can be more complicated and depend on the crystal structure and atomic potential. Nevertheless, the spin-orbit effect can often be approximated by an Hamiltonian on the form of Eq. (1) where $\boldsymbol{e}_{E}$ is the unit vector in the direction of the external electric field and $\alpha$ is an effective parameter called the Rashba coupling [1]. Here we use this Rashba form for the spin-orbit coupling and keep $\alpha$ as a free parameter.

The system under consideration can be treated quasiclassically if the material has a well-defined Fermi surface and the Fermi wavelength is much shorter than all other relevant length-scales, such as the mean free path, system length and the length scale associated with SOC, $1 / m \alpha$. In this case, the system can be described by quasiclassical Green's functions, which can be collected in a $4 \times 4$ matrix as

$$
\check{g}=\left(\begin{array}{cc}
g^{R} & g^{K}  \tag{2}\\
0 & g^{A}
\end{array}\right),
$$

where $g^{R}, g^{A}$ and $g^{K}$ are the retarded, advanced and Keldysh quasiclassical Green's functions, respectively. These are normalized such that $\check{g} \circ \check{g}=1$ and solve the Eilenberger equation [2, 3],

$$
\begin{equation*}
\frac{\partial \check{g}}{\partial T}+v_{F} \cdot \tilde{\nabla} \circ \check{g}-i\left[\check{\sigma}_{\text {inel }}-\frac{i}{2 \tau} \check{g}_{s}, \check{g}\right]_{\circ}=0, \tag{3}
\end{equation*}
$$

where $v_{F}$ is the Fermi velocity, $T$ is time, $\tau$ is the elastic impurity scattering time, $\check{g}_{s}$ is the isotropic part of the quasiclassical Green's function and $\check{\sigma}_{\text {inel }}$ is the self-energy matrix from inelastic relaxation processes. Moreover, the circle-product is

$$
\begin{equation*}
a \circ b=\exp \left(\frac{i}{2} \partial_{\varepsilon}^{a} \partial_{T}^{b}-\frac{i}{2} \partial_{T}^{a} \partial_{\varepsilon}^{b}\right) a b, \tag{4}
\end{equation*}
$$

where $\varepsilon$ is energy and the covariant derivative is

$$
\begin{equation*}
\tilde{\nabla} \circ \check{g}=\nabla \check{g}-i(\boldsymbol{a} \circ \check{g}-\check{g} \circ \boldsymbol{a}), \tag{5}
\end{equation*}
$$

where $\boldsymbol{a}$ depend on the Rashba coupling through

$$
\begin{equation*}
\boldsymbol{a}=m \alpha \boldsymbol{\sigma} \times \boldsymbol{e}_{E} \tag{6}
\end{equation*}
$$

We include inelastic relaxation through the relaxation time approximation [4]. In this approximation the relaxation rate is given by $\delta$ and we assume that it is isotropic in spin-space. In this case, $\sigma_{\text {inel }}^{R}=-\sigma_{\text {inel }}^{A}=i \delta$ and $\sigma_{\text {inel }}^{K}=2 i \delta h_{\text {eq }}$, where $h_{\text {eq }}$ is the equilibrium distribution function which the system relaxes towards. At inverse temperature $\beta$ and electrochemical potential $V$, this is $h_{\mathrm{eq}}(\varepsilon)=\tanh [\beta(\varepsilon-e V) / 2]$, where $e$ is the electron charge. Generally, SOC also gives rise to a term in the self-energy, which is $\sigma_{\text {SOC }}^{R}=\sigma_{\text {SOC }}^{A}=-m \alpha^{2}$. However, since we assume that $\alpha$ is constant in time, $\check{\sigma}_{\text {SOC }} \circ \check{g}=\check{g} \circ \check{\sigma}$ SOC , and $\check{\sigma}_{\text {SOC }}$ disappears from Eq. (3).

We can see how the effective magnetic field discussed in the main text enters the quasiclassical framework by noting that if $\boldsymbol{B}_{\text {eff }}=\left(2 / g \mu_{B}\right) \alpha m \boldsymbol{e}_{E} \times \boldsymbol{v}_{F}$, we can rewrite Eq. (3) as

$$
\begin{equation*}
\frac{\partial \check{g}}{\partial T}+v_{F} \cdot \nabla \check{g}-i\left[\frac{1}{2} g \mu_{B} \boldsymbol{B}_{\mathrm{eff}} \cdot \boldsymbol{\sigma}-\frac{i}{2 \tau} \check{g}_{s}+\check{\sigma}_{\text {inel }}, \check{g}\right]_{0}=0 \tag{7}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is the vector of Pauli matrices. The term $\frac{1}{2} g \mu_{B} \boldsymbol{B}_{\text {eff }} \cdot \boldsymbol{\sigma}$ is exactly how the Zeeman energy from a magnetic field $\boldsymbol{B}_{\text {eff }}$ would enter as a self-energy the Eilenberger equation. In other words, the spin-orbit coupling present in the covariant derivative is functionally equivalent to an external magnetic field $\boldsymbol{B}_{\text {eff }}$. This is in accordance with the physical picture of spin-orbit pumping as an effective spin-pumping from $\boldsymbol{B}_{\text {eff }}$, as discussed in the main text.

The isotropic part of $\check{g}$ dominates when the impurity scattering time $\tau$ is small, such that the elastic impurity scattering term $-i \check{g}_{S} / 2 \tau$ is large. In particular, if the scattering time $\tau$ is much smaller than the inelastic scattering time, $1 / \delta$, and the rate at which the Green's function changes, which in this case is given by the frequency of the rotating electric field, $\omega$, and if the corresponding mean free path $l_{\text {mfp }}=v_{F} \tau$ is much smaller than the system length as well as the length scale associated with $\mathrm{SOC}, 1 / \mathrm{m} \mathrm{\alpha}$, then the Eilenberger equation reduces to the Usadel equation [5, 6],

$$
\begin{equation*}
\frac{\partial \check{g}_{s}}{\partial T}+D \tilde{\nabla} \circ\left(\check{g}_{s} \circ \tilde{\nabla} \circ \check{g}_{s}\right)+i\left[\check{\sigma}_{\text {inel }}, \check{g}_{s}\right]_{\circ}=0, \tag{8}
\end{equation*}
$$

where $D$ is the diffusion constant. In the non-superconducting case considered here, the equations are considerably simplified by the fact that the retarded and advanced are simply proportional to the unitary matrix. In this case we have $g_{s}^{R}=I_{2}, g_{s}^{A}=-I_{2}$, and $g_{s}^{K}=2 h$, where $I_{2}$ is the $2 \times 2$ identity matrix and $h$ is the distribution function. From Eqs. (4) and (8) and the relaxation time approximation we get that the distribution function solves

$$
\begin{equation*}
\frac{\partial h}{\partial T}-D \tilde{\nabla} \circ \tilde{\nabla} \circ h+2 \delta\left(h-h_{\mathrm{eq}}\right)=0 \tag{9}
\end{equation*}
$$

The circle-products can be removed either by a unitary transformation [7] or a Fourier transform in energy [8]. Here we choose the latter and use capital letters to denote Fourier transforms,

$$
\begin{equation*}
H(t, T, z)=\mathcal{F}\{h\}(t, T, z)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \varepsilon h(\varepsilon, T, z) \mathrm{e}^{-i \varepsilon t}, \tag{10}
\end{equation*}
$$

where $z \in(0, L)$ is the position along the wire. Next, we define the $z$-component of $\boldsymbol{a}$ to be $a_{z}=\boldsymbol{A} \cdot \boldsymbol{\sigma}$ and $H=H_{0}+\boldsymbol{H} \cdot \boldsymbol{\sigma}$. The Fourier transform is useful because

$$
\begin{equation*}
\mathcal{F}\left\{[\boldsymbol{A} \cdot \boldsymbol{\sigma}, h]_{\circ}\right\}(t, T, z)=\boldsymbol{A}(T+t / 2) \cdot \boldsymbol{\sigma} H(t, T, z)-H(t, T, z) \boldsymbol{A}(T-t / 2) \cdot \boldsymbol{\sigma} . \tag{11}
\end{equation*}
$$

We can use that for the Pauli matrices we have $\sigma_{i} \sigma_{j}=\delta_{i j}+i \varepsilon_{i j k} \sigma_{k}$, where $\varepsilon_{i j k}$ is the Levi-Civita symbol, and define $\boldsymbol{A}_{ \pm}(T, t)=\boldsymbol{A}(T+t / 2) \pm \boldsymbol{A}(T-t / 2)$ to get

$$
\begin{equation*}
\mathcal{F}\left\{[\boldsymbol{A} \cdot \boldsymbol{\sigma}, h]_{0}\right\}=\boldsymbol{A}_{-} \cdot \boldsymbol{H}+\left(\boldsymbol{A}_{-} H_{0}+i \boldsymbol{A}_{+} \times \boldsymbol{H}\right) \cdot \boldsymbol{\sigma} . \tag{12}
\end{equation*}
$$

Using this we get that

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr}[\boldsymbol{\sigma \mathcal { F }}\{\tilde{\nabla} \circ \tilde{\nabla} \circ h\}]=\frac{\partial^{2} \boldsymbol{H}}{\partial z^{2}}-2 i \boldsymbol{A}_{-} \frac{\partial H_{0}}{\partial z}+2 \boldsymbol{A}_{+} \times \frac{\partial \boldsymbol{H}}{\partial z}-\boldsymbol{A}_{-}\left(\boldsymbol{A}_{-} \cdot \boldsymbol{H}\right)-i \boldsymbol{A}_{+} \times \boldsymbol{A}_{-} H_{0}+\boldsymbol{A}_{+} \times\left(\boldsymbol{A}_{+} \times \boldsymbol{H}\right) \tag{13}
\end{equation*}
$$

Thus, by Fourier transforming Eq. (9), multiplying it with $\boldsymbol{\sigma} / 2$ and taking the trace, we get that

$$
\begin{equation*}
\frac{\partial \boldsymbol{H}}{\partial T}-D \frac{\partial^{2} \boldsymbol{H}}{\partial z^{2}}+2 i D \boldsymbol{A}_{-} \frac{\partial H_{0}}{\partial z}-2 D \boldsymbol{A}_{+} \times \frac{\partial \boldsymbol{H}}{\partial z}+D \boldsymbol{A}_{-}\left(\boldsymbol{A}_{-} \cdot \boldsymbol{H}\right)+i D \boldsymbol{A}_{+} \times \boldsymbol{A}_{-} H_{0}-D \boldsymbol{A}_{+} \times\left(\boldsymbol{A}_{+} \times \boldsymbol{H}\right)+2 \delta \boldsymbol{H}=0 \tag{14}
\end{equation*}
$$

In the quasiclassical framework, magnetization is given by $\boldsymbol{m}=\frac{1}{2} g \mu_{B} N_{0} \pi \lim _{t \rightarrow 0} \operatorname{Re}(\boldsymbol{H})$ in the absence of an exchange field. All we need to get an equation for $\boldsymbol{m}$ is therefore to take the limit $t \rightarrow 0$ of Eq. (14). This requires some care, since $H_{0}$ is asymptotic to $H_{\mathrm{eq}}$ as $t \rightarrow 0$, and $H_{\mathrm{eq}}=-i /[\beta \sinh (\pi t / \beta)]$ diverges as $t \rightarrow 0$. Nevertheless, the limit in Eq. (14) is well-defined since $H_{0}$ only occurs multiplied by $\boldsymbol{A}_{-}$, which goes to 0 as $t \rightarrow 0$.

First, we show that $H_{0}$ is asymptotic to $H_{\text {eq }}$. This is a consequence of the fact that the physics happens close to the Fermi-surface, meaning that for energies far away from the Fermi-surface the states are either fully occupied ( $h_{0}(\varepsilon)=-1$ ) or entirely empty $\left(h_{0}(\varepsilon)=1\right)$. That is, $|\varepsilon| \gg 1 \Longrightarrow h_{0}(\varepsilon) \approx h_{\mathrm{eq}}(\varepsilon) \approx \varepsilon /|\varepsilon|$. Thus,

$$
\begin{equation*}
\lim _{t \rightarrow 0} i \pi t H_{0}=\lim _{t \rightarrow 0} \frac{1}{2} i t \mathcal{F}\left\{h_{0}\right\}=\lim _{t \rightarrow 0} \frac{1}{2} \mathcal{F}\left\{\frac{\partial h_{0}}{\partial \varepsilon}\right\}=\frac{1}{2} \int_{-\infty}^{\infty} \mathrm{d} \varepsilon \frac{\partial h_{0}}{\partial \varepsilon}=1 \tag{15}
\end{equation*}
$$

Hence, $H_{0} \sim 1 / i \pi t$ as $t \rightarrow 0$. Finally, using that $\lim _{t \rightarrow 0} \boldsymbol{A}_{+}(T, t)=2 \boldsymbol{A}(T), \lim _{t \rightarrow 0} \boldsymbol{A}_{-}(T, t) / t=\partial \boldsymbol{A}(T) / \partial T$, we get the equation for the equation for the magnetization by taking the limit $t \rightarrow 0$ of Eq. (14) and multiplying it with $\frac{1}{2} g \mu_{B} N_{0} \pi$. This yields

$$
\begin{equation*}
\frac{\partial \boldsymbol{m}}{\partial T}-D \frac{\partial^{2} \boldsymbol{m}}{\partial z^{2}}+2 \delta \boldsymbol{m}=4 D \boldsymbol{A} \times \frac{\partial \boldsymbol{m}}{\partial z}+4 D \boldsymbol{A} \times(\boldsymbol{A} \times \boldsymbol{m})-g \mu_{B} N_{0} D \boldsymbol{A} \times \frac{\partial \boldsymbol{A}}{\partial T}, \tag{16}
\end{equation*}
$$

which is the same as Eq. (1) in the main text.

## II. BOUNDARY CONDITION

Quasiclassical theory is not valid across interfaces because the relevant length scale is short. Consequently, the quasiclassical Green's function is generally not continuous. Instead, the quasiclassical Green's functions in neighbouring materials are connected through boundary conditions. The boundary conditions express the so-called matrix current,

$$
\begin{equation*}
\check{\boldsymbol{I}}(\boldsymbol{R}, \varepsilon, T)=\int \mathrm{d} \Omega \boldsymbol{v}_{F} \check{g}\left(\boldsymbol{v}_{F}, \boldsymbol{R}, \varepsilon, T\right) \tag{17}
\end{equation*}
$$

where the integral goes over all directions of the Fermi velocity, in terms of the propagators on both sides of the interface. Only the Keldysh-component is nonzero in the our case. The matrix current contain in its Keldysh-component both the electrical current and the spin-current, as well as the heat-current and so-called spin-heat-current $[9,10]$. There should be no current across insulating, spin-inactive interfaces, and so in this case

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \check{\boldsymbol{I}}^{K}=-2 D \boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h=0, \tag{18}
\end{equation*}
$$

where $\boldsymbol{e}_{n}$ is the unit normal vector pointing out of the interface. Here, we have used that in the diffusive limit $\check{\boldsymbol{I}}=-D\left(\check{g}_{s} \circ \tilde{\nabla} \circ \check{g}_{s}\right)$.
More generally, one can use the Kupriyanov-Lukichev boundary condition [11],

$$
\begin{equation*}
N_{0 i} D_{i} \boldsymbol{e}_{n} \cdot\left(\check{g}_{s i} \circ \tilde{\nabla} \circ \check{g}_{s i}\right)^{K}=\frac{\zeta}{2}\left[\check{g}_{s i}, \check{g}_{s j}\right]_{\circ}^{K}, \tag{19}
\end{equation*}
$$

which is valid for low-transparency tunneling interfaces with no spin-active properties. Here, $N_{0 i}$ and $D_{i}$ is the density of states at the Fermi surface and diffusion constant in material $i$, respectively, $\boldsymbol{e}_{n}$ is the unit vector orthogonal to the interface and pointing from material $i$ to material $j$, and $\zeta$ is the conductance across the interface. We can rewrite Eq. (19) to

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{i}=\frac{\zeta}{N_{0 i} D_{i}}\left(h_{j}-h_{i}\right) . \tag{20}
\end{equation*}
$$

We assume that the nanowire is insulated, so we set $\zeta=0$. Taking the Fourier transform, multiplying with $\sigma / 2$, taking the trace and assuming that $\boldsymbol{e}_{n}$ is in the $z$-direction, we get that

$$
\begin{equation*}
\frac{\partial \boldsymbol{H}}{\partial z}+\boldsymbol{A}_{+} \times \boldsymbol{H}-i H_{0} \boldsymbol{A}_{-}=0 \tag{21}
\end{equation*}
$$

where we have dropped the subscript $i$. Again multiplying by $\frac{1}{2} g \mu_{B} N_{0} \pi$ and taking the limit $t \rightarrow 0$ we get

$$
\begin{equation*}
\frac{\partial \boldsymbol{m}}{\partial z}+2 \boldsymbol{A} \times \boldsymbol{m}-\frac{1}{2} g \mu_{B} N_{0} \frac{\partial \boldsymbol{A}}{\partial T}=0 \tag{22}
\end{equation*}
$$

which is the boundary condition used in the main text.

## III. CONVERGENCE TO THE STATIONARY SOLUTION AND ITS UNIQUENESS

In this section we show that regardless of initial condition, all solutions of Eq. (16) together with the boundary condition, Eq. (22), converge to the solution we present in the main manuscript for times long after the electric field has been turned on. In so doing, we also show that this solution is unique.

We start from the equation in the rotating fram, as derived in the main manuscript,

$$
\begin{equation*}
-\frac{\partial \boldsymbol{m}_{r}}{\partial T}+D \frac{\partial^{2} \boldsymbol{m}_{r}}{\partial z^{2}}-2 \delta \boldsymbol{m}_{r}+\boldsymbol{\Omega} \times \boldsymbol{m}_{r}+4 D \boldsymbol{A}_{0} \times \frac{\partial \boldsymbol{m}_{r}}{\partial z}+4 D \boldsymbol{A}_{0} \times\left[\boldsymbol{A}_{0} \times\left(\boldsymbol{m}_{r}-\frac{g \mu_{B} N_{0}}{4} \boldsymbol{\Omega}\right)\right]=0 \tag{23}
\end{equation*}
$$

and the boundary condition,

$$
\begin{equation*}
\frac{\partial \boldsymbol{m}_{r}}{\partial z}+2 \boldsymbol{A}_{0} \times\left(\boldsymbol{m}_{r}-\frac{g \mu_{B} N_{0}}{4} \boldsymbol{\Omega}\right)=\mathbf{0} \tag{24}
\end{equation*}
$$

Let the stationary solution found in the main text be $\boldsymbol{u}$. What we want to show is that all solutions converge to $\boldsymbol{u}$ as time goes to infinity. Let $\boldsymbol{v}$ be any other solution to Eqs. (23) and (24). Next, define $\boldsymbol{w}=\boldsymbol{u}-\boldsymbol{v}$. We want to show that $\boldsymbol{w}$ must go to zero. Inserting $\boldsymbol{w}$ in the equation above, we get

$$
\begin{align*}
& -\frac{\partial \boldsymbol{w}}{\partial T}+D \frac{\partial^{2} \boldsymbol{w}}{\partial z^{2}}-2 \delta \boldsymbol{w}+\boldsymbol{\Omega} \times \boldsymbol{w}+4 D \boldsymbol{A}_{0} \times \frac{\partial \boldsymbol{w}}{\partial z}+4 D \boldsymbol{A}_{0} \times\left(\boldsymbol{A}_{0} \times \boldsymbol{w}\right)=0  \tag{25}\\
& \frac{\partial \boldsymbol{w}}{\partial z}+2 \boldsymbol{A}_{0} \times \boldsymbol{w}=0 \quad \text { at } z=0 \text { and } z=L \tag{26}
\end{align*}
$$

Next, we introduce the rotation matrix

$$
R=\left(\begin{array}{ccc}
1 & &  \tag{27}\\
& \cos \left(2 A_{0} z\right) & -\sin \left(2 A_{0} z\right) \\
& \sin \left(2 A_{0} z\right) & \cos \left(2 A_{0} z\right)
\end{array}\right)
$$

where $A_{0}=\left|\boldsymbol{A}_{0}\right|$, and define $\tilde{\boldsymbol{w}}=R \boldsymbol{w}$. Recall that $\boldsymbol{A}_{0}$ points in the $x$-direction, so

$$
\begin{gather*}
-\frac{\partial \tilde{\boldsymbol{w}}}{\partial T}+D \frac{\partial^{2} \tilde{\boldsymbol{w}}}{\partial z^{2}}-2 \delta \tilde{\boldsymbol{w}}+(R \boldsymbol{\Omega}) \times \tilde{\boldsymbol{w}}=0  \tag{28}\\
\frac{\partial \tilde{\boldsymbol{w}}}{\partial z}=0 \quad \text { at } z=0 \text { and } z=L \tag{29}
\end{gather*}
$$

where we used $R\left[\partial_{z} \boldsymbol{w}+2 \boldsymbol{A}_{0} \times \boldsymbol{w}\right]=\partial_{z}(R \boldsymbol{w})$ and $R(\boldsymbol{a} \times \boldsymbol{b})=(R \boldsymbol{a}) \times(R \boldsymbol{b})$, for any vectors $\boldsymbol{a}$ and $\boldsymbol{b}$. Next, take the dot product of these equations with $\tilde{\boldsymbol{w}}$ and use $(\boldsymbol{a} \times \boldsymbol{b}) \cdot \boldsymbol{b}=0$ to obtain

$$
\begin{align*}
&-\frac{1}{2} \frac{\partial \tilde{w}^{2}}{\partial T}+\frac{D}{2} \frac{\partial^{2} \tilde{w}^{2}}{\partial z^{2}}=D\left|\frac{\partial \tilde{w}}{\partial z}\right|^{2}+2 \delta \tilde{w}^{2}  \tag{30}\\
& \frac{\partial \tilde{w}^{2}}{\partial z}=0 \tag{31}
\end{align*}
$$

Finally, we define $W^{2}=\int_{0}^{L} d z \tilde{w}^{2}$ and integrate Eq. (30) to obtain

$$
\begin{equation*}
\frac{\partial W^{2}}{\partial T}=-2 \int_{0}^{L} d z\left(D\left|\frac{\partial \tilde{w}}{\partial z}\right|^{2}+2 \delta \tilde{w}^{2}\right) \tag{32}
\end{equation*}
$$

The right hand side is negative as long as $W^{2} \neq 0$. Moreover, since $W^{2} \geq 0$, we see that $W^{2} \rightarrow 0$ as $T \rightarrow \infty$. Hence, the stationary solution is unique and all solutions converge to the stationary solution independently of initial condition.

## IV. DETECTOR SETUP

In order to detect the spin-voltage one can connect the nanowire to a detector electrode through a polarized tunneling boundary [12-17]. The detector can be a normal metal or ferromagnet. In the case of a normal metal, a spin-polarized interface can for instance be achieved by inserting a thin ferromagnetic insulator between the nanowire and detector electrode. In the following we show how the voltage difference between the nanowire and electrode can be used to determine the spin-voltage, as discussed in the main text.

Consider the detector setup illustrated in Fig. 1. The detector is connected to the nanowire through a polarized interface and forms an open circuit. Charge, unlike spin, is conserved inside the detector. Hence, the charge current into the electrode must be zero in the stationary state. Assuming that the interface is polarized in the $z$-direction, the charge current into the detector can generally be written

$$
\begin{equation*}
I_{\mathrm{det}}=G_{\uparrow}\left(V^{\mathrm{det}}-\mu_{z}\right)+G_{\downarrow}\left(V^{\mathrm{det}}+\mu_{z}\right) \tag{33}
\end{equation*}
$$

where $G_{\uparrow}$ and $G_{\downarrow}$ is the conductances for electrons with spin up and spin down, respectively. The spin-voltage inside the nanowire is $\mu_{z}$ and the voltage difference between the detector and nanowire is $V^{\text {det }}$. It is assumed that the spin-diffusion length inside the detector is short, such that the spin-voltage inside the detector is much smaller than $V^{\text {det }}$. The voltage inside the detector electrode will stabilize at the value satisfying $I_{\mathrm{det}}=0$, which we find from Eq. (33) happens at

$$
\begin{equation*}
V^{\mathrm{det}}=\frac{G_{\uparrow}-G_{\downarrow}}{G_{\uparrow}+G_{\downarrow}} \mu_{z}=P \mu_{z}, \tag{34}
\end{equation*}
$$

where we have inserted the polarization $P=\left(G_{\uparrow}-G_{\downarrow}\right) /\left(G_{\uparrow}+G_{\downarrow}\right)$.
We can derive Eq. (33) more rigorously in the quasiclassical theory. In this way we can take into account the finite spin-voltage which will also be induced in the detector. In order to capture spin-active tunneling boundaries in the quasiclassical framework, we can use a generalization of the Kupriyanov-Lukichev condition [18, 19],

$$
\begin{equation*}
N_{0 i} D_{i} \boldsymbol{e}_{n} \cdot\left(\check{g}_{s i} \circ \tilde{\nabla} \circ \check{g}_{s i}\right)^{K}=\frac{\zeta}{2}\left[\check{g}_{s i},\left(t+u \sigma_{z}\right) \check{g}_{s j}\left(t+u \sigma_{z}\right)\right]_{\circ}^{K}-i \frac{G_{\phi}}{2}\left[g_{s i}^{K}, \sigma_{z}\right]_{\circ}, \tag{35}
\end{equation*}
$$



FIG. 1: Illustration of the system under consideration together with the proposed detection setup. The gates encapsulating the nanowire produce a magnetization inside the nanowire through spin-orbit pumping. The resulting spin-voltage can in turn be detected through the voltage difference $V$ between the detector and the nanowire, given that the interface is polarized.
where we have assumed that the interface is polarized in the $z$-direction, $t=\sqrt{\left(1+\sqrt{1-P^{2}}\right) / 2}, u=\sqrt{\left(1-\sqrt{1-P^{2}}\right) / 2}$ and $G_{\phi}$ is the spin-mixing term originating from the reflected electrons [19]. To find the distribution function in the detector, we insert $h_{j}=h_{0}+\boldsymbol{h} \cdot \boldsymbol{\sigma}$ and $h_{i}=h_{0}^{\mathrm{det}}+\boldsymbol{h}^{\mathrm{det}} \cdot \boldsymbol{\sigma}$, where the former is the distribution function in the nanowire and the latter is the distribution function in the detector. From this, we get

$$
\begin{align*}
& N_{0}^{\mathrm{det}} D^{\operatorname{det}} \boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{0}^{\mathrm{det}}=\zeta\left(h_{0}-h_{0}^{\mathrm{det}}\right)+P \zeta\left(h_{z}-h_{z}^{\mathrm{det}}\right),  \tag{36a}\\
& N_{0}^{\mathrm{det}} D^{\operatorname{det}} \boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{z}^{\mathrm{det}}=\zeta\left(h_{z}-h_{z}^{\mathrm{det}}\right)+P \zeta\left(h_{0}-h_{0}^{\mathrm{det}}\right),  \tag{36b}\\
& N_{0}^{\mathrm{det}} D^{\mathrm{det}} \boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{x}^{\mathrm{det}}=\zeta\left(\sqrt{1-P^{2}} h_{x}-h_{x}^{\mathrm{det}}\right)-i P \zeta h_{y}^{\mathrm{det}}+G_{\phi} h_{y}^{\mathrm{det}},  \tag{36c}\\
& N_{0}^{\mathrm{det}} D^{\operatorname{det}} \boldsymbol{e}_{n} \cdot \tilde{\nabla} \circ h_{y}^{\mathrm{det}}=\zeta\left(\sqrt{1-P^{2}} h_{y}-h_{y}^{\mathrm{det}}\right)+i P \zeta h_{x}^{\mathrm{det}}-G_{\phi} h_{x}^{\mathrm{det}} . \tag{36d}
\end{align*}
$$

We can see that the boundary conditions couple $h_{0}^{\mathrm{det}}$ with $h_{z}^{\mathrm{det}}$ and $h_{x}^{\mathrm{det}}$ with $h_{y}^{\mathrm{det}}$. We can rewrite the boundary condition in terms of current densities, voltages and spin-voltages by multiplying with $\pi /|e|$. where $e$ is the electron charge, Fourier transforming and letting $t \rightarrow 0$, giving

$$
\begin{align*}
& -\boldsymbol{e}_{n} \cdot \boldsymbol{J}_{e}=\frac{\zeta}{N_{0}^{\mathrm{det}}}\left(P\left[\mu_{z}-\mu_{z}^{\mathrm{det}}\right]-V^{\mathrm{det}}\right),  \tag{37a}\\
& -\boldsymbol{e}_{n} \cdot \boldsymbol{J}_{z}=\frac{\zeta}{N_{0}^{\mathrm{det}}}\left(\mu_{z}-\mu_{z}^{\mathrm{det}}-P V^{\mathrm{det}}\right), \tag{37b}
\end{align*}
$$

where $J_{e}=-\lim _{t \rightarrow 0}\left(\pi D^{\mathrm{det}} /|e|\right) \tilde{\nabla} \circ H_{0}^{\mathrm{det}}$ and $J_{z}=-\lim _{t \rightarrow 0}\left(\pi D^{\mathrm{det}} /|e|\right) \tilde{\nabla} \circ H_{z}^{\text {det }}$ is the normalized charge current density and spin current density in the $z$-direction, respectively. The electrochemical potential is

$$
\begin{equation*}
V^{\mathrm{det}}=\frac{1}{2|e|} \int_{-\infty}^{\infty} \mathrm{d} \varepsilon\left[h_{0}^{\operatorname{det}}-\tanh (\beta \varepsilon / 2)\right] \tag{38}
\end{equation*}
$$

We have set the electrochemical potential on the nanowire side to be 0 .
To solve for $\mu_{z}^{\text {det }}$ and $V^{\text {det }}$ we must use solve Usadel equation. For concreteness we assume that the electrode is a normal metal, but the relevant equations will be the same if it was instead a ferromagnet that is weakly polarized in the $z$-direction. For the case of a normal metal, the Usadel equation is

$$
\begin{equation*}
\frac{\partial h^{\mathrm{det}}}{\partial T}-D^{\operatorname{det}} \tilde{\nabla} \circ \tilde{\nabla} \circ h^{\operatorname{det}}+2 \delta\left(h^{\mathrm{det}}-h_{\mathrm{eq}}\right)+\frac{i}{2}\left[\check{\sigma}_{\mathrm{sd}}, \check{g}_{s}^{\operatorname{det}}\right]_{\circ}^{K}=0, \tag{39}
\end{equation*}
$$

where $\check{\sigma}_{\text {sp }}$ is a source of spin-diffusion. This could for instance come from scattering with magnetic impurities, in which case $\check{\sigma}_{\mathrm{sd}}=-i \boldsymbol{n} \cdot \boldsymbol{\sigma} \check{g}_{s}^{\text {det }} \boldsymbol{n} \cdot \boldsymbol{\sigma} / 2 \tau_{\mathrm{sd}}$, where $\tau_{\mathrm{sd}}$ is the scattering time and $\boldsymbol{n}$ is the magnetization direction of the magnetic impurities [20]. Spin-diffusion could also come from spin-orbit coupling, as is the case in the nanowire. Here we assume that spin-diffusion come from magnetic impurities rather than SOC. Since the spin-accumulation in the $z$-direction is static in the nanowire and since there is no coupling between $\mu_{z}^{\mathrm{det}}$ and $\mu_{x}^{\mathrm{det}}$ or $\mu_{y}^{\mathrm{det}}$, we can look for static solutions to $\mu_{z}^{\mathrm{det}}$ and $V^{\mathrm{det}}$. From Eq. (39) we find that these solve

$$
\begin{align*}
& -D^{\operatorname{det}} \nabla^{2} V^{\operatorname{det}}=0=\nabla \cdot \boldsymbol{J}_{e},  \tag{40a}\\
& -D^{\mathrm{det}} \nabla^{2} \mu_{z}^{\mathrm{det}}+2\left(\delta+\frac{1}{\tau_{\mathrm{sd}, x}}+\frac{1}{\tau_{\mathrm{sd}, y}}\right) \mu_{z}^{\mathrm{det}}=0, \tag{40b}
\end{align*}
$$

where $\tau_{\mathrm{sd}, x}$ and $\tau_{\mathrm{sd}, y}$ is the spin-diffusion times for magnetic impurities with magnetization in the $x$ - and $y$-direction, respectively. Equation (40a) states that charge is conserved inside the detector, so the electrical current is constant. Since the detector is assumed to be an open circuit, $\boldsymbol{e}_{n} \cdot \boldsymbol{J}_{e}=0$ on the far side of the detector, so from Eq. (37a) we get that

$$
\begin{equation*}
V^{\mathrm{det}}=P\left[\mu_{z}-\mu_{z}^{\mathrm{det}}\right] . \tag{41}
\end{equation*}
$$

From Eq. (40b) we see that the spin-accumulation decay exponentially inside the detector over a length scale given by the spin-diffusion time. If we assume that the detector is thin we can approximate it as one-dimensional. Let the length of the detector be $L^{\text {det }}$ and the axial coordinate be $s$, then

$$
\begin{equation*}
\mu_{z}^{\mathrm{det}}=C \cosh \left(k_{z}\left[L^{\mathrm{det}}-s\right]\right), \tag{42}
\end{equation*}
$$

where $s=0$ is at the interface with the nanowire, $C$ is a constant and

$$
\begin{equation*}
k_{z}=\sqrt{2\left(\delta+\frac{1}{\tau_{\mathrm{sd}, x}}+\frac{1}{\tau_{\mathrm{sd}, y}}\right) / D^{\mathrm{det}}} \tag{43}
\end{equation*}
$$

is the inverse spin-diffusion length. The coefficient $C$ can be found from Eq. (37b). From this we find that the spin-voltage in the detector at the interface is

$$
\begin{equation*}
\mu_{z}^{\operatorname{det}}=\frac{\zeta\left(1-P^{2}\right) \mu_{z}}{N_{0}^{\operatorname{det}} D^{\operatorname{det}} k_{z} \tanh \left(k_{z} L^{\operatorname{det}}\right)+\zeta\left(1-P^{2}\right)} \tag{44}
\end{equation*}
$$

We see that $\left|\mu_{z}^{\mathrm{det}}\right| \ll\left|\mu_{z}\right|$ if the spin-diffusion length, $1 / k_{z}$, or interface conductance, $\zeta$, is sufficiently small or the polarization, $P$, is sufficiently close to 1 . In particular, $\left|\mu_{z}^{\mathrm{det}}\right| \ll\left|\mu_{z}\right|$ if

$$
\begin{equation*}
\frac{1}{k_{z}} \ll \frac{N_{0}^{\mathrm{det}} D^{\mathrm{det}} \tanh \left(k_{z} L^{\mathrm{det}}\right)}{\zeta\left(1-P^{2}\right)} \tag{45}
\end{equation*}
$$

In this case Eq. (41) reduces to

$$
\begin{equation*}
V^{\mathrm{det}}=P \mu_{z} \tag{46}
\end{equation*}
$$

which is the same as Eq. (33). Since there is no current inside the detector, the electrochemical potential is constant and the voltage difference measured between the detector and nanowire will be $V=V^{\text {det }}$.

Finally, note that there is a finite spin-current into the detector if the polarization is different from 1 . That is, the detector acts as a spin-sink. This can affect the magnetization in the nanowire where the spin-voltage is supposed to be measured. However, this effect can be neglected if the interface conductivity and contact area are small.
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#### Abstract

BCS theory has been widely successful at describing elemental bulk superconductors. Yet, as the length scales of such superconductors approach the atomic limit, dimensionality as well as the environment of the superconductor can lead to drastically different and unpredictable superconducting behavior. Here, we report a threefold enhancement of the superconducting critical temperature and gap size in ultrathin epitaxial Al films on $\mathrm{Si}(111)$, when approaching the 2D limit, based on high-resolution scanning tunneling microscopy/spectroscopy (STM/ STS) measurements. Using spatially resolved spectroscopy, we characterize the vortex structure in the presence of a strong Zeeman field and find evidence of a paramagnetic Meissner effect originating from odd-frequency pairing contributions. These results illustrate two notable influences of reduced dimensionality on a BCS superconductor and present a platform to study BCS superconductivity in large magnetic fields.
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## INTRODUCTION

Bardeen-Cooper-Schrieffer (BCS) theory has been vastly successful at explaining the behavior of conventional superconductors (1). Yet, superconductors, both conventional and unconventional, can exhibit complex and unexpected behavior when one or more length scales approach a lower dimensional limit (2). While the superconducting critical temperature $\left(T_{\mathrm{c}}\right)$ of some materials reduces in the monolayer limit, compared to the bulk (3-5), it has also been shown that $T_{\mathrm{c}}$ can be greatly enhanced in this regime, as illustrated by $\mathrm{FeSe} / \mathrm{SrTiO}_{3}$ (6). Likewise, superconductivity can emerge at the interface of two insulating materials, as exemplified by the interface of $\mathrm{LaAlO}_{3} / \mathrm{SrTiO}_{3}$ (7). As many types of quantum technologies depend on the growth of superconductors integrated into heterostructures, including superconducting spintronic devices (8), high-precision magnetometers (9), and qubits based on superconducting nanostructures (10), it is imperative to understand what the role of dimensionality and the influence of the environment is on the superconductivity.

Elemental aluminum ( Al ) is exemplary of a type I BCS superconductor in the weak-coupling regime (1) and exhibits unexpected modifications to its superconducting behavior when scaled to the two-dimensional (2D) limit. It has been shown that the critical temperature of Al can be increased from its bulk value of $T_{\mathrm{c}}=1.2 \mathrm{~K}$ by growing thin films, both epitaxial and granular. However, widely varying growth procedures resulting in oxidized films (11-18), granular $\mathrm{Al}(19-21)$, Al nanowires $(22,23)$, or doped Al films (24, 25) give dispersing values for $T_{\mathrm{c}}$ clouding ultimately what contributes to the aforementioned enhancement. In some of these studies, the cleanliness of the interface and the Al itself, as well as the relevant thickness, is ill-defined. Moreover, these studies are often

[^7]limited to a regime where the thickness is greater than six monolayers (MLs), mainly due to the challenges to synthesize monolayer scale epitaxial Al films. The dispersive findings question to what extent the enhancement of superconductivity is intrinsic to Al itself and to what extent the trend of increasing $T_{\mathrm{c}}$ persists as films are thinned down further. To this end, experimental approaches that combine high-purity growth methods in a controlled ultrahigh vacuum (UHV) environment with a concurrent in situ characterization are vital to identify the intrinsic superconducting behavior of Al films near the 2D limit. In addition to the observed enhancement of $T_{\mathrm{C}}$, the upper critical field in the direction parallel to the film surface has been shown to increase substantially (16). Because of the low spin-orbit scattering rate in Al , these films characteristically show the Meservey-Tedrow-Fulde (MTF) effect, where the application of a magnetic field gives rise to a spin splitting of the quasiparticle excitations ( 26,27 ). In addition, it has been proposed that this high-field regime can promote odd-frequency spin-triplet correlations (28-32), but it has been challenging to confirm their presence experimentally $(28,33,34)$. The combination of thin film Al and large magnetic fields, as used in superconducting qubit devices, especially those aiming to induce topological superconductivity $(10,35,36)$, puts forward questions about how superconductivity is affected by external magnetic fields and the role of unconventional pairing.

Here, we show that $\mathrm{Al}(111)$ films epitaxially grown on $\mathrm{Si}(111)-(7$ $\times 7$ ), approaching the monolayer limit, exhibit a greatly enhanced $T_{\mathrm{c}}$, up to about a factor of three, when compared to the bulk value. Using scanning tunneling microscopy/spectroscopy (STM/STS) at variable temperatures down to millikelvin, we first characterize the structural and large-scale electronic properties of epitaxial films of Al grown on $\mathrm{Si}(111)$ for various thicknesses ( $N$ ). We subsequently characterize the associated superconducting gap ( $\Delta$ ) with each grown film. For the largest gap values, we corroborate these measurements with $T_{\mathrm{c}}$ by measuring $\Delta(T)$. Next, we probe the magnetic field-dependent properties of individual Al films for different thicknesses in magnetic fields with different field orientations. We confirm the expected type II behavior in out-of-plane magnetic
fields, including the observation of an Abrikosov lattice. For inplane magnetic fields, we observe the MTF effect and use the spectral evolution in magnetic field to quantify the $g$-factor of the various films, which are all shown to exhibit $g \approx 2$. We finally characterize the vortex structure in the presence of the MTF effect, which shows a reshaping of the vortex structure when compared to zero in-plane field. Based on numerical simulations using the Usadel equation, we quantify the observed structure and relate it to the presence of both even and odd-frequency pairing correlations as well as their contribution to the screening currents.

## RESULTS

## Structural and spectroscopic properties of epitaxial Al films

Epitaxially grown Al films (see Materials and Methods) imaged with STM typically show a closed film of a given thickness, decorated with a density of islands a monolayer higher (Fig. 1A and fig. S2). Films with a given thickness exhibit two different periodicities (Fig. 1, B and C). A short-range threefold periodicity with $a \approx$ 0.25 nm coincides with the expected atomic lattice constant of $\mathrm{Al}(111)$. In addition to the atomic periodicity, a long-range periodicity can be observed in films for thicknesses up to 26 MLs , which is also threefold symmetric and exhibits a periodicity $a_{\mathrm{M}} \approx 2.6 \mathrm{~nm}$. This periodicity is commensurate with the underlying $7 \times 7$ reconstruction of $\operatorname{Si}(111)(37,38)$, and it is reminiscent of the moiré-type structures seen for other thin superconducting films $(39,40)$. The appearance of both the moiré-type structure and the atomic periodicity is indicative that the interface is most likely pristine with negligible intermixing at the growth temperatures used. Epitaxial film growth is observed for Al films $\geq 4 \mathrm{MLs}$, as identified in (38). In attempts to measure even thinner Al films, our growth procedure resulted in broken and granular films.

The thickness of a given film can be corroborated with STS measured in a voltage range of $\pm 2 \mathrm{~V}$. For a given $N$, layer-dependent broad peaks can be identified at given voltages, which vary depending on the given value of $N$ (Fig. 1D). To better illustrate the measured peaks for both filled and empty states, $\mathrm{d} I / \mathrm{d} V$ spectroscopy was
normalized to $I / V$. Moreover, different films with the same value of $N$ reproducibly show the same spectroscopic features, enabling spectroscopic fingerprinting of the layer thickness, although the films are closed (see section S1 and fig. S3). The appearance of such peaks in STS is reminiscent of quantum well states (QWS) typically observed on other thin metallic films grown on $\mathrm{Si}(111)$ (41). For reference, the QWS energies extracted from $(42,43)$ are indicated in Fig. 1D by blue arrows underneath each measured spectrum. In this comparison, the QWS energies do not exactly match the measured peak positions, but there is a qualitative agreement between the energy difference between adjacent QWS, and the measured spectra, up to approximately 13 MLs. As seen from previous angle-resolved photoemission spectroscopy (ARPES) measurements (44) and the aforementioned calculations, the expected QWS have a smaller effective mass and are expected to disperse, when compared to the QWS of $\mathrm{Pb} / \mathrm{Si}(111)$ (41). This inherently weakens the QWS intensity and makes a direct mapping of the exact QWS onset energies based solely on point-STS measurements imprecise. We note that a direct comparison to measured ARPES (44) is challenging, as we observe stronger features in the empty state region of the spectra, where there are no ARPES measurements. Likewise, ARPES spatially averages over regions of the film where we expect spectroscopic contributions from multiple thicknesses of the film.

## Superconducting gap and critical temperature as a function of film coverage

We measured $\Delta$ as a function of coverage using high-energy resolution STS at variable temperature. Here, the coverage of a given film is defined as the cumulative Al material of its main layer and (vacancy) islands. Below, we first detail the spectral gap as measured at the lowest temperature, namely, $T=30 \mathrm{mK}$, for three coverages in Fig. 2A. A typical spectrum shows a BCS-like, hard gap structure symmetric around $V_{s}=0 \mathrm{mV}$ and sharp coherence peaks at the gap energy $\Delta$, which can be fitted and extracted with a broadened Maki function (see section S2 and fig. S5 for a discussion on the possible broadening contributions) (45). We find that the gap


Fig. 1. Structural and spectroscopic properties of ultrathin epitaxial Al films. (A) Constant-current STM image of an AI/Si(111) sample with $8.5-\mathrm{ML}$ coverage $\left(V_{s}=100\right.$ $\mathrm{mV}, I_{\mathrm{t}}=20 \mathrm{pA}$; scale bar, 20 nm ). (B) Constant-current STM image with atomic resolution (coverage: $35.1 \mathrm{MLs}, V_{\mathrm{s}}=3 \mathrm{mV}, I_{\mathrm{t}}=500 \mathrm{pA}$; scale bar, 2 nm ). Inset: fast Fourier transform (FFT) of the image in (B) (scale bar, $2 \mathrm{~nm}^{-1}$ ). (C) FFT of the image in (A) (scale bar, $0.5 \mathrm{~nm}^{-1}$ ). (D) Spectroscopy taken on 4 - to $9-\mathrm{ML}$ layers (stabilized at $V_{5}=2 \mathrm{~V}$, $I_{\mathrm{t}}=200 \mathrm{pA}, V_{\text {mod }}=5 \mathrm{mV}, T=1.3 \mathrm{~K}$ ). The $\mathrm{d} / / \mathrm{d} V$ signal (in arbitrary units; a.u.) is normalized by $I / V$ to correct for the transmission factor of the tunneling barrier. Arrows indicate the calculated QWS energies from density functional theory in (42) (see section S1 and fig. S3). Inset sketch shows an AI film on Si(111) with a thickness of $N$ MLs.


Fig. 2. $\Delta$ and $T_{\mathbf{c}}$ enhancement for ultrathin Al films. (A) Superconducting gap spectra taken at $T=30 \mathrm{mK}$ for samples with varying Al coverage (artificially offset) with Maki fits (gray lines) (stabilized at $V_{s}=3 \mathrm{mV}, I_{\mathrm{t}}=200 \mathrm{pA}, V_{\text {mod }}=20 \mu \mathrm{~V}$ ). (B) Extracted $\Delta$ at $T=30 \mathrm{mK}$ for varying Al coverage, where the error bar represents the SD of $\Delta$ in an ensemble of 18 to 30 spectra. (C) Temperature-dependent superconducting gap spectra (artificially offset) for $4.5-\mathrm{ML}$ coverage, manually matched with the Dynes equation (gray lines) (stabilized at $V_{\mathrm{s}}=5 \mathrm{mV}, I_{\mathrm{t}}=300 \mathrm{pA}, V_{\text {mod }}=100 \mu \mathrm{~V}$ ). (D) Extracted $\Delta$ as a function of temperature with the BCS fit with $T_{\mathrm{c}}=3.3 \pm 0.1 \mathrm{~K}$ and $\Delta^{T=0}=0.55 \pm 0.02$ meV . (E) Extracted $T_{\mathrm{c}}$ values and $2 \Delta / k_{\mathrm{B}} T_{\mathrm{c}}$ ratios for four Al coverages (see fig. S7; error bars represent SD from the BCS fit). We note that the films in (C) to (E) were not measured at $T=30 \mathrm{mK}$ and are therefore excluded from (B).
value shows the largest enhancement of $\Delta=0.560 \pm 0.015 \mathrm{meV}$ for a coverage of 3.9 MLs ( 4 MLs with a distribution of vacancy islands), which is more than a threefold enhancement compared to the bulk value of $\Delta_{\text {bulk }}=0.16$ to $0.18 \mathrm{meV}(46,47)$. We find that the spectra taken at various locations on the sample, including on (vacancy) islands and along the long-range periodicity, reveal a uniform superconducting gap with a constant $\Delta( \pm 0.02 \mathrm{meV})$ and small variations in coherence peak height (see fig. S4). Therefore, we assign $\Delta$ for each sample as the spatial average of all gap values extracted from $\geq 18$ spectra, where the error bar represents the standard deviation of those values. The uniformity in the value of $\Delta$ is in contrast to the variations in the band structure on larger energy scales, where we see clear differences in STS for different layer heights. This observation suggests that the value of $\Delta$ is not significantly modulated due to the presence of different QWS stemming from variations in the film thickness, in contrast to reports on $\mathrm{Pb} / \mathrm{Si}(111)(39,48)$ and in line with observations for $\mathrm{Pb} / \mathrm{BP}$ (49).

Measurements on films with different coverage yield a monotonously increasing trend in $\Delta$ as the film coverage is lowered, as shown in Fig. 2B for samples between 4 and 35 MLs. Here, each data point represents one grown sample. For the largest coverages we measured, namely, 35 MLs, we still observed a slight enhancement in $\Delta$ compared to the bulk value (blue bar), as was also seen in (18). The monotonous trend contrasts the observations for $\mathrm{Pb} /$ $\mathrm{Si}(111)$, where the critical temperature oscillates due to a modulation of the local density of states (LDOS) at $E_{\mathrm{F}}$. Here, we see no clear correlation between the QWS energies and the corresponding gap size.

To quantify $T_{\mathrm{c}}$ in relation to the measured values of $\Delta$ at millikelvin temperature, we performed temperature-dependent measurements of $\Delta(T)$ for four different film coverages (see Materials and Methods for details and section S3 and fig. S6 for the temperature calibration). $\Delta(T)$ was measured for a given sample by incrementally raising the sample temperature between 1.3 and 4.0 K . With increasing $T, \Delta(T)$ shows the expected decrease until the gap is eventually fully quenched, coinciding with $T_{\mathrm{c}}$ (Fig. 2C). To
quantify the value to $T_{\mathrm{c}}$, we first fitted each measured spectra with a BCS Dynes function (see section S2) (50). We subsequently fitted the numerically determined temperature dependence of the gap within BCS theory to the extracted $\Delta(T)$, as exemplified for an Al film with a 4.7-ML coverage in Fig. 2D, and find $T_{\mathrm{c}}=3.31 \pm 0.11$ K. In Fig. 2E, we illustrate the extracted $T_{\mathrm{c}}$ for four different films (see fig. S7). Based on BCS theory, the ratio between $T_{\mathrm{c}}$ and $\Delta(T=0)$ leads to an expected ratio of $2 \Delta(T=0) / k_{\mathrm{B}} T_{\mathrm{c}}=3.53$, which typically describes superconductors in the weak-coupling limit, such as bulk $\mathrm{Al}(46,47)$. Based on the extracted values, we plot the ratio between $\Delta$ and $T_{\mathrm{c}}$ in Fig. 2E. The overall trend indicates that the ratio is in close agreement to the expected value 3.53 as seen for the bulk Al , suggesting that the thin Al films studied here may be in the weakcoupling limit. We note that the $T_{\mathrm{c}}$ was only measured for four films, and not for a given film multiple times. Therefore, the error bars coincide with the standard deviation given by the fits shown in Fig. 2D and fig. S7. To infer a coverage-dependent trend in the extracted ratio, further measurements are needed. Moreover, the effect of the sample morphology and defects on the gap value and the ratio requires further study.

The threefold enhancement of $\Delta$ and $T_{c}$ is distinctly larger than reported epitaxial Al films in the literature, where capped films were studied ex situ only down to 6 MLs (18). Likewise, it exceeds most reported values for $T_{\mathrm{c}}$ of other studies on oxidized (single) Al films (12-18, 20, 21), likely due to the thinner films, the crystallinity, and the absence of the oxide layer. This observation directly refutes an early idea that the origin of the enhancement effect was due to the oxygen layer (12). In other reports $(24,25)$, enhanced values of $T_{\mathrm{c}}$ for Al films were obtained by doping with $\sim 2 \%$ of Si impurities. However, potential intermixing of Si and Al with this quantity of impurities would likely obscure the moiré pattern and atomic-resolution images presented in Fig. 1. In addition, we can also exclude a considerable influence of Si intermixing on the enhancement of superconductivity, since we do not observe a considerable change in gap enhancement for films when the annealing time (and thus potential intermixing) is minimized (see section S4 and fig. S8).

These observations indicate that the enhanced superconductivity is an intrinsic property of ultrathin Al films, but it remains an open question if other weak-coupling superconductors present similar enhancement effects and what the role of the substrate/interface is (4).

## Abrikosov lattice and out-of-plane magnetic field response

 Subsequently, we characterize the magnetic field-dependent response of various Al films in two magnetic field orientations, i.e., perpendicular/parallel to the surface. First, we quantify the upper critical field for an Al film with an 11.7-ML coverage in a magnetic field perpendicular to the film plane ( $B_{c 2}^{\perp}$ ). By incrementally increasing $B^{\perp}$ and measuring local point spectra (Fig. 3A), the coherence peaks flatten and the zero-bias conductance increases gradually until the gap has completely vanished at $B^{\perp}=100 \mathrm{mT}$. This upper limit for $B_{c 2}^{\perp}$ gives an estimate for the coherence length $\xi$ of $\sim 64 \mathrm{~nm}$, as $\xi=\sqrt{\Phi_{0} / 2 \pi B_{c 2}^{\perp}(T=0)}$, where $\Phi_{0}$ is the magnetic flux quantum (51). The expected type II behavior can be observed by spatially imaging the zero-bias conductance for nonzero values of $B^{\perp}$. We measured a constant-contour $\mathrm{d} I / \mathrm{d} V$ conductance map at $V_{\mathrm{s}}=0 \mathrm{mV}\left(B^{\perp}=50 \mathrm{mT}\right)$, which reveals an Abrikosov lattice, with a vortex radius on the order of the coherence length (Fig. 3B and fig. S9).
## MTF effect and the Clogston-Chandrasekhar limit

After characterizing the out-of-plane response, we characterized the response of various films to an in-plane magnetic field ( $B^{\|}$) for various coverages. Since screening currents cannot build up in the confined superconductor, orbital depairing is absent, and the magnetic field penetrates the superconductor, allowing us to study the superconducting state in combination with large magnetic fields compared to the typical out-of-plane critical values. In the absence of spin-orbit scattering, the quasi-particle excitations of the superconductor are sufficiently long-lived to observe the MTF effect in this regime $(26,27)$. This effect is exemplified by a spinsplitting of the coherence peaks, where each peak shifts by $\pm$
$g \mu_{\mathrm{B}} S B^{\|}$, giving a total Zeeman splitting of $\left|E_{z}\right|=g \mu_{\mathrm{B}} B^{\|}$for $S=1 /$ 2. For a homogeneous superconductor in the absence of spinorbit coupling, the superconducting state may only persist up to the Clogston-Chandrasekhar limit $(52,53)$, given by $h=\Delta / \sqrt{2}$, with $h=\mu_{\mathrm{B}} B^{\|}$, where a first-order phase transition to the normal state occurs.

In Fig. 3C, we illustrate the measured MTF effect for two Al films with a coverage of 3.9 and 8.5 MLs , where the STS was measured for increasing values of $B^{\|}$, up to $B^{\|}=4 \mathrm{~T}$. The manifestation of the MTF effect is the appearance of a spin-split gap structure. We quantify the splitting in Fig. 3C by subdividing the gap structure into two independent spin-polarized distributions and fitting two Maki functions with equal gaps, shifted with respect to each other by the Zeeman energy $\Delta E_{\mathrm{z}}$. As illustrated in Fig. 3D, we measured $\Delta E_{\mathrm{z}}\left(B^{\|}\right)$for four film coverages (also see fig. S10) and quantified the splitting of the coherence peaks at each field increment. The resulting linear trend is used to extract the $g$-factors (see inset of Fig. 3D) with an average of $g=1.98 \pm 0.02$ (where $g=\Delta E_{z} / \mu_{\mathrm{B}} B^{\|}$ for $S=1 / 2$ ). This measurement shows that the quasiparticles in the ultrathin regime remain free-electron like, and the linearity of the graph further illustrates that spin-orbit coupling is negligible in these films. In addition, we note that the expected ClogstonChandrasekhar limit for the $8.5-\mathrm{ML}$ film is at $B_{C C}^{\|}=\Delta / \sqrt{2} \mu_{\mathrm{B}} \sim 5.5 \mathrm{~T}$, i.e., above our experimental limit of $B^{\|}$ $=4.0 \mathrm{~T}$. However, for films with a smaller gap size (with coverages of 11.7 and 17.4 MLs), we could observe a sudden quenching of superconductivity at in-plane fields near the theoretical limit.

## Vortex structure in the presence of the MTF effect

The manifestation of the MTF effect in ultrathin Al films provides an opportunity to explore the atomic-scale variations in the conductance in response to variable magnetic field, for example, the resultant vortex behavior in the presence of the MTF effect. Moreover, the presence of large in-plane magnetic fields can induce pairing contributions in the form of odd-frequency spin-triplet correlations, which may act differently around a vortex and exhibit a paramagnetic Meissner response ( $33,54,55$ ). Using a vector magnetic


Fig. 3. Magnetic field response of Al films. (A) Evolution of the superconducting gap in out-of-plane magnetic field $B^{\perp}$ for an 11.7-ML film, measured in between vortices in (B). (B) Constant-contour d//dV map with $B^{\perp}=50 \mathrm{mT}$ (height profile recorded at $V_{\mathrm{s}}=10 \mathrm{mV}, I_{\mathrm{t}}=10 \mathrm{pA}$; image taken with $V_{\mathrm{s}}=0 \mathrm{mV}, V_{\mathrm{mod}}=20 \mu V$; scale bar, 100 nm ). (C) Evolution of the superconducting gap as a function of in-plane magnetic field $B^{\| l}$ for a $3.9-$ and $8.5-\mathrm{ML}$ film. Black lines are fits using two Maki functions separated by Zeeman splitting $\Delta E_{z}$ (stabilized at $V_{s}=3 \mathrm{mV}, I_{\mathrm{t}}=200 \mathrm{pA}, V_{\text {mod }}=20 \mu \mathrm{~V}$ ). (D) Extracted $\Delta E_{\mathrm{z}}$ for four AI coverages (see fig. S10). The solid lines are weighted linear fits to extract the $g$-factor for each sample (inset).
field, we induced vortices in a given Al film with $B^{\perp}=30 \mathrm{mT}$ and simultaneously applied $B^{\|}=2.99 \mathrm{~T}$ to enter the MTF regime. We subsequently spatially mapped the zero-bias conductance in cons-tant-contour mode, as illustrated for an $8.5-\mathrm{ML} \mathrm{Al}$ film (Fig. 4A). The resulting image shows multiple round vortices with an expected flux density (see also section S5). Note that the vortices may occasionally move, likely due to interactions with the tip (also see figs. S9 and S11). This can yield vortices that appear noisy as well as obscure the symmetry of underlying vortex lattice. To further characterize the structure, we also performed STS along a horizontal and vertical line across a given vortex (Fig. 4, C and D). Both directions show a split gap structure with $\Delta=0.45 \mathrm{meV}$ at $\sim 150 \mathrm{~nm}$ from the vortex center and a gradual decrease of $\Delta$ toward the center with a constant Zeeman splitting. Closer to the vortex center, the spectral gap is rapidly quenched, resulting in an extended region of $\sim 70 \mathrm{~nm}$ in diameter without any spectroscopic indications of superconductivity. In this regime, the apparent region with conductance associated with the normal state is radially larger than what is expected for a typical vortex in the absence of an in-plane magnetic field component (e.g., fig. S9). Besides this extended region where the quasiparticle gap is zero, the total radius of a vortex in the MTF regime is also larger compared to the typical vortex shape in the absence of an inplane magnetic field, as illustrated by comparing the zero-bias conductance profiles in Fig. 4B (also see fig. S9).

To explain the observation of the vortex structure in the presence of the MTF effect, or the MTF vortex for short, we modeled the superconducting vortex structure using the quasiclassical Keldysh Green's function formalism ( 56,57 ), assuming a single-phase winding in the superconducting gap parameter. We assume that the coherence length of the superconductor is large compared to the mean free path, dictated by the sample morphology (sample thickness, island size, and moiré periodicity), such that the
quasiclassical Green's function solves the Usadel equation (58). Therefore, we consider the diffusive limit, where only $s$-wave correlations can persist. This is in contrast to considerations in the ballistic limit (31). We fix $\Delta^{\infty}$, the gap size at infinite distance from the vortex, and the spin-splitting field $h^{\|}=\mu_{\mathrm{B}} B^{\|}$to the experimental values $\left(h^{\|} / \Delta^{\infty}=0.38\right)$ and solve the Usadel equation self-consistently with both the superconducting gap equation and Maxwell's equations (see section S5 for more details). In Fig. 4E, we illustrate the calculated density of states and account for Dynes broadening as well as experimental broadening by convoluting with the FermiDirac distribution with $T_{\text {eff }}=250 \mathrm{mK}$. The simulated distance-dependent spectra show an excellent agreement with the experimental data, reproducing the zero-bias conductance profiles (Fig. 4B), the evolution of the spin-split gap structure, and the extended region with a quenched quasiparticle gap (see fig. S9 for the calculated profile for $h^{\| /} / \Delta^{\infty}=0$ ). In addition, we can extract the coherence length of $\xi=42 \mathrm{~nm}$.

The theoretical model provides a detailed understanding of the MTF vortex structure in a varying in-plane magnetic field. First, the solution to the gap equation consists of both even-frequency $\left(\omega_{\mathrm{e}}\right)$ spin-singlet $\frac{1}{\sqrt{2}}(|\uparrow \downarrow\rangle-|\downarrow \uparrow\rangle)$ and odd-frequency $\left(\omega_{\mathrm{o}}\right)$ spin-triplet $\frac{1}{\sqrt{2}}(|\uparrow \downarrow\rangle+|\downarrow \uparrow\rangle)$ pairing contributions. Therefore, there is always a coexistence of both types of pairing contributions in the presence of an in-plane magnetic field. To understand the vortex structure, it is important to identify the role of both types of pairing contributions. In Fig. 5 (A and B), we plot the contributions of $\omega_{\mathrm{e}}$ and $\omega_{\mathrm{o}}$ pairing correlations, $\Delta_{\text {even }}$ and $\Psi_{\text {odd }}$, respectively, as a function of distance across the MTF vortex structure, where $r=0$ refers to the vortex center. Toward the vortex core, both order parameters decrease monotonically and gradually as the distance to the core is reduced. By evaluating the gap equation for increasing values of $h^{\|}$, we find an increasing contribution of $\omega_{\text {o }}$ pairs, as well as a


Fig. 4. MTF vortex in vector magnetic field. (A) Constant-contour $\mathrm{d} / / \mathrm{d} V$ map in vector magnetic field with $B^{\|}=2.99 \mathrm{~T}$ and $B^{\perp}=30 \mathrm{mT}$ for an 8.5 - ML film (height recorded at $V_{s}=10 \mathrm{mV}, I_{\mathrm{t}}=10 \mathrm{pA}$; image taken with $V_{\mathrm{s}}=0 \mathrm{mV}$ and $z$ offset $=100 \mathrm{pm}, V_{\text {mod }}=50 \mu \mathrm{~V}$; scale bar, 100 nm ). (B) Vortex profile at $V_{\mathrm{s}}=0 \mathrm{mV}$, extracted from the line spectra across the Abrikosov vortex (blue; see fig. S9, B and C) and the MTF vortex (orange; C and E ). Both the experimental (scatter points) and theoretical (lines) zero-bias conductance profiles are presented. ( $\mathbf{C}$ and $\mathbf{D}$ ) $\mathrm{d} / / \mathrm{d} V$ spectra along a horizontal and vertical line across a vortex core (stabilized at $V_{\mathrm{s}}=3 \mathrm{mV}, I_{\mathrm{t}}=200 \mathrm{pA}, V_{\mathrm{mod}}=20$ $\mu \mathrm{V}$ ). (E) Simulated $\mathrm{d} / / \mathrm{d} V$ signal by solving the self-consistent gap equation (see section S 5 ) using $h^{\|} / \Delta^{\infty}=0.38, \xi=42 \mathrm{~nm}, \Gamma=0.007 \Delta^{\infty}$, $\kappa=5$ and broadened with $T_{\text {eff }}=250 \mathrm{mK}$.


Fig. 5. Evolution of the MTF vortex structure with in-plane magnetic fields. Calculated gap function across a vortex for ( $\mathbf{A}$ ) $\omega_{\mathrm{e}}$ spin-singlet pairs, ( $\mathbf{B}$ ) $\omega_{\mathrm{o}}$ spin-triplet pairs, and (C) the calculated electric supercurrent density for various in-plane magnetic fields [color used consistently in (A) to (C)]. The supercurrent flow around the magnetic flux line $(\otimes)$ is indicated schematically. (D) Simulated zero-bias conductance represented spatially for three $h^{\| /} / \Delta^{\infty}$ ratios $\left(\xi=42 \mathrm{~nm}, \Gamma=0.001 \Delta^{\infty}, \kappa=5\right.$, as defined in section S5).
more extended and gradual vortex profile. The combination of the shallow vortex shape and the presence of $\omega_{\mathrm{o}}$ correlations near the vortex core, which are more susceptible to single-particle excitations (54), explains the extended quenched gap region, despite a finite order parameter being present in this region. We also note that close to the vortex center, $\Delta_{\text {even }}$ is reduced beyond the ClogstonChandrasekhar limit, which is only allowed for a local region in the superconductor.

Mesoscopically, the presence of vortices is driven by a circulating supercurrent that screens the penetrating magnetic flux. Therefore, we additionally calculated the $\omega_{e}$ and $\omega_{o}$ contributions to the supercurrent density and plot this as a function of distance in Fig. 5C for various values of $h^{\|} / \Delta^{\infty}$. In the absence of $h^{\|}$, we find the characteristic diamagnetic response of the screening current (59) (black dashed lines), consisting of purely $\omega_{\mathrm{e}}$ pairs. At finite values for $h^{\|} / \Delta^{\infty}$, we find two contributions to the screening current with opposite signs, originating from the $\omega_{\mathrm{e}}$ and $\omega_{\mathrm{o}}$ pairing correlations. This demonstrates a paramagnetic Meissner contribution from the $\omega_{o}$ pair correlations. With increasing $h^{\|} / \Delta^{\infty}$, both screening current contributions extend further outward, and the paramagnetic component increases in amplitude, but the total screening current (i.e., the sum of both contributions) remains diamagnetic. In this way, the paramagnetic contribution to the supercurrent, originating from the odd-frequency correlations induced in the MTF regime, gives rise to an enhanced magnetic penetration depth and contributes to the enhanced vortex size.

In addition to the aforementioned details, we calculated how the measurable vortex structure evolves as a function of $h^{\prime \prime}$. Figure 5D provides a visual representation of the simulated spatial $\mathrm{d} I / \mathrm{d} V$ signal at $V_{\mathrm{s}}=0 \mathrm{mV}$, showing the evolution of the vortex structure. For $h^{\| /} /$ $\Delta^{\infty}=0$, the vortex starts as the expected structure with a sharp rise
in conductance at the core (also see fig. S9). For a persistently rising field value, the high-conductance region broadens and flattens out near the core, as can be seen for $h^{\|} / \Delta^{\infty}=0.5$, and finally develops a high-intensity ring around the vortex core at $h^{\|} / \Delta^{\infty}=0.7$ due to the overlap of pronounced inner coherence peaks.

We propose that these MTF vortices can appear in any type II superconductor in the presence of a large magnetic field, given that spin-orbit scattering and orbital depairing are negligible. These reshaped vortices are likely to occur in experimental setups, even in the absence of an applied out-of-plane field, since a small misalignment between the sample plane and the in-plane magnetic field direction can induce an out-of-plane component (where $B_{c 2}^{\|} / B_{c 2}^{\|} \ll 1$ ). In our case, we find a small tilt angle of $0.2^{\circ}$ (see section S 5 and fig. S11), estimated by the observed vortex density at $B^{\| \prime}=4.0 \mathrm{~T}$. Consequently, it is interesting to explore larger ratios of $h^{\|} / \Delta^{\infty}$, close to the Clogston-Chandrasekhar limit. In Fig. 6A, we show one instance of a vortex where $B^{\|}=3.60 \mathrm{~T}$, while $B^{\perp}=0.0 \mathrm{~T}$ for an 11.7-ML Al film. Here, STS measurements along a horizontal line and the simulated $\mathrm{d} I / \mathrm{d} V$ signal (Fig. 6, B and C) reveal the appearance of a zero-bias peak at finite distance from the vortex core, owing to the gradual merging of the two inner coherence peaks. We expect that for even larger $h^{\|} / \Delta^{\infty}$ ratios, this will give rise to a pronounced ring as seen in Fig. 5D. For these films, where $B_{\mathrm{c} 1}^{\perp} / B_{\mathrm{c} 2}^{\|}$is very small, small angular offsets in the magnetic field can lead to vortex formation near the Clogston-Chandrasekhar limit. For experiments where large in-plane magnetic fields are needed to induce a topological superconducting phase, the appearance of the aforementioned in-gap states at zero energy may make it more complicated to assign a topological character in this field regime.


Fig. 6. Zero-bias peak in the MTF vortex profile for large $\boldsymbol{h}^{\|} / \Delta^{\infty}$. (A) Constant-contour $\mathrm{d} / / \mathrm{d} V$ map with $B^{\|}=3.6 \mathrm{~T}\left(B^{\perp}=0 \mathrm{mT}\right)$ for an 11.7 -ML film (height recorded at $V_{\mathrm{s}}=10 \mathrm{mV}, I_{\mathrm{t}}=10 \mathrm{pA}$; image taken with $V_{\mathrm{s}}=0 \mathrm{mV}$ and $z$ offset $=120 \mathrm{pm}, V_{\text {mod }}=50 \mu V$; scale bar, 100 nm ). (B) Spectra measured along a line of 400 nm across a vortex structure [see white line in (A); stabilized at each point with $V_{5}=3 \mathrm{mV}, I_{\mathrm{t}}=200 \mathrm{pA}, V_{\bmod }=20 \mu \mathrm{~V}$ ]. (C) Simulated d//dV signal across a vortex core by solving the selfconsistent gap equation using $h^{\|} / \Delta^{\infty}=0.63, \Gamma=0.1 \Delta^{\infty}, \kappa=5, \xi=50 \mathrm{~nm}$ and broadened with $T_{\text {eff }}=250 \mathrm{mK}$.

## DISCUSSION

In conclusion, we have demonstrated that the superconducting gap size and critical temperature of Al can be enhanced up to threefold in the 2D limit, for films as thin as 4 MLs. Based on thickness-dependent measurements of the superconducting gap combined with variable temperature measurements, we establish that the ratio of $\Delta$ to $T_{\mathrm{c}}$ remains near the expected BCS ratio. While the enhancement of superconductivity can be seen gradually as films reach the 2D limit, it remains an open question how the enhanced superconductivity arises. More specifically, it remains to be explored if, besides electron-phonon coupling, other low-energy excitations become relevant in the lower dimensional limit, such as plasmons. It is also particularly interesting to explore if this enhancement is unique to Al , or if it can be generalized to other superconductors in the weak-coupling limit. In addition to the enhancement of the critical temperature, we quantify the type II behavior of these films, including a characterization of the vortex lattice in the presence of the MTF effect. Notably, we find that the shape of the vortex structure in the presence of the MTF effect is strongly modified, including an experimental observation of a gapless region. Our simulations confirm a connection between the extended vortex shape and the presence of odd-frequency pairing contributions, as exemplified by a paramagnetic contribution to the screening supercurrent. In addition, these results highlight that the presence of pairing correlations and the observation of a tunneling gap are not synonymous in a tunneling experiment (60). Therefore, further investigation with pair-sensitive tunneling techniques can provide more insight into the unconventional pairing contributions in the high-field regime of superconductivity $(59,61,62)$.

## MATERIALS AND METHODS

All presented STM/STS measurements were performed using two different homebuilt systems with base temperatures of 30 mK (63) and 1.3 K (system A and system B , respectively). All presented experimental data were measured at $T \approx 30 \mathrm{mK}$, unless specified
otherwise. Since both systems have an identical UHV chamber design $\left(<5 \times 10^{-10} \mathrm{mbar}\right)$, the sample growth was performed using the same procedures. First, the $\mathrm{Si}(111)$ wafer (As doped, resistivity $<0.005 \mathrm{ohm} \cdot \mathrm{cm}$ ) is annealed at $\sim 750^{\circ} \mathrm{C}$ for $>3$ hours for degassing purposes by applying a direct current through the wafer. The temperature is measured by aligning a pyrometer onto the wafer surface. Afterward, the $\mathrm{Si}(111)-7 \times 7$ reconstruction is prepared by repeated flash-annealing to $T=1500$ to $1530^{\circ} \mathrm{C}$. Second, the Si substrate is cooled on a liquid nitrogen cold stage $(\sim 110 \mathrm{~K})$ for lowtemperature Al growth. We deposited Al from a crucible with a cold-lip effusion cell (CLC-ST, CreaTec) at an evaporation temperature of $T=1030^{\circ} \mathrm{C}$, yielding a deposition rate of 0.39 MLs (A) or 1.06 MLs (B) per minute (see section S1 and fig. S1). Third, after depositing the desired amount of material, the sample is placed onto a manipulator arm and annealed at room temperature for 30 $\min$ for coverages of $>4 \mathrm{MLs}$ and 10 to 20 min for coverages of $<4$ MLs (A) and 15 min for coverages of 4 to 6 MLs (B). The anneal time is stopped by placing the sample into a flow cryostat-cooled manipulator arm (for system A) and transferring the sample into the STM body.

All samples were measured using an electrochemically etched W tip, which was prepared by dipping into an $\mathrm{Au}(111)$ crystal and subsequently characterized. STS measurements were done with a standard lock-in technique, where a sinusoidal modulation voltage ( $f_{\text {mod }}=877$ to 927 Hz and $V_{\text {mod }}$ as indicated in the figure captions) was added to $V_{s}$. For variable temperature measurements on system B, we calibrated the used temperature sensor by measuring and fitting the temperature-dependent superconducting gaps of a film of $\mathrm{Sn} / \mathrm{Si}(111)$ and bulk $\mathrm{V}(111)$ (see section S3 and fig. S6).

For vortex imaging, we spatially mapped the $\mathrm{d} I / \mathrm{d} V$ signal in constant-contour mode, as done in (49). In this mode, we first recorded a constant-current line scan trace, measuring the values of $z$, with a closed feedback loop, at a bias voltage $\left(V_{\mathrm{s}}=3 \mathrm{mV}\right)$. Next, the recorded values of $z$ (including a $z$ offset) were used at the measuring bias $\left(V_{s}=0 \mathrm{mV}\right)$. This method was repeated for every line of the image. Sharp topographic features, such as island edges, are likely to

[^8]contribute to the signal in this measurement mode. In all presented vortex maps, the orientation of the in-plane magnetic field is $10^{\circ}$ off the vertical $(y)$ axis of the images (64-73).
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## S1 Film morphology and characterization

## Calibration of the coverage

Prior to sample growth on $\mathrm{Si}(111)$, the deposition rate at $T=1030^{\circ} \mathrm{C}$ is characterized by depositing Al onto a quartz microbalance (QMB). We repeat this calibration between multiple sample preparations to ensure that the deposition rate does not substantially change over time. We also calibrated the AI deposition by evaporating AI onto a clean $\mathrm{Si}(111)-7 \mathrm{x} 7$ surface at room temperature, for both STMs used in this study. This growth method yields small islands of thickness $\geq 4 \mathrm{ML}$, which enable calibration as also seen in ref. (38). Fig. S1A shows a constant-current STM image illustrating this calibration, after depositing AI for 12 minutes, followed by an additional 10 minutes waiting time before low temperature characterization. The corresponding apparent height histogram in Fig. S1B shows the density for each specified thickness. Based on this analysis, we extracted a deposition rate of 0.39 $\mathrm{ML} / \mathrm{min}$ for system A . This rate is used to estimate the coverage of each sample in combination with morphology analysis on large-scale images to precisely determine the amount of main layer and (vacancy) islands.

## Film morphology for different coverages

The morphology of the Al films measured in this work vary as a function of coverage and annealing conditions. In Fig. S2, we present the morphology of three different AI films with different coverage, grown with the described sample preparation (see Materials and Methods) and with a roomtemperature anneal time of $(A) 10$ minutes, and (B,C) 30 minutes. The key differences are: (i) the roughness of the film increases as we approach the 4 ML coverage limit, where we still observe a closed, metallic film (ii) the apparent height variation changes for thicker films, e.g. as shown for 35 ML, where samples can show $N-2 / N+2$ variations in addition to the $N-1 / N+1$ variations observed in thinner films. We note that the morphology is extremely sensitive to the annealing time (also see Fig. S7A). However, the length scale related to the mean surface roughness typically remains smaller than the coherence length of the superconductor (i.e. $<50 \mathrm{~nm}$ ).

## Large-scale scanning tunneling spectroscopy and comparison to DFT and ARPES

We measured $\mathrm{d} / / \mathrm{d} V$ in a large bias voltage range between $V_{\mathrm{s}}= \pm 2 \mathrm{~V}$ on various thicknesses for a given sample. To compare to previous results, we plotted the calculated quantum well state (QWS) energies for $\mathrm{Al}(111)$ from DFT calculations derived from refs. $(42,43)$ in the upper panel of Fig . S 3 A , as well as the extracted QWS energies from ARPES measurements on various $\mathrm{Al}(111)$ films derived from ref. (44). We note that ARPES macroscopically averages over large areas of the film, compared to STS, and therefore the measured spectra will presumably convolute all layer thicknesses present on the film. Furthermore, we compare the QWS energies from DFT with the peak positions observed in the large-scale STS measurements in the lower panel of Fig. S3A. The spectra for layer thicknesses between 11 ML and 37 ML are shown in Fig. S3B-E.

## Spatial measurement of superconductivity

To check the effect of the film morphology (i.e. islands, moiré-type pattern) on the superconductivity, we measured $\mathrm{d} / / \mathrm{d} V$ spectra along a line across an Al film with 8.5 ML coverage. Fig. S4A shows the main layer ( 8 ML ) and an island ( 9 ML ), as well as the long-range periodicity, with the measured line running across all these morphological features. The spectra along this line (Fig. S4B) show a constant gap size with small variations in the coherence peak height. Similarly, we measured spectra on arbitrary locations on all samples and find negligible variations in the gap size, as indicated by the error bars in Fig. 2B.

## S2 Fitting superconducting spectra and the influence of broadening

For fitting superconducting gap spectra and extracting $\Delta$, we used two different BCS-based fitting models.

1) The Maki equation for the density of states (45), based on Pauli paramagnetism in small superconductors:

$$
\rho(E)=\Re\left(\frac{u}{\sqrt{u^{2}-1}}\right),
$$

where $u=\frac{E}{\Delta}+\zeta \frac{u}{\sqrt{1-u^{2}}}$ (see ref. (64) for the analytical solution) and $\zeta$ describes the pair-breaking parameter. Note that this description is valid in absence of magnetic field, i.e. no spin-splitting.
2) The Dynes equation (50), a phenomenological equation to capture the broadening due to finite quasiparticle recombination times:

$$
\rho(E)=\frac{E-i \Gamma}{\sqrt{(E-i \Gamma)^{2}-\Delta^{2}}} .
$$

The Maki equation renormalizes the coherence peak height, while the Dynes equation induces a Gaussian type of broadening which may induce in-gap conductance.

In Fig. S5, we plot a typical superconducting gap of a film with coverage 8.5 ML (blue circles), and in Fig. S5A fitted with the Maki equation (red line), with a magnified focus of the fit on the left coherence peak. We find an excellent agreement between data and fit for $\Delta=0.46 \mathrm{meV}, \zeta=0.02 \mathrm{meV}$ if we include a Fermi-Dirac broadening with an effective temperature $T_{\text {eff }}=250 \mathrm{mK}$. Noteworthy, this approach does not specify the origin of the broadening effects and can include broadening contributions that are unrelated to temperature. Moreover, this effective temperature is considerably larger than the measurement temperature of $T=30 \mathrm{mK}$, which suggests additional non-thermal broadening. Previously, we calibrated the energy resolution of our experimental setup at $\sim 65 \mu \mathrm{eV}$ in ref. (65). Here, we consider three potential broadening contributions.

Firstly, tunneling spectroscopy at mK temperature suffers from an intrinsic broadening mechanism, based on the quantization of the tunneling current and its interaction with the electromagnetic environment (66). The capacitive noise can be described by the $P(E)$ theory and in practice adds a Gaussian broadening $P_{N}(E)=\frac{1}{\sqrt{4 \pi E_{\mathrm{C}} k_{\mathrm{B}} T}} \exp \left[-\frac{E^{2}}{4 E_{\mathrm{C}} k_{\mathrm{B}} T}\right]$, where $E_{\mathrm{C}}=Q^{2} / 2 C_{\mathrm{J}}$ is the charging energy of the Cooper pairs with $Q=2 e$ and $C_{J}$ the capacitance of the tunnel junction. In Fig. S5B, we fitted the same spectrum with the Maki equation, extended by the $P_{N}(E)$ contribution and find that we require a capacitance of $C_{J}=0.25 \mathrm{fF}$ to account for the broadening, if $T_{\text {eff }}$ equals the measurement temperature. However, assuming the proposed model in ref. (66) for a tip with diameter $d=0.3 \mathrm{~mm}$ and an opening angle of $\alpha=60^{\circ}$, we find a capacitance of 12.7 fF instead, suggesting that the $P_{N}(E)$ broadening is not the main broadening contribution.

Secondly, we considered a sample with a convolution of two-layer thicknesses, where each layer has a distinct value of $\Delta$, namely $\Delta_{N}$ and $\Delta_{N+1}$. We model this by combining two Maki equations for each value of $\Delta$, considering a $50 \%$ contribution of each $\Delta$. In Fig. S5C, we illustrate the resultant convolution as well as a decomposition of each of gap contributions (dashed lines). The result shows a good match with the data, using $T_{\text {eff }}=150 \mathrm{mK}$ and a difference $\left|\Delta_{N}-\Delta_{N+1}\right|=70 \mu \mathrm{eV}$. Based on the data shown in Fig. 2B it is reasonable to consider such differences in the limit where $N<10 \mathrm{ML}$. However, we also observed that the inherent broadening remained for higher coverages, and therefore we cannot conclude that this is solely responsible for the observed gap broadening. Ultimately, a gap difference larger than the energy resolution is required to confirm the existence of such a double-gap proximity effect, as this would result in a kink in the spectral shape.

Lastly, we considered the hybridization model proposed in ref. (49). For Pb films on black phosphorus (BP), weak hybridization between the bands of BP and the quantum well states of Pb leads to a nonthermal broadening of the superconducting gap and anisotropic vortices. However, for Al films on Si , no renormalization of the superconducting gap is not expected, as indicated by the observed isotropic vortices. A good agreement between the model and the data (Fig. S5D) is only found by taking a large amount of anisotropy (e.g. $m_{x} / m_{y}=8$, where $m_{x}$ and $m_{y}$ describe the effective mass of the Al band in $x$ - and $y$-direction respectively) and a weighting function (using $T_{\text {eff }}=150 \mathrm{mK}$ ). However, such large anisotropy values are expected to influence the vortex shape, as seen for vortices in Pb on black phosphorus, but the vortices in Al are isotropic (Fig. 3B, Fig. S9). Therefore, we expect that the broadening mechanism in Al films does not stem from anisotropic hybridization effects.

## S3 Temperature calibration for temperature dependent measurements above 1 K

To perform temperature dependent measurements, we heated the sample with a Zener diode. To calibrate the temperature sensor, we measured the temperature dependence of $\mathrm{V}(111)$ bulk, and a thick Sn film epitaxially grown on $\mathrm{Si}(111)-(7 \times 7)(67-71)$. We prepared the $\mathrm{V}(111)$ sample with repeated
sputter and anneal cycles ( $T_{\text {anneal }}=850^{\circ} \mathrm{C}$ ). For the second study, we deposited Sn on a clean $\mathrm{Si}(111)-(7 \times 7)$ substrate held at $T \sim 110 \mathrm{~K}$. Based on a previous calibration, we expected a coverage between 120-150 ML, i.e. in the bulk regime.

In Fig. S6, we plot the $\mathrm{d} / / \mathrm{d} V$ spectroscopy measured as a function of temperature, where the temperature value refers to the sensor reading, for the two aforementioned samples. We extracted $\Delta(T)$ by fitting a Dynes equation (black lines). The resultant $\Delta(T)$ is plotted below each subfigure. Both material systems show an excellent agreement with the BCS equation and the measured $\Delta(T)$. Using the extracted values for $\Delta$ and $T_{\mathrm{c}}\left(\Delta_{\mathrm{Sn}}^{T}=0=0.67 \pm 0.03 \mathrm{meV}, T_{\mathrm{c}, \mathrm{Sn}}=3.9 \pm 0.2 \mathrm{~K}, \Delta_{\mathrm{V}}^{T=0}=0.79 \pm 0.04 \mathrm{meV}\right.$, $T_{\mathrm{c}, \mathrm{V}}=5.1 \pm 0.2 \mathrm{~K}$ ), we find that the BCS ratio $2 \Delta / \mathrm{k}_{\mathrm{B}} T_{\mathrm{c}}=3.99 \pm 0.27$ for $\mathrm{Sn} / \mathrm{Si}(111)$ and $2 \Delta / \mathrm{k}_{\mathrm{B}} T_{\mathrm{c}}=3.60$ $\pm 0.23$ for $\mathrm{V}(111)$. Since these values, in particular those for V , match with literature ( $67,70,71$ ), we conclude that the temperature of the STM sensor gives a reliable measurement of the sample temperature in the range between 1.2 K and 5.1 K .

## Temperature dependence of three thin Al films

Temperature dependent measurements as described in the main manuscript were performed for three other Al films with coverages of $6.3 \mathrm{ML}, 5.3 \mathrm{ML}$ and 4.2 ML, as shown in Fig. S7A-C. We apply the same analysis and extract $\Delta_{6.3}^{T=0}{ }_{\mathrm{ML}}=0.39 \pm 0.02 \mathrm{meV}, \Delta_{5.3}^{T=0} \mathrm{ML}=0.43 \pm 0.02 \mathrm{meV}$ and $\Delta_{4.2}^{T=0} \mathrm{ML}=0.51 \pm 0.02$ meV , as well as $T_{\mathrm{c}, 6.3 \mathrm{ML}}=2.51 \pm 0.10 \mathrm{~K}, T_{\mathrm{c}, 5.3 \mathrm{ML}}=2.90 \pm 0.11 \mathrm{~K}$ and $T_{\mathrm{c}, 4.2 \mathrm{ML}}=3.15 \pm 0.08 \mathrm{~K}$. Here, the error bars represent the standard deviation given by the BCS fit.

S4 Effect of minimal annealing on the film morphology and resultant superconductivity In order to explore the role of room temperature annealing on the morphology and resultant superconducting gap, we prepared an additional sample with a coverage of 8.5 ML . After cold deposition, the sample was minimally annealed at room temperature ( $\sim 1 \mathrm{~min}$ ). The resulting sample shows small islands on top of a closed layer with atomic resolution visible, as shown in Fig. S8A. The moiré-like periodicity was not visible, likely obstructed by the abundance of small islands. Still, we find a spatially homogeneous gap with a gap size of $\sim 0.5 \mathrm{meV}$, shown in Fig. S8B, which is similarly enhanced compared to the annealed sample with 8.5 ML coverage (see Fig. 2A).

## S5 Al films in (high) magnetic fields

## Theoretical model for vortex simulations

To model the superconducting vortices, we use quasiclassical Keldysh theory, which is valid when the Fermi energy is much larger than all other energy scales. Assuming that the mean free path is also much less than the coherence length, the system can be fully described by the momentum-averaged quasiclassical Green's function,

$$
\check{g}=\left(\begin{array}{cc}
\hat{g}^{R} & \hat{g}^{K} \\
0 & \hat{g}^{A}
\end{array}\right),
$$

where $\hat{g}^{R}, \hat{g}^{A}$ and $\hat{g}^{K}$ are the retarded, advanced and Keldysh components of the Green's function, respectively. In thermal equilibrium it is sufficient to find the retarded Green's function, since $\hat{g}^{A}=$ $-\hat{\tau}_{Z}\left(\hat{g}^{R}\right)^{+} \hat{\tau}_{Z}$ and $\hat{g}^{K}=\left(\hat{g}^{R}-\hat{g}^{A}\right) \tanh (\beta \varepsilon / 2)$, where $\hat{\tau}_{Z}=\operatorname{diag}(1,1,-1,-1), \beta$ is the inverse temperature and $\varepsilon$ is the energy.

The retarded quasiclassical Green's function solves the Usadel equation (58),

$$
D \widetilde{\boldsymbol{\nabla}} \cdot\left(\hat{g}^{R} \widetilde{\boldsymbol{\nabla}} \hat{g}^{R}\right)+i\left[\hat{\tau}_{z}(\varepsilon+i \Gamma)+h^{\|} \widehat{\sigma}_{z}+\widehat{\Delta}, \hat{g}^{R}\right]=0,
$$

Here, $D$ is the diffusion constant, $\Gamma$ is the Dynes parameter, $h \|$ is the spin-splitting field, $\widehat{\Delta}=$ antidiag $(\Delta,-$ $\left.\Delta, \Delta^{*},-\Delta^{*}\right)$ and the covariant derivative is

$$
\begin{equation*}
\widetilde{\boldsymbol{\nabla}} \hat{g}^{R}=\boldsymbol{\nabla} \hat{g}^{R}-i e\left[\hat{\tau}_{Z} \boldsymbol{A}, \hat{g}^{R}\right], \tag{3}
\end{equation*}
$$

where $e=-|e|$ is the electron charge and $A$ is the vector potential. The superconducting gap parameter, $\Delta$, must solve the gap equation (72).

$$
\begin{equation*}
\Delta=\frac{1}{16 \log \left(2 \omega_{\mathrm{D}} / \Delta_{0}\right)} \int_{-\omega_{D}}^{\omega_{D}} \mathrm{~d} \varepsilon \operatorname{Tr}\left[-i \widehat{\sigma}_{y}\left(\hat{\tau}_{x}-i \hat{\tau}_{y}\right) \hat{g}^{K}\right] \tag{4}
\end{equation*}
$$

where $\omega_{D}$ is the Debye frequency and $\Delta_{0}$ is the zero-temperature BCS bulk solution. Additionally, the vector potential must solve Maxwell's equation. Assuming $\boldsymbol{\nabla} \cdot \boldsymbol{A}=0$, Maxwell's equation reads (57)

$$
\begin{equation*}
\nabla^{2} \boldsymbol{A}=-\frac{\mu N_{0} e D}{4} \int_{-E_{c}}^{E_{c}} \mathrm{~d} \varepsilon \operatorname{Tr}\left[\hat{\tau}_{z}(\breve{g} \widetilde{\nabla} \check{g})^{K}\right], \tag{5}
\end{equation*}
$$

where $\nabla^{2}$ is the vector Laplacian, $E_{c}$ is a cut-off energy, $\mu$ is the magnetic permeability and $N_{0}$ is the normal state density of states at the Fermi level. For a self-consistent solution, we must solve eqs. (2), (4) and (5) simultaneously.

To model the vortex, we solve eqs. (2), (4) and (5) on an infinite plane with a single phase winding in the gap parameter around the origin and assume that the vector potential points in the azimuthal direction. That is, using polar coordinates, $\Delta(\boldsymbol{r})=\Delta(r) e^{i \theta}$ and $\boldsymbol{A}=\boldsymbol{A} \boldsymbol{e}_{\theta}$, where $\boldsymbol{e}_{\theta}$ is the unit vector in the $\theta$-direction. The latter means that $\nabla^{2} \boldsymbol{A}=\left(\nabla^{2} A-A / r^{2}\right) \boldsymbol{e}_{\theta}$. We solve the equations numerically by using the Ricatti parametrization,

$$
\hat{g}^{R}=\left(\begin{array}{cc}
N & 0  \tag{6}\\
0 & -\widetilde{N}
\end{array}\right)\left(\begin{array}{cc}
1+\gamma \tilde{\gamma} & 2 \gamma \\
2 \tilde{\gamma} & 1+\tilde{\gamma} \gamma
\end{array}\right)
$$

where $\tilde{\gamma}(\epsilon)=\gamma^{*}(-\epsilon)$ and $N=(1-\gamma \tilde{\gamma})^{-1}$. If we choose the spin-quantization axis to be along the inplane magnetic field, we need only solve for two components of $\gamma$, and we may write

$$
\gamma(\boldsymbol{r}, \theta)=\left(\begin{array}{cc}
0 & \gamma_{1}(r)  \tag{7}\\
-\gamma_{2}(r) & 0
\end{array}\right) e^{i \theta} .
$$

Next, we make all quantities dimensionless by dividing eqs. (2) and (4) by the superconducting gap at $r \rightarrow \infty, \Delta^{\infty}$, and multiplying eq. (5) by $2 e \xi$, where $\xi=\sqrt{D / \Delta^{\infty}}$ is the diffusive superconducting coherence length. We define the dimensionless quantities $\bar{\varepsilon}=\varepsilon / \Delta^{\infty}, \bar{h}^{\|}=h^{\|} / \Delta^{\infty}, \bar{\Gamma}=\Gamma / \Delta^{\infty}, \bar{\Delta}=$ $\Delta / \Delta^{\infty}, \bar{r}=r / \xi$, and $\bar{A}=2 e \xi A$. To solve the equations numerically on an infinite domain, we also define $z=\bar{r} /(1+\bar{r})$.

From eq. (2) we find that

$$
\begin{align*}
(1-z)^{4} \frac{\partial^{2} \gamma_{1 / 2}}{\partial z^{2}} & +\frac{(1-2 z)(1-z)^{3}}{z} \frac{\partial \gamma_{1 / 2}}{\partial z}-\frac{(1-z)^{2}}{z^{2}} \gamma_{1 / 2}+2 i\left(\bar{\varepsilon}+i \bar{\Gamma} \pm \bar{h}^{\|}\right) \gamma_{1 / 2}-i \bar{\Delta}-i \bar{\Delta}^{*} \gamma_{1 / 2}^{2} \\
& +\frac{2 \tilde{\gamma}_{1 / 2}}{1+\gamma_{1 / 2} \tilde{\gamma}_{2 / 1}}\left[\frac{(1-z)^{2} \gamma_{1 / 2}^{2}}{z^{2}}-\left(1-z^{4}\right)\left(\frac{\partial \gamma_{1 / 2}}{\partial z}\right)^{2}\right] \\
& -\bar{A} \gamma_{1 / 2} \frac{1-\gamma_{1 / 2} \tilde{\gamma}_{2 / 1}}{1+\gamma_{1 / 2} \tilde{\gamma}_{2 / 1}}\left(\bar{A}-\frac{2(1-z)}{z}\right)=0, \tag{8}
\end{align*}
$$

from eq. (4), we get

$$
\begin{equation*}
\bar{\Delta}=\frac{1}{2 \log \left(2 \omega_{D} / \Delta_{0}\right)} \int_{-\omega_{D} / \Delta^{\infty}}^{\omega_{D} / \Delta^{\infty}} \mathrm{d} \bar{\varepsilon} \Re\left(\frac{\gamma_{1}}{1+\gamma_{1} \tilde{\gamma}_{2}}+\frac{\gamma_{2}}{1+\gamma_{2} \tilde{\gamma}_{1}}\right) \tanh \left(\frac{\beta \varepsilon}{2}\right), \tag{9}
\end{equation*}
$$

and from eq. (5), we get that

$$
\begin{align*}
(1-z)^{4} \frac{\partial^{2} \bar{A}}{\partial z^{2}}- & \frac{(1-z)^{2}}{z^{2}} \bar{A}+\frac{(1-2 z)(1-z)^{3}}{z} \frac{\partial \bar{A}}{\partial z} \\
& =\frac{1}{\kappa^{2}}\left(\bar{A}-\frac{1-z}{z}\right) \int_{0}^{E_{c} / \Delta^{\infty}} \mathrm{d} \bar{\varepsilon} \mathfrak{J}\left(\frac{\gamma_{1} \tilde{\gamma}_{2}}{\left(1+\gamma_{1} \tilde{\gamma}_{2}\right)^{2}}+\frac{\gamma_{2} \tilde{\gamma}_{1}}{\left(1+\gamma_{2} \tilde{\gamma}_{1}\right)^{2}}\right) \tanh \left(\frac{\beta \varepsilon}{2}\right), \tag{10}
\end{align*}
$$

where k is a dimensionless parameter which we set equal to 5 in all calculations.
Having found the quasiclassical Green's function, one can calculate the local density of states, and thereby the theoretical prediction for the current as measured by the STM. In terms of the Ricatti parameters, the local density of states reads

$$
\begin{equation*}
\rho(E)=\frac{N_{0}}{2} \Re\left(\frac{1-\gamma_{1} \tilde{\gamma}_{2}}{1+\gamma_{1} \tilde{\gamma}_{2}}+\frac{1-\gamma_{2} \tilde{\gamma}_{1}}{1+\gamma_{2} \tilde{\gamma}_{1}}\right) . \tag{11}
\end{equation*}
$$

Assuming a constant tunnelling transmission, we get that the differential conductance is

$$
\begin{equation*}
\frac{\mathrm{d} I}{\mathrm{~d} V}=C \int_{-\infty}^{\infty} \mathrm{d} \bar{\varepsilon} \mathfrak{R}\left(\frac{1-\gamma_{1} \widetilde{\gamma}_{2}}{1+\gamma_{1} \widetilde{\gamma}_{2}}+\frac{1-\gamma_{2} \widetilde{\gamma}_{1}}{1+\gamma_{2} \widetilde{\gamma}_{1}}\right) \frac{\exp \left(\varepsilon-e V / k_{\mathrm{B}} T_{\mathrm{eff}}\right)}{\left(1+\exp \left(\varepsilon-e V / k_{\mathrm{B}} T_{\mathrm{eff}}\right)\right)^{2}} \tag{12}
\end{equation*}
$$

where $V$ is the applied bias voltage, $k_{B}$ is the Boltzmann constant and $T_{\text {eff }}$ is an experimental broadening parameter and $C$ is a proportionality constant.

The presence of the spin-splitting field $h^{\|}$induces odd-frequency superconducting correlations. These correlations are characterized by $\left|\operatorname{Tr}\left[\widehat{\sigma}_{x}\left(\hat{\tau}_{x}-i \hat{\tau}_{y}\right) \hat{g}^{K}\right]\right|>0$. However, unlike the even frequency correlations, the odd-frequency correlations vanish upon integration over $\bar{\varepsilon}$ and therefore require another correlation function compared to eq. (4). Here we use the correlation function obtained by multiplying the integrand with $\bar{\varepsilon}$,

$$
\begin{equation*}
\Psi_{\text {odd }}=\frac{-i}{16} \int_{-\omega_{D} / \Delta^{\infty}}^{\omega_{D} / \Delta^{\infty}} \mathrm{d} \bar{\varepsilon} \operatorname{Tr}\left[\widehat{\sigma}_{x}\left(\hat{\tau}_{x}-i \hat{\tau}_{y}\right) \hat{g}^{K}\right] \bar{\varepsilon}=\int_{-\omega_{D} / \Delta^{\infty}}^{\omega_{D} / \Delta^{\infty}} \mathrm{d} \bar{\varepsilon} \Im\left(\frac{\gamma_{1}}{1+\gamma_{1} \tilde{\gamma}_{2}}-\frac{\gamma_{2}}{1+\gamma_{2} \tilde{\gamma}_{1}}\right) \tanh \left(\frac{\beta \varepsilon}{2}\right) \bar{\varepsilon} . \tag{13}
\end{equation*}
$$

This is equivalent to differentiating the anomalous Green's function with respect to relative time (73).

When calculating the electric current density, we can separate the contributions from the evenfrequency correlations and the odd-frequency correlations. In terms of the even-frequency retarded anomalous Green's function,

$$
\begin{equation*}
f_{\text {even }}=\frac{\gamma_{1}}{1+\gamma_{1} \tilde{\gamma}_{2}}+\frac{\gamma_{2}}{1+\gamma_{2} \tilde{\gamma}_{1}}, \tag{14}
\end{equation*}
$$

and the odd-frequency retarded anomalous Green's function,

$$
\begin{equation*}
f_{\text {odd }}=\frac{\gamma_{1}}{1+\gamma_{1} \tilde{\gamma}_{2}}-\frac{\gamma_{2}}{1+\gamma_{2} \tilde{\gamma}_{1}}, \tag{15}
\end{equation*}
$$

the electric supercurrent density can be written

$$
\begin{equation*}
j_{s}=j_{s, \text { even }}+j_{s, \text { odd }}, \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
j_{s, \text { even }}=-N_{0} e D\left(2 e A-\frac{1}{r}\right) \int_{-E_{c}}^{E_{c}} \mathrm{~d} \varepsilon \Im\left(f_{\text {even }} \tilde{f}_{\text {even }}\right) \tanh \left(\frac{\beta \varepsilon}{2}\right) \text {, } \tag{17}
\end{equation*}
$$

is the electric current density associated with the even-frequency correlations and

$$
\begin{equation*}
j_{s, o \mathrm{odd}}=N_{0} e D\left(2 e A-\frac{1}{r}\right) \int_{-E_{c}}^{E_{c}} \mathrm{~d} \varepsilon \Im\left(f_{\text {odd }} \tilde{f}_{\text {odd }}\right) \tanh \left(\frac{\beta \varepsilon}{2}\right), \tag{18}
\end{equation*}
$$

is the electric current density associated with the odd-frequency correlations.

## Abrikosov vortex lattice of thin film Al

In order to compare the typical Abrikosov vortex with the MTF vortex structure, we measured a zerobias conductance map in the same area as the map shown in Fig. 4A, but now with an applied magnetic field of $B^{\perp}=30 \mathrm{mT}$ and $B^{\|}=0 \mathrm{~T}$ (Fig. S9A). The map shows several round vortices, which are likely influenced by the tip during scanning (fast scan direction: horizontal). We characterize the Abrikosov vortex structure by taking spectra along a horizontal line, plotted in Fig. S9B. We observe that the spectral gap reduces gradually towards the vortex core and can reproduce this trend by solving the self-consistent gap equation in the absence of in-plane fields (Fig. S9C), while keeping the other parameters the same as in Fig. 4E. The zero-bias conductance profile, as plotted in Fig. 4B, shows a much sharper peak, compared to the MTF vortex.

In-plane magnetic field dependence on three thin Al films
The measurement in Fig. 3C is repeated on two additional films with coverages of 11.7 ML , and 5.6 ML, as shown in Fig. S10A-B. Additionally, we plot the extracted gap values as a function of $B^{\| 1}$ in Fig. S10C, for each of the four film coverages presented in Fig. 3C and Fig. S10A-B. We find that the gap values are robust against $B^{\|}$fields, demonstrating that the MTF effect can be understood as the Zeeman shifting of two spin-polarized gap functions, without a modification of the gap value. We note that the presented spectrum at $B^{\|}=4.0 \mathrm{~T}$ in Fig. S10B is likely influenced by a nearby MTF vortex.

Zero-bias conductance maps in in-plane and vector magnetic fields
To ascertain the origin of the vortex structure in Fig. 6, we imaged the zero-bias conductance in large in-plane magnetic field ( $B^{\|}=4 \mathrm{~T}$ ) for a 5.6 ML Al film in an $800 \mathrm{~nm} \times 500 \mathrm{~nm}$ image (Fig. S11A/B). By measuring the density of vortices, we can estimate the number of flux lines that penetrate the film due to an out-of-plane component. While the sparsity of objects is low in Fig. S11B, we estimate that the intervortex distance $d$ is between $400-450 \mathrm{~nm}$. Using $B^{\text {tilt }}=\sqrt{4 / 3} \Phi_{0} / d^{2}$, we find that the corresponding out-of-plane component is $B^{\text {tilt }} \sim 12$ to 15 mT . The angle between the applied field ( $B^{\|}=$ 4 T ) and the sample is therefore $\alpha_{\text {tilt }} \sim 0.2^{\circ}$. We suspect that the placement of the Si wafer on the sample plate is the main contribution to this angle, for this particular sample. By measuring the zerobias conductance for the same area in a vector magnetic field of $B^{\| \prime}=3 \mathrm{~T}$ and $B^{\perp}=30 \mathrm{mT}$, we expect a total out-of-plane component of either $\sim 40 \mathrm{mT}$ ( $B^{\perp}+B^{\text {titt }}$ ) or $\sim 20 \mathrm{mT}$ ( $\left.B^{\perp}-B^{\text {titt }}\right)$, depending on the orientation of the tilt. From the flux density in Fig. S11C, we conclude that $B^{\perp}$ and $B^{\text {ilt }}$ align, resulting in a higher vortex density. Comparable tilt angles are expected for all samples in this study.


Fig. S1. Coverage calibration with room-temperature growth. (A) Constant-current image of Al islands grown on $\mathrm{Si}(111)-(7 \times 7)$ after depositing Al for 12 minutes $\left(V_{\mathrm{s}}=1 \mathrm{~V}, \mathrm{I}_{\mathrm{t}}=10 \mathrm{pA}\right.$, scale bar $=50$ $\mathrm{nm}, T \approx 7 \mathrm{~K})$. (B) Apparent height histogram of $(\mathrm{A})$ with layer numbers assigned. Inset numbers: percentages for each layer thickness as extracted by flooding analysis.


Fig. S2. Morphology of various coverages. Constant-current STM images of AI films with (A) 3.9 ML , (B) 8.5 ML , and (C) 35.1 ML coverages ( $V_{\mathrm{s}}=1 \mathrm{~V}, \mathrm{I}_{\mathrm{t}}=10 \mathrm{pA}$, scale bar $=50 \mathrm{~nm},(\mathrm{~A}, \mathrm{~B}) T \approx 30 \mathrm{mK}$ and (C) $T \approx 7 \mathrm{~K}$ ).


Fig. S3. $\mathrm{d} / / \mathrm{d} V$ comparison to QWS derived from DFT and ARPES. (A) Calculated QWS energies from DFT (gray), extracted from ref. (42, 43), and ARPES peak positions (orange), extracted by eye from ref. (44), for $\mathrm{Al}(111)$ films on $\mathrm{Si}(111)$ as a function of film thickness. (B-E) d//dV spectra normalized by the total conductance $/ / V$, obtained for four Al films with coverages of (B) 26.3 ML , (C) 35.1 ML, (D) 11.7 ML and (E) 17.4 ML, where the arrows indicate the DFT energies in (A) (stabilized $V_{\mathrm{s}}=2 \mathrm{~V}, \mathrm{I}_{\mathrm{t}}=200 \mathrm{pA}$ or $500 \mathrm{pA}, V_{\bmod }=5 \mathrm{mV},(\mathrm{B}, \mathrm{C}, \mathrm{E}) T \approx 30 \mathrm{mK}$ and $\left.(\mathrm{D}) T \approx 7 \mathrm{~K}\right)$.


Fig. S4. Spatial measurement of superconductivity. (A) Constant-current STM image of an Al film with 8.5 ML coverage ( $V_{\mathrm{s}}=100 \mathrm{mV}, \mathrm{I}_{\mathrm{t}}=10 \mathrm{pA}$, scale bar $=5 \mathrm{~nm}$ ). (B) $\mathrm{d} / / \mathrm{d} V$ spectra along a line across 8 ML and 9 ML regions and across the long-range periodicity (line indicated in (A); each spectrum is stabilized at $V_{\mathrm{s}}=3 \mathrm{mV}, \mathrm{I}_{\mathrm{t}}=200 \mathrm{pA}, V_{\bmod }=20 \mu \mathrm{~V}$ ).


Fig. S5. Comparison of different fitting methods and broadening contributions. Example of a typical superconducting gap spectrum (blue dots) measured on an Al film with 8.5 ML coverage, compared to different models (red lines) (stabilized at $V_{\mathrm{s}}=3 \mathrm{mV}, I_{\mathrm{t}}=200 \mathrm{pA}, V_{\text {mod }}=20 \mu \mathrm{~V}$ ). (A) Fit with the Maki equation, (B) a $P_{N}(E)$ broadening Maki equation, (C) a double Maki equation using two different gap sizes $\Delta_{1}$ and $\Delta_{2}$ (individual contributions in black dashed lines), and (D) a Maki-based anisotropic two-band model. The fitting parameters, indicated above each plot, are the gap size $\Delta$, the Maki broadening $\zeta$, the effective temperature $T_{\text {eff, }}$, the junction capacitance $C_{\mathrm{J}}$, the degree of anisotropy $\varepsilon=\frac{m_{x}^{*}}{m_{y}^{*}}-1$ and the effective mass $m_{i}^{*}$ of the Al band in direction $i, p_{0}=\tau / \mu, \sigma=\delta / \mu, \chi=m^{*} / m_{x}^{*}, \tau$ is the coupling between bands, $\mu$ is the chemical potential, and $\delta$ is the energy offset between bands. The inset of (D) shows the resulting anisotropic gap structure.


Fig. S6. Temperature calibration of the temperature dependent measurements made above 1 K . (A) Superconducting gap measurements as a function of STM temperature (see legend; artificially offset) on bulk $V(111)$ (stabilized at $V_{\mathrm{s}}=5 \mathrm{mV}, I_{\mathrm{t}}=300 \mathrm{pA}, V_{\text {mod }}=100 \mu \mathrm{~V}$ ). (B) Extracted $\Delta(T)$ fitted with the BCS equation (dashed line). (C) Superconducting gap measurements as a function of STM temperature (artificially offset) for a Sn film with an estimated coverage of 120-150 ML, grown on $\mathrm{Si}(111)$ (stabilized at $V_{\mathrm{s}}=5 \mathrm{mV}, I_{\mathrm{t}}=300 \mathrm{pA}, V_{\text {mod }}=100 \mu \mathrm{~V}$ ). (D) Extracted $\Delta(T)$ fitted with the BCS equation (dashed line).


Fig. S7. Temperature dependence of three AI films. (A-C) Temperature dependent spectra (artificially offset) fitted with the Dynes equation (stabilized at $V_{s}=5 \mathrm{mV}, I_{\mathrm{t}}=300 \mathrm{pA}, V_{\text {mod }}=100 \mu \mathrm{~V}$ ). (D-F) Extracted $\Delta(T)$ fitted with the BCS equation (dashed lines). The film coverages of (A,D) 6.3 ML , (B,E) 5.3 ML and (C,F) 4.2 ML yield a BCS ratio of $3.63 \pm 0.02,3.44 \pm 0.02$ and $3.75 \pm 0.01$ respectively (see Fig. 2E).


Fig. S8. Morphology and superconductivity after minimal annealing. (A) Constant-current image of the morphology of an 8.5 ML Al film after cold-growth and minimal annealing (transfer time of $\sim 1$ minute; $V_{\mathrm{s}}=2 \mathrm{~V}, I_{\mathrm{t}}=10 \mathrm{pA}$, scale bar $=50 \mathrm{~nm}, T \approx 7 \mathrm{~K}$ ). Inset: Constant-current STM image showing atomic resolution in a flat region $\left(V_{s}=3 \mathrm{mV}, I_{\mathrm{t}}=500 \mathrm{pA}\right.$, scale bar $\left.=1 \mathrm{~nm}\right)$. (B) Spatially averaged superconducting gap fitted with the Maki equation (red line; parameters indicated above graph; stabilized at $V_{\mathrm{s}}=3 \mathrm{mV}, I_{\mathrm{t}}=200 \mathrm{pA}, V_{\mathrm{mod}}=20 \mu \mathrm{~V}$ ).


Fig. S9. Abrikosov vortices. (A) Constant-contour $\mathrm{d} / / \mathrm{d} V$ map with $B^{\perp}=30 \mathrm{mT}\left(B^{\|}=0.0 \mathrm{~T}\right)$ for an 8.5 ML film (height recorded at $V_{\mathrm{s}}=10 \mathrm{mV}, I_{\mathrm{t}}=10 \mathrm{pA}$; image taken with $V_{\mathrm{s}}=0 \mathrm{mV}$ and z-offset $=100 \mathrm{pm}$, $V_{\text {mod }}=50 \mu \mathrm{~V}$, scale bar $=100 \mathrm{~nm}$ ). (B) d//dV spectra along a horizontal line across a vortex core (stabilized at $V_{s}=3 \mathrm{mV}, I_{\mathrm{t}}=200 \mathrm{pA}, V_{\bmod }=20 \mu \mathrm{~V}$ ). (C) Simulated d//dV signal by solving the selfconsistent gap equation using $h^{\|} / \Delta^{\infty}=0, \xi=42 \mathrm{~nm}, \Gamma=0.001 \Delta^{\infty}, \kappa=5$, and broadened with $T_{\text {eff }}=$ 250 mK .


Fig. S10. In-plane magnetic field dependence for two additional Al films. Evolution of the SC gap in in-plane magnetic field $B^{\| \prime}$ for film coverages of $(A) 11.7 \mathrm{ML}$, and (B) 5.6 ML . Black lines are fits using a double-Maki fit with Zeeman splitting (stabilized at $V_{s}=3 \mathrm{mV}, I_{\mathrm{t}}=200 \mathrm{pA}, V_{\bmod }=20 \mu \mathrm{~V}$ ) (C) Extracted $\Delta$ for four Al coverages (also see Fig. 3C) as a function of $B^{\| \prime}$. Note that $\Delta$ stays approximately constant while the two spin-polarized gaps shift with respect to each other by $\Delta E_{z}$ (see Fig. 3D)


Fig. S11. Zero-bias conductance in large in-plane and vector fields. (A) Constant-current STM image of a 5.6 ML Al film and $(\mathrm{B})$ simultaneously recorded constant-contour d//dV map with $B^{\|}=4 \mathrm{~T}$ ( $B^{\perp}=0 \mathrm{mT}$ ). (C) Constant-contour d $/ / \mathrm{d} V$ map with $B^{\perp}=30 \mathrm{mT}$ and $B^{\|}=2.99 \mathrm{~T}$ (height profiles recorded at $V_{\mathrm{s}}=10 \mathrm{mV}, I_{\mathrm{t}}=10 \mathrm{pA}$; $\mathrm{d} / / \mathrm{d} V$ maps taken with $V_{\mathrm{s}}=0 \mathrm{mV}$ and $z$-offset $=100 \mathrm{pm}, V_{\text {mod }}=50$ $\mu \mathrm{V}$, scale bar $=50 \mathrm{~nm}$ ).
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#### Abstract

Unlike ferromagnetism, antiferromagnetism cannot readily be included in the quasiclassical Keldysh theory because of the rapid spatial variation in the directions of of the magnetic moments. The quasiclassical framework is useful because it separates the quantum effects occurring at length scales comparable to the Fermi wavelength from other length scales, and has successfully been used to study a wide range of phenomena involving both superconductivity and ferromagnetism. Starting from a tight-binding Hamiltonian, we develop general quasiclassical equations of motion and boundary conditions, which can be used to describe two-sublattice metallic antiferromagnets in the dirty limit. The boundary conditions are applicable also for spin-active boundaries that can be either compensated or uncompensated. Additionally, we show how nonuniform or dynamic magnetic textures influence the equations and we derive a general expression for observables within this framework.
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## I. INTRODUCTION

The quasiclassical Keldysh Green's function technique [1-5] is a powerful tool to study mesoscopic structures [5-24]. It is applicable to systems where the Fermi wavelength is much smaller than all other length scales and can be used to study a wide range of systems, including heterostructure with multiple competing types of order, such as superconductivity and ferromagnetism [6-12], both in and out of equilibrium. In addition, the quasiclassical framework is versatile in regards to sample geometry [18-20] and the details of external or intrinsic fields, such as applied magnetic fields [22,23] or spin-orbit coupling [15,21], whether they are time dependent [ $9,13-15$ ] or spatially inhomogeneous [ $11,20,24]$. This makes the quasiclassical framework especially useful to the field of superconducting spintronics [25], which aims to utilize superconductivity in the field of spintronics. In spintronics, spin is used as an information carrier rather than the electric charge used in conventional electronics [26,27]. The combination of superconductivity and magnetism is therefore at the core of superconducting spintronics.

While the presence of a magnetic field typically suppresses superconductivity, the relationship between ferromagnets and superconductors (SC) can be synergistic [8,25]. The interplay between magnetic and superconducting orders may give rise to spin-polarized superconductivity, which can transport spin angular momentum with zero resistance [8,28], and the presence of superconductivity has also been shown to be beneficial for other central effects in spintronics, such as giving rise to infinite magnetoresistance [29].

Antiferromagnets (AFs) have many important advantages over ferromagnets in the context of spintronics [30]. The alternating magnetic moments mean that they are more robust and impervious to external magnetic fields while creating negligible magnetic stray fields of their own. As a result, they are less intrusive to neighboring components. Moreover, the resonance frequencies in AFs are on the order of terahertz [31,32], which allows for very fast information processing.

The fact that spin transport has been shown to be long ranged in AFs [33] also makes them promising and an active research topic in spintronics.

Superconductivity may coexist with antiferromagnetism [34-36], and AFs have a prominent role in the context of high- $T_{c}$ superconductivity [36-38]. Despite this, AFs are much less studied in the field of superconducting spintronics compared to ferromagnets. Heterostructures composed of superconductors and ferromagnets, including strongly polarized ferromagnets [6], has been studied theoretically in a wide range of systems [6-12], including in systems with complex geometries $[19,20]$. On the other hand, while antiferromagnetic-superconductor junctions have been studied theoretically [39-44], such studies are typically limited to simple geometries and clean systems. This is because the rapid variation of the magnetic moments in AFs means that they, unlike ferromagnets, cannot readily be incorporated into the quasiclassical framework used for normal metals. The quasiclassical Keldysh theory separates the short-range quantum effects from the long-range semiclassical dynamics, thereby allowing the inclusion of long-range spatial and temporal gradients. As such, it is desirable with a quasiclassical framework that is applicable to systems with both superconductivity and AFs.

One approach, which has been used previously when studying the superconducting proximity effect in antiferromagnetic metals (AFMs) [45-47], is to treat the AFM as a normal metal. The reasoning is that the magnetic order is compensated on the length scale of the superconducting correlation length. Using this framework, Hübener et al. [45] studied AFM/SC/AFM structures and found an anomalous strong suppression of the proximity effect happening when the thickness of the AFM exceeded around 6 nm . They argued that the drop in superconducting critical temperature could possibly be associated with the onset of an incommensurate spin-density wave (SDW) state. However, based on the theory presented in the present paper, the observed suppression is expected even without the SDW state. This is because Hübener
et al. [45] also reported a mean free path of 5.3 nm for their samples, and the theory presented here shows that even nonmagnetic impurities behave magnetically in the presence of antiferromagnetic order. As such, conventional, spin-singlet superconductivity can be expected to be suppressed in antiferromagnetic systems when they enter the diffusive regime, and in particular more so than in diffusive normal metals. This happens when the system size exceeds the mean free path, which was exactly the case in Ref. [45].

Quasiclassical equations of motion for AFMs, but without superconductivity, have been derived by Manchon [48]. This was done by defining sublattice-resolved Green's function. Such Green's functions can be treated quasiclassically because, while the magnetic order varies rapidly in the antiferromagnet, the Néel order varies slowly. More recently, Bobkov et al. [49] derived a sublattice-resolved quasiclassical theory for antiferromagnetic insulators with superconductivity. Other related types of magnetically ordered systems that have been studied within quasiclassical theory are spiral ferromagnets [50,51] and SDW AFs [52,53]. Spiral ferromagnets have compensated magnetic order similar to AFs. However, in order for these to be treated quasiclassically, the spatial modulation of the magnetic order must be slow compared to the Fermi wavelength. SDW is also a state of matter with spatial modulation of the magnetic order, typically formed by itinerant particles with Fermi-surface nesting [54,55]. SDW can also coexist with SC [54,56], and quasiclassical theory has been developed to model systems with both SDW and SC $[52,53]$. This is possible because the SDW state can be modeled using a mean-field approach with a slowly varying SDW order parameter.

Here, we develop quasiclassical equations of motion for two-sublattice AFMs with superconductivity and impurities, as well as external fields and spin-orbit coupling, and where all the parameters, including the direction of the Néel vector, may be inhomogeneous in time and space, as long as it is not rapidly varying on the atomic length scale. We also develop boundary conditions for the diffusive regime, which work also for spin-active interfaces that can be either uncompensated or compensated. Because we consider antiferromagnetic metals, we assume that the Fermi level is deep within the conduction band compared to other energy scales except for the exchange energy between localized spins and itinerant electrons, as illustrated in Fig. 1. This exchange energy may be either large or small compared to the distance between the Fermi level and the edges of the conduction band. The quasiclassical theory can therefore not be used to model heavy-fermion antiferromagnetic superconductors, where the Fermi energy is comparable to the superconducting gap [57]. On the other hand, it is well suited to study heterostructures or other systems in which the Fermi level can be assumed to lie deep within the conduction band.

Although our starting point is similar to that presented in Refs. [48,49], except that we additionally consider the other effects mentioned above, there are a few important differences. Instead of equations for sublattice-resolved Green's functions, we derive equations for the conduction band Green's functions. This is possible because there is no rapidly varying magnetic order for these Green's functions, just as there is no rapidly varying magnetic order for


FIG. 1. A sketch of the energy bands in an antiferromagnet, where $\xi_{ \pm}^{\alpha}=-\mu^{\alpha} \pm \sqrt{\left(J^{\alpha}\right)^{2}+\left(K^{\alpha}\right)^{2}}$. Here, $\alpha$ labels different materials, $\mu^{\alpha}$ is the chemical potential, $J^{\alpha}$ is the exchange coupling between itinerant electrons and localized magnetic moments and $K^{\alpha}$ is the kinetic energy and $\Delta E^{\alpha}$ is the smallest difference between the Fermi level and the edges of the conduction band. The gap between the energy bands is $2\left|J^{\alpha}\right|$. This gap can be arbitrary within the quasiclassical theory developed here, but $\Delta E^{\alpha}$ must be large compared to other energies in the system, not including the gap.
sublattice-resolved Green's functions. The reason why we project onto the conduction band is that only states close to the Fermi level contribute to the quasiclassical Green's function, and the Fermi level lies deep inside the conduction band. As a result, we end up with fewer Green's functions to solve for. More importantly, however, it means that the chemical potential drops out of the equations, similar to how it drops out in Keldysh theory for normal metals. Therefore, we can consistently let it be much larger than other energies. This procedure, leaving only the conduction band, means that the spin- and sublattice degrees of freedom are not independent. An important consequence of this fact is that the effect of nonmagnetic impurities in AFMs is similar to the effect of magnetic impurities in normal metals.

We summarize the main results, outline how they are derived, and describe the necessary assumptions in Sec. II. The derivations are presented in Secs. III-XIV. This includes the derivation of quasiclassical equations of motion, boundary conditions for the diffusive regime and a general expression for computing observables. Concluding remarks are given in Sec. XV.

## II. OUTLINE

The main results are equations for the isotropic part of the quasiclassical Green's function $\breve{g}_{s}^{\alpha}$ and the matrix current $\breve{j}^{\alpha}$, where $\alpha$ labels the materials in the junction. Under the assumptions that the quasiclassical Green's function is approximately spherically symmetric and that the energy difference between the Fermi level and the edges of the conduction band is larger than all other energy scales, except
possibly the exchange energy $J^{\alpha}$, we find in Sec. XI that $\check{g}_{s}^{\alpha}$ and $\breve{\boldsymbol{j}}^{\alpha}$ solve
$i \tilde{\nabla} \circ \check{\boldsymbol{j}}^{\alpha}+\left[\tau_{z} \varepsilon-\check{V}_{s}^{\alpha}+\frac{i\left(J^{\alpha}\right)^{2}}{2 \tau_{\text {imp }}^{\alpha}\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \check{g}_{s}^{\alpha} \sigma_{z} \tau_{z}, \check{g}_{s}^{\alpha}\right]_{\circ}=0$,
$\breve{j}^{\alpha}=-\breve{g}_{s}^{\alpha} \circ \tilde{\nabla} \circ\left(D^{\alpha} \breve{g}_{s}^{\alpha}\right)-\breve{g}_{s}^{\alpha} \circ\left[\frac{\left(J^{\alpha}\right)^{2}}{2\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \check{g}_{s}^{\alpha} \sigma_{z} \tau_{z}, \breve{j}^{\alpha}\right]_{\circ}$,
where all the symbols are explained below. In the absence of antiferromagnetism, $J^{\alpha} \rightarrow 0$, Eq. (1) reduces to the wellknown Usadel equation for normal metals [4]. In the limit of very strong exchange coupling, such that $\left(J^{\alpha} / \eta^{\alpha}\right)^{2} \rightarrow 1$, the short-range correlations become negligible in the diffusive limit, as we show in Sec. XI.

The itinerant electrons in an AFM are described by a Hamiltonian including kinetic energy $K^{\alpha}$, exchange energy to the magnetic lattice $J^{\alpha}$, chemical potential $\mu^{\alpha}$, as well as other additional terms coming from superconductivity, impurity scattering, external fields, or spin-orbit coupling. Equation (1) is valid under the assumption that $K^{\alpha}$ at the Fermi level is large compared to all additional energies such as the impurity scattering rate and the superconducting gap. Note that $K^{\alpha}$ need not be large compared to $J^{\alpha}$. As a result, the fraction $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2}$, where $\eta^{\alpha}=\sqrt{\left(J^{\alpha}\right)^{2}+\left(K^{\alpha}\right)^{2}}$, can take any value between 0 and 1 .

The second assumption behind Eq. (1) is that the system is in the dirty regime. This means two things. First, it means that the elastic impurity scattering rate $1 / \tau_{\mathrm{imp}}$ is dominant out of all the additional energies in the system, not including $K^{\alpha}, J^{\alpha}$, and $\mu^{\alpha}$. Second, it means that the matrix current $\breve{j}^{\alpha}$ is small compared to the Fermi velocity. As we show in Sec. XI, this is the case if the variation in $\breve{g}_{s}^{\alpha}$ is small compared to 1 over the length of the mean free path, either because the mean free path is short or because the proximity effect is weak.

To complete the theory for use in systems involving more than one material, we derive the boundary condition

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \breve{\boldsymbol{j}}^{\alpha}=\left[\hat{\mathcal{T}}_{l}^{\alpha \beta} \circ \breve{g}_{s}^{\beta}\left(\boldsymbol{x}_{l}^{\beta}\right) \circ \hat{\mathfrak{T}}_{l}^{\beta \alpha}+i\left(S_{c}^{\alpha}\right)^{T} \hat{R}_{l} S_{c}^{\alpha}, \check{g}_{s}^{\alpha}\right]_{\circ} \tag{2}
\end{equation*}
$$

which are valid when the quasiclassical Green's function is isotropic also close to the interface. This is the case for instance when the tunneling is weak. Equation (2) can be used to model interfaces that are compensated or uncompensated, magnetic or nonmagnetic, and conducting or isolating. In the absence of antiferromagnetism, Eq. (2) reduces to the generalized Kupriyanov-Lukichev boundary condition for spin-active boundaries $[58,59]$.

In Sec. XIV, we derive a general expression for computing observables, which can be used to compute quantities such as densities and currents once $\breve{g}_{s}^{\alpha}$ and $\breve{j}^{\alpha}$ have been found. The expression, Eq. (198), contains not only the contribution from states captured by the quasiclassical Green's function but also a general expression for the contribution from states further away from the Fermi level.

We present a detailed, self-contained derivation of Eqs. (1) and (2), starting from a general tight-binding Hamiltonian with a tunneling contact, introduced in Sec. III. The full Green's functions and their equations of motion are presented in Sec. IV. Impurity averaging is performed in Sec. V, where


FIG. 2. Sketch of a plane in material $\alpha$ for the case of a square lattice. Each unit cell contains two orbitals. One is located at sublattice A, $\boldsymbol{x}_{n}^{\alpha}$, and one is located at sublattice $\mathrm{B}, \boldsymbol{x}_{n}^{\alpha}+\boldsymbol{\delta}^{\alpha}$.
we derive the impurity self-energy to second order in the impurity potential. This is valid as long as the impurity potential is weak, but since the self-energy depends only on the isotropic part of the Green's function, effects such as skew scattering [60] would require going to third order. In Sec. VI, we use the tunneling Hamiltonian to remove the intermaterial Green's functions from the equations of motion. In Sec. VII we Fourier transform in relative coordinates, and it is taken into consideration both that the system is defined on a discrete lattice and, more importantly, different matrix elements correspond to different relative spatial positions because of the relative displacement between the two sublattices. In Sec. VIII we transform the Green's functions into the basis of the antiferromagnetic energy bands, and thereby extract the conduction band. From this, we carefully define the quasiclassical Green's functions in Sec. IX and use them to remove higher-order spatial derivatives from the gradient expansion. Next, in Sec. X, we derive the quasiclassical expression for the impurity scattering and show how it is modified by the antiferromagnetic order. The main results are then derived in Sec. XI and Sec. XII. Finally, in Sec. XIII we show how the equations are influenced by nonuniform magnetic textures.

## III. HAMILTONIAN

We consider a system composed of two materials, which we label material $L$ and material $R$, connected through a tunneling contact. The Hamiltonian is

$$
\begin{equation*}
\mathcal{H}(t)=\mathcal{H}_{L}(t)+\mathcal{H}_{R}(t)+\mathcal{H}_{T} \tag{3}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\mathcal{H}_{\alpha}(t)=\sum_{n, m \in A_{\alpha}} c_{n}^{\alpha \dagger}\left[H_{0}^{\alpha}(t)+V^{\alpha}(t)\right]_{n m} c_{m}^{\alpha} \tag{4}
\end{equation*}
$$

where $\alpha \in\{L, R\}$ denotes material, $A_{\alpha}$ is the set of unit cells in material $\alpha$. As sketched in Fig. 2, each unit cell, labeled by a 3 -tuple $n$, contains one orbital associated with the $A$ sublattice at position $\boldsymbol{x}_{n}^{\alpha}$, and one orbital associated with the $B$-sublattice at position $\boldsymbol{x}_{n}^{\alpha}+\delta^{\alpha}$. We let the annihilation operators for the orbitals with spin $\sigma$ at unit cell $n$ in material
$\alpha$ at the $A$ - and $B$-sublattice be $c_{n A \sigma}^{\alpha}$ and $c_{n B \sigma}^{\alpha}$, respectively, and define

$$
\begin{equation*}
c_{n}^{\alpha \dagger}=\left(c_{n A \uparrow}^{\alpha \dagger} \alpha_{n A \downarrow}^{\alpha \dagger} c_{n B \uparrow}^{\alpha \dagger} c_{n B \downarrow}^{\alpha \dagger} c_{n A \downarrow}^{\alpha}-c_{n A \uparrow}^{\alpha} c_{n B \downarrow}^{\alpha}-c_{n B \uparrow}^{\alpha}\right) . \tag{5}
\end{equation*}
$$

We include only nearest-neighbor hopping and assume that this hopping is only between the two different sublattices. The hopping parameter $t^{\alpha}$, chemical potential $\mu^{\alpha}$, and the exchange energy $J^{\alpha}$ between localized spins and conducting electrons are collected in $H_{0}^{\alpha}$. The full electrochemical potential need not be constant. However, we take $\mu^{\alpha}$ to be constant. Any deviation in the electrochemical potential away from $\mu^{\alpha}$ is included in $V^{\alpha}$. If $\sigma$ is the vector of Pauli matrices in spin-space, $\tau$ are the Pauli matrices in Nambu-space, and $\rho$ are the Pauli matrices in sublattice space, then

$$
\begin{align*}
&\left(H_{0}^{\alpha}\right)_{n m}(t) \\
&=-\frac{1}{4} t^{\alpha}\left(\rho_{x}+i \rho_{y}\right) \tau_{z} \chi_{\mathrm{N.N.}}\left(\boldsymbol{x}_{n}^{\alpha}-\delta^{\alpha}-\boldsymbol{x}_{m}^{\alpha}\right) \\
&-\frac{1}{4} t^{\alpha}\left(\rho_{x}-i \rho_{y}\right) \tau_{z} \chi_{\mathrm{N.N.}}\left(\boldsymbol{x}_{n}^{\alpha}+\delta^{\alpha}-\boldsymbol{x}_{m}^{\alpha}\right)-\frac{1}{2} \delta_{n m} \mu^{\alpha} \tau_{z} \\
&-\frac{1}{2} \delta_{n m} J^{\alpha} \rho_{z} \boldsymbol{\sigma} \cdot\left[\frac{1+\rho_{z}}{2} \boldsymbol{n}\left(\boldsymbol{x}_{n}^{\alpha}, t\right)+\frac{1-\rho_{z}}{2} \boldsymbol{n}\left(\boldsymbol{x}_{n}^{\alpha}+\delta^{\alpha}, t\right)\right] \tag{6}
\end{align*}
$$

where $\boldsymbol{n}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ is the direction of the Néel vector, and $\chi_{\mathrm{N.N}}(\boldsymbol{x})$ is a nearest neighbor characteristic function, which is 1 if $\boldsymbol{x}$ is a nearest neighbor vector between a $A$-lattice point and a $B$-lattice point and 0 otherwise. Because the direction Neel vector generally is influenced by the dynamics of the itinerant electron, it should be solved for self-consistently. This can be done with the Landau-LifshitzGilbert equation [30].

The term proportional to $V^{\alpha}$ in Eq. (4) contains all additional effects that may be present in the model, such as superconductivity, external spin-splitting fields and corrections to the hopping term from the vector potential or spin-orbit coupling. Additionally, $V^{\alpha}$ importantly also determines the spatial geometry of material $\alpha$ by a potential that is zero inside the material and very large outside the material. We can therefore let the lattice $A_{\alpha}$ run to infinity in all spatial directions, meaning that $A_{\alpha}=\mathbb{Z}^{3}$, where $\mathbb{Z}$ is the set of integers, while still having the system be confined to a finite region of space. Note that the potential can also be spin dependent, for instance if there is a spin-splitting field in the neighboring region. This will influence the boundary condition we derive in Sec. XII.

Finally, the tunneling Hamiltonian is

$$
\begin{equation*}
\mathcal{H}_{T}=\sum_{n, m \in \mathbb{Z}^{3}} c_{n}^{L^{\dagger}} T_{n m}^{L R} c_{m}^{R}=\sum_{i, j \in \mathbb{Z}^{3}} c_{n}^{R \dagger} T_{n m}^{R L} c_{m}^{L} \tag{7}
\end{equation*}
$$

where $T^{R L}$ and $T^{L R}=\left(T^{R L}\right)^{\dagger}$ are matrices satisfying $T^{L R}=$ $\operatorname{diag}\left(T, i \sigma_{y} T^{*} i \sigma_{y}\right)$ for some $4 \times 4$ matrix $T$.

We rotate spin space such that the Néel vector is always parallel to the $z$ axis. To do this we define the rotation matrix

$$
R(\boldsymbol{x}, t)=\exp \left\{-i \frac{\theta\left[\boldsymbol{n}(\boldsymbol{x}, t) \times \boldsymbol{e}_{z}\right] \cdot \boldsymbol{\sigma}}{2 \sin \theta}\right\}
$$

and

$$
\begin{equation*}
\tilde{c}_{n}^{\alpha}(t)=\left[\frac{1+\rho_{z}}{2} R^{\dagger}\left(\boldsymbol{x}_{n}^{\alpha}, t\right)+\frac{1-\rho_{z}}{2} R^{\dagger}\left(\boldsymbol{x}_{n}^{\alpha}+\delta^{\alpha}, t\right)\right] c_{n}^{\alpha}, \tag{9}
\end{equation*}
$$

such that

$$
\begin{equation*}
\mathcal{H}_{\alpha}(t)=\sum_{n, m \in \mathbb{Z}^{3}} \tilde{c}_{n}^{\alpha \dagger}(t)\left[\tilde{H}_{0}^{\alpha}(t)+\tilde{V}^{\alpha}(t)\right]_{n m} \tilde{c}_{m}^{\alpha}(t) \tag{10}
\end{equation*}
$$

where, if we assume that $\boldsymbol{n}$ varies slowly in space over the distance of neighboring lattice points,

$$
\begin{align*}
\left(\tilde{H}_{0}^{\alpha}\right)_{n m}(t)= & -\frac{1}{2} \delta_{n m}\left[J^{\alpha} \rho_{z} \sigma_{z}+\mu \tau_{z}\right]+\frac{1}{2} K_{n m}^{\alpha} \tau_{z} \\
& -\frac{\tau_{z}}{2}\left(K_{n m}^{\alpha}\left[\boldsymbol{x}_{n}^{\alpha}-\boldsymbol{x}_{m}^{\alpha}\right]+\left[\delta^{\alpha} \rho_{B}, K_{n m}^{\alpha}\right]\right) \\
& \cdot\left(R^{\dagger} \nabla R\right)\left(x_{n}^{\alpha}, t\right) . \tag{11}
\end{align*}
$$

where the kinetic term is

$$
\begin{align*}
K_{n m}^{\alpha}= & -\frac{t^{\alpha}}{2}\left[\left(\rho_{x}+i \rho_{y}\right) \chi_{\text {N.N. }}\left(\boldsymbol{x}_{n}^{\alpha}-\delta^{\alpha}-\boldsymbol{x}_{m}^{\alpha}\right)\right. \\
& \left.+\left(\rho_{x}-i \rho_{y}\right) \chi_{\text {N.N. }}\left(\boldsymbol{x}_{n}^{\alpha}+\delta^{\alpha}-\boldsymbol{x}_{m}^{\alpha}\right)\right] \tag{12}
\end{align*}
$$

Finally, we also define the projection operators in sublattice space,

$$
\begin{equation*}
\rho_{A}=\frac{1+\rho_{z}}{2} \quad \text { and } \quad \rho_{B}=\frac{1-\rho_{z}}{2} \tag{13}
\end{equation*}
$$

for ease of notation.

## IV. GREEN'S FUNCTIONS AND EQUATIONS OF MOTION

In this section, we define the full Green's functions. These are the starting point of our derivation and will later be used to define the quasiclassical, impurity-averaged conduction band Green's functions, which are the objects of the final equations. To obtain the final equations we must first derive the equation of motion for the full Green's function. These are called the Gor'kov equations and are derived in this section.

The retarded, advanced, and Keldysh Green's functions are defined respectively as

$$
\begin{align*}
& \hat{G}_{n m}^{R, \alpha \beta}\left(t_{1}, t_{2}\right)=-i \tau_{z}\left\{\left\{\tilde{c}_{n}^{\alpha}\left(t_{1}\right), \tilde{c}_{m}^{\beta \dagger}\left(t_{2}\right)\right\}\right\} \theta\left(t_{1}-t_{2}\right),  \tag{14a}\\
& \hat{G}_{n m}^{A, \alpha \beta}\left(t_{1}, t_{2}\right)=+i \tau_{z}\left\langle\left\{\tilde{c}_{n}^{\alpha}\left(t_{1}\right), \tilde{c}_{m}^{\beta \dagger}\left(t_{2}\right)\right\}\right\rangle \theta\left(t_{2}-t_{1}\right),  \tag{14b}\\
& \hat{G}_{n m}^{K, \alpha \beta}\left(t_{1}, t_{2}\right)=-i \tau_{z}\left\langle\left[\tilde{c}_{n}^{\alpha}\left(t_{1}\right), \tilde{c}_{m}^{\beta \dagger}\left(t_{2}\right)\right]\right\rangle . \tag{14c}
\end{align*}
$$

These are $8 \times 8$ matrices, and are collected in larger $16 \times$ 16 matrices,

$$
\check{G}_{n m}^{\alpha \beta}=\left(\begin{array}{cc}
\hat{G}_{n m}^{R, \alpha \beta} & \hat{G}_{n m}^{K, \alpha \beta}  \tag{15}\\
& \hat{G}_{n m}^{A, \alpha \beta}
\end{array}\right),
$$

and even larger $32 \times 32$ matrices,

$$
\breve{G}_{n m}=\left(\begin{array}{cc}
\check{G}_{n m}^{L L} & \check{G}_{n m}^{L R}  \tag{16}\\
\check{G}_{n m}^{R L} & \check{G}_{n m}^{R R}
\end{array}\right)
$$

We use the notation that ${ }^{*}$ indicates a nontrivial matrix structure in Nambu-space, $\succeq$ indicates a nontrivial structure in Keldysh-space, and $\breve{r}$ indicates a nontrivial structure in material-space.

In order to derive the equations of motion, we use that any operator $A$ evolves in time according to

$$
\begin{equation*}
\frac{\partial t}{\partial A}=i[\mathcal{H}, A]+\left(\frac{\partial A}{\partial t}\right)_{\mathcal{H}} \tag{17}
\end{equation*}
$$

From this, together with the relation $[A B, C]=A\{B, C\}-$ $\{A, C\} B$, we find

$$
\begin{align*}
\frac{\partial \tilde{c}_{n}^{\alpha}}{\partial t}= & -2 i \sum_{m \in \mathbb{Z}^{3}}\left[\tilde{H}_{0}^{\alpha}(t)+\tilde{V}^{\alpha}(t)\right]_{n m} \tilde{c}_{m}^{\alpha}-i \sum_{m \in \mathbb{Z}^{3}} \tilde{T}_{n m}^{\alpha \beta} \tilde{c}_{m}^{\beta} \\
& -\left[\rho_{A}\left(R^{\dagger} \dot{R}\right)\left(\boldsymbol{x}_{n}, t\right)+\rho_{B}\left(R^{\dagger} \dot{R}\right)\left(\boldsymbol{x}_{n}+\boldsymbol{\delta}, t\right)\right] \tilde{c}_{n}^{\alpha} \tag{18}
\end{align*}
$$

where $\beta \neq \alpha$, and

$$
\begin{align*}
\frac{\partial \tilde{c}_{n}^{\alpha \dagger}}{\partial t}= & 2 i \sum_{m \in \mathbb{Z}^{3}} \tilde{c}_{m}^{\alpha \dagger}\left[\tilde{H}_{0}^{\alpha}(t)+\tilde{V}^{\alpha}(t)\right]_{m n}+i \sum_{m \in \mathbb{Z}^{3}} \tilde{T}_{n m}^{\alpha \beta} \tilde{c}_{m}^{\beta} \\
& +\tilde{c}_{n}^{\alpha^{\dagger}}\left[\rho_{A}\left(R^{\dagger} \dot{R}\right)\left(\boldsymbol{x}_{n}, t\right)+\rho_{B}\left(R^{\dagger} \dot{R}\right)\left(\boldsymbol{x}_{n}+\delta, t\right)\right] \tag{19}
\end{align*}
$$

From this, we derive the Gor'kov equations,

$$
\begin{align*}
& i \tau_{z} \frac{\partial \breve{G}}{\partial t}-\breve{\Sigma} \bullet \breve{G}=\delta\left(t_{1}-t_{2}\right) \delta_{n m},  \tag{20a}\\
& \frac{\partial \breve{G}}{\partial t^{\prime}} i \tau_{z}+\breve{G} \bullet \breve{\Sigma}=-\delta\left(t_{1}-t_{2}\right) \delta_{n m} \tag{20b}
\end{align*}
$$

where

$$
\breve{\Sigma}=\left(\begin{array}{cc}
\hat{H}_{0}^{L}+\check{V}^{L} & \hat{T}^{L R}  \tag{21}\\
\hat{T}^{R L} & \hat{H}_{0}^{R}+\check{V}^{R}
\end{array}\right)
$$

and

$$
\begin{align*}
\left(\hat{H}_{0}^{\alpha}\right)_{n m}\left(t_{1}, t_{2}\right)= & \left(K_{n m}^{\alpha}-\delta_{n m}\left[J^{\alpha} \rho_{z} \sigma_{z} \tau_{z}+\mu\right]\right) \delta\left(t_{1}-t_{2}\right),(22 \mathrm{a})  \tag{22a}\\
\left(\hat{T}^{\alpha \beta}\right)_{n m}\left(t_{1}, t_{2}\right)= & \tilde{T}_{n m}^{\alpha \beta} \tau_{z} \delta\left(t_{1}-t_{2}\right),  \tag{22b}\\
\check{V}_{n m}^{\alpha}\left(t_{1}, t_{2}\right)= & \left(\check{\Sigma}_{\text {inel }}^{\alpha}\right)_{n m}\left(t_{1}, t_{2}\right)+\left\{2 \tilde{V}_{n m}^{\alpha}(t)\right. \\
& -\tau_{z}\left(K_{n m}^{\alpha}\left[x_{n}^{\alpha}-x_{m}^{\alpha}\right]+\left[\delta^{\alpha} \rho_{B}, K_{n m}^{\alpha}\right]\right) \\
& \cdot\left(R^{\dagger} \nabla R\right)\left(x_{n}^{\alpha}, t_{1}\right) \\
& -i\left[\rho_{A}\left(R^{\dagger} \dot{R}\right)\left(\boldsymbol{x}_{n}, t_{1}\right)+\rho_{B}\left(R^{\dagger} \dot{R}\right)\left(\boldsymbol{x}_{n}+\delta, t\right)\right] \\
& \left.\times \delta_{n m}\right\} \tau_{z} \delta\left(t_{1}-t_{2}\right) . \tag{22c}
\end{align*}
$$

We have added in $\check{V}_{n m}^{\alpha}$ a term, which models inelastic processes $\check{\Sigma}_{\text {inel }}^{\alpha}$. The bullet product between two matrix-valued functions, $A$ and $B$, is defined as

$$
\begin{equation*}
(A \bullet B)_{n m}\left(t_{1}, t_{2}\right)=\int_{-\infty}^{\infty} d t \sum_{l \in \mathbb{Z}^{3}} A_{n l}\left(t_{1}, t\right) B_{l m}\left(t, t_{2}\right) \tag{23}
\end{equation*}
$$

We also define the circle-product to be the integral over time,

$$
\begin{equation*}
(A \circ B)\left(t_{1}, t_{2}\right)=\int_{-\infty}^{\infty} d t A\left(t_{1}, t\right) B\left(t, t_{2}\right) \tag{24}
\end{equation*}
$$

From Eq. (20) we also get the Dyson equations,

$$
\begin{align*}
& \breve{G}=\breve{G}_{0}+\breve{G}_{0} \bullet \delta \breve{\Sigma} \bullet \breve{G},  \tag{25a}\\
& \breve{G}=\breve{G}_{0}+\breve{G} \bullet \delta \breve{\Sigma} \bullet \breve{G}_{0}, \tag{25b}
\end{align*}
$$

if $\breve{\Sigma}=\breve{\Sigma}_{0}+\delta \breve{\Sigma}$ and $\breve{G}_{0}$ solves

$$
\begin{align*}
& i \tau_{z} \frac{\partial \breve{G}_{0}}{\partial t_{1}}-\breve{\Sigma}_{0} \bullet \breve{G}_{0}=\delta\left(t_{1}-t_{2}\right) \delta_{n m}  \tag{26a}\\
& \frac{\partial \breve{G}_{0}}{\partial t_{2}} i \tau_{z}+\breve{G}_{0} \bullet \breve{\Sigma}_{0}=-\delta\left(t_{1}-t_{2}\right) \delta_{n m} \tag{26b}
\end{align*}
$$

Equation (25) can be derived by taking bullet products of Eqs. (26a) and (26b) with $\breve{G}$ from the left and right, respectively, and using that $A \bullet\left(\partial B / \partial t_{1}\right)=-\left(\partial A / \partial t_{2}\right) \bullet B$ when $\lim _{t \rightarrow \pm \infty} A\left(t_{1}, t\right) B\left(t, t_{2}\right)=0$.

## V. IMPURITY AVERAGING

In this section, we average over impurities and identify the self-energy, which relates the impurity-averaged Green's function to the Green's function in the absence of impurities. The impurity-averaged Green's function can then be found by replacing the impurity potential in the Gor'kov equations with this self-energy. We determine this self-energy to second order in the impurity potential. This is valid under the assumption that the impurity potentials are weak, although the number of impurities may be large. By not going to third order, the self-energy depends only on the isotropic part of the Green's function and therefore does not capture effects such as skew scattering [60].

Let $m^{\alpha X}$ be the number of impurities in material $\alpha$ on sublattice $X \in\{A, B\}$. Next, we assume that the impurity potentials are local and that the potential strength and position of the $i$ th impurity in material $\alpha$ on sublattice $X$ are $U_{i}^{\alpha X}$ and $r_{i}^{\alpha X}$, respectively. The self-energy term from the impurity potential is then

$$
\begin{align*}
\breve{V}_{n m}^{\mathrm{imp}}= & \delta_{n m} \delta\left(t_{1}-t_{2}\right) \\
& \times \sum_{X \in\{A, B\}}\left(\begin{array}{ll}
\sum_{i=1}^{m^{L X}} \rho_{X} U_{i}^{L X} \delta_{n r_{i}^{L X}} & \sum_{i=1}^{m^{R X}} \rho_{X} U_{i}^{R X} \delta_{n r_{i}^{R X}}
\end{array}\right) . \tag{27}
\end{align*}
$$

Next, we define the impurity average as the sum over all possible impurity locations and impurity potential strengths, weighted by some normalized distribution function $p_{\text {imp }}$ : $\left\{U_{i}\right\},\left\{r_{i}\right\} \mapsto \mathbb{R}$, where $\left\{U_{i}\right\}$ and $\left\{r_{i}\right\}$ denote the set of potential strengths and locations, respectively. That is,

$$
\begin{align*}
\langle A\rangle_{\mathrm{imp}}= & \prod_{\alpha \in\{L, R\}} \prod_{X \in\{A, B\}} \prod_{i=1}^{m^{\alpha X}} \int_{-\infty}^{\infty} d U_{i}^{\alpha X} \\
& \times \sum_{r_{i}^{\alpha X} \in \mathbb{Z}^{3}} p_{\text {imp }}\left(\left\{U_{i}\right\},\left\{r_{i}\right\}\right) A\left(\left\{U_{i}\right\},\left\{r_{i}\right\}\right) . \tag{28}
\end{align*}
$$

We do not specify $p_{\text {imp }}$, but we assume it is such that impurities are independently and uniformly distributed. By assuming that they are uniformly distributed in space, we have that $\left\langle\delta_{n r_{j}^{\alpha x}}\right\rangle_{\mathrm{imp}}=1 / N^{\alpha}=n_{\mathrm{imp}}^{\alpha X} / m^{\alpha X}$, where $N^{\alpha}$ is the number of unit cells in material $\alpha$ and $n_{\text {imp }}^{\alpha X}=m^{\alpha X} / N^{\alpha}$ is the impurity density on sublattice $X$ in material $\alpha$. The assumption that impurities are independent means that $\left\langle U_{i}^{\alpha X} \delta_{n r_{i}^{\alpha \alpha}} U_{j}^{\beta Y} \delta_{m r_{j}^{\beta Y}}\right\rangle_{\text {imp }}=$ $\left\langle U_{i}^{\alpha X} \delta_{n r_{i}^{\alpha \alpha}}\right\rangle_{\text {imp }}\left\langle U_{j}^{\beta Y} \delta_{m r_{j}^{\beta Y}}\right\rangle_{\text {imp }}$ if $i \neq j, \alpha \neq \beta$ or $X \neq Y$. Finally, we also assume that the strengths and locations
of impurities are uncorrelated, such that $\left\langle U_{i}^{\alpha X} \delta_{n r_{i}^{\alpha X}}\right\rangle_{\text {imp }}=$ $\left\langle U_{i}^{\alpha X}\right\rangle_{\text {imp }}\left\langle\delta_{n r_{i}^{\alpha X}}\right\rangle_{\text {imp }}$, and that the impurities on each sublattice and material are identically distributed, such that $\left\langle U_{i}^{\alpha X}\right\rangle_{\text {imp }}=$ $\left\langle U_{j}^{\alpha X}\right\rangle_{\mathrm{imp}}=:\left\langle U^{\alpha X}\right\rangle_{\mathrm{imp}}$ for all $i$ and $j$.

To find how the impurity-averaged Green's function, $\breve{G}_{\text {imp }}:=\langle\breve{G}\rangle_{\text {imp }}$ is related to the Green's function in the absence of impurities, $\breve{G}_{0}$, we take the impurity average of Eq. (25a) with $\delta \breve{\Sigma}=\breve{V}^{\text {imp }}$ to obtain

$$
\begin{equation*}
\breve{G}_{\mathrm{imp}}=\breve{G}_{0}+\breve{G}_{0} \bullet\left\langle\breve{V}^{\mathrm{imp}} \bullet \breve{G}\right\rangle_{\mathrm{imp}} . \tag{29}
\end{equation*}
$$

We want an equation on the form

$$
\begin{equation*}
\breve{G}_{\mathrm{imp}}=\breve{G}_{0}+\breve{G}_{0} \bullet \breve{\Sigma}_{\mathrm{imp}} \bullet \breve{G}_{\mathrm{imp}} \tag{30}
\end{equation*}
$$

That is, we want to remove $\breve{G}$, which depends on the specific realizations of the impurity configuration. To find $\breve{\Sigma}_{\text {imp }}$ to second order in $\breve{V}$ imp, we again set $\delta \breve{\Sigma}=\breve{V}$ imp and insert Eq. (25a) twice into Eq. (29) to obtain

$$
\begin{align*}
\breve{G}_{\mathrm{imp}}= & \breve{G}_{0}+\breve{G}_{0} \bullet\left\langle\breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} \bullet \breve{G}_{0} \\
& +\breve{G}_{0} \bullet\left\langle\breve{V}^{\mathrm{imp}} \bullet \breve{G}_{0} \bullet \breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} \bullet \breve{G}_{0} \\
& +\breve{G}_{0} \bullet\left\langle\breve{V}^{\mathrm{imp}} \bullet \breve{G}_{0} \bullet \breve{V}^{\mathrm{imp}} \bullet \breve{G}_{0} \bullet \breve{V}^{\mathrm{imp}} \bullet \breve{G}\right\rangle_{\mathrm{imp}} . \tag{31}
\end{align*}
$$

We need $\breve{G}_{0}$ as a function of $\breve{G}_{\text {imp }}$ to get Eq. (30). This can be found to the appropriate order in $\breve{V}^{\text {imp }}$ in inserting Eq. (25a) with $\delta \breve{\Sigma}=\breve{V}^{\text {imp }}$ once into Eq. (29) and solving for $\breve{G}_{0}$, giving

$$
\begin{align*}
\breve{G}_{0}= & \breve{G}_{\mathrm{imp}}-\breve{G}_{0} \bullet\left\langle\breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} \bullet \breve{G}_{0} \\
& -\breve{G}_{0} \bullet\left\langle\breve{V}^{\mathrm{imp}} \bullet \breve{G}_{0} \bullet \breve{V}^{\mathrm{imp}} \bullet \breve{G}\right\rangle_{\mathrm{imp}} . \tag{32}
\end{align*}
$$

In order to find a self-consistent expression for the impurity self-energy $\breve{\Sigma}_{\text {imp }}$ as a function of $\breve{V}^{\text {imp }}$ and $\breve{G}_{\text {imp }}$, we insert the
expression for $\breve{G}_{0}$ iteratively into Eq. (31). By comparing the result to Eq. (30), this gives that, to second order in $\breve{V}^{\text {imp }}$,

$$
\begin{align*}
\breve{\Sigma}_{\mathrm{imp}}= & \left\langle\breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}}+\left\langle\breve{V}^{\mathrm{imp}} \bullet \breve{G}_{\mathrm{imp}} \bullet \breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} \\
& -\left\langle\breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} \bullet \breve{G}_{\mathrm{imp}} \bullet\left\langle\breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} \tag{33}
\end{align*}
$$

Using the properties of $p_{\mathrm{imp}}$, we see that the first-order term

$$
\begin{align*}
& {\left[\breve{\Sigma}_{\text {imp }}^{(1)}\left(t_{1}, t_{2}\right)\right]_{n m}} \\
& \quad=\left[\left\langle\breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}}\left(t_{1}, t_{2}\right)\right]_{n m}=\delta_{n m} \delta\left(t_{1}-t_{2}\right) \\
& \quad \times \sum_{X \in\{A, B\}}\left(\begin{array}{ll}
n_{\mathrm{imp}}^{L X} \rho_{X}\left\langle U^{L X}\right\rangle_{\mathrm{imp}} & n_{\mathrm{imp}}^{R X} \rho_{X}\left\langle U^{R X}\right\rangle_{\mathrm{imp}}
\end{array}\right) \tag{34}
\end{align*}
$$

is an energy shift that may be sublattice dependent if the number or strength of impurities is different on the two sublattices. It may in general also be spin dependent if the impurities are magnetic, meaning that $U_{i}^{\alpha X}$ has a nontrivial structure in spin space. Here we assume that the impurities are not magnetic. Nevertheless, we shall see in Sec. X that they will have an effective magnetic component in the final equations.

To evaluate the second-order term,

$$
\begin{align*}
\breve{\Sigma}_{\mathrm{imp}}^{(2)}= & \left\langle\breve{V}^{\mathrm{imp}} \bullet \breve{G}_{\mathrm{imp}} \bullet \breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} \\
& -\left\langle\breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} \bullet \breve{G}_{\mathrm{imp}} \bullet\left\langle\breve{V}^{\mathrm{imp}}\right\rangle_{\mathrm{imp}} . \tag{35}
\end{align*}
$$

Note that the assumption that the impurities are independent means that the contributions with different impurities to the left and right of the Green's function cancel. Hence,

$$
\begin{align*}
{\left[\breve{\Sigma}_{\mathrm{imp}}^{(2)}\left(t_{1}, t_{2}\right)\right]_{n m}^{\alpha \beta} } & =\delta_{\alpha \beta} \sum_{X \in\{A, B\}} \sum_{i=1}^{m^{\alpha X}}\left[\rho_{X}\left(\check{G}_{\mathrm{imp}}^{\alpha \alpha}\right)_{n m} \rho_{X}\left\langle U_{i}^{\alpha X} \delta_{n r_{i}^{\alpha X}} U_{i}^{\alpha X} \delta_{m r_{i}^{\alpha X}}\right\rangle_{\mathrm{imp}}-\rho_{X}\left(\check{G}_{\text {imp }}^{\alpha \alpha}\right)_{n m} \rho_{X}\left\langle U_{i}^{\alpha X} \delta_{n r_{i}^{\alpha \alpha}}\right\rangle_{\mathrm{imp}}\left\langle U_{i}^{\alpha X} \delta_{m r_{i}^{\alpha X}}\right\rangle_{\mathrm{imp}}\right] \\
& =\delta_{\alpha \beta} \sum_{X \in\{A, B\}} \delta_{n m} n_{\mathrm{imp}}^{\alpha X}\left\langle U^{X \alpha} U^{X \alpha}\right\rangle_{\mathrm{imp}} \rho_{X}\left(\check{G}_{\mathrm{imp}}^{\alpha \alpha}\right)_{n n} \rho_{X}-\delta_{\alpha \beta} \sum_{X \in\{A, B\}} \frac{n_{\mathrm{imp}}^{\alpha X}}{N^{\alpha}}\left\langle U^{X \alpha}\right\rangle_{\mathrm{imp}}^{2} \rho_{X}\left(\check{G}_{\mathrm{imp}}^{\alpha \alpha}\right)_{n m} \rho_{X} . \tag{36}
\end{align*}
$$

We can neglect the second term because $N^{\alpha}$ is large and the amplitude of the Green's function decreases as a function of relative distance in the presence of impurities, as will be shown later. Thus, to second order the impurity self-energy is

$$
\begin{align*}
{\left[\breve{\Sigma}_{\mathrm{imp}}\left(t_{1}, t_{2}\right)\right]_{n m}^{\alpha \beta}=} & \delta_{\alpha \beta} \delta_{n m} \sum_{X \in\{A, B\}} n_{\mathrm{imp}}^{\alpha X}\left(\rho_{X}\left\langle U^{X \alpha}\right\rangle_{\mathrm{imp}}\right. \\
& \left.+\left\langle U^{X \alpha} U^{X \alpha}\right\rangle_{\mathrm{imp}} \rho_{X}\left(\breve{G}_{\mathrm{imp}}^{\alpha \alpha}\right)_{n n}\left(t_{1}, t_{2}\right) \rho_{X}\right) . \tag{37}
\end{align*}
$$

From here on we drop the subscript on the impurity averaged Green's function, such that $\breve{G}_{\text {imp }} \rightarrow \breve{G}$.

## VI. TUNNELING

In order to get closed equations for $\breve{G}^{L L}$ and $\breve{G}^{R R}$, we must first remove $\breve{G}^{L R}$ and $\breve{G}^{R L}$. In this section, we do this by treating the tunneling self-energy as the perturbation in the

Dyson equation. However, we note that the derived effective tunneling self-energy is still of infinite order in the tunneling amplitudes $\hat{T}^{L R}$.

Let

$$
\breve{T}=\left(\begin{array}{ll}
\hat{T}^{R L} & \hat{T}^{L R} \tag{38}
\end{array}\right)
$$

and let $\breve{G}_{0}$ be the Green's function with $\hat{T}^{R L}=\hat{T}^{L R}=$ 0 , meaning that it solves Eq. (26) with $\delta \breve{\Sigma}=\breve{\Sigma}-\breve{T}=$ $\operatorname{diag}\left(\check{\Sigma}^{L L}, \check{\Sigma}^{R R}\right)$. Here $\delta \breve{\Sigma}$ includes the impurity self-energy term obtained from the impurity average above. Note that this means that $\breve{G}_{0}^{R R}$ still depends on $\breve{G}^{L L}$. This is because $\breve{G}_{0}^{R R}$ depend on $\breve{G}^{R R}$ through the impurity self-energy found in Sec. V, and $\breve{G}^{R R}$ depend on $\breve{G}^{L L}$. For the same reason $\breve{G}_{0}^{L L}$ depends on $\breve{G}^{R R}$.

From the Dyson equation, (25), we have thatlvskip-3pt

$$
\begin{align*}
& \breve{G}=\breve{G}_{0}+\breve{G}_{0} \bullet \breve{T} \bullet \breve{G},  \tag{39a}\\
& \breve{G}=\breve{G}_{0}+\breve{G} \bullet \breve{T} \bullet \breve{G}_{0} . \tag{39b}
\end{align*}
$$

From the upper-right block of Eq. (39a) we have that

$$
\begin{align*}
\check{G}^{L R}= & \check{G}_{0}^{L R}+\check{G}_{0}^{L R} \bullet \hat{T}^{R L} \bullet \check{G}^{L R}+\check{G}_{0}^{L L} \bullet \hat{T}^{L R} \bullet \check{G}^{R R} \\
= & \check{G}_{0}^{L R} \bullet\left(i \tau_{z} \frac{\partial \check{G}^{R R}}{\partial t}-\check{\Sigma}^{R R} \bullet \check{G}^{R R}-\hat{T}^{R L} \bullet \check{G}^{L R}\right) \\
& +\check{G}_{0}^{L R} \bullet \hat{T}^{R L} \bullet \check{G}^{L R}+\check{G}_{0}^{L L} \bullet \hat{T}^{L R} \bullet \check{G}^{R R} \\
= & -\left(\frac{\partial \check{G}_{0}^{L R}}{\partial t^{\prime}} i \tau_{z}+\check{G}_{0}^{L R} \bullet \check{\Sigma}^{R R}\right) \bullet \check{G}^{R R}+\check{G}_{0}^{L L} \bullet \hat{T}^{L R} \bullet \check{G}^{R R} \\
= & \check{G}_{0}^{L L} \bullet \hat{T}^{L R} \bullet \check{G}^{R R}, \tag{40}
\end{align*}
$$

where we used Eq. (26) in the last equality.
Doing the same for $\breve{G}^{L R}$, and from similar calculations using Eq. (39b) we find that

$$
\begin{align*}
& \check{G}^{L R}=\check{G}_{0}^{L L} \bullet \hat{T}^{L R} \bullet \check{G}^{R R}=\check{G}^{L L} \bullet \hat{T}^{L R} \bullet \check{G}_{0}^{R R},  \tag{41a}\\
& \check{G}^{R L}=\check{G}_{0}^{R R} \bullet \hat{T}^{R L} \bullet \check{G}^{L L}=\check{G}^{R R} \bullet \hat{T}^{R L} \bullet \check{G}_{0}^{L L} . \tag{41b}
\end{align*}
$$

Inserting this into the Gor'kov equation, we can remove $\breve{G}^{R L}$ and $\check{G}^{L R}$ and get a block-diagonal self-energy,

$$
\begin{equation*}
\breve{\Sigma}=\breve{H}_{0}+\breve{V}+\breve{\Sigma}_{\mathrm{imp}}+\breve{\Sigma}_{T}, \tag{42}
\end{equation*}
$$

where

$$
\begin{gather*}
\breve{H}_{0}=\left(\begin{array}{ll}
\hat{H}_{0}^{L} & \hat{H}_{0}^{R}
\end{array}\right),  \tag{43a}\\
\breve{V}=\left(\begin{array}{cc}
\check{V}^{L} & \\
& \check{V}^{R}
\end{array}\right),  \tag{43b}\\
\breve{\Sigma}_{T}=\left(\begin{array}{cc}
\hat{T}^{L R} \bullet \check{G}_{0}^{R R} \bullet \hat{T}^{R L} & \\
& \hat{T}^{R L} \bullet \check{G}_{0}^{L L} \bullet \hat{T}^{L R}
\end{array}\right) . \tag{43c}
\end{gather*}
$$

## VII. FOURIER TRANSFORM AND WIGNER COORDINATES

In the quasiclassical framework, functions vary slowly with the center-of-mass (COM) coordinates, and quickly with the relative coordinates. It is therefore useful to Fourier transform in the relative coordinates to obtain functions of momentum, energy, COM time, and COM position, also known as Wigner coordinates. The Fourier transform in relative time reads

$$
\begin{equation*}
\mathcal{F}_{t}(A)(T, \varepsilon)=\int_{-\infty}^{\infty} d t A(T+t / 2, T-t / 2) \mathrm{e}^{i \varepsilon t} \tag{44}
\end{equation*}
$$

and for the Fourier transform in relative position we use

$$
\begin{equation*}
\mathcal{F}_{r}(A) s\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha} s\right)=\sum_{m \in \mathbb{Z}^{3}} \mathrm{e}^{-i \rho_{B} \boldsymbol{k} \cdot \delta^{\alpha}} A_{(n+m) n} \mathrm{e}^{i \rho_{B} \boldsymbol{k} \cdot \delta^{\alpha}} \mathrm{e}^{-i \boldsymbol{k} \cdot x_{m}^{\alpha}} \tag{45}
\end{equation*}
$$

This is is a three-dimensional discrete-time Fourier transform (DTFT), and the inverse transform is given by

$$
\begin{equation*}
\mathcal{F}_{r}^{-1}(A)_{(n+m) n}=V_{e}^{\alpha} \int_{\diamond_{\alpha}} \frac{d[3] k}{(2 \pi)^{3}} \mathrm{e}^{i \rho_{\beta} \boldsymbol{k} \cdot \delta^{\alpha}} A\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) \mathrm{e}^{-i \rho_{\beta} \boldsymbol{k} \cdot \delta^{\alpha}} \mathrm{e}^{i \boldsymbol{k} \cdot x_{m}^{\alpha}} \tag{46}
\end{equation*}
$$

where $V_{e}^{\alpha}$ is the volume of the unit cell and $\diamond_{\alpha}$ is the first Brillouin zone in material $\alpha$. Note that $\boldsymbol{x}_{n}^{\alpha}$ in Eq. (45) is not exactly the COM position, since the COM position for term $m$ on the right is $\left(\boldsymbol{x}_{n}^{\alpha}+\boldsymbol{x}_{m}^{\alpha}\right) / 2$.

We use the same symbols as before to denote the bullet and circle products in the Wigner coordinates, meaning that they
satisfy

$$
\begin{equation*}
\mathcal{F}_{r}\left[\mathcal{F}_{t}(A)\right] \bullet \mathcal{F}_{r}\left[\mathcal{F}_{t}(B)\right]=\mathcal{F}_{r}\left[\mathcal{F}_{t}(A \bullet B)\right] \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}_{t}(A) \circ \mathcal{F}_{t}(B)=\mathcal{F}_{t}(A \circ B) . \tag{48}
\end{equation*}
$$

Thus, the Gor'kov equations in the Wigner coordinates read

$$
\begin{align*}
& \tau_{z} \varepsilon \circ \breve{G}-\breve{\Sigma} \bullet \breve{G}=1,  \tag{49a}\\
& \breve{G} \circ \tau_{z} \varepsilon-\breve{G} \bullet \breve{\Sigma}=1 . \tag{49b}
\end{align*}
$$

The circle product in the Wigner product is the same as in continuous models for normal metals [5,61],

$$
\begin{equation*}
A \circ B=\exp \left(\frac{i}{2} \partial_{\varepsilon}^{A} \partial_{T}^{B}-\frac{i}{2} \partial_{T}^{A} \partial_{\varepsilon}^{B}\right) A B, \tag{50}
\end{equation*}
$$

where the superscripts on the differential operators denote which function they act on. The spatial part of the bullet product, on the other hand, is different, and there are three reasons for this. First, since we are working on a discrete lattice, we cannot Taylor expand, which is how the series expansion in differential operators is achieved in Eq. (50). Second, since we are working with two sublattices that are located differently in space, the COM positions and relative positions are different for different matrix elements. Third, the COM position is not set constant in the way we have defined the Fourier transform in Eq. (45). Nevertheless, the bullet product can still be written as a series of differential operators of increasing order. To derive the explicit series expansion, one can use the Newton forward difference equation, which is the discrete analog to the Taylor series expansion. The zeroth-order term is the same, namely just the normal matrix product, and we will end up keeping only the zeroth-order terms, except for the kinetic energy term, the tunneling term, and the potential, which is large outside the material. We will evaluate these terms explicitly when considering the boundary condition. Note, however, that we cannot neglect the higher-order terms at this stage because the Green's function is strongly peaked in momentum space.

To evaluate $\hat{H}_{0}^{\alpha} \bullet \check{G}^{\alpha \alpha}$ and $\check{G}^{\alpha \alpha} \bullet \hat{H}_{0}^{\alpha}$ in Wigner coordinates, note that

$$
\begin{align*}
\mathcal{F}_{r}[A \bullet B]\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)= & \sum_{m \in \mathbb{Z}^{3}} \mathcal{F}[A]\left(\boldsymbol{k}, \boldsymbol{x}_{m}^{\alpha}+\boldsymbol{x}_{n}^{\alpha}\right) \\
& \circ \mathrm{e}^{-i \rho_{B} \boldsymbol{k} \cdot \delta^{\alpha}} B_{(n+m) n} \mathrm{e}^{i \rho_{B} \boldsymbol{k} \cdot \delta^{\alpha}} \mathrm{e}^{-i \boldsymbol{k} \cdot \boldsymbol{x}_{m}^{\alpha}} . \tag{51}
\end{align*}
$$

Hence, as $\hat{H}_{0}^{\alpha}$ does not depend on COM-position,

$$
\begin{equation*}
\mathcal{F}_{t}\left\{\mathcal{F}_{r}\left[\hat{H}_{0}^{\alpha} \bullet \breve{G}^{\alpha \alpha}\right]\right\}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)=\hat{H}_{0}^{\alpha}(\boldsymbol{k}) \breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) . \tag{52}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\hat{H}_{0}^{\alpha}(\boldsymbol{k})=\rho_{x} K^{\alpha}(\boldsymbol{k})-\left(J^{\alpha} \rho_{z} \sigma_{z} \tau_{z}+\mu\right) \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
K^{\alpha}(\boldsymbol{k})=-\sum_{\delta_{i} \in \text { N.N. }} t^{\alpha} \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{i}\right) \tag{54}
\end{equation*}
$$

where the sum goes over all the six nearest-neighbordisplacement vectors.

Interchanging the order, we find that

$$
\begin{align*}
& \mathcal{F}_{t}\left\{\mathcal{F}_{r}\left[\check{G}^{\alpha \alpha} \bullet \hat{H}_{0}^{\alpha}\right]\right\} \\
&= \check{G}^{\alpha \alpha} \hat{H}_{0}^{\alpha} \\
&-\frac{1}{2} \sum_{\delta_{i} \in \mathrm{N.N} .}\left(\Delta_{R} \check{G}^{\alpha \alpha}\right) \cdot\left(\delta_{i}+\delta^{\alpha}\right)\left(\rho_{x}+i \rho_{y}\right) t^{\alpha} \mathrm{e}^{-i \boldsymbol{k} \cdot \delta_{i}} \\
&-\frac{1}{2} \sum_{\delta_{i} \in \mathrm{~N} . \mathrm{N} .}\left(\Delta_{R} \check{G}^{\alpha \alpha}\right) \cdot\left(\delta_{i}-\delta^{\alpha}\right)\left(\rho_{x}-i \rho_{y}\right) t^{\alpha} \mathrm{e}^{-i \boldsymbol{k} \cdot \delta_{i}} \tag{55}
\end{align*}
$$

where the symbols on the right-hand side denote functions of Wigner coordinates and the discrete finite difference operator is defined as

$$
\begin{equation*}
\boldsymbol{x}_{m}^{\alpha} \cdot \Delta_{R} \check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)=\check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}+\boldsymbol{x}_{m}^{\alpha}\right)-\check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) \tag{56}
\end{equation*}
$$

The finite difference is only well defined when $\boldsymbol{x}_{m}^{\alpha}$ is a lattice vector, meaning that $\boldsymbol{x}_{m}^{\alpha}$ is a displacement vector from one unit cell to another. However, we can define

$$
\begin{equation*}
\delta_{i} \cdot \Delta_{R} \check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)=\left[\check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}+2 \delta_{i}\right)-\check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)\right] / 2 \tag{57}
\end{equation*}
$$

This is possible because we assume that $2 \delta_{i}$ is a lattice vector when $\delta_{i}$ is a nearest-neighbor-displacement vector. With this,

$$
\begin{align*}
\boldsymbol{\delta}_{i} \cdot & \Delta_{R} \breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)+\boldsymbol{\delta}^{\alpha} \cdot \Delta_{R} \breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) \\
= & \left(\boldsymbol{\delta}_{i}+\delta^{\alpha}\right) \cdot \Delta_{R} \breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)+\frac{1}{2} \breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}+2 \delta_{i}\right) \\
& +\frac{1}{2} \breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}+2 \delta^{\alpha}\right)-\breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}+\delta_{i}+\delta^{\alpha}\right) \tag{58}
\end{align*}
$$

The last three terms are equal to $\left|\delta_{i}-\delta^{\alpha}\right|^{2} / 2$ times the secondorder central difference of $\breve{G}^{\alpha \alpha}$, so they are negligible under the assumption that the Green's function changes slowly as a function COM position compared to the interlattice spacing. By the same reasoning we also approximate $\left(-\boldsymbol{x}_{m}^{\alpha}\right)$. $\Delta_{R} \breve{G}^{\alpha \alpha}=-\boldsymbol{x}_{m}^{\alpha} \cdot \Delta_{R} \check{G}^{\alpha \alpha}$, since the difference is equal to the $\left|x_{m}^{\alpha}\right|^{2}$ multiplied by the second-order derivative of $\breve{G}^{\alpha \alpha}$. With this we have

$$
\begin{align*}
\mathcal{F}_{t}\left\{\mathcal{F}_{r}\left[\check{G}^{\alpha \alpha} \bullet \hat{H}_{0}^{\alpha}\right]\right\}= & \check{G}^{\alpha \alpha} \hat{H}_{0}^{\alpha} \\
& +i\left(\Delta_{R} \check{G}^{\alpha \alpha}\right) \cdot\left(\rho_{x} \nabla_{k} K^{\alpha}+\delta^{\alpha} \rho_{y} K^{\alpha}\right) . \tag{59}
\end{align*}
$$

The dot product in the last term must be interpreted in the following sense: If $\nabla_{k} K^{\alpha}=A_{1} \boldsymbol{\delta}_{1}+A_{2} \boldsymbol{\delta}_{2}+A_{3} \boldsymbol{\delta}_{3}$, where $\boldsymbol{\delta}_{1}$, $\delta_{2}$ and $\delta_{3}$ are three different, linearly independent, nearest-neighbor-displacement vectors, then

$$
\begin{equation*}
\left(\Delta_{R} \breve{G}^{\alpha \alpha}\right) \cdot \nabla_{k} K^{\alpha}=\sum_{i=1}^{3} \delta_{i} \cdot\left(\Delta_{R} \breve{G}^{\alpha \alpha}\right) A_{i} . \tag{60}
\end{equation*}
$$

## VIII. EXTRACTING THE CONDUCTION BAND

The main idea behind the quasiclassical theory is that most of the interesting physics happens close to the Fermi surface. Therefore, it is of interest to isolate the contribution from states close to the Fermi surface. In our model there are two energy bands that are not overlapping, so only one of these can pass through the Fermi surface. In real materials, it is not always the case that the energy bands are not overlapping. It is sufficient that the energy bands are not overlapping near the Fermi surface.

To separate the two bands, we must diagonalize $\hat{H}_{0}^{\alpha}$. We find that

$$
\begin{equation*}
\hat{H}_{0}^{\alpha}=S^{\alpha} D^{\alpha}\left(S^{\alpha}\right)^{T} \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
D^{\alpha}=\operatorname{diag}\left(\xi_{-}^{\alpha}, \xi_{-}^{\alpha}, \xi_{-}^{\alpha}, \xi_{-}^{\alpha}, \xi_{+}^{\alpha}, \xi_{+}^{\alpha}, \xi_{+}^{\alpha}, \xi_{+}^{\alpha}\right) \tag{62}
\end{equation*}
$$

and $\left(S^{\alpha}\right)^{T}$ denotes the transpose of

$$
\begin{align*}
S^{\alpha}= & \frac{1}{\sqrt{2 \eta^{\alpha}}}\left[\left(\begin{array}{cccc}
-\sigma_{0} & 0 & \sigma_{0} & 0 \\
\sigma_{0} & 0 & \sigma_{0} & 0 \\
0 & -\sigma_{0} & 0 & \sigma_{0} \\
0 & \sigma_{0} & 0 & \sigma_{0}
\end{array}\right) \bar{s}^{\alpha}\right. \\
& \left.-\left(\begin{array}{cccc}
\sigma_{z} & 0 & \sigma_{z} & 0 \\
\sigma_{z} & 0 & -\sigma_{z} & 0 \\
0 & -\sigma_{z} & 0 & -\sigma_{z} \\
0 & -\sigma_{z} & 0 & \sigma_{z}
\end{array}\right) \Delta s^{\alpha}\right] \tag{63}
\end{align*}
$$

where $\sigma_{0}$ is the $2 \times 2$ identity matrix, $\eta^{\alpha}=\sqrt{\left(J^{\alpha}\right)^{2}+\left(K^{\alpha}\right)^{2}}$, $\xi_{ \pm}^{\alpha}=-\mu^{\alpha} \pm \eta^{\alpha}, \bar{s}^{\alpha}=\left(s_{+}^{\alpha}+s_{-}^{\alpha}\right) / 2$, and $\Delta s^{\alpha}=\left(s_{+}^{\alpha}-s_{-}^{\alpha}\right) / 2$, with $s_{ \pm}^{\alpha}=\sqrt{\eta^{\alpha} \pm J^{\alpha}}$.

Next, we define

$$
\left(\begin{array}{ll}
\check{G}_{---}^{\alpha \alpha} & \check{G}_{-+}^{\alpha \alpha}  \tag{64}\\
\check{G}_{+-}^{\alpha \alpha} & \check{G}_{++}^{\alpha \alpha}
\end{array}\right)=\left(S^{\alpha}\right)^{T} \check{G}^{\alpha \alpha} S^{\alpha}
$$

We want an equation for the Green's function associated with the energy band, which crosses the Fermi surface. This can be either $\breve{G}_{--}^{\alpha \alpha}$ or $\breve{G}_{++}^{\alpha \alpha}$. Here we choose $\breve{G}_{--}^{\alpha \alpha}$. To derive this equation, we first find that
$\left(S^{\alpha}\right)^{T} \rho_{x} \nabla_{k} K^{\alpha} S^{\alpha}=\nabla_{k} D+\frac{J^{\alpha} \nabla_{k} \eta^{\alpha}}{K^{\alpha}}\left(\begin{array}{cccc}0 & 0 & \sigma_{z} & 0 \\ 0 & 0 & 0 & -\sigma_{z} \\ \sigma_{z} & 0 & 0 & 0 \\ 0 & -\sigma_{z} & 0 & 0\end{array}\right)$
and

$$
\left(S^{\alpha}\right)^{T} i \rho_{y} S^{\alpha}=\left(\begin{array}{cccc}
0 & 0 & -\sigma_{0} & 0  \tag{66}\\
0 & 0 & 0 & -\sigma_{0} \\
\sigma_{0} & 0 & 0 & 0 \\
0 & \sigma_{0} & 0 & 0
\end{array}\right)
$$

Additionally, we continue to use $\tau_{z}$ to denote the third Pauli matrix in Nambu space after transforming to the band basis, which means that

$$
\left(S^{\alpha}\right)^{T} \tau_{z} S^{\alpha}=\left(\begin{array}{cccc}
\sigma_{0} & 0 & 0 & 0  \tag{67}\\
0 & -\sigma_{0} & 0 & 0 \\
0 & 0 & \sigma_{0} & 0 \\
0 & 0 & 0 & -\sigma_{0}
\end{array}\right)=\left(\begin{array}{cc}
\tau_{z} & 0 \\
0 & \tau_{z}
\end{array}\right)
$$

Transforming the first Gor'kov equation to the AFM energy band basis and extracting the block corresponding to the conduction band, we get

$$
\begin{equation*}
\tau_{z} \varepsilon \circ \check{G}_{--}^{\alpha \alpha}-\xi_{-}^{\alpha} \check{G}_{--}^{\alpha \alpha}-\left[\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right) \bullet \check{G}^{\alpha \alpha}\right]_{--}=1 \tag{68}
\end{equation*}
$$

where $\check{\Sigma}^{\alpha}$ is the block of $\breve{\Sigma}$, given by Eq. (42), corresponding to material $\alpha$ and the subscript on the last term on the left-hand side means that one should take the upper left block in the


FIG. 3. A sketch of the integration decomposition introduced by Eilenberger [3].
conduction band basis. That is, for a general matrix $A$ in the sublattice basis,

$$
\left(\begin{array}{ll}
A_{--} & A_{-+}  \tag{69}\\
A_{+-} & A_{++}
\end{array}\right)=\left(S^{\alpha}\right)^{T} A S^{\alpha}
$$

The second Gor'kov equation becomes

$$
\begin{align*}
& \check{G}_{--}^{\alpha \alpha} \circ \tau_{z} \varepsilon-\xi_{-}^{\alpha} \breve{G}_{---}^{\alpha \alpha}-i \nabla_{k} \xi_{-}^{\alpha} \cdot \Delta_{R} \check{G}_{--}^{\alpha \alpha} \\
& \quad-\frac{i J^{\alpha} \nabla_{k} \eta^{\alpha}}{K^{\alpha}} \cdot \Delta_{R} \breve{G}_{-+}^{\alpha \alpha} \tau_{z} \sigma_{z}-K^{\alpha} \delta^{\alpha} \cdot \Delta_{R} \breve{G}_{-+}^{\alpha \alpha} \\
& \quad-\left[\breve{G}^{\alpha \alpha} \bullet\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)\right]_{--}=1 . \tag{70}
\end{align*}
$$

## IX. QUASICLASSICAL GREEN'S FUNCTIONS

In this section, we derive the quasiclassical equations of motion. To do so, we must integrate the Green's function over momenta. Note that since we only want the contribution from states close to the Fermi surface, we cannot integrate over all momenta, but must instead integrate over a contour close to the Fermi surface. While it is true that the Green's function will be strongly peaked around the Fermi surface, the contribution from far away from the Fermi surface is not negligible. This is because the retarded and advanced Green's function goes as $1 / \xi_{-}^{\alpha}$ far away from the Fermi surface.

Observables are given as integrals over all momenta. To extract the quasiclassical contribution, one must decompose this integral into one part, which includes the contribution close to the Fermi surface and one part, which includes the rest. By using the Eilenberger decomposition [3], as illustrated in Fig. 3, the contribution from the Fermi surface is included as two closed contours in the complex plane, which simplifies the calculations. We show how observables can be expressed as a quasiclassical contribution and a rest term in Sec. XIV.

To get the quasiclassical equations of motion, we must integrate the Gor'kov equations over the closed contours. This allows us to simplify many of the bullet products when the self-energy varies slowly as a function of COM position, as we show in this section. Note that the tunneling term and the potential, which is large outside of the material change rapidly as a function of COM position. These can therefore not be simplified in the same way. However, these terms are only nonzero at the interface. In this section, we consider only positions inside the material and therefore ignore these terms. We will return to them when deriving the boundary conditions. Hence, as long as we consider COM positions away from the boundaries,

$$
\begin{equation*}
\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}=\check{V}^{\alpha}+\check{\Sigma}_{\mathrm{imp}}^{\alpha} . \tag{71}
\end{equation*}
$$

To simplify the bullet product, we can use the gradient expansion. However, the gradient expansion is more com-
plicated in our case compared to the continuous case. This is because we are working with two discrete sublattices. To derive the gradient expansion for discrete lattices, we can use the Newton forward difference equation. If the basis vectors are $\left\{\boldsymbol{v}_{1}^{\alpha}, \boldsymbol{v}_{2}^{\alpha}, \boldsymbol{v}_{3}^{\alpha}\right\}$, such that $\boldsymbol{x}_{m}^{\alpha}=a_{1}^{m} \boldsymbol{v}_{1}^{\alpha}+a_{2}^{m} \boldsymbol{v}_{2}^{\alpha}+a_{3}^{m} \boldsymbol{v}_{3}^{\alpha}$, with integers $a_{1}^{m}, a_{2}^{m}$, and $a_{3}^{m}$, then
$A\left(\boldsymbol{x}_{n}^{\alpha}+\boldsymbol{x}_{m}^{\alpha}\right)=\sum_{j \in \mathbb{N}_{0}^{3}} \frac{\left(\boldsymbol{x}_{m}^{\alpha}\right)_{j}}{j!} \prod_{i=1}^{3}\left(\frac{\left[\operatorname{sgn}\left(a_{i}^{m}\right) \boldsymbol{v}_{i}^{\alpha}\right] \cdot \Delta_{R}}{\left|\boldsymbol{v}_{i}^{\alpha}\right|}\right)^{j_{i}} A\left(\boldsymbol{x}_{n}^{\alpha}\right)$,
where $j=\left(j_{1}, j_{2}, j_{3}\right)$ is a multi-index, $j!=j_{1}!j_{2}!j_{3}!$ and

$$
\begin{align*}
\left(\boldsymbol{x}_{m}^{\alpha}\right)_{j} & =\left(a_{1}^{m} \boldsymbol{v}_{1}^{\alpha}\right)_{j_{1}}\left(a_{2}^{m} \boldsymbol{v}_{2}^{\alpha}\right)_{j_{2}}\left(a_{3}^{m} \boldsymbol{v}_{3}^{\alpha}\right)_{j_{3}},  \tag{73a}\\
\left(a_{i}^{m} \boldsymbol{v}_{i}^{\alpha}\right)_{j_{i}} & =\operatorname{sgn}\left(a_{i}^{m}\right)^{j_{i}}\left|\boldsymbol{v}_{i}^{\alpha}\right|\left[\left|a_{i}^{m}\right|-(n-1)\right]\left(\left|a_{i}^{m} \boldsymbol{v}_{i}^{\alpha}\right|\right)_{j_{i}-1} \tag{73b}
\end{align*}
$$

Hence, we see from Eq. (51) that the bullet product can be written as a series expansion in derivative operators,

$$
\begin{equation*}
A \bullet B=A \circ B+\left[\Delta_{R} A\right] \circ\left(i \nabla_{k} B-\left[\delta^{\alpha} \rho_{B}, B\right]\right)+\cdots, \tag{74}
\end{equation*}
$$

where the circle product in the second term on the right-hand side includes a dot product, which must be interpreted according to Eq. (60). Equation (74) is the gradient expansion. The gradient expansion is useful because the higher-order terms can be neglected after a proper integral over momenta.

We define the quasiclassical Green's function

$$
\begin{equation*}
\check{g}^{\alpha}=\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \breve{G}_{--}^{\alpha \alpha}, \tag{75}
\end{equation*}
$$

where the closed paths are illustrated in Fig. 3. They follow the real line from $\xi_{-}^{\alpha}=-E_{c}^{\alpha}$ to $\xi_{-}^{\alpha}=E_{c}^{\alpha}$ and then split into two semicircular paths to close the contours. Here, $E_{c}^{\alpha}$ is some cutoff that is far larger than the other energies in the system, but smaller than $\left|\mu^{\alpha}\right|$. Since the interval $\left(-E_{c}^{\alpha}, E_{c}^{\alpha}\right)$ must be inside the conduction band, $E_{c}^{\alpha}$ must also be smaller than $\Delta E^{\alpha}$, which is the smallest energy difference between the Fermi level and the edges of the conduction band.

We can relate the kinetic energy $K^{\alpha}$ at the Fermi level to $\Delta E^{\alpha}$. To do so, note that $\xi_{-}^{\alpha}+\Delta E^{\alpha}=-\mu^{\alpha}-$ $\sqrt{\left(J^{\alpha}\right)^{2}+\left(K^{\alpha}\right)^{2}}+\Delta E^{\alpha} \leqslant-\mu^{\alpha}-\left|J^{\alpha}\right|$ means that

$$
\begin{equation*}
\left(\frac{J^{\alpha}}{K^{\alpha}}\right)^{2} \leqslant \frac{\left(J^{\alpha}\right)^{2}}{2\left|J^{\alpha}\right| \Delta E^{\alpha}+\left(\Delta E^{\alpha}\right)^{2}} \tag{76}
\end{equation*}
$$

It is possible that $\Delta E^{\alpha} \ll J^{\alpha}$. For this reason, one can still consider $J^{\alpha} \gg K^{\alpha}$ within this framework, meaning that $J^{\alpha} / \eta^{\alpha}=J^{\alpha} / \sqrt{\left(J^{\alpha}\right)^{2}+\left(K^{\alpha}\right)^{2}} \rightarrow 1$. The only requirement for the quasiclassical theory presented here to be valid is that $\Delta E^{\alpha}$ is large compared to all other energies except possibly the exchange energy $J^{\alpha}$. We can have any ratio $J^{\alpha} / K^{\alpha}$, and the limit $J^{\alpha} / K^{\alpha} \rightarrow 0$ should reproduce the quasiclassical theory for normal metals.

Since the contours are closed in the complex plane and we assume that the functions are analytic in $\xi_{-}^{\alpha}$, we can use the residue theorem to evaluate

$$
\begin{equation*}
\check{g}^{\alpha}=-\sum_{\xi_{i}} \operatorname{sgn}\left(\operatorname{Im}\left[\xi_{i}\right]\right) \operatorname{Res}\left(\check{G}_{--}^{\alpha \alpha}, \xi_{i}\right), \tag{77}
\end{equation*}
$$

where the sum goes over all poles of $\breve{G}_{-}^{\alpha \alpha}$, which are inside the contours and $\operatorname{Res}\left(\breve{G}_{--}^{\alpha \alpha}, \xi_{i}\right)$ denote the corresponding residues. To obtain an equation for the quasiclassical Green's function, we integrate the Gor'kov equations, Eqs. (68) and (70), over momenta and use Eqs. (74) and (75).

Consider first terms on the form $\check{G}_{-\alpha}^{\alpha \alpha} \bullet A$, for some $A$. The zeroth-order term in gradients is $\check{G}_{--}^{\alpha \alpha} \circ A$. If $A\left(\xi_{-}^{\alpha}\right)$ has no poles inside the contour, we see that

$$
\begin{align*}
\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \check{G}_{--}^{\alpha \alpha} \circ A & =-\sum_{\xi_{i}} \operatorname{sgn}\left(\operatorname{Im}\left[\xi_{i}\right]\right) \operatorname{Res}\left(\check{G}_{--}^{\alpha \alpha}, \xi_{i}\right) \circ A\left(\xi_{-}^{\alpha}\right) \\
& =\check{g}^{\alpha} \circ A(0)+\mathcal{O}\left(\check{g}^{\alpha} \circ a \partial_{\xi_{-}^{\alpha}} A\right) \tag{78}
\end{align*}
$$

where $a$ is the maximal distance from the poles of $\check{G}_{--}^{\alpha \alpha}$ to $\xi_{-}^{\alpha}=0$. It is therefore much smaller than $E_{c}^{\alpha}$. We can neglect the second term when $A$ varies slowly as a function of $\xi_{-}^{\alpha}$, such that $\left|a \partial_{\xi_{-}^{\alpha}} A\right| \ll|A|$. Note that this is not true when $A=\xi_{-}^{\alpha}$, which is the case for the second terms on the left-hand sides of Eqs. (68) and (70). We can therefore not evaluate $\oint d \xi_{-}^{\alpha} \xi_{-}^{\alpha} \check{G}_{--}^{\alpha \alpha}$ in terms of the quasiclassical Green's function.

From Eq. (37) we see that $\left(\check{\Sigma}_{\text {imp }}^{\alpha}\right)_{--}$only depend on momentum through $S$. Equation (22c) shows that $\check{V}_{n m}^{\alpha}$ depend on relative coordinates if there are magnetic textures or if the Hamiltonian includes terms other than the kinetic term, which depend on relative position. Corrections to the hopping term from the vector potential or spin-orbit coupling are included in $\check{V}_{n m}^{\alpha}$, and these terms will depend on relative position. As a result, $\left(\check{V}^{\alpha}\right)_{--}$depends on momentum, and therefore also on $\xi_{-}^{\alpha}$. However, we assume that the dependence on momentum and $\xi_{-}^{\alpha}$ is sufficiently slow, such that the condition $\left|a \partial_{\xi_{-}^{\alpha}} A\right| \ll$ $|A|$ is valid when $A=\left(\check{V}^{\alpha}+\check{\Sigma}_{\text {imp }}^{\alpha}\right)_{--}$. As we now show, this assumption is reasonable as long as the Fermi level is far away from the bottom of the conduction band.

Fourier transforming the term in Eq. (22c) coming from the magnetic texture, we get that

$$
\begin{align*}
& \mathcal{F}_{r}\left\{\left(K_{n m}^{\alpha}\left[\boldsymbol{x}_{n}^{\alpha}-\boldsymbol{x}_{m}^{\alpha}\right]+\left[\delta^{\alpha} \rho_{B}, K_{n m}^{\alpha}\right]\right) \cdot\left(R^{\dagger} \nabla R\right)\left(\boldsymbol{x}_{n}^{\alpha}, t_{1}\right)\right\} \\
& \quad=i \nabla_{k} \mathcal{F}_{r}\left\{K_{n m}^{\alpha}\right\}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) \cdot\left(R^{\dagger} \nabla R\right)\left(\boldsymbol{x}_{n}^{\alpha}, t_{1}\right) . \tag{79}
\end{align*}
$$

As long as the Fermi level is sufficiently far away from the bottom of the conduction band, the gradient $\nabla_{k} \mathcal{F}_{r}\left\{K_{n m}^{\alpha}\right\}=$ $\nabla_{k} K^{\alpha}$ will be approximately constant near the Fermi surface. This can be seen from Eq. (54), since

$$
\begin{equation*}
\left|\frac{a \partial_{\xi_{\underline{\alpha}}} \nabla_{k} K^{\alpha}}{\nabla_{k} K^{\alpha}}\right|=\left|\frac{a}{\boldsymbol{v}_{F}^{\alpha} \cdot \hat{\boldsymbol{k}}_{F}} \frac{\sum_{\delta_{i}} \boldsymbol{\delta}_{i}\left(\boldsymbol{\delta}_{i} \cdot \hat{\boldsymbol{k}}_{F}\right) \cos \left(\boldsymbol{k}_{F} \cdot \boldsymbol{\delta}_{i}\right)}{\sum_{\delta_{i}}\left(\boldsymbol{\delta}_{i} \cdot \hat{\boldsymbol{k}}_{F}\right) \sin \left(\boldsymbol{k}_{F} \cdot \boldsymbol{\delta}_{i}\right)}\right|<\left|\frac{a}{\boldsymbol{v}_{F}^{\alpha} \cdot \hat{\boldsymbol{k}}_{F}} \frac{\sum_{\delta_{i}} \boldsymbol{\delta}_{i}\left(\boldsymbol{\delta}_{i} \cdot \hat{\boldsymbol{k}}_{F}\right) \cos \left(\boldsymbol{k}_{F} \cdot \boldsymbol{\delta}_{i}\right)}{\sum_{\delta_{i}}\left(\boldsymbol{\delta}_{i} \cdot \hat{\boldsymbol{k}}_{F}\right)\left(\boldsymbol{k}_{F} \cdot \boldsymbol{\delta}_{i}\right)}\right| \lesssim \frac{a \lambda_{F}}{\left|\boldsymbol{v}_{F}^{\alpha} \cdot \hat{\boldsymbol{k}}_{F}\right|}, \tag{80}
\end{equation*}
$$

where $\boldsymbol{v}_{F}^{\alpha}=\nabla_{k} \xi_{-}^{\alpha}$ is the Fermi velocity, $\lambda_{F}=1 /\left|\boldsymbol{k}_{F}\right|$ is the Fermi wavelength, and $\hat{\boldsymbol{k}}_{F}$ is the unit vector in the direction of $\boldsymbol{k}_{F}$. Hence, the variation in $\nabla_{k} K^{\alpha}$ is negligible provided that $\lambda_{F} \ll\left|\boldsymbol{v}_{F}^{\alpha}\right| / a$.

Physically, the condition can be understood in the following sense. The inverse energy $1 / a$ defines a time, so $\left|\boldsymbol{v}_{F}^{\alpha}\right| / a$ is the distance an electron with speed $\left|\boldsymbol{v}_{F}^{\alpha}\right|$ travels in this time. For instance, when the dominant energy scale, other than $J^{\alpha}$ and $K^{\alpha}$, comes from the impurity scattering, then $a$ is at most the impurity scattering rate. In this case, the condition $\lambda_{F} \ll\left|v_{F}^{\alpha}\right| / a$ implies that the mean free path should be much greater than the Fermi wavelength. This condition holds provided that the energy difference between the Fermi level and the bottom of the conduction band is sufficiently large. Under this assumption, we can approximate
$\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \check{G}_{--}^{\alpha \alpha} \circ\left(\check{V}^{\alpha}+\check{\Sigma}_{\text {imp }}^{\alpha}\right)_{--}=\check{g}^{\alpha} \circ\left(\check{V}^{\alpha}+\check{\Sigma}_{\text {imp }}^{\alpha}\right)_{--}$
in the presence of an inhomogeneous magnetic texture. A similar argument can be used to show that the same assumptions also imply that the condition $\left|a \partial_{\xi_{-}^{\alpha}} A\right| \ll|A|$ holds in the presence of corrections to the hopping amplitude, which can come from an external vector potential or spin-orbit coupling. With these assumptions,

$$
\begin{align*}
& \frac{i}{\pi} \oint d \xi_{-}^{\alpha}\left[\left(\check{V}^{\alpha}+\check{\Sigma}_{\mathrm{imp}}^{\alpha}\right) \circ \check{G}^{\alpha \alpha}\right]_{--} \\
& \approx\left(\check{V}^{\alpha}+\check{\Sigma}_{\mathrm{imp}}^{\alpha}\right)_{--} \circ \check{g}^{\alpha}+\frac{i}{\pi} \oint d \xi_{-}^{\alpha}\left(\check{V}^{\alpha}+\check{\Sigma}_{\mathrm{imp}}^{\alpha}\right)_{-+} \circ \check{G}_{+-}^{\alpha \alpha} \tag{82}
\end{align*}
$$

Equation (78) works the same when reversing the order of $A$ and $\check{G}_{--}^{\alpha \alpha}$, so it is also true that

$$
\begin{align*}
& \frac{i}{\pi} \oint d \xi_{-}^{\alpha}\left[\check{G}^{\alpha \alpha} \circ\left(\check{V}^{\alpha}+\check{\Sigma}_{\text {imp }}^{\alpha}\right)\right]_{--} \approx \check{g}^{\alpha} \circ\left(\check{V}^{\alpha}+\check{\Sigma}_{\text {imp }}^{\alpha}\right)_{--} \\
& \quad+\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \check{G}_{-+}^{\alpha \alpha} \circ\left(\check{V}^{\alpha}+\check{\Sigma}_{\text {imp }}^{\alpha}\right)_{+-} \tag{83}
\end{align*}
$$

If we are also sufficiently far away from the top of the conduction band, then the velocity $\boldsymbol{v}_{F}^{\alpha}=\nabla_{k} \xi_{-}^{\alpha}$ is also approximately constant at all the poles of the Green's function. By approximately constant, we mean that the variation is small compared to $\boldsymbol{v}_{F}^{\alpha}$. To see why, note that

$$
\begin{equation*}
\nabla_{k} \xi_{-}^{\alpha}=\frac{\sqrt{\left(\mu^{\alpha}-\xi_{-}^{\alpha}\right)^{2}-\left(J^{\alpha}\right)^{2}} \nabla_{k} K^{\alpha}}{\left(\mu^{\alpha}-\xi_{-}^{\alpha}\right)} \tag{84}
\end{equation*}
$$

Differentiating with respect to $\xi_{-}^{\alpha}$ gives

$$
\begin{equation*}
\frac{\left|a \partial_{\xi_{-}^{\alpha}} \nabla_{k} \xi_{-}^{\alpha}\right|}{\left|\nabla_{k} \mathcal{F}_{r}\left\{K_{n m}^{\alpha}\right\}\right|}=\left|\frac{a\left(J^{\alpha}\right)^{2}}{\left(\xi_{-}^{\alpha}-\mu^{\alpha}\right)\left(K^{\alpha}\right)^{2}}+\frac{a \partial_{\xi_{-}^{\alpha}} \nabla_{k} K^{\alpha}}{\nabla_{k} K^{\alpha}}\right| \tag{85}
\end{equation*}
$$

From Eq. (76), we know that $\left(J^{\alpha} / K^{\alpha}\right)^{2}<\left|J^{\alpha}\right| / 2 \Delta E^{\alpha}$. Since $\left|J^{\alpha} /\left(\xi_{-}^{\alpha}-\mu^{\alpha}\right)\right| \approx\left|J^{\alpha} / \mu^{\alpha}\right|<1$ and $a / \Delta E^{\alpha} \ll 1$, the first term on the right-hand side of Eq. (85) is small. We have shown that the second term on the right-hand side of Eq. (85) is also negligible. As a result, integrating the third term on the left-hand side of Eq. (70) gives

$$
\begin{equation*}
-\frac{i}{\pi} \oint d \xi_{-}^{\alpha} i \nabla_{k} \xi_{-}^{\alpha} \cdot \Delta_{R} \breve{G}_{--}^{\alpha \alpha}=-i \boldsymbol{v}_{F}^{\alpha} \cdot \Delta_{R} \check{g}^{\alpha} \tag{86}
\end{equation*}
$$

Next, consider the higher-order terms in the gradient expansion. We will show that we can ignore these terms when the Hamiltonian, and therefore the Green's function, vary slowly in the center-of-mass (COM) spatial coordinate. Assuming $\left|a \partial_{\xi_{-}^{\alpha}} A\right| \ll|A|$,

$$
\begin{align*}
& \frac{i}{\pi} \oint d \xi_{-}^{\alpha}\left[\Delta_{R} \check{G}_{--}^{\alpha \alpha}\right] \circ\left(i \nabla_{k} A-\left[\delta^{\alpha} \rho_{B}, A\right]\right) \\
& \quad \approx\left[\Delta_{R} \check{g}^{\alpha}\right] \circ\left(i \nabla_{k} A-\left[\delta^{\alpha} \rho_{B}, A\right]\right) \tag{87}
\end{align*}
$$

where we used Eq. (78). The gradient $\nabla_{k} A$ is evaluated at the Fermi surface. We define the characteristic COM length scale $L$ to be the smallest number satisfying

$$
\begin{equation*}
\left|\Delta_{R} \check{g}^{\alpha}\right|<\frac{\left|\breve{g}^{\alpha}\right|}{L} \tag{88}
\end{equation*}
$$

everywhere and for all momentum directions, where the norms can be understood using an appropriate matrix norm such as the Frobenius norm. In the quasiclassical framework, $L$ is assumed to be much larger than the length of the nearest-neighbor-displacement vectors and the Fermi wavelength. As a result,

$$
\begin{equation*}
\left|\Delta_{R} \overleftarrow{g}^{\alpha} \circ\left[\delta^{\alpha} \rho_{B}, A\right]\right|<\frac{\left|\delta^{\alpha}\right|}{L}\left|\check{g}^{\alpha}\right| \circ|A| \ll\left|\overleftarrow{g}^{\alpha}\right| \circ|A|, \tag{89}
\end{equation*}
$$

meaning that the second term in Eq. (87) is negligible compared to the zeroth-order term, $\breve{g}^{\alpha} \circ A$. The magnitude of the first term is

$$
\begin{equation*}
\left|\left[\Delta_{R} \check{g}^{\alpha}\right] \circ\left(i \nabla_{k} A\right)\right|<\frac{\left|\boldsymbol{v}_{F}^{\alpha}\right|}{L}\left|\check{g}^{\alpha}\right| \circ\left|\partial_{\xi_{-}^{\alpha}} A\right| . \tag{90}
\end{equation*}
$$

Therefore, this term is negligible compared to the zeroth-order term if $\| v_{F}^{\alpha}\left|\partial_{\xi_{-}^{\alpha}} A / L\right| \ll|A|$. This is guaranteed to be the case if $L>\left|\boldsymbol{v}_{F}^{\alpha}\right| / a$, since $\left|a \partial_{\xi_{-}^{\alpha}} A\right| \ll|A|$. Physically, this criterion can again be understood by considering the time scale defined by $1 / a$. For instance, $1 / a$ can be on the order of the elastic impurity scattering time. The condition $L>\left|\boldsymbol{v}_{F}^{\alpha}\right| / a$ then states that the variation is small over a distance equal to the mean free path. However, we note that this condition is too strict. It assumes only that $\left|\partial_{\xi_{-}^{\alpha}} A\right| /|A| \ll 1 / a$, but if one can replace $1 / a$ with a smaller number, then one can also loosen the condition on $L$.

With these assumptions, we neglect the first-order terms in the gradient expansion of $\breve{G}_{--}^{\alpha \alpha} \bullet A$ after integration over $\xi_{-}^{\alpha}$. Since $L$ is large, higher-order terms will be even smaller than the first-order terms, so we neglect all terms except the zeroth-order term in the gradient expansion of $\breve{G}_{--}^{\alpha \alpha} \bullet A$. Next, we must consider

$$
\begin{equation*}
\frac{i}{\pi} \oint d \xi_{-}^{\alpha}\left[\Delta_{R} A\right] \circ\left(i \nabla_{k} \breve{G}_{--}^{\alpha \alpha}-\left[\delta^{\alpha} \rho_{B}, \check{G}_{--}^{\alpha \alpha}\right]\right) \tag{91}
\end{equation*}
$$

We can use Eq. (78) one the second term on the right-hand side, which we see can be neglected since $\left|\Delta_{R} A\right|<|A| / L$ and $\left|\delta^{\alpha}\right| / L \ll 1$. However, we cannot use Eq. (78) to evaluate the first term on the right-hand side of Eq. (91). This is because $\breve{G}_{-}^{\alpha \alpha}$ varies rapidly as a function of $\boldsymbol{k}$ near its poles. To proceed, we can use the contour integral of a total derivative is
zero. This implies that

$$
\begin{equation*}
\oint d \xi A \frac{\partial B}{\partial k}=\oint d \xi A \frac{\partial \xi_{-}^{\alpha}}{\partial k} \frac{\partial B}{\partial \xi_{-}^{\alpha}}=-\oint d \xi \frac{\partial}{\partial \xi_{-}^{\alpha}}\left(A \frac{\partial \xi_{-}^{\alpha}}{\partial k}\right) B \tag{92}
\end{equation*}
$$

for any $A$ and $B$, where $\partial / \partial k$ is differentiation with respect to the amplitude of $\boldsymbol{k}$ in spherical coordinates. This is not to be confused with the gradient operator $\nabla_{k}$. We already assume that $\nabla_{k} \xi_{-}^{\alpha}$ is approximately constant on all the poles of $\check{G}_{--}^{\alpha \alpha}$. Using this we find that

$$
\begin{align*}
\frac{i}{\pi} \oint d \xi \Delta_{R} A \circ \nabla_{k} \check{G}_{--}^{\alpha \alpha}= & \frac{\Delta_{R} A}{k_{F}} \circ\left[\boldsymbol{e}_{\theta} \frac{\partial}{\partial \theta}+\boldsymbol{e}_{\phi} \frac{1}{\sin \theta} \frac{\partial}{\partial \phi}\right] \check{g}^{\alpha} \\
& -\boldsymbol{e}_{k} \cdot\left(\partial_{k} \Delta_{R} A\right) \circ \check{g}^{\alpha}, \tag{93}
\end{align*}
$$

where $k_{F}^{\alpha}$ is the Fermi momentum, satisfying $\xi_{-}^{\alpha}\left(k_{F}^{\alpha}\right)=0$ and $\theta$ and $\phi$ are the azimuthal and polar angles in momentum space, respectively. As long as $\breve{g}^{\alpha}$ does not vary rapidly as a function of $\theta$ and $\phi$, the right-hand side of Eq. (93) is negligible under the same assumptions as Eq. (87). Hence, we can also neglect the higher-order terms in the gradient expansion of $A \bullet \breve{G}_{--}^{\alpha \alpha}$. Combining the above results,

$$
\begin{align*}
& \frac{i}{\pi} \oint d \xi_{-}^{\alpha}\left[\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right) \bullet \check{G}^{\alpha \alpha}\right]_{--} \\
& \quad=\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{--} \circ \check{g}^{\alpha}+\frac{i}{\pi} \oint d \xi_{-}^{\alpha}\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{-+} \circ \check{G}_{+-}^{\alpha \alpha}, \tag{94}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{i}{\pi} \\
& \oint d \xi_{-}^{\alpha}\left[\check{G}^{\alpha \alpha} \bullet\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)\right]_{--}  \tag{95}\\
& \quad=\check{g}^{\alpha} \circ\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{--}+\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \check{G}_{-+}^{\alpha \alpha} \circ\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{+-}
\end{align*}
$$

The circle-products in the last terms on the right-hand side of Eqs. (94) and (95) comes from a truncation in the gradient expansion, which is valid for the same reasons as the truncation in the gradient expansions involving $\breve{G}_{-\alpha}^{\alpha \alpha}$.

To complete the derivation of the quasiclassical equations, we must remove the terms involving $\breve{G}_{-+}^{\alpha \alpha}$ and $\breve{G}_{+-}^{\alpha \alpha}$. Physically, this can be done because the energy difference between the two bands is large for momenta close to the Fermi surface. This means that there is negligible coupling between the electrons near the Fermi surface and the electrons in the other band. In order to show

$$
\begin{equation*}
\left|\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \check{G}_{-+}^{\alpha \alpha}\right| \ll\left|\check{g}^{\alpha}\right| \quad \text { and } \quad\left|\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \check{G}_{+-}^{\alpha \alpha}\right| \ll\left|\check{g}^{\alpha}\right| \text {, } \tag{96}
\end{equation*}
$$

we define

$$
\begin{equation*}
\check{g}_{ \pm \mp}^{\alpha}=\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \breve{G}_{ \pm \mp}^{\alpha \alpha} \tag{97}
\end{equation*}
$$

We get from the first Gor'kov equation that

$$
\begin{align*}
& \tau_{z} \varepsilon \circ \check{g}_{+-}^{\alpha}-\xi_{+}^{\alpha} \breve{g}_{+-}^{\alpha}-\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{++} \circ \check{g}_{+-}^{\alpha} \\
& \quad-\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{+-} \circ \check{g}^{\alpha}=0, \tag{98}
\end{align*}
$$

where $\xi_{+}^{\alpha}\left(\boldsymbol{k}_{F}\right)=-\mu^{\alpha}+\eta^{\alpha}\left(\boldsymbol{k}_{F}^{\alpha}\right)$ is evaluated at the Fermi surface defined by $\xi_{-}^{\alpha}\left(\boldsymbol{k}_{F}\right)=-\mu^{\alpha}-\eta^{\alpha}\left(\boldsymbol{k}_{F}^{\alpha}\right)=0$. As a result, $\left|\xi_{+}^{\alpha}\right|=2\left|\mu^{\alpha}\right|$, which is much larger than $\left|\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{+-}\right|$by assumption. We will also assume $|\varepsilon| \ll E_{c}^{\alpha}$, and consider larger $|\varepsilon|$ separately when computing observables in Sec. XIV. Therefore, $\check{g}_{+-}^{\alpha} \approx\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{+-} \circ \check{g}^{\alpha} / \xi_{+}^{\alpha}$ is negligible. The
same argument from the second Gor'kov equation shows that $\breve{g}_{-+}^{\alpha}$ is negligible as well.

Finally, integrating the Gor'kov equations, Eqs. (68) and (70), over the contours in $\xi_{-}^{\alpha}$ space and using Eqs. (94)-(96) we get

$$
\begin{array}{r}
\tau_{z} \varepsilon \circ \check{g}^{\alpha}-\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{--} \circ \check{g}^{\alpha}=\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \xi_{-}^{\alpha} \check{G}_{--}^{\alpha \alpha} \\
\check{g}^{\alpha} \circ \tau_{z} \varepsilon-i v_{F}^{\alpha} \cdot \Delta_{R} \check{g}^{\alpha}-\check{g}^{\alpha} \circ\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{--} \tag{99b}
\end{array}=\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \xi_{-}^{\alpha} \check{G}_{--}^{\alpha \alpha} .
$$

We have no way to evaluate the right-hand sides because it would require first finding the poles of $\breve{G}_{-}^{\alpha \alpha}$. Instead, we can subtract Eq. (99b) from Eq. (99a) to obtain the Eilenberger equation,

$$
\begin{equation*}
i \boldsymbol{v}_{F}^{\alpha} \cdot \Delta_{R} \check{g}^{\alpha}+\left[\tau_{z} \varepsilon-\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{--}, \check{g}^{\alpha}\right]_{\circ}=0 \tag{100}
\end{equation*}
$$

The distances between neighboring points are short compared to the characteristic COM length scale $L$, defined in Eq. (88), so we can approximate $\breve{g}^{\alpha}$ by a continuous function in COM position and replace $\Delta_{R}$ by the gradient operator, $\nabla_{R}$. One way to do this rigorously is to define the continuous function as a weighted average,

$$
\begin{equation*}
\breve{g}_{c}^{\alpha}(\boldsymbol{R})=\sum_{n \in \mathbb{Z}^{3}} \check{g}^{\alpha}\left(\boldsymbol{x}_{n}^{\alpha}\right) \frac{1}{C(\boldsymbol{R})} \mathrm{e}^{-\left(\boldsymbol{R}-\boldsymbol{x}_{n}^{\alpha}\right)^{2} / l^{2}} \tag{101}
\end{equation*}
$$

where $l \ll L$ and $C(\boldsymbol{R})=\sum_{n \in \mathbb{Z}^{3}} \mathrm{e}^{-\left(\boldsymbol{R}-\boldsymbol{x}_{n}^{\alpha}\right)^{2} / l^{2}}$. From the fact that $l \ll L$, it is clear that $\check{g}^{\alpha}\left(\boldsymbol{x}_{n}^{\alpha}\right) \approx \check{g}_{c}^{\alpha}\left(\boldsymbol{x}_{n}^{\alpha}\right)$. Moreover, if $\left|\boldsymbol{x}_{m}^{\alpha}\right| \ll L$,

$$
\begin{align*}
\left(\boldsymbol{x}_{m}^{\alpha} \cdot \Delta_{R} \check{g}^{\alpha}\right)\left(\boldsymbol{x}_{n}^{\alpha}\right) & \approx \sum_{n \in \mathbb{Z}^{3}}\left(\boldsymbol{x}_{m}^{\alpha} \cdot \Delta_{R} \check{g}^{\alpha}\right)\left(\boldsymbol{x}_{n}^{\alpha}\right) \frac{1}{C(\boldsymbol{R})} \mathrm{e}^{-\left(\boldsymbol{R}-\boldsymbol{x}_{n}^{\alpha}\right)^{2} /(2 l)}=\sum_{n \in \mathbb{Z}^{3}}\left[\check{g}^{\alpha}\left(\boldsymbol{x}_{n}^{\alpha}+\boldsymbol{x}_{m}^{\alpha}\right)-\check{g}^{\alpha}\left(\boldsymbol{x}_{n}^{\alpha}\right)\right] \frac{1}{C(\boldsymbol{R})} \mathrm{e}^{-\left(\boldsymbol{R}-\boldsymbol{x}_{n}^{\alpha}\right)^{2} /(2 l)} \\
& =\sum_{n \in \mathbb{Z}^{3}} \check{g}^{\alpha}\left(\boldsymbol{x}_{n}^{\alpha}\right)\left[\frac{\mathrm{e}^{-\left(\boldsymbol{R}+\boldsymbol{x}_{m}^{\alpha}-\boldsymbol{x}_{n}^{\alpha}\right)^{2} /(2 l)}}{C\left(\boldsymbol{R}+\boldsymbol{x}_{m}^{\alpha}\right)}-\frac{\mathrm{e}^{-\left(\boldsymbol{R}-\boldsymbol{x}_{n}^{\alpha}\right)^{2} /(2 l)}}{C(\boldsymbol{R})}\right] \approx \boldsymbol{x}_{m}^{\alpha} \cdot \nabla_{R} \check{g}_{c}^{\alpha}\left(\boldsymbol{x}_{n}^{\alpha}\right) \tag{102}
\end{align*}
$$

Inserting this into Eq. (100) and relabeling $\check{g}_{c}^{\alpha} \rightarrow \breve{g}^{\alpha}$, the Eilenberger equation now becomes, in terms of continuous COM coordinates,

$$
\begin{equation*}
i \boldsymbol{v}_{F}^{\alpha} \cdot \nabla_{R} \check{g}^{\alpha}+\left[\tau_{z} \varepsilon-\left(\check{\Sigma}^{\alpha}-\hat{H}_{0}^{\alpha}\right)_{--}, \check{g}^{\alpha}\right]_{\circ}=0 \tag{103}
\end{equation*}
$$

The Eilenberger equation does not have a unique steadystate solution. This can be seen from the fact that any constant multiple of the identity matrix is a solution. To compensate for this, one typically assumes a normalization condition. In a spatially and temporally uniform system, we see from Eq. (70) that

$$
\begin{equation*}
\check{G}_{--}^{\alpha \alpha}=\left(\tau_{z} \varepsilon-\xi_{-}^{\alpha}-\check{V}^{\alpha}-\check{\Sigma}_{\mathrm{imp}}^{\alpha}\right)^{-1}=P\left(-\xi_{-}^{\alpha}+D\right)^{-1} P^{-1} \tag{104}
\end{equation*}
$$

where $\tau_{z} \varepsilon-\check{V}^{\alpha}-\check{\Sigma}_{\text {imp }}^{\alpha}=P D P^{-1}$ and $D$ is diagonal. Since $D$ varies slowly as a function of $\xi_{-}^{\alpha}$ within the contour, we see that

$$
\begin{equation*}
\frac{i}{\pi} \oint d \xi_{-}^{\alpha}\left(-\xi_{-}^{\alpha}+D\right)_{l l}^{-1}=-\operatorname{sgn}\left[\operatorname{Im}\left(D_{l l}\right)\right] \tag{105}
\end{equation*}
$$

which implies that $\breve{g}^{\alpha} \check{g}^{\alpha}=1$. More generally, we assume that $\breve{g}^{\alpha} \circ \breve{g}^{\alpha}=1$. This is consistent with the fact that $\breve{g}^{\alpha} \circ \breve{g}^{\alpha}=1$ must also solve the Eilenberger equation, as can be seen by taking the circle product of the Eilenberger equation by $\check{g}^{\alpha}$ from the left and from the right, as well as the fact that the initial condition, if taken at $T \rightarrow-\infty$, should be a time-invariant
state, such that $\check{g}^{\alpha} \circ \breve{g}^{\alpha}=\breve{g}^{\alpha} \breve{g}^{\alpha}=1$. Moreover, it is possible to derive $\breve{g}^{\alpha} \circ \breve{g}^{\alpha}=1$ if one defines the quasiclassical Green's function in terms of trajectory Green's function, as shown by Shelankov [62].

## X. QUASICLASSICAL IMPURITY SELF-ENERGY

Before deriving the dirty limit equation of motion for the quasiclassical Green's function, we must express the impurity self-energy in terms of the quasiclassical Green's function. From Sec. V we have that

$$
\begin{align*}
\check{\Sigma}_{\text {imp }}^{\alpha}\left(\varepsilon, T, \boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)= & \sum_{X \in\{A, B\}} n_{\mathrm{imp}}^{\alpha X}\left(\rho_{X}\left\langle U^{X \alpha}\right\rangle_{\text {imp }}\right. \\
& \left.+\left\langle U^{X \alpha} U^{X \alpha}\right\rangle_{\mathrm{imp}} \rho_{X}\left(\check{G}^{\alpha \alpha}\right)_{n n}(\varepsilon, T) \rho_{X}\right) . \tag{106}
\end{align*}
$$

If on average there are an equal amount of impurities of equal average strength on both sublattices, and the impurities are not magnetic, then the first term is simply equivalent to a shift in the electrochemical potential. It can therefore be absorbed into $\mu^{\alpha}$.

To evaluate the second term in Eq. (106) we use the Eilenberger contour,

$$
\begin{align*}
& =V_{e}^{\alpha} \int \frac{d \Omega}{4 \pi} \oint \frac{k^{2} d \xi_{-}^{\alpha}}{2 \pi^{2} v_{F}^{\alpha}} \mathrm{e}^{i \rho_{g} \boldsymbol{k} \cdot \delta^{\alpha}} \check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) \mathrm{e}^{-i \rho_{g} \boldsymbol{k} \cdot \delta^{\alpha}}+V_{e}^{\alpha} \int \frac{d \Omega}{4 \pi} f \frac{k^{2} d \xi_{-}^{\alpha}}{2 \pi^{2}\left(\xi \xi^{\alpha}\right)!} \mathrm{e}^{i \rho_{g} \boldsymbol{k} \cdot \delta^{\alpha}} \breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, x_{n}^{\alpha}\right) \mathrm{e}^{-i \rho_{g} k \cdot \delta^{\alpha}} . \tag{107}
\end{align*}
$$

Using that

$$
\begin{equation*}
\rho_{X} \mathrm{e}^{i \rho_{\beta} \boldsymbol{k} \cdot \delta^{\alpha}} \check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) \mathrm{e}^{-i \rho_{B} \boldsymbol{k} \cdot \delta^{\alpha}} \rho_{X}=\rho_{X} \check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) \rho_{X} \tag{108}
\end{equation*}
$$

where $X \in\{A, B\}$, we see that we can remove the exponentials in Eq. (107). The first term on the right-hand side of Eq. (107) is what gives us the quasiclassical Green's function. To evaluate the second term, we can use the fact that we are far away from the Fermi surface, so, if we neglect spatial and temporal derivatives in the Gor'kov equations,

$$
\begin{align*}
\check{G}^{\alpha \alpha} \approx & \left(\varepsilon \tau_{z}-\hat{H}_{0}^{\alpha}-\check{V}^{\alpha}-\check{\Sigma}_{\mathrm{imp}}^{\alpha}\right)^{-1} \\
= & \left(-\hat{H}_{0}^{\alpha}\right)^{-1}-\left(\hat{H}_{0}^{\alpha}\right)^{-1}\left(\varepsilon \tau_{z}-\check{V}^{\alpha}-\check{\Sigma}_{\mathrm{imp}}^{\alpha}\right)\left(\hat{H}_{0}^{\alpha}\right)^{-1} \\
& +\mathcal{O}\left(\left[\xi_{-}^{\alpha}\right]^{-3}\right) . \tag{109}
\end{align*}
$$

We can neglect the second term after integration for the following reason. We can complete the contour in $f d \xi_{-}{ }^{\alpha}$ with a semicircle of radius $\left(\left|\xi_{\text {min }}\right|+\left|\xi_{\text {max }}\right|\right) / 2$. Since there are no poles inside the closed contour, the integral $f d \xi_{-}{ }^{\alpha}$ must be equal to minus the integral over the semicircle arc. The integral over this arc is negligible because it is less than $\pi\left(\left|\xi_{\text {min }}\right|+\left|\xi_{\text {max }}\right|\right) / 2 \times a \max \left(N_{0}^{\alpha}\right) / \min \left(\left|\xi_{\text {min }}\right|,\left|\xi_{\text {max }}\right|\right)^{2}$, which is $\mathcal{O}\left(N_{0}^{\alpha}(0) a / \Delta E^{\alpha}\right)$, where $a$ is again an order of magnitude estimate of the elements of $\left(\varepsilon \tau_{z}-\check{V}^{\alpha}-\check{\Sigma}_{\text {imp }}^{\alpha}\right)$, and therefore much smaller than $\Delta E^{\alpha}$, and

$$
\begin{align*}
N_{0}^{\alpha}(\varepsilon) & =\int \frac{d[3] k}{(2 \pi)^{3}} \delta(\xi(\boldsymbol{k})-\varepsilon) \\
& =\int \frac{d \Omega}{4 \pi} \int \frac{k^{2} d \xi}{2 \pi^{2} \xi \prime} \delta(\xi(\boldsymbol{k})-\varepsilon) \tag{110}
\end{align*}
$$

is the normal state density of states per spin. For the same reason, the terms of higher order in $\left(\xi_{-}^{\alpha}\right)^{-1}$ are also negligible. The first term, however, is not negligible, as the same argument shows that this integral is $\mathcal{O}\left(N_{0}(0)\right)$, which is the same as the quasiclassical term.

Evaluating the $\left(-\hat{H}_{0}^{\alpha}\right)^{-1}$ and applying the projection operators, we get

$$
\begin{equation*}
\sum_{X \in A, B} \rho_{X}\left(-\hat{H}_{0}\right)^{-1} \rho_{X}=\frac{\mu^{\alpha}-J^{\alpha} \rho_{z} \sigma_{z} \tau_{z}}{\xi_{-}^{\alpha} \xi_{+}^{\alpha}} \tag{111}
\end{equation*}
$$

Integrating out the momentum dependence, we see that we get constant matrices with the same matrix structure as a chemical potential and an antiferromagnetic spin-splitting. We can therefore include this by renormalizing $\mu^{\alpha}$ and $J^{\alpha}$.

In order to evaluate the quasiclassical contribution, we define

$$
\begin{equation*}
S^{\alpha}\binom{1}{0}=S_{c}^{\alpha} \tag{112}
\end{equation*}
$$

where 1 and 0 are $4 \times 4$ matrices, such that

$$
\begin{equation*}
A_{--}=\left(S_{c}^{\alpha}\right)^{T} A S_{c}^{\alpha} \tag{113}
\end{equation*}
$$

Since only the contribution from the conduction band is nonnegligible close to the Fermi surface, we have that

$$
\begin{equation*}
\oint \frac{k^{2} d \xi_{-}^{\alpha}}{2 \pi^{2} v_{F}^{\alpha}} \breve{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)=-i \pi N_{0}^{\alpha}(0) S_{c}^{\alpha} \breve{g}^{\alpha}\left(S_{c}^{\alpha}\right)^{T}, \tag{114}
\end{equation*}
$$

where $S_{c}^{\alpha}$ is evaluated at the Fermi surface.
Hence, if we define

$$
\begin{equation*}
\stackrel{g}{g}_{s}^{\alpha}:=\int \frac{d \Omega}{4 \pi} \stackrel{g}{g}^{\alpha}=\left\langle\breve{g}^{\alpha}\right\rangle \tag{115}
\end{equation*}
$$

where in the last equality we also defined the angular average in momentum space as $\langle\cdot\rangle$, then

$$
\begin{equation*}
\left(\check{\Sigma}_{\text {imp }}^{\alpha}\right)_{--}=-\frac{i}{\tau_{\mathrm{imp}}} \sum_{X \in\{A, B\}}\left(S_{c}^{\alpha}\right)^{T} \rho_{X} S_{c}^{\alpha} \breve{g}_{s}^{\alpha}\left(S_{c}^{\alpha}\right)^{T} \rho_{X} S_{c}^{\alpha} \tag{116}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{\mathrm{imp}}^{\alpha}=\left(\pi N_{0}^{\alpha}(0) V_{e}^{\alpha} n_{\mathrm{imp}}^{\alpha A}\left\langle U^{A \alpha} U^{A \alpha}\right\rangle_{\mathrm{imp}}\right)^{-1} \tag{117}
\end{equation*}
$$

is the impurity scattering time.
Next, we find that

$$
\begin{equation*}
\left(S_{c}^{\alpha}\right)^{T} \rho_{A / B} S_{c}^{\alpha}=\frac{1}{2}\left(1 \pm \frac{J^{\alpha}}{\eta^{\alpha}} \sigma_{z} \tau_{z}\right) \tag{118}
\end{equation*}
$$

such that

$$
\begin{equation*}
\left(\check{\Sigma}_{\text {imp }}^{\alpha}\right)_{--}=-\frac{i}{2 \tau_{\mathrm{imp}}^{\alpha}}\left(\check{g}_{s}^{\alpha}+\frac{\left(J^{\alpha}\right)^{2}}{\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \breve{g}_{s}^{\alpha} \sigma_{z} \tau_{z}\right) \tag{119}
\end{equation*}
$$

This reduces to the normal state impurity self-energy in the absence of antiferromagnetism when $J^{\alpha}=0$. However, when $J^{\alpha} \neq 0$ we get an additional term, which is the same as one gets when adding magnetic impurities in the quasiclassical theory for normal metals. This is an important result, which means that impurities in the antiferromagnet behave as if they were magnetic. This effect becomes important when the system size becomes larger than the mean free path, and this is why one should expect the critical temperature to decrease in superconducting proximity structures when the antiferromagnet becomes larger than its mean free path, which explains the findings of Hübener et al. [45], as alluded to in Sec. I. Physical consequences of well Eq. (119), as well as a physical explanation for its existence is further discussed in Ref. [63].

The effective magnetic component of nonmagnetic impurities is similar to how interfacial disorder in antiferromagnetic insulators has been shown to give rise to magnetic effects when the interface is uncompensated [64], except that here it is a bulk effect. As a result, it is present even though the
magnetization is fully compensated. Another type of material in which one can find effective "magnetic" coupling from nonmagnetic impurities is in Rashba superconductors [65,66]. The strong coupling between spin and momentum degrees of freedom in Rashba superconductors means that nonmagnetic impurities get a nontrivial matrix structure in the helical basis [65]. However, the effective "magnetic" impurities in Rashba superconductors are different from what we see here. They couple to the $p$-wave part of the Green's function and not the $s$-wave part. They are "magnetic" in the sense that they couple different components in the helical basis, but not in the sense that it is as if the system has magnetic impurities. Here we find that nonmagnetic impurities in AFMs are mathematically equivalent to having magnetic impurities in the original model.

## XI. THE DIRTY LIMIT

In this section, we derive the equations of motion in the dirty limit, which are valid for diffusive systems. There are two central assumptions in the dirty limit. First, it is assumed that the quasiclassical Green's function is dominated by the $s$-wave and $p$-wave components. Second, it is assumed that the elastic impurity scattering rate is large compared to the other energies in the system, except for the minimal distance between the Fermi level and the edges of the conduction band $\Delta E^{\alpha}$, and possibly $J^{\alpha}$. We show that the resulting equations are valid if the variation in $\breve{g}^{\alpha}$ over the length scale of the mean free path is small compared to 1 . This is the case for instance if the system varies slowly in space or the proximity effect is small. In the limit of very strong exchange coupling, such that $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2}=\mathcal{O}(1)$, we show that the quasiclassical Green's function can be separated into short-range correlations and long-range components, where the former vanish in the diffusive limit. Therefore, this regime can be solved by projecting the Green's function onto the set of long-range components. The derivation is done by averaging the Eilenberger equation,

$$
\begin{equation*}
i \boldsymbol{v}_{F}^{\alpha} \cdot \nabla_{R} \check{g}^{\alpha}+\left[\tau_{z} \varepsilon-\check{V}_{--}^{\alpha}-\left(\check{\Sigma}_{\mathrm{imp}}^{\alpha}\right)_{--}, \check{g}^{\alpha}\right]_{\circ}=0, \tag{120}
\end{equation*}
$$

over momentum directions. This will reduce the problem from having infinitely many coupled Green's functions, one for each momentum direction, to having only two coupled Green's functions.

Before proceeding, we first replace the gradient term with the covariant derivative. This is done by extracting the $p$-wave part of $\check{V}_{--}^{\alpha}$, meaning that we write

$$
\begin{equation*}
\check{V}_{--}^{\alpha}=-\boldsymbol{v}_{F}^{\alpha} \cdot \hat{\boldsymbol{A}}^{\alpha}+\check{V}_{s}^{\alpha}+\Delta \check{V}^{\alpha} \tag{121}
\end{equation*}
$$

where $\check{V}_{s}^{\alpha}=\left\langle\check{V}_{--}^{\alpha}\right\rangle$ is the $s$-wave part and $-\boldsymbol{v}_{F}^{\alpha} \cdot \hat{\boldsymbol{A}}^{\alpha}$ is the $p$ wave part of $\check{V}_{-\ldots}^{\alpha}$. The $p$-wave contribution includes the vector gauge potential from the electromagnetic field as well as spinorbit coupling and the spatial variation in the Néel vector. The covariant derivative is then defined as

$$
\begin{equation*}
\tilde{\nabla} \circ \check{g}=\nabla_{R} \check{g}-i[\hat{\boldsymbol{A}}, \check{g}]_{\circ}, \tag{122}
\end{equation*}
$$

such that

$$
\begin{equation*}
i \boldsymbol{v}_{F}^{\alpha} \cdot \tilde{\nabla} \circ \check{g}^{\alpha}+\left[\tau_{z} \varepsilon-\check{V}_{s}^{\alpha}-\Delta \check{V}^{\alpha}-\left(\check{\Sigma}_{\mathrm{imp}}^{\alpha}\right)_{--}, \check{g}^{\alpha}\right]_{\circ}=0 . \tag{123}
\end{equation*}
$$

Doing an angular average of Eq. (123), we get

$$
\begin{align*}
& i \tilde{\nabla} \circ\left\langle\boldsymbol{v}_{F}^{\alpha} \check{g}^{\alpha}\right\rangle+\left[\tau_{z} \varepsilon-\check{V}_{s}^{\alpha}+\frac{i\left(J^{\alpha}\right)^{2}}{2 \tau_{\mathrm{imp}}^{\alpha}\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \check{g}_{s}^{\alpha} \sigma_{z} \tau_{z}, \check{g}_{s}^{\alpha}\right]_{\circ} \\
& \quad-\left\langle\left[\Delta \check{V}^{\alpha}, \check{g}^{\alpha}\right]_{\circ}\right\rangle=0 . \tag{124}
\end{align*}
$$

If we take the product with $\boldsymbol{v}_{F}^{\alpha}$ before averaging, we get

$$
\begin{align*}
& i \tilde{\nabla} \circ\left\langle\boldsymbol{v}_{F}^{\alpha} \otimes \boldsymbol{v}_{F}^{\alpha} \breve{g}^{\alpha}\right\rangle+\left[\tau_{z} \varepsilon-\check{V}_{s}^{\alpha}+\frac{i}{2 \tau_{\mathrm{imp}}^{\alpha}} \check{g}_{s}^{\alpha},\left\langle\boldsymbol{v}_{F}^{\alpha} \breve{g}^{\alpha}\right\rangle\right] \\
& \quad+\left[\frac{i\left(J^{\alpha}\right)^{2}}{2 \tau_{\mathrm{imp}}^{\alpha}\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \breve{g}_{s}^{\alpha} \sigma_{z} \tau_{z},\left\langle\boldsymbol{v}_{F}^{\alpha} \breve{g}^{\alpha}\right\rangle\right]_{\circ} \\
& \quad-\left\langle\left[\Delta \check{V}^{\alpha}, \boldsymbol{v}_{F}^{\alpha} \breve{g}^{\alpha}\right]_{\circ}\right\rangle=0, \tag{125}
\end{align*}
$$

where $\otimes$ denotes the tensor product. Next, we define the matrix current

$$
\begin{equation*}
\breve{\boldsymbol{j}}^{\alpha}:=\left\langle\boldsymbol{v}_{F}^{\alpha} \breve{g}^{\alpha}\right\rangle \tag{126}
\end{equation*}
$$

The aim is a set of equations for $\breve{j}^{\alpha}$ and $\breve{g}_{s}^{\alpha}=\left\langle\breve{g}^{\alpha}\right\rangle$. This can be obtained from Eqs. (124) and (125) if we assume that $\Delta \check{V}^{\alpha}$ is negligible. Neglecting the terms proportional to $\Delta \check{V}^{\alpha}$, multiplying Eq. (125) by $\tau_{\mathrm{imp}}^{\alpha}$, and defining the diffusion tensor,

$$
\begin{equation*}
D^{\alpha}:=\tau_{\mathrm{imp}}^{\alpha}\left\langle\boldsymbol{v}_{F}^{\alpha} \otimes \boldsymbol{v}_{F}^{\alpha}\right\rangle, \tag{127}
\end{equation*}
$$

Eqs. (124) and (125) become

$$
\begin{equation*}
i \tilde{\nabla} \circ \check{j}^{\alpha}+\left[\tau_{z} \varepsilon-\check{V}_{s}^{\alpha}+\frac{i\left(J^{\alpha}\right)^{2}}{2 \tau_{\mathrm{imp}}^{\alpha}\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \check{g}_{s}^{\alpha} \sigma_{z} \tau_{z}, \check{g}_{s}^{\alpha}\right]_{\circ}=0, \tag{128}
\end{equation*}
$$

and

$$
\begin{align*}
\check{g}_{s}^{\alpha} \circ \breve{\boldsymbol{j}}^{\alpha}= & -\tilde{\nabla} \circ\left(D^{\alpha} \breve{g}_{s}^{\alpha}\right)+i \tau_{\mathrm{imp}}^{\alpha}\left[\tau_{z} \varepsilon-\check{V}_{s}^{\alpha}, \breve{\boldsymbol{j}}^{\alpha}\right] 。 \\
& -\left[\frac{\left(J^{\alpha}\right)^{2}}{2\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \check{g}_{s}^{\alpha} \sigma_{z} \tau_{z}, \check{\boldsymbol{j}}^{\alpha}\right]_{0} \tag{129}
\end{align*}
$$

respectively. In Eq. (129) we assumed that the higher-order spherical harmonics in $\check{g}^{\alpha}$ are small, and used that $\left\{\breve{j}^{\alpha}, \check{g}_{s}^{\alpha}\right\}=$ 0 . The latter follows from the former together with the $p$-wave component of the normalization condition, $\left\langle\boldsymbol{v}_{F}^{\alpha} \breve{g}^{\alpha} \circ \breve{g}^{\alpha}\right\rangle=$ $\left\{\breve{j}^{\alpha}, \check{g}_{s}^{\alpha}\right\}=0$. The assumption that the $d$-wave component is negligible compared to 1 is consistent as long as $\breve{\boldsymbol{j}}^{\alpha}$ is small compared to the Fermi velocity. To see why, note that the normalization condition

$$
\begin{equation*}
\check{g}^{\alpha} \circ \breve{g}^{\alpha}=\breve{g}_{s}^{\alpha} \circ \check{g}_{s}^{\alpha}+\left\{\check{g}_{s}^{\alpha}, \Delta \breve{g}^{\alpha}\right\}_{\circ}+\Delta \breve{g}^{\alpha} \circ \Delta \breve{g}^{\alpha}=1 \tag{130}
\end{equation*}
$$

must be satisfied for all momenta. Hence, if $\Delta \check{g}^{\alpha}=\check{g}_{p}^{\alpha}+$ $\breve{g}_{d}^{\alpha}+\cdots$, where $\breve{g}_{p}^{\alpha}$ is the $p$-wave component and $\check{g}_{d}^{\alpha}$ is the $d$-wave component, the $d$-wave component resulting from $\check{g}_{p}^{\alpha} \circ \check{g}_{p}^{\alpha}$ must be canceled by the $d$-wave term in $\left\{\check{g}_{s}^{\alpha}, \check{g}_{d}^{\alpha}\right\}_{\circ}$. If $\check{g}_{s}=\mathcal{O}(1)$, then $\check{g}_{d}^{\alpha}$ will be $\mathcal{O}\left[\left(\breve{j}^{\alpha} \cdot \boldsymbol{v}_{F}^{\alpha} /\left(v_{F}^{\alpha}\right)^{2}\right)^{2}\right]$, which we assume is negligible compared to 1 . Hence,

$$
\begin{align*}
\tau_{\mathrm{imp}}^{\alpha}\left\langle\boldsymbol{v}_{F}^{\alpha} \otimes \boldsymbol{v}_{F}^{\alpha} \check{g}^{\alpha}\right\rangle & \approx D^{\alpha} \check{g}_{s}^{\alpha}+\tau_{\mathrm{imp}}^{\alpha}\left\langle\frac{\boldsymbol{v}_{F}^{\alpha} \otimes \boldsymbol{v}_{F}^{\alpha}\left(\breve{\boldsymbol{j}}^{\alpha} \cdot \boldsymbol{v}_{F}^{\alpha}\right)}{\left(v_{F}^{\alpha}\right)^{2}}\right\rangle \\
& \approx D^{\alpha} \check{g}_{s}^{\alpha} \tag{131}
\end{align*}
$$

If the Fermi surface is spherically symmetric, then $D_{i j}^{\alpha}=$ $\delta_{i j} \tau_{\text {imp }}^{\alpha}\left(v_{F}^{\alpha}\right)^{2} / 3$.

For a complete description in terms of $\breve{j}^{\alpha}$ and $\check{g}_{s}^{\alpha}$, we must also express the normalization condition, $\breve{g}^{\alpha} \circ \breve{g}^{\alpha}=1$ in terms of $\breve{g}_{s}^{\alpha}$ and $\breve{j}^{\alpha}$. Taking the angular average of the normalization condition and using that $\left\langle\boldsymbol{v}_{F}^{\alpha} /\left(\boldsymbol{v}_{F}^{\alpha}\right)^{2}\right\rangle=0$, we get that

$$
\begin{equation*}
\check{g}_{s}^{\alpha} \circ \check{g}_{s}^{\alpha}=1+\mathcal{O}\left(\left|\breve{j}^{\alpha} / v_{F}^{\alpha}\right|^{2}\right) . \tag{132}
\end{equation*}
$$

We have already assumed that $\left(\breve{j}^{\alpha} \cdot \boldsymbol{v}_{F}^{\alpha} /\left(v_{F}^{\alpha}\right)^{2}\right)^{2}$ is negligible compared to 1 , so

$$
\begin{equation*}
\check{g}_{s}^{\alpha} \circ \check{g}_{s}^{\alpha}=1 \tag{133}
\end{equation*}
$$

Using Eq. (133), we can rewrite Eq. (129) to

$$
\begin{align*}
\breve{j}^{\alpha}= & -\breve{g}_{s}^{\alpha} \circ \tilde{\nabla} \circ\left(D^{\alpha} \breve{g}_{s}^{\alpha}\right)+i \tau_{\mathrm{imp}}^{\alpha} \check{g}_{s}^{\alpha} \circ\left[\tau_{z} \varepsilon-\breve{V}_{s}^{\alpha}, \breve{j}^{\alpha}\right] 。 \\
& -\check{g}_{s}^{\alpha} \circ\left[\frac{\left(J^{\alpha}\right)^{2}}{2\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \breve{g}_{s}^{\alpha} \sigma_{z} \tau_{z}, \breve{j}^{\alpha}\right] . \tag{134}
\end{align*}
$$

Eqs. (133), (128), and (134) can be used to study systems with an arbitrary amount of disorder, provided that the matrix current squared $\left|\breve{j}^{\alpha}\right|^{2}$ is small compared to the Fermi velocity squared $\left|\boldsymbol{v}_{F}^{\alpha}\right|^{2}$. To say that $\left|\breve{\boldsymbol{j}}^{\alpha}\right|^{2} \ll\left|\boldsymbol{v}_{F}^{\alpha}\right|^{2}$ is the same as saying that the quasiclassical Green's function is approximately isotropic in momentum space. Physically, this is expected to be the case when the elastic scattering time $\tau_{\mathrm{imp}}^{\alpha}$ is small, but this can also happen, for example, if the tunneling is weak. In Sec. XII we show that the matrix current at the boundary is proportional to the square amplitude of the tunneling in the absence of spin-active boundaries.

We can also simplify Eq. (134) a bit further if we assume that $\left|\tau_{\text {imp }}^{\alpha} \check{V}_{s}^{\alpha}\right| \ll 1$ and only consider energies $|\varepsilon| \ll 1 / \tau_{\text {imp }}^{\alpha}$. In this case, we can neglect the second term on the right-hand side of Eq. (134), since this term must be much smaller in magnitude than $\breve{j}^{\alpha}$. Hence,

$$
\begin{equation*}
\check{j}^{\alpha}=-\check{g}_{s}^{\alpha} \circ \tilde{\nabla} \circ\left(D^{\alpha} \check{g}_{s}^{\alpha}\right)-\check{g}_{s}^{\alpha} \circ\left[\frac{\left(J^{\alpha}\right)^{2}}{2\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \breve{g}_{s}^{\alpha} \sigma_{z} \tau_{z}, \breve{\boldsymbol{j}}^{\alpha}\right] . \tag{135}
\end{equation*}
$$

At this point, it might be tempting to also assume that the last term in the commutator in Eq. (128) is dominant, but this is not generally true. Although $1 / \tau_{\text {imp }}^{\alpha} \gg\left|\check{V}_{s}^{\alpha}\right|$, one can not say in general that

$$
\begin{equation*}
\left|\left[\frac{i\left(J^{\alpha}\right)^{2}}{2 \tau_{\mathrm{imp}}^{\alpha}\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z} \stackrel{g}{g}_{s}^{\alpha} \sigma_{z} \tau_{z}, \check{g}_{s}^{\alpha}\right]_{0}\right|>\left|\left[\check{V}_{s}^{\alpha}, \check{g}_{s}^{\alpha}\right]_{\circ}\right| . \tag{136}
\end{equation*}
$$

This can be because the prefactor $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2}$ is small, or it can be because the matrices on the right-hand side commute. even for very strong antiferromagnets with $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2}=$ $\mathcal{O}(1)$. This is because, even though the prefactor can be large, the commutator can still be small. Thus, one must in general keep all terms in Eq. (128).

Next, consider the case of very strong exchange coupling, such that $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2}=\mathcal{O}(1)$. In this case the prefactor $\left(J^{\alpha}\right)^{2} /\left[2 \tau_{\mathrm{imp}}^{\alpha}\left(\eta^{\alpha}\right)^{2}\right]$ is large in the diffusive limit. This will strongly suppress some components of the quasiclassical Green's function, making them negligible in the diffusive limit. We can write the quasiclassical Green's functions in
terms of Pauli matrices in spin space and Nambu space as

$$
\begin{equation*}
\check{g}^{\alpha}=\sum_{i=0}^{3} \sum_{j=0}^{3} c_{i j} \tau_{i} \sigma_{j} \tag{137}
\end{equation*}
$$

where $\sigma_{0}$ and $\tau_{0}$ are identity matrices and $\left\{c_{i j}\right\}$ is a set of scalar functions. We can separate these components into long-range components, satisfying

$$
\begin{equation*}
\sigma_{z} \tau_{z} c_{i j} \tau_{i} \sigma_{j} \sigma_{z} \tau_{z}=c_{i j} \tau_{i} \sigma_{j} \tag{138}
\end{equation*}
$$

and short-range components, satisfying

$$
\begin{equation*}
\sigma_{z} \tau_{z} c_{i j} \tau_{i} \sigma_{j} \sigma_{z} \tau_{z}=-c_{i j} \tau_{i} \sigma_{j} \tag{139}
\end{equation*}
$$

That is, long-range components have either $i \in\{0,3\}$ and $j \in\{0,3\}$ or $i \in\{1,2\}$ and $j \in\{1,2\}$, while the short-range components are the remaining components. Note that the product of two long-ranged components or two short-ranged components is a long-range component, while the product of one long-range component and one short-range component is a short-range component.

Let the subscripts SR and LR denote the short-range and long-range components, respectively, such that $\check{g}^{\alpha}=\check{g}_{S R}^{\alpha}+$ $\breve{g}_{\mathrm{LR}}^{\alpha}$. Using the product properties of long-range and shortrange components, the long-range component of Eq. (128) becomes

$$
\begin{align*}
& i \tilde{\nabla}_{\mathrm{LR}} \circ \check{\boldsymbol{j}}_{\mathrm{LR}}^{\alpha}+\left[\tau_{z} \varepsilon-\check{V}_{\mathrm{LR}, s}^{\alpha}, \check{g}_{\mathrm{LR}, s}^{\alpha}\right]_{\circ}+\left[\hat{\boldsymbol{A}}_{\mathrm{SR}}, \check{\boldsymbol{j}}_{\mathrm{SR}}^{\alpha}\right]_{\circ} \\
& \quad-\left[\check{V}_{\mathrm{SR}, s}^{\alpha}, \check{g}_{\mathrm{SR}, s}^{\alpha}\right]_{\circ}=0, \tag{140}
\end{align*}
$$

where $\tilde{\nabla}_{\mathrm{LR}} \circ \check{\boldsymbol{j}}_{\mathrm{LR}}^{\alpha}=\nabla_{R} \cdot \check{\boldsymbol{j}}_{\mathrm{LR}}^{\alpha}-i\left[\hat{\boldsymbol{A}}_{\mathrm{LR}}, \breve{j}_{\mathrm{LR}}^{\alpha}\right]_{\circ}$. We want to show that the short-range components vanish from the equations in the diffusive limit when $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2} \rightarrow 1$. This means that in this limit one can solve quasiclassical equations by simply setting the short-ranged components to zero.

Assuming that $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2} \approx 1,\left|\tau_{\mathrm{imp}}^{\alpha} \check{V}_{s}^{\alpha}\right| \ll 1$ and only considering energies $|\varepsilon| \ll 1 / \tau_{\mathrm{imp}}^{\alpha}$, the Eilenberger equation for the short-range components becomes

$$
\begin{equation*}
\tilde{\nabla} \circ\left(\boldsymbol{v}_{F}^{\alpha} \breve{g}_{\mathrm{SR}}^{\alpha}\right)+\frac{1}{\tau_{\mathrm{imp}}^{\alpha}}\left[\left\langle\check{g}_{\mathrm{LR}}^{\alpha}\right\rangle, \check{g}_{\mathrm{SR}}^{\alpha}\right]_{\circ}=0 \tag{141}
\end{equation*}
$$

The short-range correlations and the long-range correlations will generally not commute. As a result, we see that the shortrange correlations decay exponentially over a distance equal to the mean free path in this case.

Making no assumptions other than assuming that $\tau_{\text {imp }}$ is small and $\breve{g}_{s}^{\alpha} \circ \breve{g}_{s}^{\alpha}=1$, which is valid even if the short-range components are not isotropic, provided they are small in magnitude, the short-range component of Eq. (125) becomes

$$
\begin{align*}
\check{j}_{\mathrm{SR}}^{\alpha}= & -\tau_{\mathrm{imp}}^{\alpha}\left(\check{g}_{s}^{\alpha} \circ \tilde{\nabla} \circ\left\langle\boldsymbol{v}_{F}^{\alpha} \otimes \boldsymbol{v}_{F}^{\alpha} \breve{g}^{\alpha}\right\rangle\right)_{\mathrm{SR}} \\
& \left.-\left(\frac{\check{g}_{s}^{\alpha}}{2} \circ\left[\left\langle\check{g}_{\mathrm{LR}}^{\alpha}\right\rangle-\check{g}_{\mathrm{SR}}^{\alpha}\right\rangle, \check{\boldsymbol{j}}^{\alpha}\right]_{\circ}\right)_{\mathrm{SR}} . \tag{142}
\end{align*}
$$

Using that $\breve{g}_{S R}^{\alpha}$ decays exponentially away from the interface with over a length-scale equal to the mean free path, Eq. (142) implies that, since $\check{g}_{\mathrm{LR}}^{\alpha}=\mathcal{O}(1)$,

$$
\begin{equation*}
\check{g}_{\mathrm{SR}}^{\alpha}=\mathcal{O}\left(\frac{l_{\mathrm{mfp}}^{\alpha} \breve{j}_{\mathrm{SR}}^{\alpha}}{\left|D^{\alpha}\right|}\right) \tag{143}
\end{equation*}
$$

where $l_{\mathrm{mfp}}^{\alpha}=v_{F}^{\alpha} \tau_{\mathrm{imp}}^{\alpha}$ is the mean free path. The short-range component of the matrix current will be largest closest to the interface, where it will be determined by the boundary conditions. Moreover, in the diffusive regime, the matrix current is small at the interface, as discussed in Sec. XII. Hence, in the diffusive regime we see that $\check{g}_{\text {SR }}^{\alpha}=\mathcal{O}\left(\tau_{\text {imp }}^{\alpha}\right)$. Hence, to zeroth order in $\tau_{\text {imp }}^{\alpha}$ the long-ranged components can be solved for consistently in the limit $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2} \rightarrow 1$ by setting the short-ranged components to zero, effectively projecting out these components from the Green's function.

Very close to the interface the term $\left[\hat{\boldsymbol{A}}_{\mathrm{SR}}, \breve{\boldsymbol{j}}_{\mathrm{SR}}^{\alpha}\right]$ 。can give a contribution to Eq. (140). This is not a problem if $\hat{\boldsymbol{A}}_{\mathrm{SR}}=0$, but in Sec. XIII we show that, similar to spin-orbit coupling, nonuniform magnetic textures can induce a nonzero $\hat{\boldsymbol{A}}_{\mathrm{SR}}$. This means that if there are domain walls very close to the interface to a spin-singlet superconductor, it can induce long-ranged superconducting correlations in the antiferromagnetic metal. As long as $\hat{\boldsymbol{A}}_{\mathrm{SR}}=0$, the limit of very strong exchange coupling, $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2} \rightarrow 1$, can be consistently captured by setting the short-range components to zero and solving

$$
\begin{equation*}
i \tilde{\nabla}_{\mathrm{LR}} \circ \check{\boldsymbol{j}}_{\mathrm{LR}}^{\alpha}+\left[\tau_{z} \varepsilon-\check{V}_{\mathrm{LR}, s}^{\alpha}, \check{g}_{\mathrm{LR}, s}^{\alpha}\right]_{\circ}=0 . \tag{144}
\end{equation*}
$$

The matrix current can be found by doing the same projection in Eq. (125), which in the limit $\left(J^{\alpha}\right)^{2} /\left(\eta^{\alpha}\right)^{2} \rightarrow 1$ simply becomes

$$
\begin{equation*}
\check{j}_{\mathrm{LR}}^{\alpha}=-\frac{\breve{g}_{\mathrm{LR}, s}^{\alpha} \circ \tilde{\nabla} \circ\left(D^{\alpha} \breve{g}_{\mathrm{LR}, s}^{\alpha}\right)}{2} . \tag{145}
\end{equation*}
$$

From Eq. (135) we see that $\breve{j}^{\alpha} \cdot v_{F}^{\alpha} /\left(v_{F}^{\alpha}\right)^{2}=\mathcal{O}\left(l_{\text {imp }}^{\alpha} \tilde{\nabla} \circ \check{g}_{s}^{\alpha}\right)$, where $l_{\mathrm{imp}}^{\alpha}=v_{F}^{\alpha} \tau_{\mathrm{imp}}^{\alpha}$ is the mean free path. As a result, the assumption that $\tilde{g}_{s}^{\alpha} \circ \check{g}_{s}^{\alpha}=1$ is consistent as long as the change in $\check{g}_{s}^{\alpha}$ over the length of the mean free path is small compared to 1 . In the limit of strong exchange coupling, the short-ranged components can decay over a length scale equal to the mean free path, but these components also become negligible, as shown above. Therefore, although the short-ranged components are not necessarily isotropic in the limit $J^{\alpha} \rightarrow \infty$, one can still solve the diffusive equations as long as there is no strong spin-orbit coupling or sudden change in the Néel vector close to the interface. To simplify the equations in this limit, one can project out the long-range components. Spin-orbit coupling or nonuniform Néel vector close to the boundary can induce long-range components from the short-range components of the matrix current. In this case, it is therefore not always consistent to simply set the short-range components to zero. Instead, if the limit of very strong exchange coupling is necessary, one should solve the full Eilenberger equation for the short-ranged components.

Equations (135) and (128) are our main results, together with the boundary condition derived in Sec. XII. They provide general equations of motion, which can be solved to obtain information about currents, densities, the local density of states, and superconducting correlations in systems with antiferromagnetism and arbitrary geometry both in and out of equilibrium. In the absence of antiferromagnetism, meaning that $J^{\alpha} \rightarrow 0$, Eqs. (135) and (128) reduce to the well-known Usadel equation for normal dirty metals [4]. In the presence of antiferromagnetism, there are three important differences. First, all self-energies must be projected onto the conduction
band, which means that they must be transformed according to the $S_{c}^{\alpha}$ matrix. Second, the coupling between spin and sublattice gives rise to effective magnetic impurities with scattering time $\tau_{\text {imp }}^{\alpha}\left(\eta^{\alpha}\right)^{2} /\left(J^{\alpha}\right)^{2}$. Third, the magnetic impurities also modify the equation for the matrix current, which in the normal metal case is simply $\breve{j}^{\alpha}=-\breve{g}_{s}^{\alpha} \circ \tilde{\nabla} \circ\left(D^{\alpha} \breve{g}_{s}^{\alpha}\right)$.

One can solve Eq. (135) for $\boldsymbol{j}^{\alpha}$ in time-independent situations. If we can diagonalize $\left(\check{g}_{s}^{\alpha} \sigma_{z} \tau_{z} \check{g}_{s}^{\alpha} \sigma_{z} \tau_{z}\right)_{i j}=\breve{U}_{i k}^{-1} \lambda_{k} \check{U}_{k j}$, we find that

$$
\begin{equation*}
\check{\boldsymbol{j}}_{i j}^{\alpha}=-\check{U}_{i k}^{-1} \frac{\check{U}_{k m}\left[\check{g}_{s}^{\alpha} \tilde{\nabla} \cdot\left(D^{\alpha} \breve{g}_{s}^{\alpha}\right)\right]_{m n} \check{U}_{m l}^{-1}}{1+\left(J^{\alpha}\right)^{2}\left(\lambda_{k}+\lambda_{l}\right) /\left[2\left(\eta^{\alpha}\right)^{2}\right]} \check{U}_{l j}, \tag{146}
\end{equation*}
$$

with summation over repeated indices. Alternatively, since $\left(J^{\alpha} / \eta^{\alpha}\right)^{2}$ is smaller by 1 by definition, one can solve for $\breve{\boldsymbol{j}}^{\alpha}$ by iteratively inserting into the right-hand side of Eq. (135). To get a series expansion with a faster convergence rate it can be beneficial to rewrite Eq. (135) as

$$
\begin{align*}
\breve{j}^{\alpha}= & -\left[1+\left(J^{\alpha} / \eta^{\alpha}\right)^{2}\right]^{-1}\left\{\check{g}_{s}^{\alpha} \circ \tilde{\nabla} \circ\left(D^{\alpha} \breve{g}_{s}^{\alpha}\right)\right. \\
& \left.+\check{g}_{s}^{\alpha} \circ\left[\frac{\left(J^{\alpha}\right)^{2}}{2\left(\eta^{\alpha}\right)^{2}} \sigma_{z} \tau_{z}\left[\check{g}_{s}^{\alpha}, \sigma_{z} \tau_{z}\right], \breve{j}^{\alpha}\right]_{\circ}\right\} . \tag{147}
\end{align*}
$$

This is because the effective magnetic impurities in Eq. (128) will tend to suppress $\left[\check{g}_{s}^{\alpha}, \sigma_{z} \tau_{z}\right.$ ]. In the limit of small $J^{\alpha} / \eta^{\alpha}$ or vanishing $\left[\breve{g}_{s}^{\alpha}, \sigma_{z} \tau_{z}\right]$, one can solve Eqs. (128) and (135) in the same way as the Usadel equation for normal metals, but with a renormalized diffusion coefficient, $D^{\alpha} \rightarrow D^{\alpha} /[1+$ $\left.\left(J^{\alpha} / \eta^{\alpha}\right)^{2}\right]$, additional magnetic impurities and self-energies, which are projected onto the conduction band of the antiferromagnet. Otherwise, in the more general case, one can for instance solve Eqs. (128) and (135) numerically using the algorithm presented in Appendix.

## XII. BOUNDARY CONDITION

Next, we derive the boundary condition, which is valid in the diffusive regime. To do so, we must evaluate the two terms, which we could neglect in the equation of motion inside the materials. These are the tunneling terms and the potentials, which are large only outside the materials. Here we consider the interface between material $L$ and $R$. To get the boundary condition at the interface to a vacuum or an insulator, one need only set the tunneling to zero. As before, let $(\alpha, \beta)$ be either $(L, R)$ or $(R, L)$. We assume that the Green's functions are approximately spherically symmetric also close to the interface. This is the case as long as the matrix current at the interface is small compared to the Fermi velocity, which happens for instance when the tunneling amplitudes are small.

The way the boundary condition is derived here is that we sum the Gor'kov equations over a small set of unit cells, which includes the interface. We take this set to be the shape of a wide cylinder. The width of this cylinder is much larger than its length but much smaller than the characteristic length scale $L$ of the bulk as defined in Sec. IX. Then we integrate over all momentum directions and integrate over the Eilenberger contour. First, we consider the potential, which is large only outside material $\alpha$,

$$
\begin{equation*}
\left(\hat{\Sigma}_{R}^{\alpha}\right)_{n m}\left(t_{1}, t_{2}\right)=\hat{R}_{n}^{\alpha}\left(t_{1}\right) \delta_{n m} \delta\left(t_{1}-t_{2}\right) \tag{148}
\end{equation*}
$$

where $\hat{R}_{n}^{\alpha}$ is nonzero only at the boundary and outside of material $\alpha$. Taking the bullet product with $\breve{G}^{\alpha \alpha}$, we have

$$
\begin{equation*}
\left(\check{G}^{\alpha \alpha} \bullet \hat{\Sigma}_{R}^{\alpha}\right)_{n m}\left(t_{1}, t_{2}\right)=\check{G}_{n m}^{\alpha \alpha}\left(t_{1}, t_{2}\right) \hat{R}_{m}^{\alpha}\left(t_{2}\right) \tag{149}
\end{equation*}
$$

Next, we sum this over a set of unit cells $V$ and define $I \subset$ $V$ to be the subset of $V$, which is at the interface. We get

$$
\begin{equation*}
\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V} \breve{G}^{\alpha \alpha} \bullet \hat{\Sigma}_{R}^{\alpha}\right\rangle=\sum_{n \in I} S_{c}^{\alpha} \breve{g}_{s}^{\alpha}\left(x_{n}^{\alpha}\right)\left(S_{c}^{\alpha}\right)^{T} \circ \hat{R}_{n}^{\alpha} . \tag{150}
\end{equation*}
$$

Note that in our model $\hat{\Sigma}_{R}^{\alpha}$ is very large outside material $\alpha$, such that $\breve{G}^{\alpha \alpha}(\boldsymbol{k}, \boldsymbol{x}) \hat{\Sigma}_{R}^{\alpha}(\boldsymbol{x}) \sim 1$ when $\boldsymbol{x}$ is outside material $\alpha$. Nevertheless, only the points in $I$ contribute in Eq. (150). This is because the poles of $\breve{G}^{\alpha \alpha}$ are shifted outside of the Eilenberger contour when $\boldsymbol{x}$ is outside of material $\alpha$, rendering the quasiclassical Green's function exactly equal to zero. The points at, or very close to, the interface are therefore the only points where both $\breve{g}^{\alpha}$ and $\hat{R}_{n}^{\alpha}$ are different from 0 .

Since the width of the cylinder is small compared to $L, \mathscr{g}_{s}^{\alpha}$ is approximately constant on the points in $I$. We further assume that $\hat{R}_{n}^{\alpha}$ is also approximately constant on the points in $I$. This means that if $l \in I$ and $\Gamma$ is the number of unit cells in $I$, then

$$
\begin{equation*}
\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V} \check{G}^{\alpha \alpha} \bullet \hat{\Sigma}_{R}^{\alpha}\right\rangle=\Gamma S_{c}^{\alpha} \breve{g}_{s}^{\alpha}\left(x_{l}^{\alpha}\right)\left(S_{c}^{\alpha}\right)^{T} \circ \hat{R}_{l}^{\alpha} . \tag{151}
\end{equation*}
$$

Next, we must evaluate

$$
\begin{align*}
& \left(\hat{\Sigma}_{R}^{\alpha} \bullet \breve{G}^{\alpha \alpha}\right)\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right) \\
& =V_{e}^{\alpha} \sum_{m \in \mathbb{Z}^{3}} \int_{\widehat{\vartheta}_{\alpha}} \frac{d[3] q}{(2 \pi)^{3}} \hat{R}_{m}^{\alpha} \circ \mathrm{e}^{-i \rho_{B}(\boldsymbol{k}-\boldsymbol{q}) \cdot \delta^{\alpha}} \\
& \quad \times \check{G}^{\alpha \alpha}\left(\boldsymbol{q}, \boldsymbol{x}_{n}\right) \mathrm{e}^{i \rho_{B}(\boldsymbol{k}-\boldsymbol{q}) \cdot \delta^{\alpha}} \mathrm{e}^{-i(\boldsymbol{k}-\boldsymbol{q}) \cdot\left(\boldsymbol{x}_{m}^{\alpha}-\boldsymbol{x}_{n}^{\alpha}\right)} \tag{152}
\end{align*}
$$

First, we evaluate the sum over $m$. We use that $\hat{R}_{m}^{\alpha}=\hat{R}_{l}^{\alpha}$, where $\boldsymbol{x}_{l}^{\alpha}$ is a point on the interface close to $\boldsymbol{x}_{n}^{\alpha}$, whenever $\boldsymbol{x}_{m}^{\alpha}$ is on the interface. Otherwise, $\hat{R}_{m}^{\alpha}=0$. We find that

$$
\begin{equation*}
\left(\hat{\Sigma}_{R}^{\alpha} \bullet \check{G}^{\alpha \alpha}\right)_{i j}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)=\hat{R}_{l}^{\alpha} \circ \int_{\diamond_{\alpha}} \frac{d[3] q}{(2 \pi)^{3}} f_{i j}(\boldsymbol{q}) \check{G}_{i j}^{\alpha \alpha}\left(\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{x}_{n}\right), \tag{153}
\end{equation*}
$$

where $f_{i j}$ is a normalized function, which is peaked at $\boldsymbol{q}=0$. Next, integrating over the Eilenberger contour and averaging over momentum directions, we find that

$$
\begin{equation*}
\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V} \hat{\Sigma}_{R} \bullet \check{G}^{\alpha \alpha}\right\rangle=\Gamma \hat{R}_{l} \circ S_{c}^{\alpha} \check{g}_{s}^{\alpha}\left(x_{l}^{\alpha}\right)\left(S_{c}^{\alpha}\right)^{T} \tag{154}
\end{equation*}
$$

Next, we must evaluate the tunneling self-energy,

$$
\begin{equation*}
\check{\Sigma}_{T}^{\alpha}=\hat{T}^{\alpha \beta} \bullet \check{G}_{0}^{\beta \beta} \bullet \hat{T}^{\beta \alpha} \tag{155}
\end{equation*}
$$

To proceed, we must assume some properties of the tunneling term. The tunneling should be short ranged and only at lattice points at the interface between the two materials. For each unit cell in material $\alpha$ at the interface we assume that there is exactly one connected unit cell in material $\beta$. For simplicity, we label the connected unit cells the same. This means that if $\boldsymbol{x}_{n}^{\alpha}$ is at the interface, then the connected unit cell in material
$\beta$ is $\boldsymbol{x}_{n}^{\beta}$. With this we have

$$
\begin{equation*}
\hat{T}_{n m}^{\alpha \beta}=\sum_{l \in \mathrm{int}} \hat{t}_{l}^{\alpha \beta} \delta_{l n} \delta_{l m}, \tag{156}
\end{equation*}
$$

where the sum goes over all the points at the interface. Hence, if $\chi_{\text {int }}$ is the characteristic function, which is 1 if the argument is at the interface and 0 otherwise, then

$$
\begin{equation*}
\left(\check{\Sigma}_{T}^{\alpha}\right)_{n m}\left(t_{1}, t_{2}\right)=\hat{t}_{n}^{\alpha \beta}\left(t_{1}\right)\left(\check{G}_{0}^{\beta \beta}\right)_{n m}\left(t_{1}, t_{2}\right) \hat{t}_{m}^{\beta \alpha}\left(t_{2}\right) \chi_{\mathrm{int}}(n) \chi_{\mathrm{int}}(m), \tag{157}
\end{equation*}
$$

In order to evaluate the bullet product

$$
\begin{align*}
\left(\check{G}^{\alpha \alpha} \bullet \hat{\Sigma}_{T}^{\alpha}\right)\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}\right)= & \chi_{\text {int }}(n) \sum_{m \in \text { int }} \check{G}^{\alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{m}^{\alpha}\right) \\
& \circ \mathrm{e}^{-i \rho_{k} \boldsymbol{k} \cdot \delta^{\alpha}} \hat{t}_{m}^{\alpha \beta} \circ\left(\check{G}_{0}^{\beta \beta}\right)_{m n} \circ \hat{t}_{n}^{\beta \alpha} \mathrm{e}^{i \rho_{B} \boldsymbol{k} \cdot \delta^{\alpha}} \\
& \times \mathrm{e}^{-i \boldsymbol{k} \cdot\left(\boldsymbol{x}_{m}^{\alpha}-x_{n}^{\alpha}\right)}, \tag{158}
\end{align*}
$$

we write

$$
\begin{align*}
\left(\check{G}_{0}^{\beta \beta}\right)_{m n}= & V_{e}^{\beta} \int_{\diamond_{\beta}} \frac{d[3] p}{(2 \pi)^{3}} \mathrm{e}^{i \rho_{\beta} \boldsymbol{p} \cdot \delta^{\beta}} \breve{G}_{0}^{\beta \beta}\left(\boldsymbol{x}_{n}^{\beta}, \boldsymbol{p}\right) \mathrm{e}^{-i \rho_{\beta} \boldsymbol{p} \cdot \delta^{\beta}} \\
& \times \mathrm{e}^{i \boldsymbol{p} \cdot\left(\boldsymbol{x}_{m}^{\beta}-x_{n}^{\beta}\right)} \tag{159}
\end{align*}
$$

We can separate this integral into the quasiclassical contribution and a rest term, or high-energy contribution, according to the Eilenberger contour. The high-energy contribution was not negligible when we calculated the impurity self-energy. This was because we evaluated the Green's function at $m=n$. The high-energy contribution to the term in Eq. (158) with $m=n$ will only renormalize $\hat{R}_{n}$, because it only depends on $\hat{H}_{0}^{\beta}$, as we showed earlier. When evaluated at $m \neq n$ the oscillating exponential suppresses the integral for the high-energy contribution. For this reason, we neglect the high-energy contribution.

Next, we must evaluate the quasiclassical part. Close to the Fermi surface we have $\xi_{-}^{\beta}(p)=0+\left(p-p_{F}^{\beta}\right)\left(\xi_{-}^{\beta}\right) \prime\left(p_{F}^{\beta}\right)=$ $v_{F}^{\beta}\left(p-p_{F}^{\beta}\right)$. Hence, if the poles are located at $\left\{\xi_{i}\right\}_{i}$,

$$
\begin{align*}
\frac{i}{\pi} \oint d \xi_{-}^{\beta} \check{G}_{0}^{\beta \beta} \mathrm{e}^{i \boldsymbol{p} \cdot \boldsymbol{r}}= & -\sum_{\xi_{i}} \operatorname{sgn}\left(\operatorname{Im}\left[\xi_{i}\right]\right) \operatorname{Res}\left(\check{G}_{0}^{\beta \beta}, \xi_{i}\right) \\
& \times \exp \left(i \boldsymbol{r} \cdot \boldsymbol{e}_{p}\left[p_{F}+\xi_{i} / v_{F}^{\beta}\right]\right) \tag{160}
\end{align*}
$$

From Eq. (119) we know that impurity scattering gives rise to an imaginary shift in the pole location, such that $\left|\operatorname{Im}\left(\xi_{i}\right)\right| \geqslant$ $1 / 2 \tau_{\mathrm{imp}}^{\beta}$. Therefore,

$$
\begin{equation*}
\left|\mathrm{e}^{i r \xi_{i} / v_{F}^{\beta}}\right|<\mathrm{e}^{-r / 22_{\mathrm{mfp}}^{\beta}}, \tag{161}
\end{equation*}
$$

where $l_{\operatorname{mfp}}^{\beta}=\tau_{\mathrm{imp}}^{\beta} v_{F}^{\beta}$ is the mean free path. The effective mean free path very close to the interface may additionally be lowered by interfacial disorder.

The exponential decay means that we need only consider relative distances up to around the mean free path in the sum over $m \in$ int. In the dirty limit, which is what we consider here, it is assumed that $1 / 2 \tau_{\mathrm{imp}}^{\beta}$ is much larger than all the other self-energy contributions, and therefore $\left|\operatorname{Im}\left(\xi_{i}\right)\right|$ is much larger than the real part of $\xi_{i}$. As a result, when $r<2 l_{\mathrm{mfp}}^{\beta}$, $r \operatorname{Re}\left(\xi_{i}\right) / v_{F}^{\beta}<2 \tau_{\text {imp }}^{\beta} \operatorname{Re}\left(\xi_{i}\right) \ll 1$, which means that we can
neglect $\operatorname{Re} \xi_{i} / v_{F}^{\beta}$ in the exponential function when $r<2 l_{\mathrm{mfp}}^{\beta}$. Hence,

$$
\begin{equation*}
\frac{i}{\pi} \oint d \xi_{-}^{\beta} \check{G}_{0}^{\beta \beta} \mathrm{e}^{i \boldsymbol{p} \cdot \boldsymbol{r}}=S_{c}^{\beta} \breve{g}_{0}^{\beta}\left(S_{c}^{\beta}\right)^{T} \mathrm{e}^{i r \cdot \boldsymbol{p}_{F}^{\beta}} f^{\beta}(\boldsymbol{r}) \tag{162}
\end{equation*}
$$

where $f^{\beta}(\boldsymbol{r})$ is an exponentially decaying function that gives rise to a soft cutoff as a function of relative distance at $|\boldsymbol{r}| \approx 2 l_{\mathrm{mfp}}^{\beta}$. Hence, we find that

$$
\begin{align*}
\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V} \check{G}^{\alpha \alpha} \bullet \hat{\Sigma}_{T}\right\rangle= & -i \pi V_{e}^{\beta} \sum_{n \in I} \sum_{m \in \operatorname{int}} \int \frac{d \Omega_{p}}{4 \pi} \int \frac{d \Omega_{k}}{4 \pi} \frac{f^{\beta}\left(\boldsymbol{x}_{m}^{\beta}-\boldsymbol{x}_{n}^{\beta}\right)\left(\boldsymbol{p}_{F}^{\beta}\right)^{2}}{2 \pi v_{F}^{\beta}} S_{c}^{\alpha} \breve{g}^{\alpha}\left(\boldsymbol{k}_{F}^{\alpha}, \boldsymbol{x}_{m}^{\alpha}\right)\left(S_{c}^{\alpha}\right)^{T} \\
& \circ \mathrm{e}^{-i \rho_{B} k_{F}^{\alpha} \cdot \delta^{\alpha}} \hat{t}_{n}^{\alpha \beta} \mathrm{e}^{i \rho_{B} p_{F}^{\beta} \cdot \delta^{\beta}} S_{c}^{\beta} \breve{g}_{0}^{\beta}\left(\boldsymbol{p}_{F}^{\beta}, \boldsymbol{x}_{n}^{\beta}\right)\left(S_{c}^{\beta}\right)^{T} \circ \mathrm{e}^{-i \rho_{B} \beta_{F}^{\beta} \cdot \delta^{\beta}} \hat{t}_{m}^{\beta \alpha} \mathrm{e}^{i \rho_{k} k_{F}^{\alpha} \cdot \delta^{\alpha}} \mathrm{e}^{-i \boldsymbol{k}_{F}^{\alpha} \cdot\left(\boldsymbol{x}_{m}^{\alpha}-x_{n}^{\alpha}\right)} \mathrm{e}^{i \boldsymbol{p}_{F}^{\beta} \cdot\left(\boldsymbol{x}_{m}^{\beta}-x_{n}^{\beta}\right)} . \tag{163}
\end{align*}
$$

Next, we assume that the averaging over all momentum directions for both $\boldsymbol{p}_{F}^{\beta}$ and $\boldsymbol{k}_{F}^{\alpha}$ gives the $s$-wave contribution from the Green's function together with a renormalization of the tunneling amplitudes. This is the case because we assume that the Green's functions are approximately spherically symmetric also close to the interface. As a result, we finally have

$$
\begin{equation*}
\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V} \check{G}^{\alpha \alpha} \bullet \hat{\Sigma}_{T}\right\rangle_{--}=-i \sum_{n \in I} \check{g}_{s}^{\alpha}\left(x_{n}^{\alpha}\right) \circ \hat{\mathcal{T}}_{n}^{\alpha \beta} \circ \check{g}_{0, s}^{\beta}\left(x_{n}^{\beta}\right) \circ \hat{\mathfrak{T}}_{n}^{\beta \alpha}, \tag{164}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\mathfrak{T}}_{n}^{\alpha \beta}=\left(S_{c}^{\alpha}\right)^{T} \hat{\tilde{t}}_{n}^{\alpha \beta} S_{c}^{\beta} \tag{165}
\end{equation*}
$$

and where $\hat{\tilde{t}}_{n}^{\alpha \beta}$ are the renormalized versions of $\hat{t}_{n}^{\alpha \beta}$ resulting from the average over momentum directions. Similarly, $\hat{\mathfrak{T}}_{n}^{\beta \alpha}=$ $\left(S_{c}^{\beta}\right)^{T} \hat{\hat{t}}_{n}^{\beta \alpha} S_{c}^{\alpha}$. In a similar way, we find that

$$
\begin{equation*}
\left\langle\frac{i}{\pi} \oint d \xi_{-}{ }^{\alpha} \sum_{n \in V} \hat{\Sigma}_{T} \bullet \check{G}^{\alpha \alpha}\right\rangle_{--}=-i \sum_{n \in I} \hat{\mathcal{T}}_{n}^{\alpha \beta} \circ \check{g}_{0, s}^{\beta}\left(x_{n}^{\beta}\right) \circ \hat{\mathfrak{T}}_{n}^{\beta \alpha} \circ \breve{g}_{s}^{\alpha}\left(x_{n}^{\alpha}\right) . \tag{166}
\end{equation*}
$$

We choose the volume defined by the unit cells in $V$ to be approximately the shape of a wide cylinder, which includes the interface. Let the discs at the ends of this cylinder have $\Gamma_{2}$ points and define a plane. Let $\boldsymbol{e}_{n}$ be the unit vector that is orthogonal to this plane and points out of material $\alpha$. We assume that the width of the cylinder is much larger than the length. Inserting Eqs. (164) and (151) into Eq. (70), integrating over the Eilenberger contour and momentum directions and summing over the unit cells in $V$, we get that

$$
\begin{align*}
& i \Gamma_{2} \boldsymbol{e}_{n} \cdot \check{\boldsymbol{j}}^{\alpha}\left(\boldsymbol{x}_{l}^{\alpha}\right) /|\boldsymbol{\delta}|+\sum_{n \in V} \check{g}_{s}^{\alpha} \circ \varepsilon \tau_{z}-\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V} \check{G}^{\alpha \alpha} \bullet\left(\check{\Sigma}_{\mathrm{imp}}^{\alpha}+\check{V}^{\alpha}\right)\right\rangle_{--}+i \Gamma \check{g}_{s}^{\alpha}\left(\boldsymbol{x}_{l}^{\alpha}\right) \circ \hat{\mathfrak{T}}_{l}^{\alpha \beta} \circ \check{g}_{0, s}^{\beta}\left(\boldsymbol{x}_{l}^{\beta}\right) \circ \hat{\mathfrak{T}}_{l}^{\beta \alpha} \\
& \quad-\Gamma \check{g}_{s}^{\alpha}\left(\boldsymbol{x}_{l}^{\alpha}\right) \circ\left(S_{c}^{\alpha}\right)^{T} \hat{R}_{l} S_{c}^{\alpha}=\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V} \check{G}^{\alpha \alpha} \xi_{-}^{\alpha}\right\rangle, \tag{167}
\end{align*}
$$

where $l$ is again a unit cell in $I$ and $|\boldsymbol{\delta}|$ is the distance between nearest neighbors in the direction of $\boldsymbol{e}_{n}$. We note that $\Gamma / \Gamma_{2}$ can in general be different from 1 because the interface need not lie in a perfect plane parallel to the ends of the cylinder. We assume that the second and third terms on the left-hand side of Eq. (167) are negligible compared to the fourth and fifth terms because the width of the cylinder is much larger than its length and $\hat{R}_{l}$ and $\hat{\mathcal{T}}_{l}^{\alpha \beta} \mathfrak{T}_{l}^{\beta \alpha}$ are large compared to $\varepsilon$ and $\left(\check{\Sigma}_{\text {imp }}^{\alpha}+\check{V}^{\alpha}\right)$. However, we cannot neglect the term on the right-hand side. The way to remove this term is again to use the other Gor'kov equation. From the other Gor'kov equation, Eq. (68), we get, using Eqs. (166) and (154), that

$$
\begin{align*}
& \sum_{n \in V} \varepsilon \tau_{z} \circ \check{g}_{s}^{\alpha}-\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V}\left(\check{\Sigma}_{\text {imp }}^{\alpha}+\check{V}^{\alpha}\right) \bullet \check{G}^{\alpha \alpha}\right\rangle_{--}+i \Gamma \hat{\mathfrak{T}}_{l}^{\alpha \beta} \circ \check{g}_{0, s}^{\beta}\left(x_{l}^{\beta}\right) \circ \hat{\mathcal{T}}_{l}^{\beta \alpha} \circ \check{g}_{s}^{\alpha}\left(x_{l}^{\alpha}\right)-\Gamma\left(S_{c}^{\alpha}\right)^{T} \hat{R}_{l} S_{c}^{\alpha} \circ \check{g}_{s}^{\alpha}\left(x_{l}^{\alpha}\right) \\
& \quad=\left\langle\frac{i}{\pi} \oint d \xi_{-}^{\alpha} \sum_{n \in V} \check{G}^{\alpha \alpha} \xi_{-}{ }^{\alpha}\right\rangle . \tag{168}
\end{align*}
$$

Here, we neglect the first two terms for the same reason as above. Combining Eqs. (167) and (168) and absorbing the factor $|\delta| \Gamma / \Gamma_{2}$ into the reflection and tunneling matrices, we finally get the boundary condition,

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \breve{j}^{\alpha}=\left[\hat{\mathcal{T}}_{l}^{\alpha \beta} \circ \check{g}_{0, s}^{\beta}\left(\boldsymbol{x}_{l}^{\beta}\right) \circ \hat{\mathcal{T}}_{l}^{\beta \alpha}+i\left(S_{c}^{\alpha}\right)^{T} \hat{R}_{l} S_{c}^{\alpha}, \breve{g}_{s}^{\alpha}\right]_{\circ} . \tag{169}
\end{equation*}
$$

One can use the Dyson equation to write $\breve{g}_{0, s}^{\beta}$ as a series expansion in $\breve{g}_{s}^{\beta}$ and the tunneling matrix. In principle, this should produce a generalization of the Nazarov boundary condition $[67,68]$. However, we are here interested in the diffusive regime, meaning that the matrix current is small compared to the Fermi velocity. This is the case when the tunneling and reflection amplitudes are small. For this reason, we need only consider Eq. (169) to the lowest order in the tunneling matrices, which are obtained by setting $\breve{g}_{0, s}^{\beta}=\breve{g}_{s}^{\beta}$, yielding

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \check{\boldsymbol{j}}^{\alpha}=\left[\hat{\mathfrak{T}}_{l}^{\alpha \beta} \circ \check{g}_{s}^{\beta}\left(\boldsymbol{x}_{l}^{\beta}\right) \circ \hat{\mathfrak{T}}_{l}^{\beta \alpha}+i\left(S_{c}^{\alpha}\right)^{T} \hat{R}_{l} S_{c}^{\alpha}, \check{g}_{s}^{\alpha}\right]_{0} . \tag{170}
\end{equation*}
$$

We note that in the absence of antiferromagnetism, this exactly reproduces the generalized Kupriyanov-Lukichev boundary condition for spin-active boundaries in the quasiclassical theory for normal metals [58,59].

## XIII. NONUNIFORM MAGNETIC TEXTURES

In this section, we derive the self-energy terms associated with nonuniform magnetic textures in antiferromagnets. We find that a spatial gradient in the magnetic texture gives rise to a term in the covariant gradient, similar to spin-orbit coupling, and a temporal gradient gives rise to an effective magnetic field.

In both cases, we must evaluate $R^{\dagger} \partial R$, where $\partial$ can be either the time derivative or gradient operator and $R$ is given by Eq. (8). We find that

$$
\begin{equation*}
R^{\dagger} \partial R=-\frac{i}{2} \partial\left(\theta \sin \phi \sigma_{x}-\theta \cos \phi \sigma_{y}\right), \tag{171}
\end{equation*}
$$

where the direction of the Néel vector is $\boldsymbol{n}=$ ( $\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta$ ). From Eq. (22c) we see that the spatial gradient of the Neel vector gives rise to a self-energy term equal to

$$
\begin{align*}
\left(\Sigma_{s}^{\alpha}\right)_{n m}\left(t_{1}, t_{2}\right)= & -\left(K_{n m}^{\alpha}\left[x_{n}^{\alpha}-x_{m}^{\alpha}\right]+\left[\delta^{\alpha} \rho_{B}, K_{n m}^{\alpha}\right]\right) \\
& \cdot\left(R^{\dagger} \nabla R\right)\left(x_{n}^{\alpha}, t_{1}\right) \delta\left(t_{1}-t_{2}\right) \tag{172}
\end{align*}
$$

To get how it looks in the final equation, we must Fourier transform and project onto the conduction band by use of $S_{c}^{\alpha}$. By doing this, we get

$$
\begin{equation*}
\left(S_{c}^{\alpha}\right)^{T} \Sigma_{s}^{\alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}, T\right) S_{c}^{\alpha}=-\frac{\boldsymbol{v}_{F}^{\alpha}}{2} \cdot \nabla\left(\theta \sin \phi \sigma_{x}-\theta \cos \phi \sigma_{y}\right) \tag{173}
\end{equation*}
$$

Since this is a momentum-dependent self-energy, we see that this is supposed to go into the covariant derivative. As a result, the covariant derivative looks like

$$
\begin{align*}
\tilde{\nabla} \circ \check{g}^{\alpha}= & \nabla \check{g}^{\alpha}-i\left[\frac{1}{2} \nabla\left(\theta \sin \phi \sigma_{x}-\theta \cos \phi \sigma_{y}\right), \check{g}^{\alpha}\right] \\
& -i\left[\check{\boldsymbol{A}}_{\text {rest }}, \check{g}^{\alpha}\right], \tag{174}
\end{align*}
$$

where $\check{\boldsymbol{A}}_{\text {rest }}$ is the remaining $p$-wave contribution, which may come from the vector gauge field or spin-orbit coupling.

The temporal gradient gives rise to a term similar to a magnetic field. From Eq. (22c) we see that the temporal gradient of the Néel vector gives rise to a self-energy term equal to

$$
\begin{equation*}
\left(\Sigma_{t}^{\alpha}\right)_{n m}\left(t_{1}, t_{2}\right)=-i \tau_{z}\left(R^{\dagger} \dot{R}\right)\left(x_{n}^{\alpha}, t_{1}\right) \delta_{n m} \delta\left(t_{1}-t_{2}\right) \tag{175}
\end{equation*}
$$

since

$$
\begin{equation*}
\rho_{A}\left(R^{\dagger} \dot{R}\right)\left(x_{n}^{\alpha}, t_{1}\right)+\rho_{B}\left(R^{\dagger} \dot{R}\right)\left(x_{n}^{\alpha}+\delta^{\alpha}, t_{1}\right) \approx\left(R^{\dagger} \dot{R}\right)\left(x_{n}^{\alpha}, t_{1}\right) . \tag{176}
\end{equation*}
$$

If we again Fourier transform in relative coordinates and transform using $S_{c}^{\alpha}$, we get

$$
\begin{align*}
\left(S_{c}^{\alpha}\right)^{T} \Sigma_{t}^{\alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}, T\right) S_{c}^{\alpha}= & -\frac{1}{2} \sqrt{1-\left(J^{\alpha} / \eta^{\alpha}\right)^{2}} \\
& \times \tau_{z} \partial_{T}\left(\theta \sin \phi \sigma_{x}-\theta \cos \phi \sigma_{y}\right) \tag{177}
\end{align*}
$$

The factor $\sqrt{1-\left(J^{\alpha} / \eta^{\alpha}\right)^{2}}$ comes from the projection of $\sigma_{x}$ and $\sigma_{y}$ onto the conduction band. To understand the physical reason for this factor, consider a general electron state near the Fermi level. An electron near the Fermi level will in general be in a superposition of spin-up and spin-down, but the spin-up component and the spin-down component will have different spatial distributions. For the spin of this electron at a given lattice site to have a nonzero projection in a direction orthogonal to the Néel vector, it will need to be in a superposition of spin-up and spin-down. At $J^{\alpha} / \eta^{\alpha}=0$, an electron state near the Fermi level, which is in an equal superposition of spin-up and spin-down will have spin everywhere orthogonal to the Néel vector. However, as $J^{\alpha} / \eta^{\alpha}$ increases, the spin-up and spin-down component starts to separate in space, and in the limit $J^{\alpha} / \eta^{\alpha} \rightarrow 1$, any superposition of spin-up and spin-down has all of its spin-up component localized on one sublattice and all of its spin-down component localized on the other sublattice. This means that it has spin along the Néel vector everywhere in space. As a result, the effect of spin-splitting fields orthogonal to the Néel vector is suppressed as $J^{\alpha} / \eta^{\alpha}$ increases.

## XIV. OBSERVABLES

Generally, observables such as densities or currents may be written

$$
\begin{align*}
Q\left(\boldsymbol{x}_{n}^{\alpha}, T\right)= & \left\langle c_{n}^{\alpha \dagger}(T) M\left(\boldsymbol{x}_{n}^{\alpha},-i \Delta_{R}\right) c_{n}^{\alpha}(T)\right. \\
& \left.-\left(c_{n}^{\alpha}\right)^{T}(T) M^{T}\left(\boldsymbol{x}_{n}^{\alpha},-i \Delta_{R}\right)\left(c_{n}^{\alpha \dagger}\right)^{T}(T)\right\rangle+C, \tag{178}
\end{align*}
$$

where $C$ is a constant and $M$ is a matrix that depends on the observable. We can relate this to our Green's functions, which are defined by the spin-rotated creation and annihilation operators $\tilde{c}_{n}^{\alpha}$, as defined by Eq. (9), if we define

$$
\begin{align*}
\tilde{M}= & {\left[\rho_{A} R^{\dagger}\left(\boldsymbol{x}_{n}^{\alpha}, t\right)+\rho_{B} R^{\dagger}\left(\boldsymbol{x}_{n}^{\alpha}+\delta^{\alpha}, t\right)\right] M } \\
& \times\left[\rho_{A} R\left(\boldsymbol{x}_{n}^{\alpha}, t\right)+\rho_{B} R\left(\boldsymbol{x}_{n}^{\alpha}+\delta^{\alpha}, t\right)\right] \tag{179}
\end{align*}
$$

With this

$$
\begin{align*}
Q\left(\boldsymbol{x}_{n}^{\alpha}, T\right)= & C+i \int_{\diamond^{\alpha}} \frac{d[3] k}{(2 \pi)^{3}} \int_{-\infty}^{\infty} \frac{d \varepsilon}{2 \pi} \\
& \times \operatorname{Tr}\left[\tilde{M}\left(\boldsymbol{x}_{n}^{\alpha}, \boldsymbol{k}\right) \tau_{z} \hat{G}^{K, \alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}, T, \varepsilon\right)\right] \tag{180}
\end{align*}
$$

The quasiclassical treatment is only valid for $\varepsilon \ll E_{c}^{\alpha}$. As a result, we should split the energy integral,

$$
\begin{align*}
\int_{\diamond^{\alpha}} \frac{d[3] k}{(2 \pi)^{3}} \int_{-\infty}^{\infty} \frac{d \varepsilon}{2 \pi} \operatorname{Tr}\left[\tilde{M}\left(\boldsymbol{x}_{n}^{\alpha}, \boldsymbol{k}\right) \tau_{z} \hat{G}^{K, \alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}, T, \varepsilon\right)\right]= & \int_{-a}^{a} \frac{d \varepsilon}{2 \pi} \int_{\diamond^{\alpha}} \frac{d[3] k}{(2 \pi)^{3}} \operatorname{Tr}\left[\tilde{M}\left(\boldsymbol{x}_{n}^{\alpha}, \boldsymbol{k}\right) \tau_{z} \hat{G}^{K, \alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}, T, \varepsilon\right)\right] \\
& +\left(\int_{-\infty}^{-a} \frac{d \varepsilon}{2 \pi}+\int_{a}^{\infty} \frac{d \varepsilon}{2 \pi}\right) \int \frac{d[3] k}{(2 \pi)^{3}} \operatorname{Tr}\left[\tilde{M}\left(\boldsymbol{x}_{n}^{\alpha}, \boldsymbol{k}\right) \tau_{z} \hat{G}^{K, \alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}, T, \varepsilon\right)\right] \tag{181}
\end{align*}
$$

where $a$ is much smaller than $E_{c}^{\alpha}$. In the diffusive regime, $a$ should also be much smaller than the elastic impurity scattering rate. We can rewrite the first term on the right-hand side by again using the Eilenberger contour. The Keldysh Green's function is $\sim 1 /\left(\xi_{-}{ }^{\alpha}\right)^{2}$ for large $\left(\xi_{-}{ }^{\alpha}\right)^{2}$, so we can neglect the high energy contribution, $f d \xi_{-}{ }^{\alpha}$. Hence,

$$
\begin{equation*}
\int_{-a}^{a} \frac{d \varepsilon}{2 \pi} \int_{\diamond^{\alpha}} \frac{d[3] k}{(2 \pi)^{3}} \operatorname{Tr}\left[\tilde{M}\left(\boldsymbol{x}_{n}^{\alpha}, \boldsymbol{k}\right) \tau_{z} \hat{G}^{K, \alpha \alpha}\left(\boldsymbol{k}, \boldsymbol{x}_{n}^{\alpha}, T, \varepsilon\right)\right]=-i \pi N_{0}^{\alpha}\left\langle\int_{-a}^{a} \frac{d \varepsilon}{2 \pi} \operatorname{Tr}\left[\left(S_{c}^{\alpha}\right)^{T} \tilde{M}\left(\boldsymbol{x}_{n}^{\alpha}, \boldsymbol{k}_{F}\right) S_{c}^{\alpha} \tau_{z} \hat{g}^{K, \alpha}\left(\boldsymbol{k}_{F}, \boldsymbol{x}_{n}^{\alpha}, T, \varepsilon\right)\right]\right\rangle . \tag{182}
\end{equation*}
$$

Next, we must evaluate the second term on the right-hand side of Eq. (181). Generally, we can write

$$
\begin{equation*}
\hat{G}^{R, \alpha \alpha}=\left(\tau_{z} \varepsilon-\hat{H}_{0}^{\alpha}-\hat{\Sigma}^{R, \alpha}\right)^{-1}+\delta \hat{G}^{R, \alpha \alpha} \tag{183}
\end{equation*}
$$

Inserting this into the equation

$$
\begin{equation*}
\tau_{z} \varepsilon \circ \hat{G}^{R, \alpha \alpha}-\hat{H}_{0}^{\alpha} \hat{G}^{R, \alpha \alpha}-\hat{\Sigma}^{R, \alpha} \bullet \hat{G}^{R, \alpha \alpha}=1, \tag{184}
\end{equation*}
$$

one gets an equation for $\delta \hat{G}^{R, \alpha \alpha}$. We find that the contribution to the expression for the observable from $\delta \hat{G}^{R, \alpha \alpha}$ is negligible, so we neglect it in the following. We assume that $a$ is sufficiently large such that states at $|\varepsilon| \geqslant a$ are either completely occupied or completely unoccupied. Moreover, $a$ is much larger than the superconducting gap, so the density of states at energies above $a$ should not be affected by superconductivity. For this reason, we assume that we can neglect superconductivity when considering the high-energy contribution. When this is the case,

$$
\begin{equation*}
\hat{G}^{K, \alpha \alpha}=\operatorname{sgn}(\varepsilon)\left[\hat{G}^{R, \alpha \alpha}-\left(\hat{G}^{R, \alpha \alpha}\right)^{\dagger}\right] . \tag{185}
\end{equation*}
$$

By neglecting $\delta \hat{G}^{R, \alpha \alpha}$, we find that

$$
\hat{G}^{R, \alpha \alpha}=S^{\alpha}\left[\tau_{z} \varepsilon-\left(\begin{array}{ll}
\xi_{-}^{\alpha}, &  \tag{186}\\
& \xi_{+}^{\alpha}
\end{array}\right)-\left(S^{\alpha}\right)^{T} \hat{\Sigma}^{R, \alpha} S^{\alpha}\right]^{-1}\left(S^{\alpha}\right)^{T} .
$$

Let $\left(S^{\alpha}\right)^{T} \hat{\Sigma}^{R, \alpha} S^{\alpha}=A$, then

$$
\begin{align*}
& {\left[\left(S^{\alpha}\right)^{T} \hat{G}^{R, \alpha \alpha} S^{\alpha}\right]_{--}=\left[\tau_{z} \varepsilon-\xi_{-}{ }^{\alpha}-A_{--}-A_{-+}\left(\tau_{z} \varepsilon-\xi_{+}^{\alpha}-A_{++}\right)^{-1} A_{+-}\right]^{-1}}  \tag{187a}\\
& {\left[\left(S^{\alpha}\right)^{T} \hat{G}^{R, \alpha \alpha} S^{\alpha}\right]_{++}=\left[\tau_{z} \varepsilon-\xi_{+}^{\alpha}-A_{++}-A_{+-}\left(\tau_{z} \varepsilon-\xi_{-}{ }^{\alpha}-A_{--}\right)^{-1} A_{-+}\right]^{-1}}  \tag{187b}\\
& {\left[\left(S^{\alpha}\right)^{T} \hat{G}^{R, \alpha \alpha} S^{\alpha}\right]_{-+}=-\left[\left(S^{\alpha}\right)^{T} \hat{G}^{R, \alpha \alpha} S^{\alpha}\right]_{--} A_{-+}\left(\tau_{z} \varepsilon-\xi_{+}^{\alpha}-A_{++}\right)^{-1}}  \tag{187c}\\
& {\left[\left(S^{\alpha}\right)^{T} \hat{G}^{R, \alpha \alpha} S^{\alpha}\right]_{+-}=-\left[\left(S^{\alpha}\right)^{T} \hat{G}^{R, \alpha \alpha} S^{\alpha}\right]_{++} A_{+-}\left(\tau_{z} \varepsilon-\xi_{-}{ }^{\alpha}-A_{--}\right)^{-1}} \tag{187d}
\end{align*}
$$

If

$$
\begin{gather*}
A_{--}-A_{-+}\left(\tau_{z} \varepsilon-\xi_{+}^{\alpha}-A_{++}\right)^{-1} A_{+-}=P_{-} J_{-} P_{-}^{\dagger}  \tag{188a}\\
A_{++}-A_{+-}\left(\tau_{z} \varepsilon-\xi_{-}^{\alpha}-A_{--}\right)^{-1} A_{-+}=P_{+} J_{+} P_{+}^{\dagger} \tag{188b}
\end{gather*}
$$

where $J_{-}$and $J_{+}$are diagonal, we find that

$$
\begin{equation*}
\left[\left(S^{\alpha}\right)^{T} \hat{G}^{k, \alpha \alpha} S^{\alpha}\right]_{ \pm \pm, i j}=2 \pi i \operatorname{sgn}(\varepsilon) \sum_{l} P_{ \pm, i l} \frac{\operatorname{Im}\left(J_{ \pm, l l}\right) / \pi}{\left[\varepsilon \tau_{z, l l}-\xi_{ \pm}^{\alpha}-\operatorname{Re}\left(J_{ \pm, l l}\right)\right]^{2}+\left[\operatorname{Im}\left(J_{ \pm, l l}\right)\right]^{2}} P_{ \pm, l j}^{\dagger} \tag{189}
\end{equation*}
$$

If not for the fact that $J_{ \pm}$depends on $\varepsilon$, this would be a sum of Lorentz distribution as functions of $\varepsilon$. However, the dependence of $J_{ \pm}$on $\varepsilon$ is very weak close to the peak of the distribution. For this reason, we neglect the dependence of both $P_{ \pm}$and $J_{ \pm}$on $\varepsilon$. From Eq. (187) we can see that $\left[\left(S^{\alpha}\right)^{T} \hat{G}^{R, \alpha \alpha} S^{\alpha}\right]_{ \pm \mp}$ are products of two functions with peaks at distantly separated values of $\varepsilon$. One peak is close to $\xi_{-}{ }^{\alpha}$ and the other is close to $\xi_{+}^{\alpha}$. As a result, we neglect these terms.

To proceed, we must evaluate terms that look like

$$
\begin{equation*}
I_{ \pm}:=\left(\int_{-\infty}^{-a} \frac{d \varepsilon}{2 \pi}+\int_{a}^{\infty} \frac{d \varepsilon}{2 \pi}\right) \int_{\xi_{\min }}^{\xi_{\max }} d \xi_{-}^{\alpha} 2 \pi \operatorname{sgn}(\varepsilon) g\left(\xi_{-}^{\alpha}\right) \frac{\operatorname{Im}\left(J_{ \pm, l l}\right) / \pi}{\left[\varepsilon \tau_{z, l l}-\xi_{ \pm}^{\alpha}-\operatorname{Re}\left(J_{ \pm, l l}\right)\right]^{2}+\left[\operatorname{Im}\left(J_{ \pm, l l}\right)\right]^{2}} \tag{190}
\end{equation*}
$$

where the function $g$ can be identified from Eqs. (181) and (189).

From the fact that the retarded Green's function should be nonzero only for positive relative times, we have that $\operatorname{Im}\left(J_{-, l l}\right)=$ $\tau_{z, l l}\left|\operatorname{Im}\left(J_{-, l l}\right)\right|$. If we define

$$
\begin{equation*}
f(y)=\int_{-\infty}^{y} d x \frac{\left|\operatorname{Im}\left(J_{ \pm, l l}\right)\right| / \pi}{x^{2}+\left[\operatorname{Im}\left(J_{ \pm, l l}\right)\right]^{2}}, \tag{191}
\end{equation*}
$$

we find that

$$
\begin{align*}
I_{-}= & \int_{a-\operatorname{Re}\left(J_{ \pm, l l}\right)+C}^{\xi_{\max }} d \xi_{-^{\alpha}} g g\left(\xi_{-}{ }^{\alpha}\right)-\int_{\xi_{\min }}^{-a-\operatorname{Re}\left(J_{ \pm, l l}\right)-C} d \xi_{-}{ }^{\alpha} g\left(\xi_{-}{ }^{\alpha}\right) \\
& +\int_{-C}^{C} d \xi_{-}{ }^{\alpha} f\left(\xi_{-}{ }^{\alpha}\right)\left\{g\left[\xi_{-}{ }^{\alpha}+a-\operatorname{Re}\left(J_{ \pm, l l}\right)\right]-g\left[-\xi_{-}{ }^{\alpha}-a-\operatorname{Re}\left(J_{ \pm, l l}\right)\right]\right\} \tag{192}
\end{align*}
$$

where $C$ is a number, which is on the order of $\operatorname{Im}\left(J_{ \pm, l l}\right)$, and sufficiently large such that $f(y) \approx 0$ for $y \leqslant-C$ and $f(y)=1$ for $y \geqslant C$. From Eqs. (181) and (189), one can see that $g$ is a slowly varying function. For this reason, we can neglect the last integral in Eq. (192). Next, we rewrite $I_{-}$as one term, which depend on $J_{ \pm, l l}$ and one, which does not, as

$$
\begin{equation*}
I_{-} \approx \int_{a+C}^{\xi_{\max }} d \xi_{-}{ }^{\alpha} g\left(\xi_{-}{ }^{\alpha}\right)-\int_{\xi_{\min }}^{-a-C} d \xi_{-}{ }^{\alpha} g\left(\xi_{-}{ }^{\alpha}\right)+\operatorname{Re}\left(J_{ \pm, l l}\right)[g(a)+g(-a)], \tag{193}
\end{equation*}
$$

so that, since $g( \pm a) \approx g(0)$,

$$
\begin{align*}
& \left(\int_{-\infty}^{-a} \frac{d \varepsilon}{2 \pi}+\int_{a}^{\infty} \frac{d \varepsilon}{2 \pi}\right) \int_{\xi_{\min }}^{\xi_{\max }} d \xi_{-}{ }^{\alpha} g\left(\xi_{-}{ }^{\alpha}\right)\left[\left(S^{\alpha}\right)^{T} \hat{G}^{k, \alpha \alpha} S^{\alpha}\right]_{--, i j} \\
& \quad=i \delta_{i j} \int_{a+C}^{\xi_{\max }} d \xi_{-}{ }^{\alpha} g\left(\xi_{-}{ }^{\alpha}\right)-i \delta_{i j} \int_{\xi_{\min }}^{-a-C} d \xi_{-}{ }^{\alpha} g\left(\xi_{-}{ }^{\alpha}\right)+i g(0)\left[A_{--}+A_{--}^{\dagger}\right]_{i j} \tag{194}
\end{align*}
$$

where we have used that for $\xi_{-}{ }^{\alpha} \approx 0$,

$$
\begin{equation*}
2 P_{-} \operatorname{Re}\left(J_{-}\right) P_{-}^{\dagger}=P_{-} J_{-} P_{-}^{\dagger}+\left(P_{-} J_{-} P_{-}^{\dagger}\right)^{\dagger} \approx A_{--}+A_{--}^{\dagger} . \tag{195}
\end{equation*}
$$

Evaluating $I_{+}$is less difficult because $\xi_{+}^{\alpha} \gg a$ for all $\boldsymbol{k}$. Hence,

$$
\begin{equation*}
I_{+}=\int_{\xi_{\min }}^{\xi_{\max }} d \xi_{-}^{\alpha} g\left(\xi_{-}^{\alpha}\right) \tag{196}
\end{equation*}
$$

Inserting this into the expression for the high- $\varepsilon$ contribution to the observable, we find

$$
\begin{align*}
& \left(\int_{-\infty}^{-a} \frac{d \varepsilon}{2 \pi}+\int_{a}^{\infty} \frac{d \varepsilon}{2 \pi}\right) \int \frac{d[3] k}{(2 \pi)^{3}} \operatorname{Tr}\left[\tilde{M} \tau_{z} \hat{G}^{K, \alpha \alpha}\right] \\
& \quad=i\left\langle\int_{\xi_{\min }}^{\xi_{\max }} d \xi_{-}{ }^{\alpha} N_{0}^{\alpha}\left(\xi_{-}{ }^{\alpha}\right) \operatorname{Tr}\left\{\left[\left(S^{\alpha}\right)^{T} \tilde{M} S^{\alpha}\right]_{++} \tau_{z}\right\}\right\rangle+i\left\langle\int_{a+C}^{\xi_{\max }} d \xi_{-}{ }^{\alpha} N_{0}^{\alpha}\left(\xi_{-}^{\alpha}\right) \operatorname{Tr}\left\{\left[\left(S^{\alpha}\right)^{T} \tilde{M} S^{\alpha}\right]_{--} \tau_{z}\right\}\right\rangle \\
& \quad-i\left\langle\int_{\xi_{\min }}^{-a-C} d \xi_{-}{ }^{\alpha} N_{0}^{\alpha}\left(\xi_{-}{ }^{\alpha}\right) \operatorname{Tr}\left\{\left[\left(S^{\alpha}\right)^{T} \tilde{M} S^{\alpha}\right]_{--} \tau_{z}\right\}\right\rangle+i\left\langle N_{0}^{\alpha} \operatorname{Tr}\left\{\left[\left(S^{\alpha}\right)^{T} \tilde{M} S^{\alpha}\right]_{--} \tau_{z}\left[A_{--}+A_{--}^{\dagger}\right]\right\}\right\rangle . \tag{197}
\end{align*}
$$

The first three terms on the right-hand side are just constants and can be absorbed into the constant $C$ in the expression for the observable. By doing this, we get that the observable can finally be written

$$
\begin{equation*}
Q=C+\frac{N_{0}^{\alpha}}{2}\left\langle\int_{-a}^{a} d \varepsilon \operatorname{Tr}\left[\left(S_{c}^{\alpha}\right)^{T} \tilde{M} S_{c}^{\alpha} \tau_{z} \hat{g}^{K, \alpha}\right]\right\rangle-N_{0}^{\alpha}\left\langle\operatorname{Tr}\left\{\left[\left(S_{c}^{\alpha}\right)^{T} \tilde{M} S_{c}^{\alpha} \tau_{z}\left(S_{c}^{\alpha}\right)^{T}\left[\hat{\Sigma}^{R, \alpha}+\left(\hat{\Sigma}^{R, \alpha}\right)^{\dagger}\right] S_{c}^{\alpha}\right\}\right\rangle\right. \tag{198}
\end{equation*}
$$

To compute observables from the quasiclassical Green's functions, one therefore generally also need to take into account the contribution from the self-energy term. Note that since the quasiclassical Green's function is not gauge-invariant, the second term in Eq. (198) is required to make the observables gauge-invariant.

For concrete examples of observables, consider the electric charge density in material $\alpha, n_{e}^{\alpha}$, and the spin densities in material $\alpha, s^{\alpha}=\left(s_{x}^{\alpha}, s_{y}^{\alpha}, s_{z}^{\alpha}\right)$. For the electric charge density $\tilde{M}=e \tau_{z} / 4$, which can be confirmed by inserting this into Eq. (178). The denominator 4 comes from the fact that we count each electron 4 times in Eq. (178). To derive the formula for electric charge density, we can insert this into Eq. (198), giving

$$
\begin{equation*}
n_{e}^{\alpha}=\frac{N_{0}^{\alpha} e}{8} \int_{-a}^{a} d \varepsilon \operatorname{Tr}\left(\hat{g}_{s}^{K, \alpha}\right)-2 N_{0}^{\alpha} e \phi_{e}^{\alpha} \tag{199}
\end{equation*}
$$

where we dropped the constant and $\phi_{e}^{\alpha}$ is the deviation in the electrochemical potential away from $\mu^{\alpha}$, and may therefore vary in both time and space. In other words, $\phi_{e}^{\alpha}$ is the real, diagonal part of the self-energy. Equation 199 reproduces earlier
results for charge density in the quasiclassical regime [1,69]. We can see that the second term in Eq. (199) is necessary to retain gauge invariance. Take for example, a nonsuperconducting stationary system in equilibrium with an electrochemical potential $\phi_{e}^{\alpha}$. The symmetric part of the quasiclassical Keldysh function is then $\hat{g}_{s}^{K, \alpha}=2 \operatorname{diag}\left(\tanh \left[\beta\left(\varepsilon+\phi_{e}^{\alpha}\right) / 2\right], \tanh [\beta(\varepsilon+\right.$ $\left.\left.\phi_{e}^{\alpha}\right) / 2\right],-\tanh \left[\beta\left(\varepsilon-\phi_{e}^{\alpha}\right) / 2\right],-\tanh \left[\beta\left(\varepsilon-\phi_{e}^{\alpha}\right) / 2\right]$, where $\beta$ is inverse temperature. Taking the trace and integrating over energies, we get

$$
\begin{equation*}
\frac{N_{0}^{\alpha} e}{8} \int_{-a}^{a} d \varepsilon \operatorname{Tr}\left(\hat{g}_{s}^{K, \alpha}\right)=\frac{N_{0}^{\alpha} e}{8} 16 \phi_{e}^{\alpha}=2 N_{0}^{\alpha} e \phi_{e}^{\alpha} \tag{200}
\end{equation*}
$$

The electrochemical potential is gauge dependent, so the second term in Eq. (199) is required to cancel the gauge-dependent contribution from $\hat{g}_{s}^{K, \alpha}$ in this case.

For the spin density in direction $i, \tilde{M}=\sigma_{i} / 8$. The projection of spin Pauli matrices onto the conduction band is trivial for the $z$ direction since it commutes with the $S^{\alpha}$ matrix. That is, $\left(S_{c}^{\alpha}\right)^{T} \sigma_{z} S_{c}^{\alpha}=\sigma_{z}$. However, $\left(S_{c}^{\alpha}\right)^{T} \sigma_{x / y} S_{c}^{\alpha}=\sqrt{1-\left(J^{\alpha} / \eta^{\alpha}\right)^{2}} \sigma_{x / y}$, so for the directions orthogonal to the Néel vector we get an additional factor $\sqrt{1-\left(J^{\alpha} / \eta^{\alpha}\right)^{2}}$. If the initial Hamiltonian in material $\alpha$, given by Eq. (4), has a Zeeman spin-splitting field $\boldsymbol{h}^{\alpha}$, this gives rise to a self-energy term equal to $\hat{\Sigma}_{Z}^{R, \alpha}=\boldsymbol{h}^{\alpha} \cdot \boldsymbol{\sigma} \tau_{z}$ before projection onto the conduction band. Inserting this into Eq. (198), we get that the spin densities are given by

$$
\begin{align*}
& s_{x}^{\alpha}=\sqrt{1-\left(\frac{J^{\alpha}}{\eta^{\alpha}}\right)^{2}} \frac{N_{0}^{\alpha}}{16} \int_{-a}^{a} d \varepsilon \operatorname{Tr}\left(\sigma_{x} \tau_{z} \hat{g}_{s}^{K, \alpha}\right)-\left[1-\left(\frac{J^{\alpha}}{\eta^{\alpha}}\right)^{2}\right] N_{0}^{\alpha} h_{x}^{\alpha},  \tag{201a}\\
& s_{y}^{\alpha}=\sqrt{1-\left(\frac{J^{\alpha}}{\eta^{\alpha}}\right)^{2}} \frac{N_{0}^{\alpha}}{16} \int_{-a}^{a} d \varepsilon \operatorname{Tr}\left(\sigma_{y} \tau_{z} \hat{g}_{s}^{K, \alpha}\right)-\left[1-\left(\frac{J^{\alpha}}{\eta^{\alpha}}\right)^{2}\right] N_{0}^{\alpha} h_{y}^{\alpha},  \tag{201b}\\
& s_{z}^{\alpha}=\frac{N_{0}^{\alpha}}{16} \int_{-a}^{a} d \varepsilon \operatorname{Tr}\left(\sigma_{y} \tau_{z} \hat{g}_{s}^{K, \alpha}\right)-N_{0}^{\alpha} h_{y}^{\alpha}, \tag{201c}
\end{align*}
$$

where we again dropped the constant. The extra factor of $\sqrt{1-\left(J^{\alpha} / \eta^{\alpha}\right)^{2}}$ comes from the fact itinerant electrons become more polarized in the direction of the Néel vector as $J^{\alpha} / \eta^{\alpha}$ increases, as discussed above. This polarization comes in through two different aspects. First, the Zeeman spin-splitting felt by the itinerant electrons is reduced by a factor $\sqrt{1-\left(J^{\alpha} / \eta^{\alpha}\right)^{2}}$. Second, the $\sigma_{x}$ and $\sigma_{y}$ components of the Green's function do not correspond to spin in the same sense as in a normal metal. In the limit of very strong exchange coupling $J^{\alpha}$, the itinerant electrons become fully polarized, and $s_{x}^{\alpha}=s_{y}^{\alpha}=0$.

To compute the sublattice-resolved charge densities, one can use Eq. (118) together with $\tilde{M}=e \tau_{z} \rho_{A / B} / 4$, which gives

$$
\begin{equation*}
n_{A / B}^{\alpha}=\frac{1}{2} n_{e}^{\alpha} \pm \frac{e J^{\alpha}}{\eta^{\alpha}} s_{z}^{\alpha} \tag{202}
\end{equation*}
$$

One can similarly use Eq. (198) to compute energy and spin-energy densities [70] and all associated current. Another way to derive expressions for currents is to use the expressions for densities together with Eq. (128) to obtain conservation laws of the form $\partial n / \partial t+\nabla \cdot \boldsymbol{j}=S$, where $n$ is the density, $\boldsymbol{j}$ can be identified as the current and $S$ is a source term. For instance, multiplying Eq. (128) with $-i e N_{0} \tau_{z} / 8$, taking the trace, integrating over energy and adding $-2 N_{0} e \partial \phi_{e}^{\alpha} / \partial t$ to both sides of the equality sign, one obtains $\partial n_{e}^{\alpha} / \partial t+\nabla \cdot \dot{j}_{e}^{\alpha}=S_{e}^{\alpha}$, where the electric current density can be identified as

$$
\begin{equation*}
\dot{j}_{e}^{\alpha}=\frac{N_{0}^{\alpha} e}{8} \int_{-a}^{a} d \varepsilon \operatorname{Tr}\left(\tau_{z} \hat{j}^{K, \alpha}\right) . \tag{203}
\end{equation*}
$$

## XV. CONCLUSION

We have derived quasiclassical equations of motion, which are valid for mesoscopic heterostructures with antiferromagnetic order, superconductivity, impurity scattering, external electric or magnetic fields, spin-orbit coupling, temporally or spatially inhomogeneous Néel vector, or, in principle any other effect that can be modeled using a quadratic Hamiltonian. These are valid when the distance between the Fermi level and the edges of the conduction band $\Delta E^{\alpha}$ is larger than all other energy scales except possibly the exchange energy, which couples the itinerant electrons to the localized, antiferromagnetically ordered spins. The ratio between the exchange energy and the chemical potential relative to the center of the two energy bands $J^{\alpha} / \eta^{\alpha}$ can take any value between 0
and 1. Our main results are the quasiclassical equation in the dirty regime, which are valid when the elastic impurity scattering rate is high compared to other energies, except for $\Delta E^{\alpha}$ and possibly $J^{\alpha}$, and when the isotropic part of the quasiclassical Green's function dominates. The latter is true when the matrix current is small, which happens for instance when the system varies slowly on the scale of the mean free path, or when the proximity effect is small. In the limit of very strong exchange coupling, such that $\left(J^{\alpha} / \eta^{\alpha}\right)^{2} \rightarrow 1$, the short-ranged correlations can vary on the scale of the mean free path. However, these correlations become vanishingly small in the diffusive limit. Therefore, one can solve the equations by projecting the Green's functions onto the set of long-range components. Being based on Keldysh theory, the equations can be used to study nonequilibrium situations, such
as externally driven currents or spin injection. Additionally, they can also be solved to study time-dependent phenomena, as there are ways to evaluate the circle products [9,13-15]. In the absence of antiferromagnetism, the equations reduce to the Eilenberger equation [3] and Usadel equation [4] for normal metals, as expected. However, with antiferromagnetism, there are a few important differences. First, all self-energy terms must be projected onto the conduction band. Second, even nonmagnetic impurities behave magnetically because of the coupling between spin and sublattice. Finally, this also changes the equation for the matrix current in the dirty regime. We discuss the physical origin and implications of these effects in Ref. [63].

We have also derived boundary conditions that are valid in the diffusive regime. These are valid as long as the tunneling amplitudes are small, such that the matrix current is small compared to the Fermi velocity. They take into account both tunneling and reflection and allow for both compensated and uncompensated interfaces, meaning that the coupling can be asymmetric in sublattice. Additionally, the boundary conditions allow for spin-active boundaries and isolating, spin-active boundaries can be obtained by setting the tunneling matrices to zero. In the absence of antiferromagnetism, the boundary conditions reduce to the generalized Kupriyanov-Lukichev boundary conditions for spin-active boundaries [58,59].

Finally, we have derived an expression that can be used to compute observables from the quasiclassical Green's function. This expression also includes the contribution from energies, which are not captured by the quasiclassical Green's function. As we saw in the example of charge density, the high-energy contribution is needed to make the observables gauge invariant.
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## APPENDIX: NUMERICAL SOLUTION ALGORITHM

As an example, we illustrate how one can solve Eqs. (128), (135), and (170) in a time-independent one-dimensional system at thermal equilibrium. The components of the Green's function are not independent because of the normalization condition, so it is necessary to use a parametrization scheme. For instance, one can use the Ricatti parametrization [71,72] or the $\theta$ parametrization [73]. In order to solve Eqs. (128), (135), and (170) numerically, one must first define a set of algebraic equations. These equations can then be solved for the unknown parameters. For simplicity, assume we need only solve Eqs. (128), (135), and (170) in one material because the solution is known in all neighboring materials. For this reason, we remove the superscript $\alpha$. Let there be $N$ discretization points, and denote by $u_{n}^{j}$ the $j$ th parameter at discretization point $n \in\{1, \ldots, N\}$. The spherically symmetric part of the
quasiclassical Green's function at point $n$ is a function of the $M$ parameters. Depending on the problem, the number of different parameters needed to characterize the system will vary. At most, $M=8$ in thermal equilibrium since it is only necessary to compute the retarded Green's function. Let $\breve{g}_{s, n}^{R}$ be the spherically symmetric part of the retarded Green's function in position $x=(n-1) \Delta x$, where $\Delta x$ is the distance between discretization points. Then,

$$
\begin{equation*}
\hat{\mathrm{g}}_{s, n}^{R}=\hat{\mathrm{g}}_{s, n}^{R}\left(u_{n}^{1}, u_{n}^{2}, \ldots, u_{n}^{M}\right) \tag{A1}
\end{equation*}
$$

is a function of only the local parameters $\left(u_{n}^{1}, u_{n}^{2}, \ldots, u_{n}^{M}\right)$.
In order to solve Eqs. (135) and (128), we need not only the Green's function but also its spatial derivative. Let the derivative at point $n$ be $\left(\partial_{x} \breve{g}_{s}^{R}\right)_{n}$. This can be obtained from the gradients of the parameters,

$$
\begin{equation*}
\left(\partial_{x} \breve{g}_{s}^{R}\right)_{n}=\sum_{j=1}^{M} \frac{\partial \hat{g}_{s, n}^{R}}{\partial u_{n}^{j}} \frac{\partial u_{n}^{j}}{\partial x} \tag{A2}
\end{equation*}
$$

Thus, we have $2 M$ unknown parameters at each point: $\left(u_{n}^{1}, \ldots, u_{n}^{M}, \partial_{x} u_{n}^{1}, \ldots, \partial_{x} u_{n}^{M}\right)$. The circle products reduce to normal matrix products in a static system, so, if $\hat{j}_{n}^{R}$ is the retarded matrix current at point $n$, we get from Eq. (135) that

$$
\begin{align*}
\hat{j}_{n}^{R}= & -D \hat{g}_{s, n}^{R}\left(\partial_{x} \hat{g}_{s}^{R}\right)_{n}+i D \hat{g}_{s, n}^{R}\left[A_{x}^{R}, \hat{g}_{s, n}^{R}\right] \\
& -\hat{g}_{s, n}^{R}\left[\frac{J^{2}}{2 \eta^{2}} \sigma_{z} \tau_{z} \hat{g}_{s, n}^{R} \sigma_{z} \tau_{z}, \hat{j}_{n}^{R}\right] \tag{A3}
\end{align*}
$$

The boundary conditions, given by Eq. (170), is in this case

$$
\begin{align*}
& \hat{j}_{1}^{R}=-\left[\hat{T}_{L} \hat{g}_{s, L}^{R} \hat{T}_{L}^{\dagger}+i \hat{R}_{L}, \hat{g}_{s, 1}^{R}\right]  \tag{A4a}\\
& \hat{j}_{N}^{R}=\left[\hat{T}_{R} \hat{g}_{s, R}^{R} \hat{T}_{R}^{\dagger}+i \hat{R}_{R}, \hat{g}_{s, N}^{R}\right] \tag{A4b}
\end{align*}
$$

where $\hat{T}_{L}$ and $\hat{T}_{R}$ are the tunneling matrices, $\hat{R}_{L}$ and $\hat{R}_{R}$ are the reflection matrices, and $\hat{g}_{s, L}^{R}$ and $\hat{g}_{s, R}^{R}$ are the quasiclassical Green's functions on the left $(x=0)$ and right ( $x=$ [ $N-1] \Delta x$ ) side, respectively. If a boundary is insulating, then the corresponding tunneling matrix is zero. A magnetic insulator will have nonzero magnetic components in the reflection matrix, so that $\hat{R}=r_{0}+\boldsymbol{m} \cdot \boldsymbol{\sigma}$ for some scalar $r_{0}$ and some vector $\boldsymbol{m}$.

We have $2 N M$ unknown parameters, so we need $2 N M$ algebraic equations. These can be obtained by integrating Eq. (128) in space. Equation (128) can in this case be written

$$
\begin{equation*}
\frac{\partial \hat{j}^{R}}{\partial x}+F=0 \tag{A5}
\end{equation*}
$$

where

$$
\begin{equation*}
F=-i\left[\tau_{z} \varepsilon-\hat{V}_{s}^{R}+\frac{i J^{2}}{2 \tau_{\mathrm{imp}} \eta^{2}} \sigma_{z} \tau_{z} \hat{g}_{s}^{R} \sigma_{z} \tau_{z}, \hat{g}_{s}^{R}\right]-i\left[\hat{A}_{x}^{R}, \hat{j}^{R}\right] \tag{A6}
\end{equation*}
$$

To obtain algebraic equations, we can integrate Eq. (A5) between two discretization points and use a numerical integration scheme to approximate the integral of $F$. Integrating between $(i-1) \Delta x$ and $(i+j-1) \Delta x$, we get

$$
\begin{equation*}
\hat{j}_{i+j}^{R}-\hat{j}_{i}^{R}+\sum_{k=1}^{j} w_{k} F_{i+k}=0 \tag{A7}
\end{equation*}
$$

where $\left(w_{1}, \ldots, w_{j}\right)$ is the set of weights defined by the numerical integration scheme and $F_{n}$ is Eq. (A6) evaluated with $\hat{g}_{s}^{R}=\hat{g}_{s, n}^{R}$ and $\hat{j}_{s}^{R}=\hat{j}_{s, n}^{R}$. Equation (A7) is a matrix-valued equation from which one can take $M$ independent scalar equations. For instance, in the most general case with $M=8$, one can take the upper right and lower left $2 \times 2$ blocks of Eq. (A7). Another $M$ algebraic equations can be found from the same interval by integrating $\partial_{x} u^{p}$ for $p \in 1, \ldots, M$,

$$
\begin{equation*}
u_{i+j}^{p}-u_{i}^{p}-\sum_{k=1}^{j} w_{k} \partial_{x} u_{i+k}^{p}=0 \tag{A8}
\end{equation*}
$$

To obtain $2 N M$ algebraic equations, one can choose $N$ different subintervals, each of which defines $2 M$ algebraic equations through Eqs. (A7) and (A8). These can be solved using Newton's method, and one can use for instance forward-mode automatic differentiation or finite differences to determine the Jacobian. The algorithm for solving Eqs. (128), (135), and (170) for arbitrary values of $J / \eta$ in one dimension is summarized in Algorithm 1. Having found the retarded Green's function, one can determine the advanced and Keldysh Green's functions, and thereby compute observables, through

$$
\begin{align*}
& \hat{g}_{s}^{A}=-\tau_{z}\left(\hat{\mathrm{~g}}_{s}^{R}\right)^{\dagger} \tau_{z}  \tag{A9a}\\
& \hat{\mathrm{~g}}_{s}^{K}=\left(\hat{\mathrm{g}}_{s}^{R}-\hat{\mathrm{g}}_{s}^{A}\right) \tanh (\beta \varepsilon / 2), \tag{A9b}
\end{align*}
$$

where $\beta$ is inverse temperature. Equation (A9a) follows from the definition of the advanced and retarded Green's function

Algorithm 1. Numerical scheme for solving Eqs. (128), (135), and (170).

```
Require \(\left(n_{i}, m_{i}\right)\) for \(i \in\{1, \ldots, N\}\) are \(N\) different intervals and
    \(\left(w_{1}^{i}, \ldots, w_{m_{i}-n_{i}}^{i}\right)\) are corresponding numerical weights.
    function (R) \(\left\{u_{n}^{j}\right\},\left\{\partial_{x} u_{n}^{j}\right\}\)
        for \(i \leftarrow 1\) to \(N\) do
            \(\hat{g}_{s, i}^{R} \leftarrow \hat{g}_{s, i}^{R}\left(u_{i}^{1}, \ldots, u_{i}^{M}\right)\)
            \(\left(\partial_{x} \hat{g}_{s}^{R}\right)_{i} \leftarrow\left(\partial_{x} \hat{g}_{s}^{R}\right)_{i}\left(u_{i}^{1}, \ldots, u_{i}^{M}, \partial_{x} u_{i}^{1}, \ldots, \partial_{x} u_{i}^{M}\right)\)
            if \(i=1\) or \(i=N\) then
                \(\hat{j}_{i}^{R} \leftarrow \hat{j}_{i}^{R}\left(\hat{g}_{s, i}^{R},\left(\partial_{x} \hat{g}_{s}^{R}\right)_{i}\right) \quad \triangleright \quad\) Eq. (A4)
            else
                \(\hat{j}_{i .0}^{R} \leftarrow 0\)
                \(\hat{j}_{i .1}^{R} \leftarrow \hat{\hat{j}}_{i}^{R}\left(\hat{g}_{s . i}^{R},\left(\partial_{x} \hat{g}_{s}^{R}\right), \hat{j}_{i, 0}^{R}\right) \quad \triangleright \quad\) Eq. (A3)
            while \(\left|\hat{j}_{i}^{R}-\hat{j}_{i, 0}^{R}\right|>\) tolerance do
                \(\hat{j}_{i, 0}^{R} \leftarrow \hat{j}_{i}^{R}\)
                    \(\hat{j}_{i}^{R} \leftarrow \hat{j}_{i}^{R}\left(\hat{g}_{s, i}^{R},\left(\partial_{x} \hat{g}_{s}^{R}\right)_{i}, \hat{j}_{i, 0}^{R}\right) \quad \triangleright \quad\) Eq. (A3)
                end while
            end if
            end for
            for \(i \leftarrow 1\) to \(N\) do
            \(r_{1}^{i} \leftarrow \hat{j}_{m_{i}}^{R}-\hat{j}_{n_{i}}^{R}+\sum_{k=1}^{j} w_{k}^{i} F_{n_{i}+k} \quad \triangleright\) Eq. (A7)
            \(r_{2}^{i} \leftarrow\left\{u_{m_{i}}^{p}-u_{n_{i}}^{p}-\sum_{k=1}^{j} w_{k}^{i} \partial_{x} u_{n_{i}+k}^{p}\right\}_{p}\)
            end for
            return \(\left\{r_{1}^{i}\right\},\left\{r_{2}\right\}\)
    end function
    Solve \(R\left(\left\{u_{n}^{j}\right\},\left\{\partial_{x} u_{n}^{j}\right\}\right)=0\)
```

while Eq. (A9b) follows from the fluctuation-dissipation theorem.
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#### Abstract

Antiferromagnets have no net spin-splitting on the scale of the superconducting coherence length. Despite this, antiferromagnets have been observed to suppress superconductivity in a similar way as ferromagnets, a phenomenon that still lacks a clear understanding. We find that this effect can be explained by the role of impurities in antiferromagnets. Using quasiclassical Green's functions, we study the proximity effect and critical temperature in diffusive superconductor-metallic antiferromagnet bilayers. The non-magnetic impurities acquire an effective magnetic component in the antiferromagnet. This not only reduces the critical temperature but also separates the superconducting correlations into short-ranged and long-ranged components, similar to ferromagnetic proximity systems.


Introduction: Antiferromagnets and superconductors both have prominent roles in condensed matter physics [19]. Separately, they are both theoretically interesting due to their different types of quantum order [10-13]. They are also technologically useful: superconductors in part because of their perfect diamagnetism and dissipationless current [14, 15], and antiferromagnets because of their ultrafast dynamics [16, 17], negligible stray-field and considerable magnetotransport effects [1]. However, while materials with superconducting or magnetic properties can be interesting on their own, new physics and applications can be found in systems that combine both. For instance, combining superconductivity and ferromagnetism in mesoscopic heterostructures is now a well-established method to produce odd-frequency superconductivity and long-range spin-triplet superconductivity $[13,18]$. The latter can carry dissipationless spin-currents, giving superconductors a unique role in the field of spintronics [2].

Superconductor-antiferromagnet (SC-AF) heterostructures have been studied both theoretically and experimentally [1930], but much less than their ferromagnetic counterparts. As a result, much remains to be fully understood about SC-AF heterostructures. For instance, experiments show that proximity to antiferromagnets can severely suppress the superconducting critical temperature [28-30]. This suppression is much stronger than the prediction by the theoretical models which considered the AFs to be similar to normal metals due to their lack of uncompensated magnetic moments [29-31]. In fact, the suppression has been reported to be even larger than the suppression seen in ferromagnetic junctions [28]. Various proposals have been suggested to explain this suppression, such as finite spin-splitting coming from uncompensated interfaces [30], the possibility of magnetic impurities having been infused into the superconductor during sample preparation [28], or the complex spin structure of the specific antiferromagnetic materials used in the experiments [29].

More recently, in a theoretical study of superconductorantiferromagnetic insulator bilayers with compensated interfaces, Bobkov et al. [32] suggested that a band-gap opening mechanism together with the induction of spin-triplet Cooper pairs could explain the suppression. As these effects are smaller when the mean free path is shorter, they argued that the suppression would be larger for cleaner systems, but noted that a
fully detailed analysis of the roles of impurities and AF length should consider a metallic AF.

Here, we study the proximity effect in diffusive superconductor (SC)-antiferromagnetic metal (AFM) bilayers using our newly derived quasiclassical framework [33]. Interestingly, our results show that the suppression of superconductivity is not larger for clean systems, but that impurity scattering is in fact the dominant mechanism for superconductivity suppression in metallic AFs. The reason is that the sublattice-spin coupling in the antiferromagnet gives the non-magnetic impurities an effective magnetic component. These effective magnetic impurities are detrimental to superconductivity, except for spin-triplet superconductivity with spin aligned orthogonal to the Néel vector. As a result, dirty AFMs work as superconductivity filters letting only spin-triplet superconductivity with orthogonal spin-projection to the Néel vector pass through. After studying the critical temperature in SC/AFM bilayers, we show how the superconducting correlations penetrate into the antiferromagnetic metal, as well as the inverse proximity effect. Moreover, we show how the long-range spin-triplet components can be induced by either uncompensated or magnetic interfaces with magnetic misalignment relative to the AFM Néel vector.

Theory: To study SC-AFM bilayers, we employ the quasiclassical Keldysh formalism derived in [33]. It is valid under the assumption that the Fermi wavelength is short compared to the coherence length and the mean free path, and the chemical potential, $\mu$, is much larger than all other energy scales in the system, except possibly the exchange energy between localized spins and conducting electrons, $J$. Note that $|J / \mu|<1$, since $|\mu|=\sqrt{J^{2}+t^{2}}$, where $t$ is the hopping parameter evaluated at the Fermi surface. We also assume the dirty limit, meaning that the system is diffusive, and that there is no electromagnetic vector potential. In this case, the quasiclassical Green's function $\check{g}$ solves [33]

$$
\begin{equation*}
i \nabla \cdot \check{j}+\left[\tau_{z}(\varepsilon+i \delta)+\hat{\Delta}+\frac{i J^{2}}{2 \tau_{\mathrm{imp}} \mu^{2}} \sigma_{z} \tau_{z} \check{g} \sigma_{z} \tau_{z}, \check{g}\right]=0 \tag{1}
\end{equation*}
$$

Here, $\check{j}$ is the matrix current, $\tau_{z}$ and $\sigma_{z}$ are Pauli matrices in Nambu- and spin-space, respectively, $\varepsilon$ is energy, $\delta$ is the Dynes parameter, $\tau_{\text {imp }}$ is the elastic impurity scattering time and $\hat{\Delta}=\Delta i \tau_{y}$, under the assumption that the gap parameter $\Delta$ is real. The spin-quantization axis is chosen to be parallel
to the Néel vector, which is assumed homogeneous within the AFM. We let the system be large in the directions parallel to the interface, such that the problem becomes an effective 1D problem.

The quasiclassical Green's function can be written

$$
\check{g}=\left(\begin{array}{cc}
\hat{g}^{R} & \hat{g}^{K}  \tag{2}\\
0 & \hat{g}^{A}
\end{array}\right),
$$

where $\hat{g}^{R}, \hat{g}^{A}$ and $\hat{g}^{K}$ are the retarded, advanced and Keldysh Green's functions, respectively. In thermal equilibrium, which is assumed here, it is sufficient to solve for $\hat{g}^{R}$, since $\hat{g}^{A}=$ $-\tau_{z}\left(\hat{g}^{R}\right)^{\dagger} \tau_{z}$ and $\hat{g}^{K}=\left(\hat{g}^{R}-\hat{g}^{A}\right) \tanh (\beta \varepsilon / 2)$.

Equation (1) is similar to the Usadel equation for normal metals [34] but is modified by the antiferromagnetic order in two important ways. First, the expression for the matrix current is now

$$
\begin{equation*}
\check{j}=-D \check{g} \nabla \check{g}-\check{g}\left[\frac{J^{2}}{2 \mu^{2}} \sigma_{z} \tau_{z} \check{g} \sigma_{z} \tau_{z}, \check{j}\right], \tag{3}
\end{equation*}
$$

where $D$ is the diffusion constant. The second way AFMs differ from normal metals is through the term proportional to $\sigma_{z} \tau_{z} \check{g} \sigma_{z} \tau_{z}$ in Eq. (1). This is exactly the way magnetic impurities enter the Usadel equation for normal metals [35]. Hence, the antiferromagnetic order gives rise to effective magnetic impurities with scattering time equal to $\tau_{\text {imp }} \mu^{2} / J^{2}$.

The presence of $\tau_{\text {imp }}^{-1}$ in the equations requires some special care, as discussed in detail in Ref. [33]. Since the impurity scattering rate, $\tau_{\text {imp }}^{-1}$, is small in the dirty limit, one should project onto only the long-ranged components of $\check{g}$ when $J^{2} / \mu^{2} \approx 1$. This is possible because some components become negligible in this limit of very strong exchange coupling. Here, we consider smaller values of $J^{2} / \mu^{2}$. Consequently, the effective magnetic scattering rate $J^{2} /\left(\mu^{2} \tau_{\text {imp }}\right)$ is not necessarily large, and we must keep all components of $\check{g}$.

To model SC-AFM bilayers, we set $J=0$ in the SC and $\Delta=0$ in the AFM. The dimensionless quantity $J / \mu$ is non-zero in the AFM, while the gap parameter in the SC is determined through the self-consistency equation [36],

$$
\begin{equation*}
\Delta=\frac{1}{4 \operatorname{acosh}\left(\omega_{D} / \Delta_{0}\right)} \int_{0}^{\omega_{D}} \mathrm{~d} \varepsilon \operatorname{Tr}\left[\left(\tau_{x}-i \tau_{y}\right) \hat{g}^{K}\right] \tag{4}
\end{equation*}
$$

where symmetries of the Green's function were used to write $\Delta$ as an integral over only positive energies, $\omega_{D}$ is a cutoff energy and $\Delta_{0}$ is a material-specific parameter defining the gap parameter in the bulk. We set $\omega_{D}=30 \Delta_{0}$.

The two materials must be connected through a boundary condition, which is also derived in [33]. We consider both compensated and uncompensated interfaces. Let the interface be located at $x=0$, and let $\check{g}_{S C}=\check{g}\left(0^{-}\right)$and $\check{g}_{A F}=\check{g}\left(0^{+}\right)$be the quasiclassical Green's functions on the superconducting and antiferromagnetic sides of the interface, respectively. We similarly let $\check{j}_{S C}$ and $\check{j}_{A F}$ be the matrix current on the SC and AFM sides, respectively. The general boundary condition for the matrix current going out of material $\alpha \in\{S C, A F\}$ and into material $\beta \in\{S C, A F\}$ is [33]

$$
\begin{equation*}
\boldsymbol{e}_{n} \cdot \check{\boldsymbol{j}}_{\alpha}=\left[\hat{T}_{\alpha \beta} \check{\beta} \beta_{\beta} \hat{T}_{\beta \alpha}+i \hat{R}_{\alpha}, \check{g}_{\alpha}\right] . \tag{5}
\end{equation*}
$$

where $\boldsymbol{e}_{n}$ is the outward-pointing normal vector, $\hat{T}_{\alpha \beta}$ is the tunneling matrix and $\hat{R}_{\alpha}$ is the reflection matrix. For the case of a compensated interface, we assume that tunneling and reflection are independent of spin and sublattice. In this case $\hat{T}_{\alpha \beta}=\hat{T}_{\beta \alpha}^{*}=t$ and $\hat{R}_{\alpha}$ are scalars.

In the case of an uncompensated interface, we assume that tunneling can only occur between the SC and the A-sublattice in the AFM. In this case, we find from Ref. [33] that the tunneling matrix becomes

$$
\begin{align*}
T_{S C, A F}=T_{A F, S C}^{\dagger} & =\frac{t}{2}[\sqrt{1+J / \mu}+\sqrt{1-J / \mu} \\
& \left.+(\sqrt{1+J / \mu}-\sqrt{1-J / \mu}) \tau_{z} \boldsymbol{m} \cdot \boldsymbol{\sigma}\right] \tag{6}
\end{align*}
$$

Here we have allowed for a possible misalignment between the magnetization direction in the AFM and the magnetization direction at the interface through the unit vector $\boldsymbol{m}$. When the system is uncompensated, there should in general also be spin-dependent reflection. For simplicity, we set the reflection matrix equal at both sides of the interface and equal to $\hat{R}_{S C}=$ $\hat{R}_{A F}=r \tau_{z} \boldsymbol{m} \cdot \boldsymbol{\sigma}$. Note that instead of an uncompensated interface, one can instead use a thin ferromagnetic ( F ) layer. For instance, one could consider an SC/F/I/AFM structure, where the insulator (I) is used to reduce the exchange bias effect. In this case, $\boldsymbol{m}$ would be the magnetization direction of the ferromagnet.

We solve Eqs. (1) and (3)-(5) numerically using the Ricattiparametrization [37, 38] and a collocation method [33], and determine the matrix current by fixed-point iterations of Eq. (3). For simplicity, we set the diffusion constant to be equal in both materials. We denote by $L_{A F}$ and $L_{S C}$ the lengths of the AFM and SC, respectively, and $\xi=\sqrt{D / \Delta_{0}}$ is the diffusive coherence length. To find the critical temperature, we use the algorithm described in Ref. [39].

Critical temperature: We plot the critical temperature as a function of AFM length for various values of $J / \mu$ in Fig. 1 for the case of a compensated interface. As $J / \mu$ is increased, the critical temperature is reduced substantially, which is consistent with experiments [28-30]. While $T_{C}$ decays slowly, reaching only around one-third of the bulk value in the SC/NM bilayers $(J / \mu=0), T_{C}$ is reduced all the way to 0 in the SC/AFM bilayers. The AFM length needed to make $T_{C}$ vanish reduces with increasing $J / \mu$. This can be understood from the effective magnetic impurities in the AFM, which has a scattering rate proportional to $J^{2} / \mu^{2}$. It has long been known that even a small amount of magnetic impurities can strongly reduce the superconducting transition temperature [4042]. The magnetic impurities give rise to spin-flip scatterings which break the spin-singlet Cooper pairs, thereby lowering the transition temperature.

Note that the maximal suppression of $T_{C}$ depends on the length of the superconductor and the magnitude of the tunneling amplitude. When the superconductor is long compared to the coherence length, $T_{C}$ will be non-zero no matter how much the gap is suppressed near the interface. Therefore, while one can observe total $T_{C}$ suppression for short superconductors, like in Ref. [29], one should expect only a partial suppression, like in Refs. [28, 30], when the superconductor is long or the
tunneling amplitude is small. In the case of partial suppression, one should expect the minimal value to be reached when the length of the antiferromagnet reaches approximately the penetration depth of spin-singlet correlations, determined by $\tau_{\text {imp }}$ and $J / \mu$.


FIG. 1: Critical temperature $T_{C}$ as a function of AFM length $L_{A F}$ normalized by the coherence length $\xi=\sqrt{D / \Delta_{0}} . T_{C 0}$ is the bulk critical temperature. The inset shows a sketch of an SC/AFM bilayer with a compensated interface. The length of the superconductor is $L_{S C}=\xi$, the impurity scattering rate is $1 / \tau_{\mathrm{imp}}=100 \Delta_{0}$, the Dynes parameter is $\delta=0.001 \Delta_{0}$ and the tunneling amplitude is $t=3 \sqrt{\Delta_{0} \xi}$.


FIG. 2: Exaggerated sketch of the spatial distribution of the conduction electron state with spin down. The overlap is larger with the Bsublattice than with the A-sublattice. As a result, the conduction band electrons with spin-down will be affected more strongly by non-magnetic impurities on the B -sublattice than by non-magnetic impurities on the A-sublattice.

To understand the origin of the effective magnetic impurities, consider the spatial distributions of the two degenerate spinstates of the antiferromagnetic conduction band. The spin-down state is sketched in Fig. 2. The spin-down (spin-up) state has larger amplitude on sublattice $B$ (A) compared to sublattice. As a result, non-magnetic impurities on sublattice $B(A)$ act like superpositions of non-magnetic impurities and impurities with magnetization in the $-z(+z)$-direction on the conduction band electrons. Therefore, electrons in the conduction band experience an effective magnetic impurity potential giving rise to spin-flip scattering described by the term proportional to $i J^{2} / 2 \tau_{\text {imp }} \mu^{2}$ in Eq. (1). The spin orientations of these impurities are locked along the direction of the Néel vector. This gives rise to the possibility of long-ranged triplet correlations, as is shown in the following.

Proximity effect: To study how the proximity effect is
affected by the antiferromagnetic order, we consider the anomalous Green's function, $\operatorname{Tr}\left[\left(\tau_{x}-i \tau_{y}\right) \hat{g}^{R}\right]=f_{0}+\boldsymbol{f} \cdot \boldsymbol{\sigma}$. Here, $f_{0}$ describes the conventional spin-singlet superconducting correlations while $\boldsymbol{f}=\left(f_{x}, f_{y}, f_{z}\right)$ describes the spin-triplet correlations. Note that since we are working with diffusive systems, the spin-singlet and spin-triplet correlations are also even and odd in frequency, respectively.


FIG. 3: The non-zero components of the anomalous Green's function $f_{0}+f_{x} \sigma_{x}+f_{z} \sigma_{z}$ evaluated at energy $\varepsilon=D / L_{A F}^{2}$ for various bilayer cases illustrated by the insets. The SC/AFM interface is at $x=0$ and the Néel vector points in the $z$-direction. (a) $\mathrm{SC} / \mathrm{NM}(J / \mu=$ 0), (b) SC/AFM with compensated interface, (c) SC/AFM with uncompensated interface aligned in the $z$-direction, (d) SC/AFM with uncompensated interface aligned in the $x$-direction. (a)-(d) have Dynes parameter $\delta=0.001 \Delta_{0}$, tunneling amplitude $t=2 \sqrt{\Delta_{0} \xi}$, temperature $T=0.05 T_{C 0}$, SC length $L_{S C}=2 \xi$ and AFM length $L_{A F}=2 \xi$. (b)-(d) have $J^{2} / \mu^{2}=0.1,1 / \tau_{\text {imp }}=100 \Delta_{0}$. (c)-(d) have $r=\Delta_{0} \xi$.

Figure 3 shows the anomalous Green's function for various $\mathrm{SC} / \mathrm{AFM}$ structures evaluated at $\varepsilon=D / L_{A F}^{2}$. There is a large singlet component in the SC as expected. In Fig. 3(a), the neighboring material is a normal metal, meaning that $J / \mu=0$, and therefore the proximity induced $f_{0}$ penetrates deeply without significant decay. On the other hand, in Fig. 3(b), the neighboring material has antiferromagnetic ordering with $J^{2} / \mu^{2}=0.1$ and $J^{2} / \mu^{2} \tau_{\text {imp }}=10 \Delta_{0}$. In this case, the spinsinglet $f_{0}$ induced through the compensated interface decays over a much shorter length scale because of the effective magnetic impurities discussed above. Additionally, $f_{0}$ is also more suppressed on the SC side, as expected from the $T_{C}$ results.

With an uncompensated interface, as shown in Fig. 3(c)-(d), spin-triplet correlations, $f$, are also induced at the interface. These correlations are aligned parallel to the magnetization direction of the interface. When the correlations are parallel to the Néel-vector of the antiferromagnet, as in Fig. 3(c), they are affected by the magnetic impurities in the same way as the spin-singlet correlations, and therefore decay over the same length-scale. However, when $f$ is orthogonal to the Néel vector, as in Fig. 3(d), the spin-triplet correlations become long-ranged, decaying over a length scale that is the same as for a normal metal.

Thus, one can distinguish between short-ranged triplets and
long-ranged triplets in diffusive AFMs, just as in FMs. The reason why spin-singlet correlations and $\boldsymbol{f} \| \boldsymbol{h}$ are shortranged in FMs with spin-splitting field $\boldsymbol{h}$ is because $\boldsymbol{h}$ induces an energy-difference between the electrons in the Cooper pairs, causing decoherence. On the other hand, the spins of the two electrons in $\boldsymbol{f} \perp \boldsymbol{h}$ are both parallel to $\boldsymbol{h}$, such that they have the same wavelength as they propagate into the FM. In diffusive antiferromagnets with Néel vector $\boldsymbol{n}$, the reason for the decoherence is non-magnetic impurities, but the effect is similar. Spin-singlet $f_{0}$ and spin-triplet $\boldsymbol{f} \| \boldsymbol{n}$ are short-ranged while $\boldsymbol{f} \perp \boldsymbol{n}$ are long-ranged.

In order to compute the decay length associated with longranged and short-ranged correlations, we linearize the retarded component of Eq. (1) in the AFM. We let $\hat{g}^{R}=\tau_{z}+i \tau_{y} f$. To first order in $f$, we get from Eq. (3) that $\hat{\boldsymbol{j}}^{R}=-D \tau_{x} \nabla f /\left(1+J^{2} / \mu^{2}\right)$. Inserting this into Eq. (1), we get to first order in $f$ that

$$
\begin{equation*}
\frac{D \nabla^{2} f}{1+J^{2} / \mu^{2}}=-\left(2 i \varepsilon-2 \delta-\frac{J^{2}}{\tau_{\mathrm{imp}} \mu^{2}}\right) f+\frac{J^{2}}{\tau_{\mathrm{imp}} \mu^{2}} \sigma_{z} f \sigma_{z} \tag{7}
\end{equation*}
$$

Thus, if $\lim _{x \rightarrow \infty} f(x)=0$ and $f(0)=a_{0}+\boldsymbol{a} \cdot \boldsymbol{\sigma}$ for some constants $a_{0}$, and $\boldsymbol{a}=\left(a_{x}, a_{y}, a_{z}\right)$, then $f=\left(a_{0}+a_{z} \sigma_{z}\right) \mathrm{e}^{i k_{\|} x}+$ $\left(a_{x} \sigma_{x}+a_{y} \sigma_{y}\right) \mathrm{e}^{i k_{\perp} x}$, where $k_{\perp}=\sqrt{2\left(1+J^{2} / \mu^{2}\right)(i \varepsilon-\delta) / D}$ and $k_{\|}=k_{\perp} \sqrt{\left(i \varepsilon-\delta-\tau_{\text {imp }}^{-1} J^{2} / \mu^{2}\right) /(i \varepsilon-\delta)}$, such that the imaginary parts of $k_{\|}$and $k_{\perp}$ are positive.

To find the decay lengths, we must take the imaginary parts of $k_{\|}$and $k_{\perp}$. When $\varepsilon \gg \delta$, the long-ranged correlations decay over a length scale equal to $\lambda_{\perp}=1 / \operatorname{Im}\left(k_{\perp}\right)=$ $\sqrt{D /\left[\left(1+J^{2} / \mu^{2}\right) \varepsilon\right]}$. This is on the same order as in a normal metal, $\lambda_{\mathrm{NM}}=\sqrt{D / \varepsilon}$. On the other hand, if $J^{2} / \mu^{2} \tau_{\text {imp }} \gg \varepsilon$, the short-ranged correlations decay over a length scale equal to $\lambda_{\|}=\mu l_{\mathrm{mfp}} /\left[J \sqrt{6\left(1+J^{2} / \mu^{2}\right)}\right]$, which can be compared to the decay length for short-ranged correlations in ferromagnets [18], $\lambda_{\mathrm{FM}}=\sqrt{D / h}$, where $h$ is the spin-splitting energy. Here, $l_{\text {mfp }}=v_{F} \tau_{\text {imp }}$ is the mean free path, where $v_{F}$ is the Fermi velocity.

Local density of states: In Fig. 4 we show the normalized density of states, $N / N_{0}=\operatorname{Re}\left(\hat{g}_{11}^{R}+\hat{g}_{22}^{R}\right) / 2$, as a function of energy at various positions with the same parameters as in Fig. 3, except that $J^{2} / \mu^{2}=0.01$ in Fig. 4(b)-(d). The local density of states in the SC/NM bilayer is shown in Fig. 4(a), and one can see a minigap in the spectrum as expected [43]. However, no minigap is present in the SC/AFM bilayers. This is because the effective magnetic impurities act similarly to inelastic scattering for the spin-singlet correlations, leading to a much weaker suppression in the density of states, and a more smeared-out spectrum. This is true also very close to the interface, as can be seen in Fig. 4(b). As one moves away from the interface as $x=0$, the spectrum in the Fig. 4(b) rapidly becomes flatter. This is in contrast to the spectrum in the SC/NM system, which retains the minigap also away from the interface. The flatness of the spectrum away from the interface can be understood from the exponential decay coming from the effective magnetic impurities.

Figure 4(c) and Fig. 4(d) shows the local density of states for SC/AFM bilayers with short-ranged and long-ranged triplets respectively. Both show a pronounced peak in the density of


FIG. 4: The local density of states, $N$, normalized by the normal state density of states $N_{0}$, at different positions inside the antiferromagnet. The parameters are the same as in Fig. 3, except that $J^{2} / \mu^{2}=0.01$ in (b)-(d).
states at zero energy, similar to ferromagnetic systems with spin-triplet superconductivity [44]. Close to the interface, the spectrum in Fig. 4(c) is more smeared out than the spectrum in Fig. 4(d), probably because the effective magnetic impurities act on the short-ranged spin-triplet correlations in a similar way as they do on the spin-singlet correlations. However, the biggest difference can be observed when going away from the interface. While the spectrum in Fig. 4(c) becomes flatter, as expected from the exponential decay of the superconducting correlations, the spectrum in Fig. 4(d) transforms in the opposite way. The zero-energy peak becomes sharper as the distance to the interface increases.

Conclusion: We have theoretically studied diffusive SC/AFM bilayers with both compensated and uncompensated interfaces. We find a strong suppression of the critical temperature, consistent with experiments [28-30]. This suppression can be explained in terms of effective magnetic impurities. Non-magnetic impurities interact with conduction electrons in the AFM in a similar way as magnetic impurities in NMs. Thus, we predict that cleaner AFMs will suppress superconductivity to a smaller degree, giving rise to higher critical temperatures. The impurities in AFMs not only suppress spin-singlet superconductivity, and thereby $T_{C}$, but they also suppress spin-triplet correlations that are oriented parallel to the Néel vector. As a result, spin-singlet correlations and spin-triplet correlations with parallel orientation are short-ranged, decaying exponentially over a length scale determined by the mean free path and the exchange energy between localized spins and conducting electrons. In contrast, spin-triplet correlations with orientation orthogonal to the Néel vector are long-ranged. They can penetrate as far as in normal metals. Such long-range triplets can be induced by misaligned uncompensated interfaces, or by more complicated heterostructures.
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[^0]:    2. Note that this antiferromagnetic state is not an eigenstate of the Hamiltonian, and therefore not the ground state. A proper quantum ground state is a bit more complicated, but the qualitative feature of predominately alternating spins is the same.
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