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Abstract

The intermediate band solar cell (IBSC) is a relatively new solar cell concept with the potential to
increase the power conversion efficiency by over 50% compared to a traditional, single junction
solar cell, while maintaining a simple, 3-layer solar cell architecture. The IBCS relies on a so-called
intermediate band (IB) material and absorbs light across a wider range of the solar spectrum while
maintaining a large open-circuit voltage.

One way of fabricating an IB material is to create deep levels in the bandgap of the host
material. This can potentially be achieved either through heavy doping or the careful defect engi-
neering of a wide bandgap semiconductor. The main goal of this thesis has been to fabricate (Cr +
N) co-doped TiO2 with a range of doping concentrations, using pulsed laser deposition (PLD) and
to perform optical and structural characterization of the potential IB materials produced. A method
for designing and fabricating samples with a continuous compositional spread (CCS) using PLD,
was developed in order to speed up the material screening process. In our case, the doping con-
centration was varied (from approx. 2 to 10 at-%), across the 50.8 mm substrates. In addition to
undoped and (Cr + N) co-doped TiO2, the optical properties of other potential intermediate band
materials have also been studied, such as sub-stoichiometric MoO3 and Cr doped ZnS.

As an IB material must absorb light below the bandgap of the host material, a first step is to
determine if sub-bandgap absorption is observed. Spectroscopic ellipsometry is an optical charac-
terization technique which uses polarized light in order to deduce the material’s optical properties
and thin film thickness. Ellipsometry exploits the fact that light reflects off a material differently de-
pending on its polarization and the material’s complex dielectric function. Therefore, by varying the
incoming light’s polarization, and measuring the polarization state of the reflected wave, the optical
properties of the material can be deduced through careful optical modelling. Thus, ellipsometry is
well suited to determine if sub-bandgap absorption occurs in a material.

The main findings for the material systems studied are that all of the potential IB materials
demonstrate enhanced absorption below the bandgap. However, the most promising results were
obtained for the (Cr + N) co-doped TiO2 films, which displayed an interesting sub-bandgap absorp-
tion feature in line with the predicted absorption coefficient found in literature. The sub-bandgap
absorption features were found to depend heavily on both doping concentration and the crystalline
properties. As the aim of this work was on doping incorporation into TiO2, further work should
be done in order to improve the crystalline quality of the samples produced. Sub-stoichiometric
MoO3−x fabricated by the spin coating technique also exhibits an interesting below bandgap ab-
sorption feature, potentially related to an IB. Further work looking into incorporating MoO3−x into
a solar cell device should be done in an attempt to make a complete IBSC.
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1
Introduction

1.1 Motivation

According to the Emissions Gap Report 2022, time is running out for the countries of the world
to prevent irreversible global climate change and calls for a rapid transformation to a sustainable
society [1]. This can only be achieved if a large part of the world power consumption is gener-
ated from renewable energy sources, like wind energy and solar energy, while at the same time
addressing issues like seasonal energy storage and investing in smart grids and long-distance
electricity transportation [2]. Even though the cost of the current solar cells has been drastically
reduced (from 80 to 0.3 $/W from 1980 to 2019 [3]), the potential for enhancing the energy con-
version efficiency is large: the current Si-based solar cell approaches the theoretical maximum
conversion efficiency limit of ∼ 30 % for a single junction solar cell with bandgap of 1.1 eV [4]. If
we are to produce photovoltaic electricity in large scale, close to where people live, and without
destroying too much natural habitats, higher efficiency solar cells are highly desirable [5]. One
newly proposed solar cell technology, the intermediate band solar cell (IBSC), is predicted to have
as high as 49% energy conversion efficiency operating at 1 sun, that is, over 50% higher efficiency
than the current theoretical maximum of the Si based solar cell [6]. This increase in efficiency
follows from just adding a single extra layer to the traditional solar cell design, which makes the
IBSC an interesting concept worth exploring.

1.2 IBSC State of the Art

Intermediate band solar cells (IBSCs) are based on an intermediate band (IB) material, in which
a narrow, intermediate energy band is present in the forbidden bandgap of a semiconductor [7,

3



4 Chapter 1. Introduction

Figure 1.1. A band diagram illustrating themain principle of an IBSC. Awide bandgap
material, with bandgap energy EG, is modified with a partially filled, intermediate
band, IB, which effectively makes the material behave like a ’3-bandgap’ material,
EH , EL and EG. The IB must be electrically isolated from the p and n emitting layers
of the solar cell, maintaining the large open circuit voltage of the wide bandgap semi-
conductor, eV = EFC −EFH , while facilitating for photons with E < EG to contribute
to the photogenerated current. Figure from ref. [9]

8]. A schematic band diagram of such an IB material in a solar cell is given in Fig. 1.1. In an
IBSC, electron-hole pairs can be generated in one of two ways: either by absorbing photons with
energies above the bandgap of the material, EG, like a traditional solar cell, or, electrons can be
excited by absorbing two sub-bandgap energy photons (if they have higher energies than EH and
EL, see Fig. 1.1), by using the IB as an intermediate ’step’. This additional route for exciting
electrons from the valence band to the conduction band is the reason behind the IBSC enhanced
conversion efficiency, and less energy is wasted to producing heat. To maintain the large open
circuit voltage related to the initial wide bandgap of the host material, the IB-material must be
sandwiched between two wide bandgap p- and n-emitters, which take care of the current collection
and transfer to the outer electrodes. This ensures that the output voltage over the cell, eV , is not
reduced due to the presence of the intermediate band, but is proportional to the quasi-Fermi level
split of electrons (EFC) and holes (EFH ), eV = EFC − EFH , see Fig. 1.1 [9].

There are three main strategies in order to create an intermediate band material, namely: 1)
by utilizing confinement effects in quantum dots [10], 2) by fabrication of highly mismatched alloys
[11], or 3) by ultrahigh doping in a wide bandgap semiconductor in order to create levels deep into
the bandgap [12]. The latter concept is the least investigated and is based upon having a high
enough concentration of dopants (uniformly distributed in the host material) merging de-localized
electron states into an energy band. When such a band is formed, the effects of non-radiative
Schokley-Read-Hall recombination, which occurs when the electron states in the bandgap are
localized (typically caused by impurities and point defects in ordinary solar cells), are predicted to
be suppressed [13]. However, this topic is controversial, and some authors, like Kirch et. al [14],
argue that a de-localized band will become localized by phonons in the recombination process.
However, Kirch does not discard the deep level IB concept but suggests, instead of focusing on the
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de-localization of the IB bands, to rather focus on finding IB materials with a high photo absorptivity
and small capture cross section for electrons and holes [15, 16]. Thus, the deep level IB material
concept can be considered controversial.

A functioning IBSC has already been demonstrated for quantum dots, which is also the most
heavily researched approach to fabricating an IBmaterial [17]. None the less, high efficiencies (>19
% [18, 19, 20]) has not yet been achieved, as the difficulty lie in having an extremely high quantum
dot density and narrow size distribution in an operating IBSC. In addition, quantum dots are mostly
fabricated using toxic, non-abundant materials, and synthesized by expensive fabricationmethods.
Therefore, the less studied, deep level approach, even though it could be considered controversial,
is an approach worth investigating further none the less.

For a specific semiconductor material to be considered as a promising host of an IB-material,
the bandgap should be in the range of ∼1.5- 3.5 eV [21], it must be possible to achieve an ultra-
high doping concentration (up to several atomic percent), and the carriers in the conduction band
and valence band must have high enough mobilities in order to be collected. For a sustainable
development, the material should also be non-toxic, for humans and the environment, and should
consist of abundant elements.

This thesis has investigated new potential deep level IB materials, both in terms of fabrication
and in terms of characterizing the novel materials’ optical, structural, and topographical properties.
As both fabricating and demonstrating an IB material is a large endeavor for a PhD, the focus
here has been to investigate if the fabricated materials demonstrate optical absorption below the
bandgap of the host material. Although the goal is to fabricate an IBSC, the IB material in itself
has many potential other use cases, i.e., in photocatalytic or gas sensing applications.

1.3 Outline of Thesis

The thesis is structured as follows: in chapter 2, I will introduce the material systems studied in this
thesis, namely (Cr + N) co-doped TiO2, substoichiometric MoO3, and Cr doped ZnS. In chapter
3, I will describe the basic concepts of how the samples were fabricated, which for most samples
included in this thesis was done using pulsed laser deposition (PLD). In chapter 4, the main char-
acterizations techniques used in this work will be presented, both basic physical principles of the
techniques, and how these techniques complement each other. Finally, in chapter 5, I will give
a summary of the thesis; suggestions for future work will also be presented. The results of this
thesis’ investigations are summarized in several manuscripts and articles included in Part 2 of this
thesis.





2
Material Systems

In this chapter, I will present the motivation and some of the literature in light of fabricating (Cr +
N) co-doped TiO2, which has been the main focus of this work. I will also present a brief literature
motivating substoichiometric MoO3 andCr doped ZnS as candidate IBmaterials, for completeness,
even though I have mainly been responsible for the optical characterization of the latter material
systems.

2.1 (Cr + N) co-doped TiO2

TiO2 is a well-studied, wide bandgap (∼ 3.0-3.3 eV depending on crystal structure) semiconductor
that occurs in nature mainly in three crystal structures, or phases; rutile, anatase and brookite,
with the first two as the most stable. TiO2 has found its way into a myriad of different applications,
from white pigment in paints [22], transport layers and anti-reflection coatings in solar cells [23],
as well as recently receiving a lot of attention for photo catalysis applications [24, 25, 26]. In
addition, some theoretical studies have identified Cr and N co-doped anatase TiO2 as a potential
IB material candidate with a potential efficiency of 56.7% under fully concentrated sunlight [27].
Even though the study suggests anatase as the preferred crystal structure, it is not unambiguously
clear which phase would be the best choice as host matrix for a TiO2 based IB material: anatase,
rutile, or a mix. Anatase might have a higher carrier mobility [28], higher conductivity, and longest
carrier lifetimes compared to rutile [29], which might be due to anatase being an indirect bandgap
semiconductor with rutile as a direct bandgap semiconductor [30]. However, as has been observed
for TiO2 in photocatalytic applications, a mix of anatase and rutile phase could even be beneficial
[31].

Several theoretical studies have been published on Cr and N co-doping of TiO2 which predict
that the resulting material has an intermediate energy band inside the bandgap of TiO2 [32, 33,

7



8 Chapter 2. Material Systems

34, 35, 36]. There has also been several experimental reports on the fabrication of Cr and N co
doped TiO2, both from other deposition methods [37, 38, 39, 40, 41] and by PLD [42, 43, 44,
45], but few with a ultra-high doping concentration (above several at.%), and none has studied
the material system as an IB material candidate. Most authors study (Cr + N) co-doped TiO2

for photocatalysis applications, with the aim of reducing the bandgap; not produce an isolated
intermediate band. The idea for the current PhD project was therefore to utilize so-called non-
compensated co-doping scheme of TiO2 fabricated using combinatorial PLD [46, 47, 48], in order
to screen for optical properties against high doping concentrations. TiO2 has previously been
fabricated by many different deposition techniques, including PLD [49, 50, 51]. PLD is generally
considered well suited for prototyping complex oxides due to the high flexibility with regards to
the materials being deposited, high structural quality and complex stoichiometry of the materials
produced.

In this thesis, the optimization procedure for fabricating single phase rutile, anatase and
mixed phase thin films, both stoichiometric and substoichiometric, and subsequent chemical, struc-
tural and optical analysis resulted in paper 1. The optimization procedure for designing combina-
torial (Cr + N) co-doped TiO2 thin films resulted in paper 2. The final (Cr + N) co-doped TiO2 and
the analysis of its’ structural and optical properties resulted in paper 3 and 4.

2.2 Substoichiometric MoO3

In addition to the doping approach motivating (Cr + N) co-doped TiO2, point defects (vacancies,
interstitials etc.) are inevitable in the fabricated materials, and these can affect the material’s opto-
electronic properties. In this thesis, substoichiometric MoO3 (MoO3−x) has been studied as a
candidate IB material.

MoO3 is also a highly studied, wide bandgap (∼3.0 eV) transition metal oxide with several
application, such as in catalysis [52, 53], gas detection [54] inorganic light emitting diodes[44],
li-ion batteries [55] and electrochromic and photochromic devices [56, 57]. MoO3 crystallize in a
orthorhombic layered structure [58]. In addition, MoO3 has a number of stable phases of MoO3−x

in the regions 0<x<1 [59, 60, 61, 62, 63, 64], and different oxygen vacancies create different energy
levels in the bandgap of MoO3 [65]. By controlling the stoichiometry of MoO3−x, one can control
the position and filling of these states [66, 67, 68]. These studies suggest that the sub-bandgap
states could be exploited in order to fabricate an intermediate bandmaterial, used as the absorption
layer in an IBSC.

In this thesis, MoO3−x fabricated by both spin coating technique and by PLD has been studied
by spectroscopic ellipsometry. The samples studied were fabricated by my colleagues Katherine
Inzani and Mohammadreza Nematollahi, and the optical investigations done by me contributed to
paper 5 and 6, respectively.

2.3 Cr doped ZnS

ZnS is a non-toxic and abundant semiconductor material with a wide bandgap (∼3.6-3.9 eV de-
pending on crystal structure) for which theoretical studies suggest an intermediate band would
form by Cr doping [69, 70]. ZnS has a bandgap which is wider than ideal values (∼1.5 - 3.5 eV
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[21]) for an IBSC. None the less, Cr doped ZnS is a good potential candidate to demonstrate the
intermediate band concept and calls for further investigation.

The Cr doped ZnS samples studied in this thesis were fabricated by PLD by former PhD
candidate Mohammadreza Nematollahi [71, 72, 73]. The optical data acquisition was done by
my former colleagues Lars Martin Aas and Benjamin Roaldsønn Hope, and the ellipsometric data
analysis, presented in paper 7, was done by me.





3
Pulsed Laser Deposition

Several fabrications techniques has been utilized in order to produce the samples studied in this
thesis. However, the main experimental fabrication technique used by me is pulsed laser depo-
sition (PLD), which was used for making the single component TiO2 films of paper 1, the combi-
natorial PLD films of paper 2, and the (Cr + N) co-doped films of paper 3 and 4. Therefore, PLD
and continuous compositional spread (CCS) PLD will be presented in this chapter. It should be
noted, however, that this is not a detailed explanation of the complete PLD process, but merely an
introduction to the basic concepts of PLD. The interested reader is referred to either [74] or [75],
both excellent textbooks on thin film deposition and PLD. Also, the experimental details of the main
work contained in this thesis are given in the respective papers, included in part 2 of this thesis.

3.1 Conventional PLD

Pulsed lased deposition (PLD) is a highly flexible deposition technique which is generally well
suited for prototyping new materials; this is due to the possibility to ablate nearly any target ma-
terial, the ability to deposit with a layer-by-layer control, by changing the ablated target, and to
deposit material in a reactive atmosphere, even under high ambient pressures. Finally, PLD offers
the possibility of depositing material ’out of thermal equilibrium’, or with high (10-100eV) kinetic
energy of the incoming species, which could overcome potential barriers in (heavily doped) crystal
formation. Some of the challenges often associated with PLD includes particulates depositing in
the films, and the inhomogeneous thickness distribution of the films due to the size of the plume.
This inhomogeneous thickness distribution, however, might be used as an advantage, which will
be discussed in the combinatorial section below. Even though methods for using PLD in commer-
cial production lines are being developed [76, 77, 78], using PLD for large scale PV production
might not be sustainable, as it is an energy demanding deposition process. Nonetheless, the large
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Figure 3.1. (a) A figure illustrating the PLD setup with the main components labeled.
(b), (c) and (d) illustrate the PLD deposition process in which a laser interacts with
the target (b), a plasma plume is generated (c), and a thin film is deposited onto the
substrate (d).

prototyping capabilities of PLD should still be exploited with the aim to demonstrate the deep level
IBSC concept.

A schematic illustration of a typical PLD set-up is shown in Fig. 3.1 (a) in which a vacuum
chamber is shown with the main components labeled: the target carousel with different target
materials mounted, a substrate/sample mounted close to a substrate heater, and a plasma plume,
which is ignited by the incoming laser through a quartz window (often at around 45-55 degrees
incident to the target). The steps of the PLD process is illustrated in Fig. 3.1 (b), (c) and (d). First,
a pulsed, high-power laser hits the target material inside the vacuum chamber, illustrated in (b).
The laser ignites a plasma plume which ejects target material into the vacuum chamber, shown
in (c), and the incoming material deposits on the substrate, resulting in a thin film, illustrated in
(d). The material spread will depend on the plume shape and size, which again depends on the
deposition parameters, like laser spot size on the target and chamber pressure.

Thus, fabricating thin films by PLD might seem like a relatively straight forward procedure,
but the physical processes involved can, in fact, be quite complex. For example, an ablated TiO2

target could produce different species, like Ti- or O- ions, or TiO or TiO2 molecules. The different
species can interact with the ambient chamber gas, i.e. Ar, O2 or N2 (or a mix), in order to modify
the plume shape and kinetic energy of incoming species onto the substrate, or even chemically
alter the incoming species altogether (i.e., changing Ti molecules into TiN molecules for ablation
in an N2 atmosphere). Care must even be made on laser repetition rate, as ablating a target heats
the target itself up, potentially causing oxidation of i.e. a CrN target for depositions using a high
oxygen background pressure. The species that hit the substrate will either stick to the substrate
(or film) surface where they land (forming unordered, amorphous, potentially porous films), dif-
fuse around the surface and bond in a crystalline structure (forming poly-crystalline, textured, or
single crystal thin films), or be re-emitted into the vacuum chamber, again depending on deposi-
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tion properties such as substrate temperature and chamber background pressure. Some general
structural characteristics and trends covering properties like substrate temperature, chamber pres-
sure, or species kinetic energy can be described by i.e. a structure zone model [79, 80, 81, 82];
however, a complete physical description of the various mechanisms involved in PLD growth are
beyond the scope of this thesis. The main aim of this work has been to incorporate different doping
concentrations into the films with some crystal phase control.

3.2 Combinatorial PLD

In conventional PLD, the substrate is often rotated throughout the deposition in order to produce
more uniform film properties. However, in continuous compositional spread CCS films, the fact
that the plume and subsequent thin film has a non-uniform thickness distribution is exploited to
our advantage. If instead of continuously rotating the substrate, the substrate is kept still during
the deposition of one target material, and then rotated, for instance 180 degrees, before depositing
using another target material, a thin film with a continuously varying doping concentration along a
’centerline’ is made, see Fig. 3.2. In Fig. 3.2 (a), target 1 is ablated and deposits material 1 on
the substrate. In Fig. 3.2 (b), the substrate has been rotated 180 degrees, the target has been
changed to target 2, and a thin layer of material 2 is deposited as illustrated. When this process is
repeated, the deposited thin film will have a layered structure illustrated in Fig. 3.2 (c). This method
could be extended to include more target materials and deposited at different rotation angles [46].

In order to fully utilize PLD’s unique ability for layer-by-layer deposition with a ’built in’ film
thickness gradient, a careful mapping of each of the targets’ material spread is needed in order
to design the desired CCS film. For this purpose, spectroscopic ellipsometry is an ideal tool, as
it obtains both information on film thickness and local optical properties. Before the CCS film is
designed and fabricated, single component plume calibration films for each target needs to be de-
posited (using the same parameters, such as laser fluence, target-substrate distance, background
pressure etc.), without rotating the substrate during deposition, and the film thickness needs to be
carefully mapped out in order to model the plumematerial distribution. Then, by using our in-house
developed python code [83], the desired doping concentration or film thickness distribution can be
designed and the optimal position of plume center in relation to the substrate is calculated.

Figure 3.2. (a) A schematic indicating material from target 1 depositing inhomoge-
neously across the substrate. (b) A schematic illustrating the buildup of a continuous
compositional spread where the ablated material from target 2 is deposited on top
of the deposited material from target 1, after the substrate has rotated 180 degrees
about the center of the substrate. (c) The resulting CCS film, where each layer is
indicated as less than 1 nm.
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Figure 3.3. (a) The measured thickness distribution of a (Cr + N) co-doped TiO2 thin
film (CCS-O-700), for the central (3.5 cm x 1.0 cm) part of the 50.8 mm diameter
substrate, using spectroscopic ellipsometry. (b) The simulated thickness distribution
based on single component plume film samples and a subsequent computational
optimization procedure. (c) Calculated (red dashed line) and measured (green ’x’)
Cr at.% along the ’centerline’ between the two plume centers. The concentration
measurements were done using secondary ion mass spectroscopy (SIMS). (d) A top
view photograph of the sample with the thickness distribution plotted in (a) and (b)
indicated by a white dashed rectangle. Figure taken from ref. [83].

For instance, we wanted to explore different Cr and N doping concentrations of (Cr + N)
co-doped TiO2 for IB applications (paper 3 and 4) and aimed to make a (Cr + N) co-doped TiO2

sample with a CCS of Cr and N varying from ∼ 2 to 10 at.%. This resulted in a sample with a
relatively uniform thickness (∼400±25 nm) along a 3 cm ’centerline’ (on a 2" Si wafer) for which
the doping concentration is optimized, see Fig. 3.3. In Fig. 3.3 (d), a top view photograph of a
2" Si wafer with a CCS (Cr + N) co-doped TiO2 film is shown. The interference fringes seen in
the photograph are a clear indication of the thickness variation of the film towards the edges of
the wafer. The superimposed white rectangle on the photograph indicates the area of interest for
which the thickness uniformity was optimized and subsequently characterized by spectroscopic
ellipsometry. The thickness distribution map of the film measured by ellipsometry is plotted in Fig.
3.3 (a), and the simulated thickness map is given in Fig. 3.3 (b). The simulated (red dashed line)
and measured (using SIMS, plotted here in green ’x’) Cr at.% concentration is plotted in Fig. 3.3
(c). Figure taken from ref. [83]. As can be seen from Fig. 3.3, the thickness distribution and Cr
doping concentration is very similar to the simulated properties and demonstrates the flexibility of
PLD for prototyping CCS films. For further details regarding the CCS procedure and Fig. 3.3, see
paper 2 (ref. [83]).

One challenge encountered when using/depositing the full width of the plume for fabricating
CCS films is the variation of the kinetic energy of the incoming species in the plume. The kinetic
energy is highest at the plume center (indicated by the dashed lines in Fig. 3.4). Further away (on
the substrate) from the plume center, the species in the plume have traversed a longer distance
from the target to the substrate. This leads to more interactions between the ablated species and
with the background gas, and thus, less kinetic energy for the incoming species for diffusion on the
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Figure 3.4. (a-d) Contour plots of simulated deposition of four steps in the natural
spread CCS PLD cycle (for the CCS-Cap-1 sample, see Paper 4). The color shading
indicates deposition at the plume center (dark color), flank (medium) and far-flank
(light) which result in decreasing kinetic energy of the incoming ad-atoms from the
plume. Figure adapted from [84].

substrate. In Fig. 3.4, a graphical representation of the spread in the deposited material for one
of the CCS films fabricated in this thesis is shown. Each panel (a) - (d) in the figure shows almost
the same central area of the substrate as in Fig. 3.3, but is for another CCS film (CCS-Cap-1). In
Fig. 3.4 the central (4 cm x 2 cm ) is shown, while in Fig. 3.3 the central (3.5 cm x 1 cm) is shown.

The material is in any case unevenly deposited on the substrate, indicated by the contour
plots in Fig. 3.3 (a) - (d), where the kinetic energy of the incoming species is divided into 3 regions:
’plume center’, ’plume flank’ and ’plume far flank’ indicated by the three shades of each color. The
darkest colour indicates the highest kinetic energy, schematically. The different colors indicate
different target + background gas combinations. For full details regarding the deposition procedure,
see paper 4. From the figure, we see that the region between the two plume centers (at x = 0 cm),
only material from the plume flank is deposited. For each of the plume centers (at x = ±1.3 cm),
most of the material is deposited from the plume center area, but some come from the far plume
flank region. As will be presented in Paper 4, the use of the full plume width for the deposition of
the CCS films has a negative impact on the crystalline quality in certain regions of the films. This
means that even though we achieved the goal of fabricating films with a compositional gradient,
still more work must be done to optimize the crystalline quality.





4
Characterization methods

In the following chapter, I will give a brief description of how the primary characterization tools
utilized in this thesis works and what material properties can be obtained. However, it will not be
a detailed mathematical description of all the physical principals involved. For a great introduction
to practical materials characterization, see reference [85]. Also, for a comprehensive description
of characterization of solar cell materials by spectroscopic ellipsometry, reference [86] is highly
recommended.

4.1 Spectroscopic Ellipsometry

Spectroscopic ellipsometry is a bonkers bananas characterization technique. Or, put in a more
scientific term, ’the technique par prefèrènce’ for investigating the optical properties of materials
[87]. It has been, by far, the most important characterization technique in this thesis, and a per-
fect companion to prototyping thin films made by PLD. Spectroscopic ellipsometry gives highly
accurate information on the film thickness as well as the optical properties of thin films, which
again is highly related to the crystalline structure (polymorph, amorphous, porosity etc.), bandgap,
absorption coefficient and can even give details regarding the band structure of the material. It
is fast, non-destructive, and even has mapping capabilities. The main disadvantage of spectro-
scopic ellipsometry is that it is a ’non-direct’ measurement technique, as the optical properties and
film thickness are not found directly from the measurements, but through careful optical model-
ing. Therefore, measurements using other techniques, like AFM, XRD and SEM/TEM, are often
needed in order to confirm the ellipsometric results.

Ellipsometry exploits the fact that electromagnetic waves, which is reflected off (or transmit-
ted through) a material, changes its polarization due to the material’s optical properties. If the
polarization state of the incident light is known, and the polarization state after the light-sample
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Figure 4.1. A schematic drawing illustrating the main principle of ellipsometry. Polar-
ized light with a parallel (p) and perpendicular (s) component to the incident plane is
incoming from the left side, then reflected off the sample in the specular direction to
the angle of incidence, θ, and the polarization change is measured in the forms of the
ellipsometric angles ψ and ∆. For an ideal case, that is, an infinitely thick substrate
with no surface roughness, ψ is related to the relative amplitude ratio of the Fresnel
coefficients for p to s polarized light, and∆ is related to the change in phase between
s and p polarized light. Figure adapted from [86]

interaction is measured, the change in polarization due to the light-sample interaction can be di-
rectly linked to the total samples’ optical properties. This "total samples’ optical properties" include
properties like surface roughness of the sample, substrate optical properties, film thickness, and,
of course, the complex dielectric function of the thin film itself, just to mention a few parameters.
The main challenge with ellipsometry lies in decomposing the contribution from each component,
and in the process, determine the film optical properties and thickness.

Fig. 4.1 illustrates the basic principles of ellipsometry. Electromagnetic waves of a known
polarization, with the electric field components denoted ’p’ and ’s’, parallel and perpendicular to the
plane of incidence, respectively, is incident at a certain angle of incidence, θ, onto a sample. The
reflected wave’s change in polarization state, represented by the ellipsometric parameters Ψ and
∆, or, the relative field amplitude ratio and phase difference, respectively, is then measured. The
challenge then lies in the de-composition of all the contributing factors to the polarization change of
the sample, which is done in terms of optical modeling. To guide in this process, several textbooks
are available, such as [88, 89]. For solar cell specific materials, [86] is recommended.

Transmission measurements

Spectroscopic ellipsometry is highly sensitive to both transparent films and absorbing films. One
area in which ellipsometry is not sensitive is when the material is weakly absorbing, with α <

500cm−1 [86]. In this case, transmission measurements are often performed to assist in the optical
modelling, to extract more precise information on the optical bandgap of the material [89]. It can
sometimes be useful to divide the ellipsometric spectra into different regions depending on whether
or not the film is completely transparent, slightly absorbing, or highly absorbing, as in the interband
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transition region [90]. Subsequently, the regions can be connected by assuming the real part of
the dielectric function is continuous and that the real and imaginary part of the dielectric function
is Kramer-Kronig consistent.

In this thesis, every paper I have contributed to contains some ellipsometry analysis, usually
accompanied by transmission measurements whenever possible (the exception being single side
polished substrates or non-transparent substrates).

4.2 Atomic Force Microscopy

Atomic force microscopy (AFM) is a common characterization technique used to acquire informa-
tion on the surface topography of samples. For instance, to see if a substrate preparation process
gives atomically smooth steps or leaves contaminants, or in order to find root mean square values
of the surface roughness of thin films. Fig. 4.2 (a) show a schematic drawing of the AFM instru-
ment. A cantilever driven by a piezo transducer is operated through a controller. The cantilever
is scanned over the sample, either in tapping mode or contact mode. A laser is reflected off the
cantilever so that the motion of the cantilever can be monitored by a photodetector. In Fig. 4.2 (b),
a 1x1 µm2 AFM image is shown of a LaAlO3 substrate after annealing at 1025 ◦C for 2 hours. As
seen, the 3.35 Å terraces, corresponding to LaAlO3’s unit cell height, are clearly visible, ascribing
to the high sensitivity of the AFM tool.

AFM gives a very direct measure on the surface topography of thin films and substrates and
is a great way to evaluate the surface roughness deduced by ellipsometry. As long as the wave-
length of the probing ellipsometric light is considerably longer than the surface roughness features
of the film (λ >> AFMrms), several studies have confirmed a linear trend between surface rough-
ness found by ellipsometry and AFM [91, 92]. However, depending on the lateral dimensions of
the roughness features, more elaborate optical modeling might be needed in order to deduce the
roughness more accurately [93] and thus, care must be taken when obtaining surface roughness
using ellipsometry. One disadvantage of AFM is that it only ’see’ roughness in a small area [83].
Therefore, ellipsometry and AFM complement each other very well; ellipsometry with fast mea-
surements and mapping of roughness trends, and AFM to control-check root mean square (rms)
values at select locations [83].

Figure 4.2. Left: A schematic drawing illustrating the main components of the AFM.
Right: 1x1 µm2 AFM image of a LaAlO3 substrate baked at 1025 ◦C for 2 hours. The
steps indicate the unit cell of LaAlO3 (∼3.8 Å), the scale bar is 200 nm and the color
code indicates a 10 nm height variation (from 0 to 10 nm).
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4.3 X-ray Diffraction

X-ray diffraction (XRD) is an experimental technique used to find information of a samples’ crys-
talline properties, i.e., if the sample is crystalline or amorphous, which crystal phases are present
(both which chemical phase, i.e. TiO2 vs Ti2O3, and which polymorph, i.e. anatase TiO2 or ru-
tile TiO2), and information on the film’s texture, or preferred crystal orientation (often in relation to
the substrate). XRD utilizes that electromagnetic waves of a certain wavelength (X-rays) diffract
from the inter-planar spacings between two neighboring crystal planes, which are made up from
the atomic order in the crystal. These inter planar spacings are also known as d-spacings. The
diffracted X-rays create local interference maxima at certain angles of incidence/reflectance which
is then measured and can be regarded as a ’fingerprint’ of a certain crystallographic phase.

The basic concept of XRD is illustrated in Fig. 4.3. In Fig. 4.3 (a), a cross section of a simple
crystal is shown where different planes with different d-spacings are drawn in. Each of these
planes would create different intensity peaks at certain angles of incidence/diffraction. In Fig. 4.3
(b), an X-ray is incoming at an angle θ to a crystal with d spacing d. Constructive interference
occurs when the angle of incidence and reflection satisfy Bragg’s law: nλ = 2d sin(θ). Here, n is
a whole number, λ is the wavelength of the electromagnetic wave (X-ray) in nm, d is the d spacing
(in nm), and θ is the angle of incidence, respectively.

XRD scans can be taken in different configurations depending on what type of sample it is
(a powder or thin film sample) and what degree of crystallinity and texture is expected (polycrys-
talline vs textured vs single crystal thin films). An un-textured, polycrystalline thin film consists
of crystallites with random orientation, and the XRD peak intensities would coincide with XRD
measurements of a powder sample, as, statistically, all planes would be probed and some plains
would reflect X-rays more efficiently than others. Textured samples are polycrystalline samples
where the crystallites all have similar orientation, although, with some mosaicity. Finally, a single
crystal material (which could be considered similar to a highly textured material) is when the crys-
tallites become very large, or, even a truly single crystal material. The difference of the reciprocal
space map between a polycrystalline and a single crystal sample is illustrated in Fig. 4.4. Here, in
(a), a single crystal sample is plotted (in reciprocal space), while a polycrystalline sample is shown

Figure 4.3. (a) The repetitive atomic order in a crystal provides planes with different
’d’ spacing which can be imagined as planes that reflects X-rays. (b) Constructive
interference will occur when the path difference experienced by parallel X-rays equal
a whole number of wavelengths, or when 2x = 2d sin θ = nλ.
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Figure 4.4. A figure illustrating the different XRD scans of (a) a single crystal sam-
ple, and (b) a poly crystalline sample, drawn in reciprocal space. The green arrow
illustrates GI-XRD scans, the orange curve illustrates θ − 2θ (or ω − 2θ) scans, and
red arrows illustrate rocking curves. Figure taken from ref. [94].

in Fig. 4.4 (b). The points in 4.4 (a) indicate where the Laue condition in reciprocal space are
satisfied (which is equivalent to Bragg’s law in real space). For a polycrystalline sample, these
points are ’smeared out’ into semi discs with a constant radius. Different XRD scans then map out
different directions in reciprocal space; green arrows in Fig. 4.4 indicates grazing incidence XRD
scans, orange arrows indicates θ− 2θ (or ω− 2θ) scans, and red arrows indicates rocking curves.

θ − 2θ scans are perhaps the most common XRD scan, in which the incoming beam is
scanned over a range of incoming angles of incidence and subsequently measured in the specular
direction. This scan gives information on which crystal phases are present for both polycrystalline
films and highly textured films, see Fig. 4.4. However, θ − 2θ scans will only measure planes
parallel to the sample surface, i.e., the vertical direction of reciprocal space (orange arrows of Fig.
4.4 (a) and (b)). To reach the remaining peaks for a highly textured sample in reciprocal space,
so-called reciprocal space mapping can be utilized. For reciprocal space mapping, extra care
of the alignment of the sample must be done, which is then often referred to as high resolution
XRD (denoted ω − 2θ scans) as the slight miscut of substrates relative to the sample surface
is considered. For reciprocal space mapping, a combination of sample stage, X-ray source and
detector scans are performed in order to map out an area in reciprocal space. Reciprocal space
mapping gives more information regarding strain and relaxation of the film relative to the substrate
and is utilized for highly textured/single crystalline films.

Grazing incidence XRD (GI-XRD) is another type of XRD scan in which the incoming X-ray is
kept constant at a low (grazing) angle of incidence, and the detector is scanned about the sample.
This type of scan is mostly used to probe polycrystalline samples, as the scanning curve runs
the risk of missing any d spacings for a highly textured crystal (see green curve in Fig. 4.4 (a)).
A polycrystalline material with random orientation, however, will exhibit semicircles in reciprocal
space and thus is probed by the GI-XRD scan (see green curve in Fig. 4.4 (b)).

Another common XRD scan is the rocking curve. This scan is often performed for highly
crystalline samples and is done by fixing the angle of incidence and diffraction at an angle where
a peak of high intensity from the sample is located, and then rocking the sample stage back and
forth. This is effectively scanning the diffraction peak at a semicircle in reciprocal space with a
fixed |k|, see red curve Fig. 4.4 (a). This reveals how single crystalline a sample is, as a textured
sample will have a broader peak compared to a highly textured or single crystalline sample. The
full width half maxima (FWHM) of a peak can be used to compare samples’ crystallinity.
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In this work, simple ω−2θ scans or GI-XRD scans has mostly been utilized in order to search
for phases present in thin film samples, such as CrN vs Cr2O3 or anatase TiO2 vs rutile TiO2. In
paper 1, GI-XRD was used in comparison with ω − 2θ scans to probe effects of substrate, laser
fluence and oxygen partial pressure on crystal phase, texture, and crystallinity. Rocking curves
was used to compare crystallinity of the films to values found in the literature. Similar analysis
were done in paper 2 and paper 3.

4.4 Scanning/Transmission Electron Microscopy

Scanning electron microscopy (SEM) and Transmission electron microscopy (TEM) are experi-
mental techniques in which electrons are used instead of photons in order to create an image
of a sample. Since the optical (lateral) resolution of an instrument depends on the distance be-
tween two distinguishable radiating points, the resolution is directly related to the wavelength of the
probe (i.e., Rayleigh criterion). Electrons can be described as waves, with a De Broglie wavelength
depending on its energy. When accelerating electrons to 1-30 keV (typical values for a SEM) res-
olution of ∼ 1 nm can be achieved, while TEM typically accelerate electrons up to several 100s of
eV with proportionally higher resolution still, and atomic resolution can be obtained. The incoming
accelerated electrons interact with the atoms in the sample and, depending on the electron-sample
interaction, different properties, such as surface topography, crystal structure, and composition of
the sample, can be obtained.

Scanning Electron Microscopy

Scanning electron microscopy (SEM) uses a focused beam of electrons to create an image of
the surface of a sample and is typically used to analyze the features such as composition, shape
and structure. Cross sectional SEM can also be performed by, for instance, cleaving a sample
along a substrate’s crystal axis and mounting the sample surface plane normal perpendicular to
the electron beam.

The scanning electron probe can interact in several ways with the sample, and the different
signal sources originate in different physical interaction between the sample and incoming electron
beam. These interactions emanate from different depths in the so-called interaction volume, see
Fig. 4.5 (a). In this figure, a cross-section of a thin film (blue) is shown, with an electron beam
(yellow) scanning the surface, in addition to an interaction volume (shades of green) with different
labels of the signal originating from the electron-sample interaction. Secondary electrons are the
main source for generating images in SEM and originate from a relatively small region near the
surface of the total interaction volume. Secondary electrons are generated when the ionization
energy of the material is exceeded by the incoming electrons and electrons from the material
leave the material and is collected to form an image. Another useful signal from the electron beam
sample interaction is the characteristic X-ray. These X-rays are generated as the electron beam
excites electrons from the atom core, and an X-ray is emitted as electrons drop to the atom’s
original state. These X-rays can then be used to analyze the composition of a sample and to
identify different elements present. Other sources from the electron-sample interaction include
auger electrons, backscattered electrons, cathodoluminescence, and fluorescent X-rays, see Fig.
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Figure 4.5. a) A schematic illustrating the total interaction volume and denoting the
physical origin of different signal sources of information originating from the sample.
Image adapted from [96]. b) A SEM image of a MoO3 sample prepared by PLD. Dif-
ferent ’zones’ in the film is observed at different depths of the film. c) An ellipsometric
optical model based on the SEM image.

4.5 (a). For a detailed explanation of the SEM instrument and a further description of the different
sources originating in the interaction volume, see i.e. [95].

In this thesis, SEM has mostly been utilized for studying the PLD target topography after
ablation, thin film surface topography, and as input to optical modeling for ellipsometry by looking
at the cross section of thin films to control film thickness. In Fig. 4.5 b), a cross sectional view of a
MoO3 thin film sample grown by PLD is shown. The sample was difficult to model (for ellipsometry)
using the expected single thin film layer (in addition to a surface roughness layer). However, as
seen from Fig. 4.5 b), the film appears to have different regions where the film is quite dense at the
bottom, with a grass like structure growing in the middle region. This observation led us to extend
the optical model to include three thin film layers, see Fig. 4.5 c), with an ’optically dense’ bottom
layer, a porous middle layer, and a surface roughness top layer. This resulted in a much better
fit to data, and the determined optical properties are presented in paper 6. Also, characteristic
X-rays can be used to estimate sample composition, and this was done for paper 4 for qualitative
measurements of Cr doping concentrations.

Transmission Electron Microscopy

Transmission electron microscopy (TEM) is an imaging technique similar to SEM but uses a beam
of electrons that passes through a sample in order to create an image of the sample. It is used
to analyze the structure and composition of samples at the atomic and molecular level. In order
to be able to see through a sample with atomic resolution, the sample has to be extremely thin
(∼100nm thick) and preferably with a single atomic column of the crystal running parallel to the
probing electron beam. This means that TEM measurements are dependent on a specific (and
very time consuming) sample preparation procedure in which a small piece of a sample is milled
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from the top in order to form a thin slice of sample, which can then be lifted out and mounted on
a TEM grid (TEM sample holder). This sample preparation procedure is typically done using an
instrument called focused ion beam (FIB). The TEM grid can then be mounted in the TEM and
electrons can be passed through the thin sample in order to form an image, so called bright field
TEM. TEM has an extremely high (sub nm) resolution due to the large acceleration voltages (high
energy -> small De Broglie wavelength) used. Additional information, such as crystallinity, crystal
phase, crystal orientation, and composition can be found from TEMmeasurements, depending on
the detectors mounted in the TEM.

In this thesis, others have done the TEM sample preparation and measurements, while I
have been a part of the analysis and writing of the results.



5
Summary and Outlook

As mentioned earlier, the aim of this thesis has been to fabricate and optically characterize (by
means of spectroscopic ellipsometry) potential deep level intermediate band materials. These
deep levels could form either through atomic vacancies/interstitials, i.e. oxygen vacancies in TiO2

or MoO3, or by ultra-high doping of materials, like (Cr + N) co-doped TiO2 or Cr doped ZnS. The
main focus for my part has been to fabricate and characterize highly (Cr + N) co-doped TiO2 made
using PLD and to do mainly the optical characterization on the other material systems mentioned
above. A summary of the main findings in this thesis is presented in the following sections.

5.1 Summary and main conclusions

5.1.1 Paper 1: Optimizing undoped TiO2 growth

The starting point of this thesis was to establish TiO2 growth by PLD at our group’s PLD laboratory
and studying the resulting film’s optical and structural properties in order to prepare for depositing
(Cr + N) co-doped TiO2. This work resulted in a paper draft where we present results from TiO2

deposited under different laser fluences and oxygen partial pressures, on 4 different substrates,
simultaneously, for each deposition. The resulting films were studied by XRD, ellipsometry, AFM
and XPS.

In order to study in detail the influence of the substrate on the film growth, we used a spe-
cial sample holder in which 4 1 × 1 cm substrates could be deposited on, simultaneously. The
substrates studied here were (001) SrTiO3 (STO), (001) LaAlO3 (LAO), (0001) Al2O3 (sapphire)
and (100) Si (without removing the native oxide). STO and LAO are lattice matched to anatase
(001) TiO2 [97, 98, 99], while sapphire is lattice matched to rutile TiO2 [100]. Si, with its native
oxide, should give for a well-known, inexpensive, and flat surface with a less imposing influence
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on the crystalline growth. These experiments were done both in order to study the impact of the
substrate and growth conditions for anatase and rutile TiO2, and also with the aim to fabricate
substoichiometric TiO2.

The main findings from paper 1 was that, in line with literature, we can control the phase
and crystallinity by tuning the PLD deposition parameters, like oxygen partial pressure and laser
fluence, in addition to the choice of substrate. The paper draft focuses on films deposited on
LaAlO3 substrates. For both stoichiometric anatase and rutile, the optical properties were also
found to be in line with literature. For sub-stoichiometric rutile, a large sub-bandgap feature was
observed for one of the samples. This had a center peak position in line with reported values
of blue rutile and is attributed to oxygen vacancies; however, the amplitude observed was much
higher for our films than the reported values in literature [101].

5.1.2 Paper 2: Developing a tool for combinatorial PLD films

After obtaining good growth conditions for anatase TiO2, we developed a new design tool in order
to fabricate 1) flat PLD films and 2) hyperdoped PLD films with a continuous compositional spread
by so-called natural spread combinatorial PLD. This work resulted in paper 2.

The main finding of this paper was that SIMS measurements confirmed that we have good
control of the total material volume fraction of the deposited films, and thickness measurements
from ellipsometry confirmed that we now could fabricate ’flat’ films by only first depositing a ’cali-
bration plume’ film for each target used. The developed tool (python code) is now available online
and free to use for designing CCS films and further development.1

5.1.3 Papers 3 and 4: Structural and optical properties of (Cr + N) co-doped
TiO2

The previous work (paper 1 and 2) combined, provided the foundation for the (Cr + N) co-doped
TiO2 samples studied in paper 3 and 4. The motivation of (Cr + N) co-doped TiO2 was that several
theoretical articles in the literature predicted an IB to form in this material system. However, the
ideal doping concentration is unknown. Therefore, we utilize our continuous compositional spread
methodology [83] with previously obtained growth conditions favoring the anatase phase (identified
in paper 1) in order to fabricate TiO2 with a continuous Cr and N co-doping gradient, and study
these samples’ optical and structural properties.

The main finding in paper 3 was the difficulty in incorporating N into the CCS films. This
difficulty was identified as the oxidation of the deposited CrN film. Furthermore, we present the
optical and crystalline properties of highly (singly) Cr doped TiO2, which does not display the sub-
bandgap absorption feature expected from DFT calculations. At the end of paper 3, we propose
a deposition scheme to overcome the difficulty of N incorporation.

In paper 4, we present the optical and structural properties of the films made in line with the
suggestions in paper 3. In these new films, we observed a very interesting, sub-bandgap absorp-
tion peak, in line with a theoretically predicted optical response of Cr and N co-doped anatase TiO2

[32]. This absorption peak below the bandgap was not observed for the singly Cr doped samples.
Also, this peak was observed in an area of the film with nano crystalline structure, as opposed

1https://github.com/hognely/pyPLD

https://github.com/hognely/pyPLD
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to similarly doping concentrations with amorphous structure. This seems to indicate that the sub
bandgap absorption feature is related to the film crystallinity as well as the composition.

5.1.4 Papers 5, 6 and 7: Optical properties of potential IB materials

Other IB material systems have also been studied in this thesis. Substoichiometric MoO3 was
fabricated both by spin coating technique, in paper 5, and grown using PLD, in paper 6. For the
MoO3−x produced by spin coating technique, XRD and AFM indicated a crystalline film with optical
properties in line with literature. In addition, an interesting, sub-bandgap absorption peak at ∼ 1.3
eV was observed for some of the substoichiometric samples, which may indicate an IB. However,
further work needs to be done in order to confirm that an actual IB is formed.

Finally, samples of Cr doped ZnS, grown by a previous PhD candidate, was studied in detail
with spectroscopic ellipsometry, which resulted in paper 7. The main finding here was that the films
displayed optical properties of ZnS in line with literature. The amount of Cr doping was optically
well modeled as ZnS with the inclusion of an Urbach tail, like what was done in ref [90]. This
optical model could account for much of the observed below bandgap absorption, but not all. In
order to decrease the mean square error (MSE) of the optical model to measured data, a Gaussian
oscillator below the bandgap was needed for the most heavily doped samples. Thus, the inclusion
of Cr in ZnS produced some states within the bandgap, and further investigations should be done
in order to determine if the states form an IB.

5.2 Future work

There is a huge amount of potential future work following this thesis, and I am truly sad to have
run out of time. However, if I did have more time, there are a few areas where I would continue
this work.

First and foremost, I would continue the work where paper 3 and 4 left off, and try to optimize
deposition parameters for (Cr + N) co-doped TiO2 further. In paper 4, we managed to incorporate
large amount of both Cr and N into TiO2, and identified an interesting sub-bandgap absorption fea-
ture. As paper 4 indicate that crystallinity is a crucial factor for the sub-bandgap feature observed,
more work should be done in order to increase the crystalline quality. Our first approach in order
to incorporate N in our films was to add a capping layer of TiO2 deposited in an N atmosphere
in order to avoid the deposited CrN to oxidize. However, as we found that the capping layer also
contributes to smaller grains in addition to promoting the rutile phase, further work should be done
in order to investigate if it is possible to incorporate N into the films without the use of a capping
layer. This could be achieved by for instance depositing the samples under lower temperatures.
In addition, by using lattice matched substrates, further enhancement of the crystallinity might be
achieved, as we observed for our undoped TiO2 films [94].

As our previous work on undoped TiO2 (summed up in part in paper 1) indicate that the
substrate plays a very large role on the crystal phase, a combinatorial (Cr + N) co-doped TiO2 film
with a high doping concentration (∼6-9 at.%) and uniform film thickness, deposited on multiple
substrates simultaneously, could make for an interesting comparison between (Cr + N) co-doped
anatase (on LaAlO3 and SrTiO3) vs. rutile (on Al2O3) TiO2. By using our in-house python library
[83], an optimal film, with little thickness variation and uniform doping concentration across the 1x1
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cm substrates, and with the plume center directly over the (rotating) substrates, a very interesting
sample series could be made. This could be the next step after deciding whether the TiO2 capping
layer (TiO2 deposited under N2 atmosphere) is critical for N incorporation.

Onematerial system that I truly wanted to work more with was the reduced MoO3. The optical
properties from the spin-coated films indicated an interesting sub-bandgap absorption feature.
However, one of the challenges with the spin coating technique was the difficulty in fabricating
thick (> 60 nm) films. PLD on the other hand produces porous, ’grass like’ films, as reported in
paper 6. One interesting aspect could then be to combine spin coating and PLD, by using the large
grained, thin MoO3 films obtained by spin coating as a ’seed’ in order to grow thick, dense MoO3

films by PLD on top. Even though MoO3 has other potential challenges as an absorption layer in
a solar cell device, like it’s very large electron affinity, it is nonetheless an interesting candidate to
demonstrate the bulk IBSC concept.

In addition to fabricating new samples, this work has already produced a huge amount of
ellipsometric data which have yet to be fully analyzed. Both TiO2 and MoO3 should be analyzed
in depth as was done for the Cr doped ZnS samples in paper 7; ideally, with the aid of DFT
calculations to back up the labeling of critical points. The dielectric function of the hyperdoped
TiO2 samples generally had few sharp features in the optical spectra, so little time was spent on
critical point analysis of these samples. However, the measurements of single crystal anatase and
rutile reference samples, the thin film samples deposited on LAO, STO, and sapphire in paper 1,
and the MoO3 samples in paper 5, all displayed sharp absorption features in the optical region,
ideal for further optical modeling and analysis. Sadly, time ran out before I managed to finish this
work.

I have now spent several years working on this PhD thesis, and still, I truly wished I had more
time. There is just so much more research to be done!
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ABSTRACT

Pulsed laser deposition (PLD) is a powerful technique for prototyping thin film materials, both single component (single composition)
films and films with a varying composition (e.g., lateral continuous compositional spread, CCS). In this work, we improve one of the simu-
lation methods used to design the deposition of PLD films: We extend the mathematical model for the material spread on the substrate,
T1(x, y), for each laser pulse hitting the target, and we use a more accurate method to determine T1(x, y) experimentally. The deposition of
the material on the substrate is simulated by repetitively adding T1(x, y), from one or more targets, at the selected location on the substrate.
Using the new model, a high agreement between the simulated and grown films’ thickness and composition across the substrate was
obtained. The basis for the high agreement is the use of variable angle spectroscopic ellipsometry to carefully determine T1(x, y) by measur-
ing at 794 locations on the 50.8 mm (2 in.) diameter substrates. Factors, such as variation in optical properties and porosity across the
plume/calibration films, were considered in the determination of the thicknesses. As test cases, we simulated and deposited (single compo-
nent) TiO2 thin films and (CCS) TiO2 films doped with Cr and N, deposited on 50.8 mm diameter Si wafers. The modeling and simulations
are implemented in an open-source Python library, pyPLD.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0105298

I. INTRODUCTION

Pulsed laser deposition (PLD) has proven to be a powerful
tool for prototyping a wide range of materials.1–4 In PLD, material
is evaporated (or ablated) from a target using a pulsed laser. The
ablated material is ejected from the target in a highly directional
plume. The material is, thereby transferred to a substrate where a
thin film is formed, as illustrated in Fig. 1(a). A challenge in PLD is
that the lateral size of the plume of the ablated material is often
smaller than the width of the substrate, and this limits the spread
of the deposited material onto the substrate.5 This can result in a
non-uniform film thickness [see Fig. 1(a)]. A more uniform film
thickness can be achieved through optimization of the lateral sub-
strate position relative to the plume center6,7 or by laser beam ras-
tering on the target.6–10 For rastering systems, the laser spot is
moved on the target relative to the substrate, and this moves the
origin of the plume, resulting in a movement of the plume over the

substrate during deposition. For non-rastering systems, the laser
spot is fixed, and thus, the plume origin is fixed.

Combinatorial thin film deposition is a methodology for
making thin films with a variation of properties laterally across the
film using both PLD and other deposition techniques as a starting
point.11,12 Often, the composition is varied, resulting in films with
a continuous compositional spread (CCS), but other parameters,
such as substrate temperature, can be varied as well.11 The fabrica-
tion of CCS films speeds up the screening process when searching
for materials with a set of desired properties. A wide range of com-
binatorial PLD (c-PLD) techniques have been engineered,13–22 and
here, we will focus on natural spread c-PLD, nc-PLD, where the
limited size of the plume is the basis of achieving the desired com-
positional spread. nc-PLD is a simple technique compared to many
other c-PLD techniques and just requires the PLD setup to have
the ability to swap targets and to rotate the substrate.21 In Fig. 1(b),
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nc-PLD is shown schematically. First, Target 1 is ablated, and a
non-uniform (sub nm thickness) film of this material (shown in
green in the figure) is deposited onto the substrate. Subsequently,
the substrate is moved, the target is replaced by another target, and
material from Target 2 is ablated and deposited (shown as purple).
These steps are repeated to build up the CCS film layer by layer, as
shown schematically in Fig. 1(c). If desired, additional targets and
substrate positions can be used.

To tailor the film’s compositional spread and/or the film
thickness variation across a substrate, one must be able to simulate
the deposition of material for both conventional PLD (for single
composition films) and nc-PLD (for CCS films). The material
spread on the substrate in conventional PLD and various c-PLD
rastering techniques has been successfully simulated.6,8–10 Note that
these simulations are not atomistic simulations of the interactions
between atoms and ions in the plume and the ambient gas, or the
interactions with the substrate and in the growing film, but a

simulation of the amount of material depositing on the substrate
for each laser pulse. Nevertheless, such non-atomistic simulations
are very useful as an aid in the design of PLD and c-PLD (film
deposition) process steps, and the current work aims to improve
the existing design tools. For atomistic simulations, the reader is
referred to Refs. 23–26.

For basic PLD setups (without automated laser rastering or
substrate movement except for substrate rotation), Guilfoyle et al.6

simulated the PLD process by performing a numerical integration
of an analytical model for the material deposited for each laser
pulse/each plume. They demonstrate how offsetting the plume
from the substrate rotational axis results in a more uniform film
thickness over a larger area.

Bassim et al.14,22 have simulated the material spread and com-
position of CCS films grown by nc-PLD. They consider a setup
with three targets, combined with a substrate rotation of 120�

between the ablation/deposition from each target. The initial step
in the simulation of the growth is to determine the (natural) mate-
rial spread on the substrate for each of the targets to be used. The
material spread will depend on the deposition parameters, such as
laser fluence, laser spot size, background gas pressure, etc. Thus, a
series of calibration samples (later referred to as plume films) must
be made for each target/each plume, where the relevant deposition
parameters are used, and the substrate is not rotated. The thickness
variation, T(x, y), across the substrate of these single component/
composition films is then measured and fitted to the following
expression:1

T(x, y) ¼ T0
zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z2 þ (x � xp)
2

q
0
B@

1
CA

n

zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ (y � yp)

2
q

0
B@

1
CA

m

, (1)

where T0 is the maximum thickness of the film, z is the distance
between the target and the substrate, and xp and yp are the coordi-
nates of the center of the plume relative to the substrate center
(x ¼ y ¼ 0, where T ¼ T0). m and n are fitting parameters describ-
ing the rate of decrease in the thickness of the calibration sample.
Bassim et al. then simulated the final thickness and compositional
spread of their desired CCS films by summing the contribution per
pulse from each of the three components/targets. Bassim et al.
assume that the volume of the material deposited in the multi-
component CCS film is equal to the volume deposited in the single
component calibration films. They also seem to assume that the
sticking coefficient does not change with time as the film thickness
increases neither in the calibration films nor the CCS films. Snyder
et al.21 explicitly assume a constant (unity) sticking coefficient in
their simulations of CCS films. Although these assumptions might
be incorrect in some cases, the match between their simulated and
deposited films indicates that the assumptions are valid in their
cases.

A critical issue in this type of CCS-film simulations is the
accuracy of the experimentally determined thickness variation for
the calibration samples. Bassim et al. obtained thickness maps from
reflectometry measurements, but they used reference data for the
optical properties (the complex refractive index, n* ¼ nþ ik) from
the literature instead of measuring them. This results in a reduced

FIG. 1. (a) The basic steps in PLD: (Left side) First, a pulsed laser hits the
target. (Right side) Second, a plume is formed, and the material in the plume
deposits onto the substrate (green layer). Notice the non-uniformity of the film
thickness. The material deposited from a single pulse is denoted T1(x, y). (b) In
natural spread combinatorial PLD (nc-PLD), materials from two (or more) differ-
ent targets are deposited on different locations onto the substrate. The natural,
limited, spread of material from each plume then results in a continuous compo-
sitional spread between the locations of the two plumes. (c) The process steps
in (b) are repeated to build up a film of the desired thickness.
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accuracy for the thickness if n* for their sample deviates from the
literature data and/or if n* varies across the substrate.

To improve the accuracy, Bassim et al. suggest using ellipsome-
try to measure the actual complex refractive index, and this was done
by Socol et al.27 and Barron et al.15 However, Barron et al.15 obtained
n* for reference films, and not for the actual films used for the deter-
mination of the material spread, and Socol et al.27 used a less exten-
sive modeling of the material spread as compared to Bassim et al. As
an alternative approach, Snyder et al.21 determined the thickness var-
iation using a (time consuming and destructive) patterned selective
etch and direct profilometer measurements of the thickness, while
using a similar simulation approach as Bassim et al.14

In this paper, we extend on the simulation of PLD done by
Guilfoyle et al.6 and Bassim et al.14 for both conventional PLD and
nc-PLD, respectively, by making very accurate determinations of
the thickness variation in the calibration samples as well as in the
final films. This was achieved using mapping variable angle spec-
troscopic ellipsometry (VASE), which can be used to accurately
determine the local thickness across thin films, or stacks of films,
down to 0.1 Å accuracy.28 The high accuracy in the thickness deter-
mination enabled us to extend the model in Eq. (1), resulting in a
very high agreement between the simulated and measured material
spread. In the process, we have established a flexible simulation
tool for PLD deposition, where we keep track of the material depos-
ited for every laser pulse, T1(x, y). This results in information
about the film thickness and composition across the (50.8 mm
diameter) substrate. The simulations serve as a design tool to deter-
mine the locations of the plumes on the substrate and the sequence
of laser pulses hitting each of the targets to be used. This is a
precise, straightforward, and more realistic simulation of the depo-
sition compared to the simulations of Guilfoyle et al.6 and is very
similar to the approach of Bassim et al.

In this paper, two categories of films were made: calibration
films to obtain T1(x, y) and films designed through the simulations
to demonstrate usability of the simulations to design PLD
films. We assume that T1(x, y) can be expressed as
T1(x, y) ¼ T(x, y)=Np, where Np is the number of pulsed used to
deposit the calibration film. This means that we assume that the
sticking coefficient and the volume of the deposited material are

independent of the film thickness and the substrate/the growing
film’s surface and a constant laser fluence. The validity of the
assumptions is addressed when the simulated and measured film
thicknesses are compared. However, as the aim of this work is to
develop a design tool for PLD and not to simulate the actual film
growth, it is not crucial that all assumptions are fully valid at this
stage. It should be noted that non-constant values for the sticking
coefficient, volume, and laser fluence easily can be implemented in
the simulation method to achieve an even better match between
simulated and measured thicknesses when desired.

The resulting simulation scheme developed in this work is
implemented in a Python library, pyPLD, that will be made accessi-
ble online.

In Sec. II, we present the experimental details for the PLD
deposition and the characterization of the films. In Sec. III, we
describe how the thickness is determined using VASE, and in
Sec. IV, we present how we model the material distribution result-
ing from every laser pulse on the target, T1(x, y). The simulation
procedure and assumptions are described in Sec. V. In Sec. VI, we
present the PLD simulations of designed single component/compo-
sition “flat” (TiO2) films where we optimize for thickness unifor-
mity. In Sec. VII, we present simulations of a two-component CCS
film (Cr and N doped TiO2, using a CrN and a TiO2 target) and
compare with measured thickness and composition. In Sec. VIII,
we present the pyPLD simulation tool, and finally, in Sec. IX, the
conclusions are presented.

II. EXPERIMENTAL DETAILS

A. PLD deposition

The film deposition took place in a Neocera PLD system, with
a base pressure of 10�9–10�10 Torr. During deposition, the
chamber was back-filled with oxygen to a pressure of
1:3� 10�2 Torr. The films were deposited on 50.8 mm (2 in.)
diameter p-type Si(100) wafers, kept at �700 �C during deposition.
Prior to deposition, the wafers were cleaned with acetone (VLSI
grade) and isopropanol (SLSI grade), meaning that the native oxide
is not removed from the Si wafers. The distance between the target
and the substrate was (4.40+ 0.05) cm. A KrF excimer laser

TABLE I. List of samples, including the nominal number of laser pulses, Np, the rotational speed of the substrate, ω, and the position of the plume center, (xp, yp), relative to
the substrate center during deposition, for the plume films (TiO2-P and CrN-P) and the “flat” TiO2 films. The TiO2 films with “FR” in the label were deposited ensuring the sub-
strate is “fully rotated,” while “NFR” denotes “not full rotations.” Photographs of some of the films can be seen in Fig. 2, and thickness maps will be presented later in the
paper (in Figs. 5 and 8). Also listed are the maximum Tmax and minimum Tmin thicknesses for each film, determined by ellipsometry as described in the text. For the two
plume films, Tmax is at location 1 indicated in Fig. 2(a) and Tmin is near the edge of the substrate in the lower left quadrant. For the flat films, Tmax is at the substrate center for
TiO2-FR-0 and TiO2-FR-3 and at the edge for TiO2-FR-1 and TiO2-FR-2.

Sample Np

ω xp yp Tmax Tmin

(deg/s) (cm) (cm) (nm) (nm)

TiO2-P 15 000 0 0.33 1.63 533 31
CrN-P 40 000 0 0.33 1.63 156 18
TiO2-FR-0 18 000 29 0.33 1.63 277 130
TiO2-FR-1 36 000 29 0.0 3.0 200 179
TiO2-FR-2 36 000 29 0.0 2.8 206 193
TiO2-FR-3 18 000 29 0.0 2.5 148 124
TiO2-NFR 15 000 29 1.0 2.4 114 101
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(Coherent COMPexpro 110, 248 nm, 20 ns FWHM) was operated
at 5 Hz to ablate a TiO2 target (PI-KEM, 99.9% purity) or 10 Hz to
ablate a CrN target (Stanford Advanced Materials, 99.5% purity)
with a fluence of �1:5 J=cm2 (�29:4MW=cm2). The laser spot size
on the targets was approximately 1� 2mm2. The laser window
was not cleaned between depositions, and thus, the actual laser
fluence on the target was slowly reduced as more depositions were
performed. This resulted in a reduction of the deposition rate up to
18% for the film deposited last, approximately 600 000 pulses after
the deposition of the calibration film.

First, two calibration films/plume films (with no substrate
movement during the deposition) were made to determine T1(x, y)
for each target: One for the TiO2 target and one for the CrN target,
labeled TiO2-P and CrN-P, respectively. The number of pulses (Np)
and the relative positioning of the plume on the substrates (xp, yp)
for the plume films are listed in Table I. Photographs of the plume
films are shown in Figs. 2(a) and 2(b), and a measured thickness
map of the TiO2-P film will be shown later, in Fig. 5.

Second, a set of films were simulated/designed and deposited
to demonstrate the usability of our simulation method, both single
component TiO2 films and a CCS film.

For the single component films, the aim was to obtain as flat
films as possible across the central part of the 50.8 mm wafers: Five
TiO2 films were deposited on rotating substrates, but with different
positions of the plume center on the substrate. These films are
referred to as flat films. Four of these are labeled TiO2-FR, meaning
that the substrates are “fully rotated” (i.e., that the substrate makes
an integer number of rotations during the actual firing of the laser
pulses), and one was labeled TiO2-NFR, as the substrate was not
“fully rotated” for this film. The number of pulses (Np) and the rel-
ative positioning of the plume on the substrates (xp, yp) for the
TiO2 films are listed in Table I. Note that the films deposited with
the center of the plume far from the substrate center (large xp and/
or yp), a lower deposition rate per pulse is to be expected across the
substrate. A photograph of a “flat” TiO2 film (TiO2-FR1) is shown
in Fig. 2(c).

For the second type of designed films, a CCS thin film using a
TiO2 and a CrN target was deposited. The CCS film was built up
by adding (thin) plume films at two locations on the substrate, as
illustrated in Fig. 1(b). For this film, the two locations are on the
x�axis (xp ¼ 0) and the position on the y�axis is at
yp ¼ +1:3 cm. The plume is “moved” from one position to the
other by rotating the substrate 180 degrees. A photograph of the
CCS film is shown in Fig. 2(d). The CCS film is built up by 400
repetitions of the deposition sequence listed in Table II: First the
laser is fired 26 times onto the TiO2-target with the substrate fixed
in the starting position/orientation (yp ¼ �1:3 cm). Then the sub-
strate is rotated 180� and an additional 22 pulses is fired onto the
target, to obtain an even thickness of TiO2 across the wafer. Finally,
45 laser pulses are fired onto the CrN target to obtain an increasing
amount of Cr and N across the centerline of the wafer, ranging
from �2 at. % at y ¼ �1:75 cm to 8 at. % in at y ¼ þ1:75 cm. The
substrate is then rotated back to the starting 0� position, and the
sequence is repeated.

Tables I and II also list data on the thickness variation deter-
mined, as described below, for the different samples.

B. Film characterization

A dual rotating compensator variable angle spectroscopic
ellipsometer (VASE) (RC2, J. A. Woollam Co.) with a photon
energy range 0.73–5.9 eV was used to determine the thickness vari-
ation across the 50.8 mm (2 in.) substrates. The samples were illu-
minated with white light. The VASE data were measured slightly
differently for the different samples depending on the expected var-
iation in optical properties. For the plume films and the TiO2

films, Mueller matrix ellipsometric measurements at 55�–75� angle
of incidence with 5� intervals were taken at selected locations on
the samples, giving insight into the variation in optical properties
and thickness across the samples. Next, the thickness maps were
obtained using a fixed angle of incidence, 65�, with an automated
routine in which each general ellipsometric measurement was taken
over 5 s and repeated with 1.5 mm spacing in the x and y directions
over the whole 50.8 mm (2 in.) wafer. The measurements were,
thus, done at 794 locations across the wafer. Focusing optics was

FIG. 2. Photographs of the (a) TiO2 plume film (TiO2-P), (b) the CrN plume
film (CrN-P), (c) a “flat” TiO2 film (TiO2-FR-1), and (d) the CCS film of Cr and N
doped TiO2. Since the films are highly transparent, the thickness variation is
easily seen by the naked eye in the interference fringes that occur due to the
thickness being on the order of the wavelength of visible light. The white dots in
(a) indicate where AFM images were taken (positions 1–3) and the initial VASE
measurements (positions 1, 4, and 5). The plume films are the thickest at posi-
tion 1 indicated in (a). The thickness was mapped for 794 points across the
plume films and the flat films. The white dashed rectangle in (d) indicates the
area on the substrate where the film is tailored to be rather flat and to have an
increasing Cr content along the y-axis, ranging from 2 at. % at y ¼ �1:75 cm
to 8 at. % in at y ¼ þ1:75 cm. The white dots in (d) indicate where AFM
images were taken.
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used to reduce the ellipsometer light beam diameter from approxi-
mately 3 mm to 150 μm (NA � 0:15). For the CCS sample, as the
optical properties were expected to vary greatly across the sample
since the composition is varying, multiple angles of incidence at
each measurement location were taken. This is done in order to
enhance the likelihood of obtaining a global minimum when fitting
for optical properties, thin film thickness, and surface roughness
simultaneously. For the CCS sample, the main region of interest
is within the 1:5� 4 cm2 (white dashed) rectangle indicated in
Fig. 2(d). VASE measurements were taken with a resolution of
3.75 mm in x- and 4.4 mm in the y- direction within this rectangle.
Along the centerline (at x ¼ 0), the spacing between the measurement
points was halved (i.e., 2.2 mm), as it is along the centerline the
doping concentration is tailored. All measurements were taken with
the use of focusing optics. This mapping procedure was chosen in
order to get a good overview of both optical properties and thickness
distribution across the region of interest on the CCS sample.

For measurements of the surface topography, a Bruker
Dimension Icon atomic force microscope (AFM) with a ScanAsyst
tip in the tapping mode was used. All measurements were taken
using Bruker’s proprietary algorithm in a ScanAsyst/air mode. The
images were analyzed using Gwyddion29 (http://gwyddion.net/),
where the following image correction functions were applied to all
scans: (1) level data by mean level subtraction, (2) align rows by the
median method, and (3) remove horizontal scars.

For measurements of Cr dopant concentrations, secondary ion
mass spectroscopy (SIMS) was performed, using a Cameca IMS 7f. The
measurements were performed with Oþ

2 ions primary beam at 10 kV.
Positive secondary ions were collected, and the signals from 52Cr and
48Ti16O16O were measured. For our samples, special care needs to be
taken in the quantification since we are at or above the concentration
limit for SIMS to be accurate (for 1 at. % and higher concentrations),30

and large uncertainty is to be expected. Two Cr implanted TiO2 refer-
ence samples were used to find the relative sensitivity factor, RSF30: a
single crystal rutile TiO2 substrate and a single crystal anatase TiO2

substrate (MTI corp), both with Cr implanted to 5 at. %.

III. THICKNESS MAPPING

As mentioned earlier, a crucial point in the simulation of PLD
deposition is accurate knowledge on how much material is depos-
ited for each laser pulse that hits the target and how this material
spreads out across the substrate, T1(x, y). This is found by deposit-
ing a high number of pulses, Np, and measuring the total thickness,
T(x, y), as T1(x, y) ¼ T(x, y)=Np. When optical methods are used

to determine T(x, y), care must be taken since the accuracy of the
results depends on how accurately the optical properties (i.e., the
complex refractive index; ~n = n + ik, where n is the refractive index
and k the extinction coefficient) are known. We use variable angle
spectroscopic ellipsometry (VASE) to determine the complex
refractive index and the thickness with high accuracy.

In this paper, single films of a priori unknown optical proper-
ties and thickness [on known c-Si(100) substrates with an SiO2

thickness of 1.62–3.31 nm on the surface, tabulated optical proper-
ties of Si and SiO2 from Ref. 31] and with unknown surface topog-
raphy are characterized. For some of the samples, input on the
topography of the films is obtained from AFM measurements.
Based on the different categories of samples studied in this work
(plume, flat, and CCS films), we expect differences in how the
optical properties and the film thickness vary across the samples
from category to category. Therefore, the procedure for mapping
out the thickness also varies, as described below.

A. Plume films

The plume films, TiO2-P and CrN-P, are deposited using a
single target and without moving or rotating the substrate. The
laser fluence and repetition rate, the temperature of the substrate,
and the background gas conditions are the same as for the deposi-
tion of the flat films and the CCS film later. The thickness variation
of the resulting films corresponds to the natural material spread
caused by the relatively small size of the plume. Photographs of the
TiO2-P and CrN-P samples are shown in Figs. 2(a) and 2(b),
respectively.

AFM measurements acquired over 2� 2 μm2 at three different
locations on the TiO2 plume film are shown in Figs. 3(a)–3(c), with
the locations on the sample indicated in Fig. 2(a). Line profiles
through the middle of the AFM images are shown in Figs. 3(d)–3(f).
The line profiles reveal that at location 1, corresponding to the
plume center where the film is the thickest, there are holes in the
film, up to several tens of nm deep. These holes get shallower toward
the outer parts of the plume film (location 2), and they disappear at
the edge of the plume film (location 3). The holes might affect the
optical properties of the film and must, therefore, be taken into con-
sideration for the optical model for the plume films.

As the procedure used to accurately determine the complex
refractive index and the material distribution for the two plume
films is the same, only the procedure for the TiO2-P film is pre-
sented here. First, VASE measurements at three different locations
on the TiO2-P film were analyzed individually and modeled as
single “unknown” thin films (unknown film thickness and
unknown film optical properties) with a Kramer–Kronig (KK) con-
sistent b-spline layer32,33 on a semi-infinite “known” c-Si substrate
(with a thin layer of “known” SiO2 optical properties with
unknown thickness). As indicated in Fig. 2(a), the VASE data are
from somewhat different locations on the sample than the AFM
data, although location 4 is still between the plume center and the
edge and location 5 is at the plume film edge.

In line with standard practice, the unknown film surface
roughness was taken into account in the optical modeling by
adding a thin (�1–5 nm) surface layer consisting of a 50–50
volume fraction of thin film and void using the Bruggeman

TABLE II. CCS film deposition routine (see the text for explanation). The sequence
of the three sub-layers listed is repeated 400 times to get a final CCS film thickness
of 400–500 nm, along the centerline of the wafer. Also listed is the maximum thick-
ness of each sub-layer, which is found at the location of the plume center.

Sub-layer Substrate Number of Max thickness
material position (deg) laser pulses sub-layer (nm)

TiO2 0 26 0.884
TiO2 180 22 0.748
CrN 180 45 0.176
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effective medium approximation (BEMA).34 The goodness of fit
between the measured data and the optical model was quantified
by the mean square error (MSE).35 The selected optical model
resulted in a good fit to the measured data for the three locations,
with MSE in the range of 2–5. The resulting real (n) and imaginary
(k) parts of the complex refractive index for the three locations on
the TiO2-P plume film are plotted as dotted colored curves in
Fig. 4. Also plotted (black dotted curves) are the results from mea-
surements of a single crystal reference sample of anatase (001)
TiO2 (from MTI Corp.).

As seen from Fig. 4, the optical properties of the TiO2-P
plume film deviate somewhat from the anatase TiO2 reference and
also vary slightly as a function of distance from the plume center,
especially visible below the bandgap of TiO2 (�3.2 eV) for the
refractive index n. This slight variation in n can be explained by the
presence of voids in the films,36 in agreement with what we have
observed in the AFM images shown in Fig. 3. Not taking this slight
variation in optical properties into consideration might lead to less

accurate values for the thickness variation across the plume film.
The deviation in the above bandgap region of the complex refrac-
tive index compared to the single crystal reference sample is most
likely due to the multi-crystalline nature of the film, seen in XRD
and Raman characterization of the film (not shown).

To implement the variation in the amount of void across the
plume film in the optical model and at the same time reduce the
number of fit parameters for the later plume film mapping analy-
sis, the VASE data from all three locations were analyzed a second
time, but now in a single “multi-sample”37 (“multi-location” in
our case) analysis. Data from all three of the multiple angles of
incidence measurements are analyzed simultaneously, instead of
the individual analysis for each location separately done in the first
analysis. In the second, a “multi-location” approach, one assumes
that the optical properties of the material are the same at different
locations and that the amount of voids is responsible for the varia-
tion in the refractive index. The optical model in the second analy-
sis consisted of a Bruggeman effective medium approximation
(EMA) layer,38 consisting of a b-spline fit for the film material and
of void,39 where the amount of void, thickness of film material,
and surface roughness were used as local fitting parameters for
each of the three locations. The b-spline part of the effective
medium acted as a “global” fit parameter that did not vary
between the three locations, along with the SiO2 interface layer.
The MSE of the new, multi-sample analysis, EMA based model

FIG. 3. (a)–(c) 2� 2 μm2 AFM images of TiO2-P, in location 1–3, indicated i
Fig. 2(a), respectively. (d)–(f ) Line profiles along the middle of the AFM images,
as indicated by the dashed lines in (a)–(c), respectively. Yellow colored areas in
the line scans correspond to ellipsometric best fit roughness, while the purple
area indicates the inclusion of some volume fraction of void in the film in the
ellipsometry analysis. (g)–(i) 2� 2 μm2 AFM images of the CCS film, in location
1–3, indicated in Fig. 2(d), respectively.

FIG. 4. (a)–(c) The real part of the complex refractive index, n, for locations 1,
4, and 5, indicated in Fig. 2(a), respectively, for two different optical models as
explained in the text of the films (dotted and solid curves). (d)–(f ) The imaginary
part of the complex refractive index, k, for locations (1, 4, and 5), respectively.
The black dotted curves in each panels are n and k resulting from measure-
ments on an anatase (100) TiO2 single crystal.
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was 6, and the resulting complex refractive index is also plotted in
Fig. 4 as solid lines for the three locations.

As can be seen from Fig. 4, the results from the second mod-
eling of the VASE data (solid lines) match very well with the indi-
vidually determined optical properties (dotted lines) found in the
first modeling. Since we have observed voids in the film, the fact
that the two approaches result in similar refractive indices justifies
the simplifications done in the second model, namely, that the var-
iation observed in the refractive index across the sample is mainly
due to porosity. The thicknesses obtained using the second model
match the ones obtained using the first very well, with a difference
found to be below 1 nm, corresponding to less than 1% of the total
film thickness.

Finally, the thickness map for the whole plume film was found
performing a “multi-location” sequential analysis of measurements at
794 locations across the 50.8mm (2 in.) substrate, with a 1.5mm
spacing in the x and y directions. In the optical model, the b-spline
and the SiO2 thickness found from the second modeling were
assumed to be valid for the whole sample, and the parameters “thick-
ness TiO2 film,” “roughness,” and the “amount of void” were freely
fitted at each location. The mean MSE for the whole TiO2 plume
film (all 794 locations) was 6, with a standard deviation of 2.1. The
TiO2-P plume film was determined to be 533 nm thick at its thickest
(in the plume center) and 31 nm furthest away from the plume
center; see Table I. The fitted roughness for each measurement point
in the map (not shown) indicates a smooth film, with radially
increasing surface roughness, from 1 nm at the plume center to 5 nm
at the plume edge. The fitted amount of voids decreases radially from
4% in the center to 0% at the edge. The orange coloring in the line
profiles of Figs. 3(d)–3(f) indicates the range of roughness values
obtained from the VASE data, and the purple coloring indicates that
a fraction of voids is included to obtain a good fit.

The same combined AFM and VASE data analysis procedures
were then executed on the CrN plume film, CrN-P, and similar
trends were found, with the exception that voids only appeared
toward the edge of the sample, where the peak to valley roughness
features became comparable to the determined film thickness. The
difference in film thickness (obtained for the two optical models)
was again determined to be below 1 nm, and the mean MSE over
all 794 locations was 6 with a standard deviation of 1.8. The rough-
ness and porosity trends determined by VASE were found to agree
with AFM measurements to be in the range of 1–7 nm surface
roughness and 0%–12% void (from center to edge).

The final plume film thickness maps are used as input for
modeling of the material spread in Secs. IV–VII. Note that even
though we have included porosity in the optical modeling here, we
have chosen not to include occurrence of porosity when modeling
material spread in Sec. IV. This is in line with the assumption that
the volume of the deposited material is the same in the designed
films as in the plume films. However, we will present the effect of
accounting for porosity on the final thickness of the CCS film in
Sec. VII.

B. Flat TiO2 films

The complex refractive index and the thickness of the five
TiO2 films deposited on rotating Si(001) substrates were obtained

in a similar way as for the two plume films. For these films,
however, the initial overview measurements (not shown) indicated
that the refractive index did not vary significantly across the sub-
strate. A single b-spline layer was, thus, used in the optical model
of the TiO2 film, and it was fitted to the data obtained using multi-
ple angles of incidence on two different locations on the films: one
in the center and one toward the edge of the 50.8 mm (2 in.) sub-
strate. A surface roughness layer and a SiO2 interface layer were
included in the model like for the plume samples.

As before, the thickness maps for the five TiO2 films were then
obtained by fixing the b-spline model and the SiO2 layer obtained
from the first two locations (i.e., assuming identical optical proper-
ties and SiO2 thickness across the film) in a “multi-location” analy-
sis of the VASE data from 794 locations simultaneously. The
parameters “film thickness” and “roughness” were fitted at each of
the 794 locations. The fitted BEMA surface roughness layer varied
slightly as a function of distance from the rotation center, from 3 to
2 nm for the smoothest film, and 6 to 3 nm for the roughest film
(not shown). The trend in increasing roughness away from the
plume center was observed in all films and in agreement with the
AFM measurements (not shown). The uncertainty of the film thick-
ness was again estimated to be +1 nm, corresponding to less than
1% of the total film thickness. The average MSE for each of the
films over the whole map was again found to be from 5 to 6 with a
standard deviation of 2–3, which again indicates a good match of
the optical model to measured data. The TiO2 flat films were deter-
mined to be in the range of 100–190 nm thick and with a thickness
variation depending on xp and yp (the relative position of the plume
on the substrate during deposition); see Table I.

C. The continuous compositional spread film

The continuous compositional spread (CCS) film has a
designed thickness variation determined by the position of the two
plume centers on the substrate, and the refractive index will also
most likely vary. Therefore, the unknown refractive index for each
location in the CCS film was found using a single b-spline layer.
The b-spline model, and, thus, the refractive index, is allowed to
vary freely at each measured point, along with the thickness of the
film and thickness of the surface roughness, as the measurement
included multiple angles of incidence for each point in the mea-
sured map. To minimize the number of parameters fitted, the SiO2

interface layer was fixed at 3.3 nm as this was the best fit for several
measurements along the centerline. The variation in the refractive
index as a function of Cr and N content will be presented else-
where. In this work, our main objective is to determine the thick-
ness variation accurately, along with the variation in surface
roughness.

The CCS film thickness was determined to be between 377
and 437 nm along the centerline for which the doping concentra-
tion gradient was optimized. The surface roughness obtained from
the VASE data varied greatly across the sample, from 1 to 25 nm,
with the roughest area being at y ¼ �1:75 cm (where less CrN was
deposited) and the smoothest area around the second plume
center, at y ¼ 1:3 cm. The trends in roughness were again con-
firmed by AFM measurements; see Figs. 3(g)–3(i). As the thickness
and refractive index are found at each point, with a mean MSE of 6
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and a standard deviation of 3, the uncertainty of the thickness was
again estimated to be below 1 nm.

The thicknesses obtained from the VASE data analysis are
hereafter referred to as “the measured thicknesses.”

IV. PLUME MODELING

In this section, we present how we model the material spread
on the substrate. The starting point is the careful mapping of the
plume film thickness across the substrate, as described in Sec. III.
The resulting thickness map for the TiO2 plume film is shown in
Fig. 5(a). In total, 794 locations across this region were measured,
and the thickness is interpolated between these 794 points. The
photograph of the plume film is shown again in Fig. 5(e).

As mentioned in Sec. I, the material spread in a plume film
can be modeled as shown in Eq. (1). From Fig. 5(e), it can be seen
that the thickness distribution of the TiO2-P plume film has an
elliptical shape. (A more circular shape would have been obtained

using a square shaped laser spot, instead of the rectangular one that
we have used.) To be able to fit Eq. (1), and later Eq. (2), directly to
the measured thickness distribution, we need to find the orientation
of this ellipse and align it with the x and y axis. After alignment,
our measured thickness map was fitted to Eq. (1). The resulting
fitted model of the material spread can be seen in Fig. 5(b), and the
fitted parameters are listed in Table III.

The fitted plume film thickness model T(x, y) is compared
with the measured thickness in Fig. 5(c), data in white, model in
red. The deviation between the two (in %), calculated as the dif-
ference between the modeled and measured thickness, divided
by the measured thickness, is shown in Fig. 5(d).

From Figs. 5(c) and 5(d), it can be seen that there is a consid-
erable deviation in using Eq. (1) as a model for the material distri-
bution in the TiO2 plume film. Our suggested solution is to model
the plume as a sum of multiple sub-plumes by adding terms to
Eq. (1) with each term assigned a weight. These plumes have the
same center position, xp and yp, but different angular spread. This

FIG. 5. (a) Measured thickness map for the TiO2-P plume film, obtained from the VASE data. Modeled thickness map using (b) the single-term plume model in Eq. (1) or
(f ) the double-term plume model in Eq. (2). Comparison between the measured and simulated maps for the single (c) and double (g) term plume model, with the corre-
sponding deviation (in %) in (d) and (h). In (c) and (g), the red curves are contours for the measured map, while the dashed white are contours for the simulated maps.
(e) Photography of the TiO2-P plume film, where the green dashed–dotted circle indicates the outer boundary for the area mapped using VASE, and the blue dashed
circle indicates the area used for curve fitting of the model. The color scale for the thickness maps in (a)–(c) and (f )–(g) is shown in the bottom left and for the deviation
maps in the bottom right.
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approach can be justified as different species (atomic and molecular
ions) can have different angular distributions in the plume26,40,41

and, thus, make up separate sub-plumes, all contributing to the
total plume film thickness. This concept is implemented in our
simulations in its simplest version by modeling the plume film’s
thickness as consisting of two sub-plume films each weighted with
a factor 1=2,

T(x, y) ¼ 1
2
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where n1 and m1 describe the angular distribution of the first sub-
plume film and n2 and m2 describe the angular distribution of the
second.

The resulting improvement in model fit is shown in
Figs. 5(f )–5(h), where the results using Eq. (2) are plotted. The
deviation is considerably reduced when using the double plume
model. The resulting fitting parameters for TiO2-P, using the
double plume in the expression for T(x, y), are also listed in
Table III, together with the fitting parameters for the CrN plume
film, used for the simulation of the CCS film below. For both
plume films, the maximum amount of material deposited for a
single laser pulse, T0=Np, is also given.

In the following, the material deposited per pulse, defined as
T1(x, y) ¼ T(x, y)=Np, is used in the simulations of the PLD film
deposition of both single component films (Sec. V) and CCS films
(Sec. VII).

The concept of including multiple sub-plume terms to model
the plume film thickness could be extended to an arbitrary number
of terms, which could be connected to the actual species present in
the plume, but this is beyond the scope of this article. The agree-
ment between the measured and modeled plume film thickness for
our plume films is very high.

V. PLD FILM SIMULATION PROCEDURE AND
ASSUMPTIONS

Before we describe the PLD simulations, we have a short note on
the time scale of different processes occurring in the PLD deposition.

The laser pulse has a duration on the order of nanoseconds (20 ns
FWHM in this work), and the laser ignites a plasma plume that exists
for some hundred microseconds.26 The time between the pulses is in
milliseconds (100–200ms for in this work). As the laser pulse and the
plume duration are short compared to the time between pulses, the
material transfer can be considered instantaneous (i.e., that no rotation
occurs during the material deposition).

The PLD deposition is simulated by first modeling the mate-
rial spread deposited by a single pulse as T1(x, y) ¼ T(x, y)=Np,
where T(x, y) is determined as described in Sec. IV. When
T0, n1, m1, n2, and m2 are determined, xp and yp can be chosen,
depending on the kind of film one wants to deposit.

The deposition of the film on the substrate is simulated by
repetitively adding T1(x, y), from one or more targets, at the
selected location on the substrate. Similarly to previous work on
this type of simulations,14,21 we, therefore, assume that the sticking
coefficient is constant during the deposition of the films (i.e., inde-
pendent of film thickness) and that the sticking is the same for a
given material (A) both when deposited on the same material (A)
or another material (B). In other words, we assume
TAA
1 (x, y) ¼ TAB

1 (x, y). We also assume that the volume of the
deposited material is independent of film thickness and the
growing film’s surface. Finally, we assume that the laser fluence
hitting the target is constant, meaning that the amount of material
in the plume and the plume shape does not change over time.

The validity of the assumptions is addressed in the discussion
of the results. However, as was mentioned in Sec. I, since the aim
of this work is to develop a design tool for PLD, and not to do an
atomistic simulation of the actual film growth, it is not crucial that
all assumptions are fully valid.

The next step in the simulation is to choose the movement of
the substrate during deposition. In our case, the substrate can be
stationary or it can be rotating at a certain speed, while the material
is added to it. For multi-component CCS films, the deposition
process is not continuous but is divided into steps where material
is deposited and rotational steps (typically 120 or 180� at a time)
where no material is deposited. In this manner, material from dif-
ferent targets can be deposited at different locations on the sub-
strate. The simulation of the CCS deposition will be presented in
Sec. VII. First, we focus on single component films.

VI. SIMULATION AND GROWTH OF FLAT PLD FILMS

For the simplest case of a non-moving substrate, the deposited
(single component) film can be simulated by multiplying the

TABLE III. Plume model fit parameters found by fitting the measured plume film thickness to Eq. (1), in the first row, or to Eq. (2) in the second and third row. T0 is the
maximum thickness of the plume film. T0/Np is the maximum thickness divided by the number of pulses Np, i.e., the maximum thickness deposited per pulse. n1, m1, n2, and
m2 are the exponents describing the spread of the plume. Values for xp, yp, z, and Np are listed in Table I.

Plume T0 T0/Np

film (nm) (nm) n1 m1 n2 m2

TiO2-P 532.6 0.0355 21.4 10.1 … …
TiO2-P 532.6 0.0355 10.7 5.9 47.9 22.3
CrN-P 156.4 0.0039 6.4 4.4 31.0 17.6
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material spread by the desired number of pulses. For a rotating sub-
strate, the material spread T1(x, y) is added to the substrate for
each pulse with the chosen rotation of the substrate between each
additional laser pulse.

A. Single vs double plume model

To demonstrate the improved accuracy of the plume film
modeling using two sub-plumes in the expression for T(x, y), we
deposited a film (TiO2-FR-0 in Table I) with the same parameters
as for the deposition of the TiO2-P plume film, but now for a rotat-
ing substrate (ω ¼ 29 deg/s). This results in a film symmetrical
around the rotation center (nominally at x ¼ 0, y ¼ 0), as shown
in Fig. 6. In Figs. 6(a) and 6(b), the thickness map for TiO2-FR-0
obtained from ellipsometry measurements is shown in the left half
of each panel, while the thickness from the PLD simulation is
shown in the right half of the panels for the single and double
plume models, respectively. The deviation between the measured

and simulated film thickness maps is shown in Figs. 6(c) and 6(d)
for the single and double plume models, respectively, and we see a
significantly better agreement using the double plume model. For
this reason, all simulations presented from here on are simulated
using the double plume model in Eq. (2).

B. The importance of full rotations during deposition

To obtain a uniform film thickness, the substrate must be
rotated an integer number of full rotations during the deposition of
the film. Figure 7 illustrates the result when the substrate is not
fully rotated, as was the case for sample TiO2-NFR in Table I.
(Notice that this film was deposited using slightly different plume
parameters than those shown above in Fig. 5.) Figure 7 also illus-
trates the precision obtained in the PLD simulations when using
VASE to determine the thickness maps with a high accuracy, as
described in Sec. III. In Fig. 7(a), the measured thickness of
TiO2-NFR-0 is shown, and in (b), the simulated thickness of the
same film is shown. This film is grown using 15 000 laser pulses at
a 5 Hz repetition rate and with a substrate rotation of 29 �/s. This
corresponds to 241.67 rotation of the substrate during the deposi-
tion, and thus, 1/3 of a rotation is missing for an integer number of
rotations. From Fig. 7, it can be seen that the film thickness is not
uniform along a given radius of the sample and that the film is
clearly thicker for parts of the rotation. This can be seen both in
the measured and simulated thickness, and it should be noted that

FIG. 7. Measured film thickness (a) and simulated film thickness (b) for the not
fully rotated film TiO2-NFR-0. (c) Schematic drawing of our sample holder
where such a “doughnut” film shape is useful.

FIG. 6. Thickness maps for TiO2-FR-0: Measured thickness (left half of the
maps) and simulated thickness (right side) when using the single (a) and
double (b) plume models in the PLD simulations. The deviation (in %) between
the simulated and measured thicknesses when using the single (c) and double
(d) plume model for T (x, y) in Eqs. (1) and (2), respectively.
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this deviation from complete rotational symmetry is caused by the
additional 41 pulses after rotation number 241 was completed. In
other words, both the simulations and the measurements can
detect the effect of 41 out of 15 000 pulses.

It should be mentioned that the non-uniform, donut shape of
the thickness for sample TiO2-NFR-0 is intentional and is ideal when
using a substrate holder, such as the one shown in Fig. 7(c), where
four 10� 10mm2 substrates are positioned at a certain radius.

C. Optimization of thickness uniformity

We next present how the PLD simulations can be used to
optimize the thickness uniformity within a certain diameter of a
rotating substrate/substrate holder. The optimization is done using
the thickness variation across the region of interest as a fitting

parameter to be minimized, while varying xp and yp systematically
in the simulations.

In Fig. 8, we show the results from an iterative optimization
of the film thickness uniformity within a radius of 1.75 cm.
Three films were simulated and deposited: TiO2-FR-1,
TiO2-FR-2, and TiO2-FR-3; see Table I for details. The starting
point is the film presented in Fig. 6, film TiO2-FR-0, which is
repeated in Fig. 8(a) for ease of comparison. As in Fig. 6, the left
side of the maps is the measured thicknesses, while the right side
is the simulated ones. Since the actual thickness is varying from
film to film, the thickness is normalized to the mean thickness of
each film: The mean thickness of each sample corresponds to a
normalized thickness of 100 nm in Fig. 8, and the actual
maximum thicknesses are listed in Table I. Note that in Table I,
the minimum thickness listed is outside the current region of

FIG. 8. Comparison of films optimized for having a flat area within a radius of 1.75 cm, indicated by the black dashed–dotted circles. In (a)–(d), the normalized thickness
is plotted (measured in the left half and simulated in the right half ) for sample TiO2-FR-0 to TiO2-FR-3, respectively. The normalized mean thickness of each sample
corresponds to a value of 100. The position of the plume for each case, xp and yp, is given above the thickness maps. In (e)–(h), the deviation between simulated and
measured thicknesses is plotted for the films in (a)–(d), respectively. Note the different color scales used.
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interest. The black dashed–dotted circle in Fig. 8 indicates the
1.75 cm radius area we are optimizing for.

From Fig. 8(a), it is clear that the starting film is thicker in the
center (131.7 nm) than 1.75 cm from the center (91.2 nm); thus, we
knew we needed to move the center of the material spread, defined
by xp and yp, further from the substrate center. Indeed, the first
attempt of fitting xp and yp to obtain a flat film resulted in xp ¼ 0
and yp ¼ 3 cm, meaning that the plume center is actually further
out than the edge of the 50.8 mm (2 in.) wafer. The resulting film
thickness is shown in Fig. 8(b) for film TiO2-FR-1. We see that the
film is much flatter than the film in Fig. 8(a). However, this film is
thinner in the center (96.5 nm) than at 1.75 cm from the center
(101.6 nm). In a second attempt, we, therefore, simulated and
deposited a film with the center of the material spread slightly
closer to the substrate center at xp ¼ 0 and yp ¼ 2:8 cm. The result-
ing film, TiO2-FR-2, is shown in Fig. 8(c), and we can see this film
is even flatter (97.0 nm in the center and 101.4 nm at 1.75 cm). The
normalized measured minimum and maximum thickness within
the area of interest (diameter of 3.5 cm) is given in Table IV,
together with the variation in the film thickness in this area, ΔT .

The next step is to evaluate the deviation between the simu-
lated and measured film thickness, shown in Figs. 8(e)–8(h). As
shown earlier, the starting film, TiO2-FR-0 in (e), has a very small
deviation, even though it is not very flat. However, for film
TiO2-FR-1 and TiO2-FR-2 in Figs. 8(f ) and 8(g), respectively, the
deviation is larger. The simulations overestimate the thickness in
the center and underestimate it toward the edges of the wafer. For
both these films, the plume center has been moved outside the
wafer/substrate holder edge: The wafer radius is �2.55 cm and
yp ¼ 3:0 cm and 2.8 cm for TiO2-FR-1 and TiO2-FR-2, respec-
tively. This is also far outside the measured and fitted area (radius
�2.28 cm) in the plume modeling. Thus, a considerable part of the
plume model used for the simulation of TiO2-FR-1 and TiO2-FR-2
is not based on measured data and only on the assumption that the
model in Eq. (2) is still valid as we move further away from the
plume center. Based on the findings in Fig. 8, we can conclude that
this is not the case.

To test the limit of the model use for the TiO2 plume film, we
simulated and deposited a third flat film with the material spread
center at the wafer edge, xp ¼ 0 and yp ¼ 2:5 cm, TiO2-FR-3. The
resulting film thickness and deviation between simulation and mea-
surements are shown in Figs. 8(d) and 8(h), respectively. It is clear

from Fig. 8(d) that this film is not as uniform in thickness as the
films in (b) and (c), but the deviation between the simulations and
the measured thickness in Fig. 8(h) is of the same magnitude as for
the film in (a). This indicates that the model used for the material
spread for TiO2 breaks down between 2.5 cm , yp , 2:8 cm.

To solve this problem, one could deposit a plume further out
(larger yp in this case) than used in the current plume film fitting
and modeling or even better, deposit on a larger 3 or 400 wafer (if
the PLD setup allows this), map out the thickness distribution with
VASE, and use this as input to the simulations. For our use, the
TiO2-FR-1 and TiO2-FR-2 films are flat enough, and further opti-
mization was not performed.

Until now, we have presented and discussed the normalized
thicknesses of the flat films. We now turn the attention to the abso-
lute thicknesses to address the validity of our assumptions of a cons-
tant laser fluence as the number of pulses increases (from film to
film) and as the film grows. As mentioned in Sec. II, we expect a
reduction in the deposition rate due to contamination of the
window. We observed (not shown) a roughly linear trend in the
reduction in the deposition rate with the number of laser pulses, up
to 18% reduction for the film deposited last (600 000 pulses after
the plume film). A major part of the deviation between the absolute
measured and simulated film thickness can, therefore, be explained
by a reduction in laser fluence. We expect that the reduced fluence
mainly alters the total thickness and not the thickness distribution1

and, as such, does not affect the conclusion of the work. For the
assumptions of constant sticking and volume of the deposited mate-
rial, we hypothesize that the effect of these being incorrect is smaller
than the effect of the reduction in laser fluence, from film to film.
To test the validity of these two assumptions, a systematic study
must be carried out, but that is beyond the scope of this work.

VII. SIMULATION AND GROWTH OF CCS FILMS

In this section, we describe how to simulate and tailor CCS
films grown by natural spread PLD using two targets, as illustrated
in Fig. 1(b). The resulting two-component CCS films are essentially
two plume films added together, but with the plume centers
(maximum plume film thickness) at different locations on the sub-
strate. An example of a two-component CCS film is shown in
Fig. 2(d). Subsequently, we compare the simulation results with an
example film of doped TiO2. The aim was to deposit a TiO2 film
doped with Cr and N, with the doping concentration ranging from
2 to 8 at. %, while keeping the total film thickness relatively cons-
tant along the “centerline” between the two plume centers. To
obtain a constant thickness, some TiO2 had to be added also in the
location of the CrN plume center. As described in Sec. II, the final
CCS film is built up by 400 repetitions of the deposition sequence
listed in Table II. This sequence was determined in an iterative sim-
ulation process, where the simulation is mimicking the steps of the
actual film deposition.

As for the single component films, the starting point for the sim-
ulations is the material spread T1(x, y) on the 50.8mm (2 in.) sub-
strate, but now for two targets. The T1(x, y) for the two target
materials are then added to the substrate at the chosen plume positions
(defined by xp and yp). The simulations can be extended to three or
more targets. In general, the CCS film thickness and composition can

TABLE IV. Minimum, NTmin, and maximum, NTmax, values for the normalized mea-
sured thicknesses, within the area of interest (3.5 cm in diameter) of the films
shown in Fig. 8. The mean thickness of each sample corresponds to a value of
100 nm. Also listed is the variation in the normalized thickness (in percent) in this
area, ΔT = (NTmax− NTmin)/NTmax, for each film.

Sample
NTmin NTmax

ΔT (%)(nm) (nm)

TiO2-FR-0 91.2 131.7 30.8
TiO2-FR-1 95.6 101.6 5.9
TiO2-FR-2 97.0 101.4 4.4
TiO2-FR-3 99.0 106.8 7.4
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be tailored by changing the distance between the centers of the mate-
rial spread (e.g., by varying yp while keeping xp constant) and varying
the total number of pulses fired onto the two targets.

The composition of the CCS films will vary gradually along a
line between the two plume center positions (along the y-axis for
our example film). The composition can be calculated by dividing
the (total) simulated thickness of one of the components with the
total thickness of the CCS film and subsequently converting the
volume fraction to at. %. For the simulated Cr and N doped TiO2,
the conversion to at. % was based on the assumption that the mate-
rial deposited with the CrN target (in the CrN-P plume film) had
the tabulated density of CrN and that the total film had the density
of anatase TiO2.

Focusing first on the thickness of the CCS film, the measured
(a) and simulated (b) thickness maps of the central 1� 3:5 cm2

region of the Cr and N doped TiO2 CCS film are shown in Fig. 9.
Note that the sample is rotated 90� as compared to the photograph
in Fig. 2(d), as shown in Fig. 9(d), where the white dashed rectan-
gle indicates the mapped region.

Comparing Figs. 9(a) and 9(b), it can be seen that the mea-
sured and simulated thicknesses match, both in the thickness
trends and features, such as the two maxima values and their posi-
tions. There is a small difference in absolute thickness, where the
measured film is thinner than the simulated. This difference indi-
cates that not all the assumptions made in the simulation (constant
sticking coefficient, volume, and laser fluence) are valid.

To test the validity of the assumptions, we re-simulated the
CCS film thickness along the centerline x ¼ 0 [indicated by the red
dashed line between (a) and (b) in Fig. 9] two times. The results
from the initial and two subsequent simulations are presented in
Fig. 10 together with the measured thickness. In the second

simulation, we assume that the volume is not constant, meaning
that when material is deposited in the film, it has a different
volume than when the same material was deposited in the plume/
calibration film. As mentioned in Sec. III where the thickness
mapping was presented, we did observe voids in the TiO2-P and
the CrN-P plume film, but not in the CCS film; see Fig. 3. This
indicates that the actual growth results in a denser film and that the
assumption of a constant volume is not correct.

One way to account for the difference in volume between the
calibration film and the actual film is to “remove” the voids from
the plume film, effectively reducing T1(x, y).

The second simulation (green dashed curve in Fig. 10)
accounts for the fraction of voids obtained in the VASE data analy-
sis (meaning we subtract the film volume corresponding to the
volume % voids and, hence, assuming the material deposited to be
100% dense). We see from the figure that the deviation between the
simulated (green curve) and measured (black curve) thickness is
reduced when accounting for the presence of voids. Note that the
curve shape is slightly different for the initial and second simula-
tions (especially for y , �1:0 cm and y . þ1:0 cm). This is due to
the (measured) variation in the fraction of void along the center-
line. From Fig. 10, it is clear that the occurrence of voids in the
plume films does not fully explain the deviation between the mea-
sured and initially simulated thickness.

In the third simulation, we assume again a constant volume as
in the initial simulation, but now, the laser fluence is not assumed
to be constant: We assume that the fluence hitting the target was
lower when the CCS film was made, compared to the fluence when
the plume films were made. A lower fluence might reduce the abla-
tion rate and, thus, the amount of material in the plume. This will
result in a reduced deposition rate and a smaller T1(x, y).

FIG. 9. Cr and N doped TiO2 CCS film thickness and composition. Measured (a) and simulated (b) thickness maps above and below the x ¼ 0 line, respectively.
(c) Calculated (red dotted line and shading) and measured (in green markers) Cr content along the x ¼ 0 cm line. (d) Photograph of the film indicating the area of interest
inside the white rectangle. Note that the CCS film and the plots in (a)–(c) are rotated 90� compared with Fig. 2(d).
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As mentioned in Sec. II, we did not clean the laser entry
window between each deposition, and this means that material was
built up on the inside of the window as the number of pulses fired
onto the target increased. The CCS film was deposited approxi-
mately 170 000 laser pulses after the TiO2-P film. We did not
measure the actual reduction in the transmission of the laser entry
window, meaning that we do not know the actual reduction in the
fluence.

If we assume that the only factor explaining the deviation
between the measured and simulated thickness is a reduction in the
laser fluence/deposition rate, we can multiply the initial thickness
simulation with a correction factor to take the reduction in fluence
into account. We somewhat arbitrarily choose to calculate the
scaling factor by dividing the measured thickness by the thickness
for the initial simulation for y ¼ �1:3 cm, i.e., at the first plume
center and get a value of �95%. The third simulation of the CCS
film thickness then consists of multiplying the result from the
initial simulation by this correction factor. The result is plotted as
the blue dashed curve in Fig. 10.

We see from Fig. 10 that the fit is almost perfect near the first
plume center (y ¼ �1:3 cm). This corresponds to a location where
mainly TiO2 has been deposited: The Cr,N doping level is �2 at. %
here. The reminding deviation between the measured and third sim-
ulation indicates that also the other assumption of constant sticking
and volume might be incorrect. At the second plume center
(y ¼ þ1:3 cm, �8 at. % doping), we see a larger deviation between
the simulated (blue dashed curve) and measured (black curve), and
this indicates that the assumption TAA

1 (x, y) ¼ TAB
1 (x, y) is not

valid, especially not for larger doping concentrations.

Based on the above observations, we argue that the second
simulation, accounting for voids (in green), does not fully explain
the deviation between the measured and initially simulated thick-
ness. We conclude that the most likely main contribution to the
deviation between the simulated and measured thickness is a lower-
ing of material deposited per pulse due to laser entry window con-
tamination. It is also clear that our assumption of a constant
deposition rate independent of a deposition surface (i.e., constant
sticking and volume of the deposited material) is not valid, at least
not for higher doping concentrations.

Moving onto the CCS film composition, the simulated (dotted
red line) and measured (green markers) Cr concentrations along the
centerline [x ¼ 0, marked with a red dashed line between Figs. 9(a)
and 9(b)] are plotted in Fig. 9(c). An estimate of the uncertainty for
the simulated concentration is indicated by the shaded light red
area. The uncertainty is estimated based on the uncertainty in the
densities used for the conversion from volume to at. %. The upper
bound of the red shading is found assuming the TiO2 density to be
85% of the tabulated value. The lower bounds is found by assuming
the CrN to have a density of 85% of the tabulated value. For the
measured Cr concentration, the data are calibrated using two refer-
ence samples with known Cr content implanted. To estimate the
uncertainty, we calculated an average RSF based on three different
measurements of reference samples. The resulting uncertainty is
shown by the green error bars in Fig. 9(c).

As SIMS has such a large uncertainty in the absolute value for
concentrations of this magnitude, it is more reasonable to use the
results to compare the trends of the measured Cr concentration
profile and the simulated one than the absolute values. Looking at
the results, it is clear that the trends of the concentration curve of
the simulation are very similar to the trend of the measured
concentration.

For two locations, y ¼ 0:25 cm and 1.75 cm, the measured Cr
concentration deviates from the overall trend. We speculate that the
seemingly higher Cr concentrations at these locations are due to
differences in crystalline quality at different positions along the
centerline. Possible causes can be differences in kinetic energy for
the species arriving on the substrate during the deposition and/or
the amount of doping. The poorer crystallinity might lead to
changes in the ion yield in the SIMS sputtering process, and this
might result in measured Cr concentrations deviating from the
overall trend.

VIII. pyPLD—AN OPEN PYTHON LIBRARY FOR PLD
SIMULATION

In this work, we have presented how we have simulated the
deposition of single component PLD and CCS nc-PLD thin films.
All the modeling and simulation described in Secs. IV–VII were
implemented in a Python library named pyPLD that will be made
openly available for use and further development/extensions. The
library source code will be made available through GitHub. This
library is licensed under the EUPL-1.2 license.

The library includes functions to read and handle thin film
thickness data (obtained using VASE or any other method available
to the users), to find the orientation of asymmetric plume films, to
model the material spread from a single laser pulse using the single

FIG. 10. Plot of the measured (black curve) and simulated (red, green, and
blue) thickness along the centerline of the CCS film at x ¼ 0 cm [see Figs. 9(a)
and 9(b)]. For the initial simulation (red dashed curve), the volume of the depos-
ited material is assumed to be constant (and the same for the plume film and
the CCS film), while for the second (green dashes), the volume is not constant,
but smaller in the CCS film than in the plume film. For the third simulation, the
volume is assumed constant again, but the deposition rate is lowered due to a
reduction in laser fluence between the growth of the plume film and the CCS
film. See the text for details.
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or double plume model, and to simulate and optimize the PLD and
nc-PLD deposition. Also included is a tool to calculate the needed
number of pulses to secure deposition during full rotations when
assuming a rotating substrate. In addition, a few tools are imple-
mented to aid the visualization of data, models, and results of sim-
ulations. pyPLD has been made to be a generic tool for
simulations, not strictly bound to the example cases presented in
this paper.

pyPLD can also be used to optimize the plume shape for a
given purpose, and this might give input to the laser spot
geometry.

For nc-PLD, pyPLD can also be used for simulating layered
structures with or without a continuous substrate rotation.
Simulations of CCS films can be done as demonstrated in this
paper or with additional targets. Flat films with uniform doping
can also be simulated by making layered films.

IX. CONCLUSIONS

In this work, we have carefully modeled the distribution of
material deposited from a single laser pulse in PLD and have used
this to simulate deposition of both single component thin films
and films with a continuous compositional spread (CCS). We have
expanded on existing work by using variable angle spectroscopic
ellipsometry (VASE) to determine optical properties and thick-
nesses of the calibration films with a very high accuracy. This has
enabled us to extend the model of the material distribution of the
deposited material, resulting in a higher agreement between simu-
lated and measured film thicknesses. We have used the improved
model to simulate and optimize single component TiO2 films for
thickness uniformity and Cr and N doped TiO2 CCS films for a Cr
concentration profile of 2-8 at. %. The modeling and simulations
have been implemented in an open-source library, pyPLD.

The methods presented in this paper can be used to advance
the growth of both single component and CCS thin films fabricated
using nc-PLD. By optimizing the deposition routine through simu-
lations, less trial and error is needed to obtain the desired film com-
position and/or thickness variation across the substrate. Even
though VASE has been our chosen method to determine the thick-
ness maps for the calibration plume films, any technique to map the
thickness can be used as input to the pyPLD library. Also, input
from theoretical calculations, such as Monte Carlo simulations, of
the material spread can be used. In addition to what has been pre-
sented in this paper, pyPLD can be used to design films with a
desired thickness variation. This is, in particular, interesting for
ellipsometry measurements, where the optical properties are more
easily determined when the thickness is varying in a controlled
manner. In this work, nc-PLD was used to deposit CCS films, but
nc-PLD can also be used to deposit films with a uniform doping,
and this can also be simulated and optimized using pyPLD.

Another potential use of pyPLD is that one can determine the
plume shape needed for a particular film by varying the parameters
in the mathematical model of the plume systematically and deter-
mining the material spread per pulse. This can be considered
reversing the workflow in pyPLD, where the goal now is to find the
ideal material spread, instead of staring with a measured material
spread. When the desired material spread is determined, one can

next derive the spot size and shape needed to create such a material
spread. Currently, this can be done manually in pyPLD, but further
development of pyPLD may automatize this functionality. A com-
bination with plume dynamics modeling would be highly desirable.
pyPLD can also be developed further to take into account sticking
coefficients and volume of the deposited material that vary, e.g., as
the films grow or as a function of distance from the plume center
as well as varying laser fluence. Other users are invited to develop
the library further.
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A B S T R A C T

Molybdenum oxide films are required for a large range of optical, electronic and catalytic applications, and
optimal film characteristics are similarly broad. Furthermore, the layered crystal structure of MoO3 is suited to
nanostructuring, which can be adapted to enhance the film properties. Here, we present a simple, aqueous route
to MoO3 thin films and attain nanostructured morphologies by control of solution parameters. Smooth and
homogeneous thin films were achieved by control of the molecular species in solution by pH. The sensitivity of
film quality to pH was demonstrated with the addition of PVA to the solution, which resulted in large spherical
particulates on the surface. Film thickness was adjusted from 10 to 60 nm, whilst maintaining good film quality,
by changing the solution concentration. Moreover, the grain size and nanocrystallite orientation varied with
solution concentration. The importance of film morphology is revealed in the compositional changes of the films
during hydrogen reduction, with differences in breakdown of film coverage and growth of reduced phases.
Furthermore, spectroscopic ellipsometry was used to determine the optical properties of the films. This revealed
changes in the dielectric function and band gap that were dependent on the level of reduction. The nanoscale
morphologies presented demonstrate the potential to precisely control film morphology, dimensions, oxygen
stoichiometry and phase composition by a low-cost wet chemical route.

1. Introduction

Molybdenum oxide is renowned for its multifunctionality, being
utilized in catalysis [1], optoelectronic devices [2–5], electrochromic
coatings [6], sensors [7], energy storage [8,9] and other emerging
technologies [10–12], often in the form of a thin film. The electronic
structure of molybdenum oxide is affected by its phase composition and
oxygen stoichiometry, both of which can be adjusted to tune the elec-
trical and optical properties [5,9,13,14]. In most cases, film mor-
phology must also be controlled to achieve good device performance
[3,6,8,15]. These factors vary widely with application. Where low-
conductivity and charge carrier recombination is problematic, ultra-
thin, smooth and amorphous films are utilized, for example as an anode
buffer layer for optoelectronic devices [3]. Microstructures with high
aspect ratios are used to enhance sensitivity to adsorbed species for
sensors or to increase the surface area for catalysis [1,16]. In order to be
incorporated into device manufacture, these application-tailored

morphologies must be compatible with scalable and low-cost solution
processes. Therefore, nanostructuring of MoO3 should be developed
within the wet chemical route.

The crystal structure of MoO3 is unique: layers of MoO6 corner- and
edge-sharing octahedra are separated by a van der Waals gap of dis-
persed interactions, and oxygen sits on three symmetrically in-
equivalent sites, singly, doubly and triply coordinated to Mo ions. The
variety of bonding environments results in differences in surface free
energies with orientation, which lends itself well to nanostructuring of
MoO3 crystals. Nanosized flakes, sheets, rods, wires, walls, belts, plates,
spheres and flowers have all been demonstrated by physical deposition
processes [10,12,16–20]. The morphologies have been shown variously
to enhance sensing properties, charge carrier mobility, field emission,
photoluminescence, magnetic and electrochemical properties
[10,12,16,18,20,21]. These morphology effects can be due to high
crystallinity, 2D-geometries or controlled porosity. With molybdenum
oxide thin films, specifications are similarly diverse. Some
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optoelectronic devices rely on a low root mean square (RMS) roughness
to limit recombination sites, and can utilize thin amorphous films [3].
In addition, optimum thickness is dependent on the application, for
example, MoO3 is used as a hole transport layer in both organic pho-
tovoltaics (OPV) and organic light emitting diodes (OLEDs), but the
former requires ultra-thin films less than 10 nm thick to keep electrical
resistance low, whereas the latter can incorporate films as thick as
150 nm, exploiting the resistivity as a short circuit barrier [14,22,23].
The mechanisms taking place in MoO3 films are not always completely
understood, and, especially in emerging technologies, the ideal film
structure will evolve alongside device optimization.

Alongside film morphology, additional factors that affect device
operation include phase composition, crystallinity and stoichiometry
[9,14,24–27]. Some of these behaviours are not well understood.
Stoichiometry in particular plays an important role in many applica-
tions, and the presence or absence of oxygen vacancies is critical to
several devices [5,22,25,27]. Despite this, films of MoOx can be in-
corporated without knowledge of the stoichiometry or even the com-
position and species present [28–31]. Changes in chemical bonding will
obviously affect the properties of the films, and better understanding of
the chemistry resultant from solution processing is necessary to con-
trollably apply these films.

Nanoscale control of morphology is currently achievable through
physical processing means, commonly vacuum evaporation, sputtering
and pulsed laser deposition [9,14,22,24,32]. With atomic layer de-
position, control of MoO3 film thickness on the nanoscale has been
achieved, with similar control of the growth in related chemical vapour
deposition-type conditions [33]. Wet-chemical routes have the ad-
vantage of deposition in ambient conditions and low equipment costs.
Furthermore, solution processing is often compatible with existing de-
vice manufacture such as organic photovoltaics. Previously, several
solution routes to MoO3 films have been used. Oxomolybdate pre-
cursors in aqueous solution have been used to provide molybdate based
ultra-thin and low roughness films which have been comparable to
evaporated films, despite that in most cases the films are discontinuous
or have an undetermined composition [28,30,34,35]. Another route is
via dissolution of molybdenum in hydrogen peroxide, which has re-
sulted in thick nanocrystalline films, though also not continuously
covering the substrate [1,6]. A recent synthesis involved dissolving
MoO3 ammonia solution, providing nanoplates whose concentration
can be increased to provide a homogeneous film [3]. These films were
used for investigation of the hole injection property in organic elec-
tronics, and the discontinuous film was found to give the best device
performance. Templates have been used to provide ordering in the form
of mesoporous films, but in general solution processing has failed to
provide control of nanostructuring of MoO3 [8].

Here, we present an investigation into nanostructuring of solution
processed MoO3 films and produce an aligned nanocrystallite thin film
morphology via a simple solution route. We demonstrate control of
morphology, thickness, crystallinity and phase composition by solution
parameters and post-deposition annealing. Morphology and thickness,
and hence electrical and optical properties, are controlled by standard
solution properties such as pH and concentration. The changing mor-
phology results in a change in the mechanism and kinetics of reduction.
This is of importance when considering reduced MoO3 films for use in
optoelectronic devices.

2. Experimental details

2.1. Synthesis route and reduction

Solution and film preparation was done in an ISO7 cleanroom (NTNU
NanoLab). Solutions for spin-coating films were made by dissolving
ammonium heptamolybdate tetrahydrate ((NH4)6Mo7O24·4H2O, referred
to as AHM, 99.98% trace metals basis, Sigma-Aldrich) in deionized water
to concentrations of 0.1–1mol [Mo] L−1. To prevent precipitation of

MoO3, the solution was adjusted to pH 10 by adding ammonia solution.
In some cases, an aqueous solution of 6 wt% poly(vinyl alcohol) (PVA)
was added to increase the viscosity. Solutions were stirred on a hotplate
at 50 °C for 30min and then sonicated for 10 s for degassing. Quartz
substrates (Spectrosil® synthetic fused silica, UQG Optics) were prepared
by cleaning in ethanol and activating the surface with a 5min oxygen
plasma treatment. (Diener Electronic, FEMTO Plasma Cleaner). The films
were prepared by spin coating, applying the solutions to the substrates
through a syringe with a 0.2 μm filter (Acrodisc, Pall) and spin coating at
2500 rpm for 1min (Laurell WS-400B-6NPP-Lite Spinner). Heat treat-
ment of the films was done in a rapid thermal processing furnace (RTP,
Jipelec JetFirst 200 Processor). A heating rate of 6 Ks−1 was used and the
films were held at 400 °C for 10min in an oxygen flow of 200 sccm.
Multiple layers were added to the heat-treated films by the same route.
For reduction of the films, RTP was done in 5% H2-95% Ar flow of
1000 sccm, holding at 200–500 °C for 30min.

2.2. Characterization

X-ray diffraction (XRD) was used to determine the phase composi-
tion of the films. A Bruker D8 Advance DaVinci X-ray Diffractometer
with LynxEye™ SuperSpeed Detector was used with a CuKα radiation
source in grazing-incidence geometry (grazing angle fixed at 1°, 0.03°
step size, 3.2 s step time and 10–60° 2θ). Atomic force microscopy
(AFM, Veeco diMultimode V, Nanoscope software), used to observe film
morphology, was performed with Peak Force Tapping™ in ScanAsyst
mode. Film thickness was measured by profilometry (Veeco Dektak
150), with a resolution of 6 nm, after etching a step to the substrate
with a 0.05M NaOH solution. Scanning electron microscopy (FEG-SEM,
Zeiss Ultra 55 Limited Edition, 10 kV) was carried out to observe the
homogeneity of films over a large area. This required films to be coated
with a thin layer of carbon to prevent charging. X-ray photoelectron
spectroscopy (XPS) was used to determine the oxidation states present
after reduction. This was obtained with a Kratos Axis Ultra with
monochromatic Al Kα X-ray source with a pass energy of 20 eV.
Background modelling and subtraction, peak fitting, and quantification
of the components were processed using CasaXPS software. Further
details are given in supplementary information SI.1.

Supplementary data associated with this article can be found, in the
online version, at https://doi.org/10.1016/j.apsusc.2018.07.196.

Spectroscopic ellipsometry (SE) measurements were performed on a
J. A. Woollam Co. RC2 ellipsometer. The spectral range was
210–1690 nm (photon energy range 0.73–5.9 eV) at an angle of in-
cidence 55–75°, with 5° intervals. Transmittance measurements of the
substrate were also carried out with the ellipsometer and used to de-
velop the SE model. Briefly, the parametric dispersion model consisted
of two Tauc-Lorentz oscillators for describing the dielectric function
above the band gap, one Gaussian for absorption below the band gap,
and a Drude oscillator for free carrier contribution at low photon en-
ergies [36,37]. A roughness layer was modelled by Bruggeman effective
medium theory [38]. Details of the optical model are given in supple-
mentary information SI.2. The refractive index, film thickness and band
gap were extracted from this, and agreement between the model and
measured spectra was quantified by the mean squared error (MSE)
[39].

3. Results and discussion

A molybdenum oxide film as-deposited from 0.1 mol [Mo] L−1 so-
lution was shown to be amorphous by XRD, and no crystallinity was
detected on thermal annealing up to 300 °C in oxygen (Fig. 1). Thermal
annealing at 400 °C revealed the formation of crystalline MoO3 in the
film. The intensities of the Bragg reflections, however, did not corre-
spond well with the MoO3 reference, and only the (0 2 0), (0 4 0) and
(0 6 0) planes displayed clear reflections. This strongly indicates that a
preferred crystal orientation of MoO3 formed during the crystallization
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of the films.
As seen by AFM imaging in Fig. 2a, the as-deposited amorphous film

covers the substrate homogenously. This can partly be attributed to the
solution chemistry of the Mo6+ ion, which exists in the form of
monomeric or polymeric oxo-ions, dependent on the pH and the con-
centration. The applied precursor AHM readily dissolves in water under
the formation of the Mo7O24

6− polyanion [40]. The pH of AHM in
aqueous solution lies between 5 and 6, caused by the partial deproto-
nation of NH4

+. Further lowering of the pH results in the formation of
Mo8O26

4− ions and finally in the precipitation of MoO3. Raising the pH,
however, causes the formation of monomeric MoO4

2− ions [40]. The
application of a high pH solution containing monomeric MoO4

2− ions
during spin coating prevents the risk of uncontrolled precipitation of

MoO3 in solution upon evaporation of the solvent. The monomeric
oxomolybdate species are deposited on the substrate, providing a high
quality film without inclusions.

Despite the lack of long range order after 300 °C annealing (XRD),
morphology changes did occur at this temperature, evidenced by AFM
(Fig. 2b). There appears to be clustering of nanoparticles, although
homogeneous coverage is maintained across the surface. The mor-
phology is very different after 400 °C annealing, and the film has a
multicrystalline grain-like arrangement (Fig. 2c). The “grains” consist
of platelet-like nanocrystallites, aligned in a pattern stacked from the
centre of the grain and radiating outwards until intersecting alter-
natively oriented nanocrystallites of the neighbouring grain. The length
of the plates is in excess of 100 nm and can be up to 1 μm. At the central
point, a stepped arrangement reveals the plate edges. The height of the
plates was determined by taking samples of line profiles and averaging
the height difference in one step (Fig. 2d, with line profiles given in
supplementary information SI.3). This gave an average height of
5 Å±2Å. This value is of the order of one layer in the layered crystal
lattice of MoO3 (Fig. 2e) which is just less than half the unit cell height
and equal to 6 Å [41]. Thus, it is likely that the exposed faces of the
planes are the (0 2 0) planes of the lattice. This is justified by the lower
surface energy of this face, intuitive from the fact that no MoeO bonds
are broken, and the strong {0 2 0} reflections seen by XRD.

Line profiles from the central part of a grain to its edges are given in
the supplementary information (SI.4). The grain height increases from
the central part to the edges of the grain, with a height difference of
roughly 0.4–1 nm per 100 nm. This indicates that there is stacking from
the centre to the edge of the grain, but the small height difference
compared to the 6 Å layer height suggests that this stacking is not level
with the surface.

Despite this nanostructuring, the films maintained full coverage of
the substrate, and no large precipitates formed disrupting the con-
tinuity of the film. The films were smooth with an RMS roughness (Rq)
of 0.85 nm, which is comparable to previously published values of
amorphous films and is suitable for OPV applications. The film thick-
ness was 10 nm, which is appropriate for the thinnest MoO3 film ap-
plications. In order to obtain thicker films, the concentration of the
deposition solution was increased. The annealing conditions were kept

Fig. 1. Grazing-incidence XRD of deposited films after annealing in oxygen in at
300 °C and 400 °C, and XRD reference for MoO3 (PDF 00-005-0508). The
(0 2 0), (0 4 0) and (0 6 0) reflections of MoO3 are labelled for the film annealed
at 400 °C. The large amorphous background is attributable to the quartz sub-
strate.

Fig. 2. AFM images of films deposited from a 0.1mol [Mo] L−1 AHM solution. (a) As-deposited film. Films after heat treatment in O2 at, (b) 300 °C and (c) 400 °C. (d)
Sampling of line profiles to obtain nanocrystallite step height. (e) The layered crystal structure of orthorhombic MoO3, with the layer height of 6 Å indicated.
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the same in all cases. The film thickness increased with increasing
concentration in the solution, shown in Table 1. In addition, the
average grain size decreased and Rq values increased with increasing
concentration, also shown in Table 1. The decrease in grain size in-
dicates that films are formed by heterogeneous nucleation and a higher
nucleation rate occurs in formation of the thicker films. The orientation
of the nanocrystallites also varies with film thickness (Figs. 3 and 5).
Low concentrations result in the concentric and stepped alignment of
plates. Whereas with higher concentrations, the majority of grains
consisted of closely packed nanocrystallites oriented with {0 2 0} planes
perpendicular to the surface. This change in nanocrystallite alignment
can account for the increased Rq in the thicker films.

Although the 100 nm films would be applicable to many applica-
tions where thicker films are required, high concentrations

Table 1
MoO3 films with deposition solution concentration, film thickness, average
grain size and root mean square roughness values measured by AFM over a
10 μm×10 μm area.

Solution
concentration
[mol [Mo] L−1]

Film thickness
[nm ± 5 nm]

Average grain size
[μm ± 0.1 μm]

RMS roughness,
Rq
[nm]

0.1 10 1.2 0.85
0.2 20 1.0 0.94
0.5 60 0.6 1.53
1.0 100 0.3 3.32

Fig. 3. AFM images of, (a) nanostructured stepped plates in a 0.1 mol [Mo] L−1 deposition film, and (b) oriented nanocrystallites in a 0.5 mol [Mo] L−1 deposition
film.
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(≥0.75mol [Mo] L−1) resulted in precipitates in the solution or de-
position stage. As a result, this gave a worsened film quality with
particulates on the surface. The 0.5 mol [Mo] L−1 solution retained a
good film quality and so it was the maximum concentration used for
further film depositions. Alternative methods to increase the film
thickness were attempted, including multiple layer depositions, and the
addition of PVA solution to increase the viscosity. Multiple layers
without the PVA additive had a negligible effect on film thickness. The
addition of PVA does not alter the film quality, as shown in the
homogeneous film surface scanning electron micrograph in Fig. 4a, nor
does it have an effect on thickness. However, multiple layers with PVA
additive resulted in the appearance of micron sized spheres distributed
across the surface, seen in the SEM image of a film with three layers
deposited, Fig. 4b.

The spheres are thought to be formed in solution after only a few
hours ageing at room temperature. The oxomolybdate species tend to
form large clusters at the low pH provided by the PVA molecules [42].
Another possibility is that the spheres form on the surface during de-
position, on contact with the acidic MoO3 surface of prior depositions.

An alternative non-acidic additive for higher viscosity might limit this
problem, but the acidic MoO3 surface could still cause precipitation.
Thus, single layer deposition was all that was required for optimum film
quality and no additives were found necessary.

Post-treatment in a reducing atmosphere was performed to assess
the effect of hydrogen reduction on films with minimum and maximum
thickness. Films synthesized from 0.1mol [Mo] L−1 and
0.5 mol [Mo] L−1 solutions were heated under a 5% H2/95% Ar flow.
Changes to the film morphology are shown in the AFM images in Fig. 5.

The grain structure is not affected in either of the film series at
200 °C post-treatment. At 300 °C treatment of the 0.1mol [Mo] L−1

deposited film, the substrate is exposed at the grain boundaries. In
addition, inclusions are seen within the film, which are likely nuclei of
reduced molybdenum oxide phases. The 0.5mol [Mo] L−1 deposited
film does not show these changes at 300 °C reduction. Increasing to
400 °C, the 0.1mol [Mo] L−1 deposited film has large areas of substrate
exposed and dendritic phase growth is seen. In contrast, the
0.5 mol [Mo] L−1 deposited film remains intact and accommodates
nuclei and plate like growth of reduced phases. At 500 °C, the
0.1 mol [Mo] L−1 deposited film has completely disintegrated and
provides very little coverage of the surface. The 0.5mol [Mo] L−1 de-
posited film exhibits large crystal growth and has a rough and in-
homogeneous surface, which made it difficult to obtain a clear image by
AFM.

XPS was done to assess the degree of reduction of the films. XPS
spectra of the 0.1 mol [Mo] L−1 and 0.5mol [Mo] L−1 depositions after
reduction at 400 °C are shown in Fig. 6. Deconvolution of the Mo 3d
peaks revealed the relative content of the Mo oxidation states, displayed
with binding energy and FWHM in Table 2. There is a high proportion
of Mo6+ in the 0.5 mol [Mo] L−1

film (91%), which suggests that the
film remains mainly MoO3. The remainder of Mo is Mo5+. In the
thinner 0.1mol [Mo] L−1

film, only 61% of the Mo exists as Mo6+.
There is a greater proportion of Mo5+ (31%) in the 0.1mol [Mo] L−1

film compared to the 0.5mol [Mo] L−1
film. Mo5+ may be present due

to oxygen vacancies or as Mo4O11, Mo9O26 or Mo18O52 phases. It is
unlikely that Mo5+ is a result of hydrogen doping, as atomic hydrogen
would need to be dissociated, for example by a noble metal catalyst
[43]. Without a catalyst, the reduction mechanism in hydrogen en-
vironment is known to progress through oxygen vacancy formation and
reduced phase growth [44,45]. The concentration of isolated vacancies
is expected to be small, as the formation of extended defects and re-
duced phases is favoured beyond MoO2.999 [46].

About 8% of the Mo in the 0.1mol [Mo] L−1 deposited film is Mo4+,
which could be present as MoO2. The presence of MoO2 in the
0.5 mol [Mo] L−1 deposited film is ruled out as there is no Mo4+ de-
tected. There is no Mo0, Mo2+, or Mo3+ present in either of the films.
The presence of Mo4+ and the higher concentration of Mo5+ in the
0.1 mol [Mo] L−1 deposited film reveal that it is reduced more rapidly
than the 0.5mol [Mo] L−1 deposited film.

The two series of films deposited from 0.1mol [Mo] L−1 and
0.5 mol [Mo] L−1 solutions and treated with hydrogen reduction from
200 to 450 °C were further investigated by SE to understand the evo-
lution of optical properties at different stages of reduction. Key para-
meters for the SE model and typical measured and fitted N, S, and C
values are given in the supplementary information (SI.5 and SI.6). The
model provided a good match to the measured transmittance (supple-
mentary information SI.7) [47–52]. The transmittance spectra are also
in keeping with other reports from literature, and the transmittance
generally decreases with increasing reduction [27,53–55]. The total
thickness of the films matches well to the thickness obtained by profi-
lometry and the optical band gap of the non-treated sample is in good
agreement with other observed values in the 3.2 eV region for MoO3

(supplementary information SI.5) [47,48,56,57].
The dielectric function provides further insight to the phases in-

troduced by reduction, especially for reduction temperatures above
400 °C (Fig. 7). The shape of the dielectric function is similar for all of

Fig. 4. SEM micrographs of MoO3 films with PVA additive, (a) 1-layer de-
position and (b) 3-layer deposition.

K. Inzani et al. Applied Surface Science 459 (2018) 822–829

826



the 0.5mol [Mo] L−1 deposited films up to reduction temperature
350 °C, showing a mostly transparent region up to the band gap (Fig. 7c
and d). This indicates that the films are mainly MoO3 with few oxygen
vacancies as they have almost no sub-band gap absorption. The same is
true for the 0.1 mol [Mo] L−1 deposited films but only until the re-
duction temperature 200 °C (Fig. 7a and b). The very small contribu-
tions from the Gaussian, only 0.05–0.10 amplitude (SI.5), could be due
to small concentrations of defects. At higher temperatures, the large
contribution from the Gaussian indicates the presence of intermediate
phases due to the position of their absorption bands, such as Mo4O11

(1.3 eV, 2.13 eV and 2.42 eV) and Mo9O26 (2.12 eV), or MoO2 (2.48 eV)
[57]. With the films from 0.1mol [Mo] L−1 solution reduced at 350 °C,
400 °C and 450 °C, the higher amplitude at ∼1.2 eV shows that there is
a greater proportion of intermediate phases present in these films. This
is in good agreement with the XPS results. Only the samples reduced at
the highest temperature (450 °C) had significant contributions from free
carriers at low photon energies. This is modelled by a Drude con-
tribution and clearly indicates a metallic behaviour, most likely sy-
nonymous with the presence of MoO2 [36,55].

Comparing ε2 between the series (Fig. 7b and d), the more reduced
samples of the 0.1mol [Mo] L−1 deposited films have a higher di-
electric function, again indicating that this series is more sensitive to
reduction and evolve a greater proportion of reduced phases.

The evolution of reduced phases is in agreement with a previous
work on the progression of reduction of MoO3 [58]. It should be noted
that the band gaps given by the Tauc analysis in the previous work
include the contributions from the sub-band gap states, such that the
Tauc band gap decreases with the onset of reduced phases. Here, the
optical analysis accounts for the sub-band gap states with the Gaussian
oscillator. Quantifying these reduced phases with ellipsometry would
need further analysis, as polaron absorption has also been reported at
approximately 1.4 eV [54].

Overall, the effect of reduction is greatly accelerated for the
0.1 mol [Mo] L−1 deposited films, with a greater proportion of reduced
oxidation states. This occurs in combination with loss of material from
the film, as seen by the decomposition of the film in Fig. 5, suggesting
that the mechanism of reduction differs with film thickness. With the
denser alignment of nanocrystallites, there is better tolerance against
loss of oxygen and loss of Mo species is prevented. The
0.5 mol [Mo] L−1 deposited film allows the incorporation of oxygen
vacancies and development and growth of reduced molybdenum oxide
phases without breakdown of film coverage. This should be considered

Fig. 5. AFM images of MoO3 films from (a) 0.1 mol [Mo] L−1 solution and (b) 0.5 mol [Mo] L−1 solution after reduction in 5% H2/95% Ar gas at 200 °C, 300 °C,
400 °C and 500 °C.

Fig. 6. XPS spectra of Mo 3d of two film thicknesses, 0.1 mol [Mo] L−1 and
0.5 mol [Mo] L−1 depositions, after hydrogen reduction treatment at 400 °C.

Table 2
Spectral fitting parameters for Mo 3d5/2 binding energy (eV), FWHM value (eV),
and the relative content of 4+, 5+ and 6+ oxidation states of Mo (%). The
distribution of oxidation states of molybdenum is found from deconvolution of
both Mo 3d5/2 and Mo 3d3/2.

Film deposition
[mol [Mo] L−1]

Mo4+

Eb [eV]
FWHM [eV]
Content [%]

Mo5+

Eb [eV]
FWHM [eV]
Content [%]

Mo6+

Eb [eV]
FWHM [eV]
Content [%]

0.1 229.67 231.77 233.22
0.66 1.45 0.96
8% 31% 61%

0.5 – 231.79 233.13
– 1.04 0.87
– 9% 91%
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when applying thin films of MoO3 to devices: a thin and smooth film is
often used in a sub-stoichiometric state, and although the morphology
is favourable for low carrier recombination and lower resistivity, a
discontinuous coverage may quickly occur. It is possible that the na-
nocrystalline plates allow fast diffusion of species into and out of the
structure and correspondingly faster reduction kinetics. In contrast, the
thicker film morphology can provide a basis for well-developed reduced
phases, which may also be enhanced by the layered structure.

4. Conclusions

A route to high quality, homogenous MoO3 films with complete
substrate coverage was demonstrated via deposition of monomeric
molybdate species from aqueous solution. The amorphous as-deposited
film crystallized by thermal annealing into a nanostructured arrange-
ment of multicrystalline grains with ordering reflecting the layered
crystal structure of MoO3. The film morphology, including film thick-
ness, grain size, and nanocrystallite orientation, was shown to be con-
trolled by altering the solution concentration. As a consequence of the
differing morphology, the kinetics and behaviours during reduction
were modified. Films deposited from low concentration solution de-
veloped reduced phases at a lower temperature than films from a higher
concentration solution, as determined by spectroscopic ellipsometry

and X-ray photoelectron spectroscopy. However, these films with lower
thickness exhibited film breakdown during reduction. In contrast, films
deposited from higher concentration solution remained intact and al-
lowed growth of new phases.
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Optical  properties  of highly  chromium  doped  (2–4 at.%)  zinc  sulfide  made  by  pulsed  laser  deposition
have  been  studied  by  spectroscopic  ellipsometry  in the spectral  range  of 0.73–5.90  eV.  The characteristic
optical  features  of the  ZnS  are a direct  bandgap  with  absorption  onset  at 3.6 eV,  with  E0,  E1 and  E2 critical
points  around  3.7,  5.7  and  7 eV.  Excitonic  effects  were  observed  to  be strong  in this  material  – in  line
with  the  literature.  The  sub-bandgap  absorption  accredited  to  the chromium  doping  appears  as  a  broad
sub-bandgap  feature  increasing  monotonously  with  increased  doping  concentration  at  a given growth
temperature.  In  this  report,  we  discuss  three  different  approaches  to extract  and  analyze  the optical
properties  in  terms  of  the  complex  dielectric  function.

© 2016  Elsevier  B.V.  All  rights  reserved.

1. Introduction

An intermediate band solar cell (IBSC) is based on a semicon-
ductor where a narrow, intermediate energy band (IB) is present
within the bandgap (Eg) [1]. This additional band allows for better
utilization of both low and high energy photons in the solar spec-
trum, as sub-bandgap light can excite electrons from the valence
band (VB) to the IB and from the IB to the conduction band (CB).
This increases the photo-generated current while maintaining a
high open circuit voltage. The maximum theoretical efficiency (for
fully concentrated light) of such a solar cell is as high as 63.2%, in
comparison to a limit of 40.7% for a conventional solar cell under
the same operating conditions [1]. Different approaches have been
pursued, but the challenge remains to fabricate an IB material with
suitable properties to obtain an IBSC with higher efficiency than a
conventional solar cell [2].

ZnS is a well-studied and abundant material, which is interest-
ing with regards to IBSC application. This is due to 1), an isolated,
partially filled IB has been predicted by ab initio studies of Cr-doped
ZnS [3,4], and 2), ZnS has a very large bandgap, (Eg ∼3.6–3.9 eV)
[5], which would make it easier to create an isolated IB within the
bandgap with its own quasi-fermi level (QFL) when the solar cell is
illuminated.

∗ Corresponding author.
E-mail address: thomas.brakstad@ntnu.no (T. Brakstad).

Undoped ZnS have been studied earlier using spectroscopic
ellipsometry (SE), to obtain the optical constants of both zinc blende
(ZB) [6,7] and wurtzite (WZ) [8] crystal structures. Doped ZnS has
also been studied for various dopants, but only a few reports are
found on ZnS:Cr [9,10] and none for very high dopant concen-
trations (2–4 at.%) which is needed for suppressing non-radiative
recombination [11]. The complex dielectric function (� = �1 + i�2)
gives information on the material’s electronic band structure, den-
sity of filled and empty states, magnitude of optical probability
of a transition between filled and empty states, and excitionic
absorption [12], and is therefore a highly important property to
characterize.

In this work, we discuss three different approaches to model �
from room temperature ex situ spectroscopic ellipsometric data.
Of particular importance is to understand how the Cr doping alters
the dielectric function below the ZnS bandgap. Three different mod-
els for the optical response were applied, and these are presented
below.

2. Experimental details

The ZnS and ZnS:Cr films were grown by pulsed laser depo-
sition (PLD) on Si and quartz substrates. Prior to depositions, the
substrates were cleaned using acetone, isopropanol, and deionized
water. The Si substrates were etched in 5% HF for 3 min followed by
3 min  rinsing in deionized water, and annealing at 850 C for 2 min
in the PLD chamber. Then, the substrate temperature was reduced

http://dx.doi.org/10.1016/j.apsusc.2016.10.157
0169-4332/© 2016 Elsevier B.V. All rights reserved.
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Fig. 1. �2 plotted for undoped (black) and different at.% of Cr (blue, red, orange, green
and purple for 2.0, 2.3, 3.0, 3.3, and 4.0 at.%, respectively) ZnS films. The resulting
lineshape from each oscillator for undoped ZnS is plotted in black, dashed lines,
while the contribution for 4.0 at.% of the doped samples (black, dash-dotted line)
are  given as an example of below bandgap contribution. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this  article.)

to the growth temperature, i.e. 500 C and 550 C for undoped and
doped films, respectively. A KrF excimer laser (Lambda Physics
COMPex Pro 110, 248 nm,  20 ns) was operated at 5 Hz to ablate
a polycrystalline (ZnS)0.94Cr0.06 target. The Cr content in the films
was varied between 2 and 4 at.% by varying the laser fluence in
the range 1.0–4.3 J/cm2 as elaborated in Ref. [13]. The films were
between 160 and 660 nm thick [14].

The optical properties of the films were determined using
a dual rotating compensator variable angle spectroscopic ellip-
sometry (VASE) (RC2, J.A. Woollam Co.) in the wavelength range
210–1690 nm (photon energy range 0.73–5.90 eV). Spectra were
recorded at incidence angles of 60–75◦, with 2.5◦ increments. In
addition, VUV-VASE was used for measurements of selected sam-
ples in the 4.0–8.5 eV range.

3. Results and discussion

3.1. Modeling details

All ZnS layers were modelled as a homogeneous thin film on
a semi-infinite c-Si substrate covered by a native oxide. A simple
Bruggeman effective medium approximation (BEMA) consisting of
50/50 void/ZnS for the undoped samples, and void/ZnS:Cr for the
doped samples, was used to model the surface roughness [15].
Surface roughness’s were compared to atomic force microscopy
(AFM) measurements from Ref. [16], and the films were in gen-
eral found to be very smooth, with root mean squared roughness
values of 1.2–2.8 nm [16]. The roughness, native oxide and ZnS
layer thicknesses were all fitted. The agreement between the opti-
cal model and the measured ellipsometric spectra (in N = cos2�,
C = sin2�cos�, S = sin2�sin�) was quantified by the mean squared
error (MSE) [17].

3.2. Harmonic oscillator dispersion model

In this approach, the main features of the ZnS layer was  mod-
elled by one Cody-Lorentz oscillator with an Urbach tail (labeled
E1

0 in Fig. 1) corresponding to a 3D exciton (according to Ozaki
and Adachi [6]), and a Tauc Lorentz oscillator (E1) modelling the
E1−CP, which is dominated by an exciton. The model was refined
to include one Tauc Lorentz oscillator (E2

0 in Fig. 1), which resembles
the E0/E0 + � critical point found by Ozaki and Adachi. The two Tauc
Lorentz oscillators used the same bandgap value (Eg). Indeed, this

Fig. 2. The as-measured (colored circles) and simulated (black dotted lines) complex
pseudo dielectric function (<�>) for 4 at.% Cr-doped ZnS film. <�1> is plotted in red,
while <�2> is plotted in green. The arrows indicate the corresponding axis. (For
interpretation of the references to color in this figure legend, the reader is referred
to  the web version of this article.)

Table 1
Parameters for the harmonic oscillator model as a function of Cr content. Eg was
here 3.56 eV and ε∞ = 1. The Cody Lorentz parameters were Ep = 3.0, Et = 0.109 and
Eu = 0.129 eV. Broadening and the position of the Ecr Lorentzian oscillator was  set to
� Cr = 0.85 and Ecr = 2.68 eV. E1 is the position for the center of oscillator, A1 is the
amplitude, � 1 is the broadening, and Acr is the amplitude of the Cr contribution.

ZnS 2.0 at.% 2.3 at.% 3.0 at.% 3.3 at.% 4.0 at.%

E1 (eV) 5.73 5.70 5.68 5.69 5.71 5.68
A1 36.50 32.37 32.41 32.02 30.93 29.06
� 1 (eV) 0.54 0.66 0.67 0.69 0.66 0.68
Acr N/A 0.06 0.04 0.08 0.09 0.10

was motivated by Ozaki and Adachi [6] dispersion model describ-
ing the absorption at the bandgap edge by a combination of an
exciton lineshape and a 3D-CP. The E2−CP and other high energy
transitions were grouped into a Gaussian oscillator, (mainly from
the E2−CP around 7 eV). These lineshape-components are shown in
Fig. 1 (black dashed lines), along with the resulting imaginary part
of the dielectric function (full black line). The other, colored curves
above the black lineshape is �2 for various amount of Cr in the ZnS
films ranging from 2.0 to 4.0 at.% Cr.

The as-measured pseudo dielectric function of a typical doped
ZnS film is shown in Fig. 2. We note the sharp cut-off of the inter-
ference fringes at the bandgap, around 3.7 eV related to the E0−CP,
and the strong feature around 5.7 eV related to the E1−CP.

The E1
0 shape in our model is much broader than the excitonic

peak in the Ozaki and Adachi model [6]. The E1 peak was for sim-
plicity modelled by a Tauc-Lorentz oscillator, rather than an exciton
lineshape, in order to insure cut-off at the bandgap.

To account for new states in the bandgap when doping ZnS with
Cr, one Lorenz oscillator, with center energy (ECr) was  added to
account for the increased absorption below the bandgap. The line-
shape contribution for 4 at.% Cr is seen in Fig. 1, and the complete
model shows a good agreement with the data, as exemplified in
Fig. 2. The large number of parameters was  compensated for by
performing a multi sample analysis of all samples, and some main
parameters are shown in Table 1.

The E1 amplitude in Fig. 1 is reduced significantly for 4 at.% of Cr
compared to the undoped sample. Between 2.0% and 3.3% doping
content, the E1 peak is only slightly reduced or not reduced at all.
The peak amplitude of the E1 peak is reduced following the intro-
duction of doping, but no significant change in its energy position
or the broadening of the peak can be seen from Fig. 1 or Table 1.
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Fig. 3. Dielectric functions determined using the numerical CPPB model modified by
the Urbach tail. Black, blue, red, orange, green, and purple for undoped ZnS, 2.0, 2.3,
3.0, 3.3, and 4.0 at.% Cr content, respectively. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

3.3. CPPB dispersion model modified by an Urbach tail

A model which incorporates critical point parabolic band (CPPB)
dispersion for all the CPs, but which falls off sufficiently fast in
order to correctly model the interference fringes and the weak sub-
bandgap absorption, as in Figs. 2 and 4, has recently been proposed
[18]. The idea is that the below bandgap absorption tail of the CPs
are multiplied by the Urbach tail, as in the Tauc-Lorentz model
[19,20]. In our implementation the dispersion model is described
by:

ε1 (E) = ε∞ + A

E2
res − E2

+ 2
�

P

∞∫

0

�ε2 (�)
�2 − E2

d�, (1)

where the imaginary part is for simplicity given by the sum of only
exciton line shapes:

ε2 (E) =

⎧
⎪⎨
⎪⎩

ε2,Gauss(E) + ε2,CPPB

(
Eg

)
e

−
(Eg − E)

Eu , E < Eg

ε2,Gauss(E) + ε2,CPPB (E) , E ≥ Eg

(2)

ε2,CPPB (E) =
4∑

q=1

Im

[
Aqei�

(
�q

2Eq − 2E − i�q

)	q
]

(3)

Here, A is the amplitude, Eq is the CP energy, � q is the broadening,
	q is the dimensionality of the CP, and ϕ is the phase. Eres in the
second term in Eq. (1) is the resonance energy outside the range
of measurement. The resulting � is shown in Fig. 3, and shows the
same features and trends as the parametric dispersion model. The
modified CPPB dispersion model also gave an excellent fit to the
data from undoped to 4% Cr doped ZnS (see Fig. 4), and appeared
reasonably stable. That is, the weak Gaussian sub-band absorption
was only added at the very end of the fit, and only the two  highest
doping ratios showed a major improvement in MSE  (factor 2 for
these samples). Note that the Sellmeier function (i.e. the second
term in Eq. (1)) was not needed if a sufficient number of oscillators
were added in the UV and the corresponding Kramers-Kronig (KK)
integral performed up to at least 9 eV. Such oscillators could be
estimated from VUV-ellipsometry data.

The parametric fit, with all CPs limited to 	 = 1, i.e. excitonic
line shapes, gave all reasonable fits without the Gaussian inter-
band, implying that the long absorption tail describes the main

Fig. 4. The ellipsometric parameter � at angles of incidences �0 = 60 (black), 65
(red), 70 (blue) and 75 (green) degrees, for 3.3 at.% of Cr doped ZnS. The full lines
correspond to the experimental data, and the dotted lines are the CPPB dispersion
model fit. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Table 2
Selected parameters used in the CPPB dispersion model for Eg equal to 3.36 eV and
ε∞ varied from 1 to 1.3. The Urbach energy varied from Eu = 1.1–1.3 eV. Broaden-
ing and the position of the Ecr Gaussian oscillator was  set to � = 0.80 ± 0.1 and
Ec r = 2.56 ± 0.01 eV E1 is the position for the center of oscillator, A is the amplitude,
�  is the broadening, and Acr is the amplitude of the Cr contribution.

ZnS 2.0 at.% 2.3 at.% 3.0 at.% 3.3 at.% 4.0 at.%

E1 (eV) 5.8 5.7 5.7 5.7 5.7 5.8
A1 8.35 5.80 5.84 5.83 5.80 5.47
� 1 (eV) 0.54 0.46 0.50 0.54 0.53 0.52
Ac r N/A 0.02 0.02 0.06 0.07 0.08

Table 3
The position, E1, broadening, � 1, and amplitude, A1, for the ZnS film and 2–4 at.% Cr
doped ZnS samples for the 2nd derivative analysis.

ZnS 2.0 at.% 2.3 at.% 3.0 at.% 3.3 at.% 4.0 at.%

E1 5.73 5.71 5.72 5.73 5.74 5.74
A1 2.61 3.00 3.19 2.94 2.61 2.25
� 1 0.32 0.39 0.42 0.41 0.38 0.37

absorption. However, adding the Gaussian sub-band absorption
reduced the final MSE  by a factor 2 for the highest doping levels, see
Fig. 4. Typical parameters are shown in Table 2. It is observed that
the Urbach energy was found to be around 1.2 eV which basically
allows for the long tail of the absorption towards lower energies,
while the Gaussian is located near 2.57 eV. The advantage of the
latter model is that it allows to determine accurate values for the
E0−CP, to describe the range of states through the Urbach tail, and
to describe the weak localized states that have features similar to
Cr2+ photoionization at around 2.8 eV [21].

3.4. Direct inversion and 2nd derivative CPPB analysis

The dielectric function was extracted with the KK-consistent B-
spline method [22]. The double derivatives for the PLD series after
smoothening are plotted in Fig. 5. The main changes of the double
derivatives as a function of doping concentration have been marked
with black arrows. When the doping level increases, it is seen that
the E0 feature at 3.7 eV becomes weaker, more broadened but do
not change much in energy, while the E1 feature at around 5.7 eV
becomes less broadened and shifts to higher energy.

Some key CP lineshape parameters from the fit to the 2nd deriva-
tive of the undoped pulsed laser deposited sample are given in
Table 3. The fit of the undoped sample was used as a starting point
for the analysis of the doped samples, and a comparison of the prin-
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Fig. 5. The double derivatives of the dielectric function for ZnS:Cr. Blue, red, orange,
green, and purple for 2.0, 2.3, 3.0, 3.3, and 4.0 at.% Cr, respectively. The red arrow
indicate the graph’s axis, while the black arrows indicate the trend for increasing Cr
at.%. (For interpretation of the references to color in this figure legend, the reader is
referred to the web  version of this article.)

Table 4
The E1

0 , E2
0 , E1 and E2 position, in eV, from the general oscillator model, modified

critical point parabolic band model, 2nd derivative analysis (2da) of �2 from the
B-spline model, as well as values from the literature [6,7] for undoped ZnS.

Gen. Osc. Modified
CPPB

2da (B-spline) Ozaki and
Adachi [6]

Ghong et al.
[7]

E1
0 3.69 3.34 3.75 3.75

E2
0 3.73 3.72 3.78 3.82

E1 5.73 5.76 5.73 5.74 5.85
E2 7.30 7.24 7.00 7.00 7.03

cipal parameters, E1
0, E2

0 and E1 CPs, are shown in Table 4. The CP
energies are in overall agreement with the energies extracted by
the CPPB model in Ref. [6]. Note that two nearly superposing CPs
(one excitonic (� = 1) and one 3D-M0 (� = 0.5, � = 280, E0 ∼3.75 eV))
were found to fit the 2nd derivate spectra, while the CPPB dis-
persion model systematically rather converged to a single exciton
lineshape at 3.73 eV, and a more curious broader lineshape below
the E0 gap (around 3.34 eV).

One hypothesis regarding the crystal structure of the ZnS films
was that the original ZnS were mostly ZB phase, while the WZ
fraction increased with increasing Cr-content. This was difficult to
confirm with XRD measurements as the WZ  and ZB peaks over-
lap [13]. By analyzing the position and amplitude of the E1 peak,
it can be seen that the amplitude diminishes, indicating that the
WZ fraction might increase (see Table 3). However, the position
of the E1 peak does not seem to change as one might expect for
increasing WZ [8], making the crystal phase purity another possi-
ble cause for the broadening and diminishing amplitude for the E1
peak. Measurements of pure WZ phase ZnS is needed to test this
hypothesis.

In order to quantify sub-bandgap absorption as a function of
Cr concentration, we estimated the transition strength, f, from the
B-spline extracted imaginary part of the dielectric function [22],

giving:f (E) = M

E2∫

E1

ε2 (E) EdE. The transition strength gave similar

results for all dispersion models, and it displays a linear relation-
ship between transition strength and Cr content, indicating that the
increase in sub-band absorption is due to increased Cr doping. This
relationship was also found and plotted in Ref. [14].

4. Summary and conclusions

Two parametric dispersion models were applied in order to
describe undoped ZnS; a harmonic oscillator based model (Cody

Lorentz) and a modified CPPB model. By appropriate modelling of
the dielectric function, we  were able to extract weak sub-bandgap
absorption of ZnS:Cr, potentially related to an intermediate band.
The parameters of these models were compared to the result of the
2nd derivative analysis (also using CPPB line shapes) of B-spline
extracted dielectric function of the films.

The harmonic based model does not in principle convey the
details of the CPs (type, dimension etc.), and also consisted of a
large number of free parameters. This issue was resolved by using
a modified CPPB model, which still allowed for the sharp cut-off at
the E0 gap to be accurately modelled.

As excitonic absorption dominates for ZnS and similar wide
bandgap semiconductors, therefore both approaches probably fit
equally well, and explains the similar position of the CPs. Finally
these CP positions are in good correspondence with those deter-
mined using line shape fitting of 2nd derivative spectra of the
B-spline extracted dielectric function.
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SI.1 Details of the X-ray photoelectron spectroscopy measurements 

X-ray photoelectron spectroscopy (XPS) was obtained with a Kratos Axis Ultra with 

monochromatic Al K𝛼 X-ray source (hν = 1486.6 eV, 15 mA, 15 kV, with lowest energy 

resolution 150 meV). The Kratos charge neutralizer system was used for all measurements, and 

the binding energies (Eb) were corrected by Eb equal to 284.8 eV of adventitious C 1s. Mo 3d 

core levels were measured for the Eb range 219–242 eV. Measurements were carried out with 

a pass energy of 20 eV. Background modelling and subtraction, peak fitting, and quantification 

of the components were processed using CasaXPS software (version 2.3.16). An offset Shirley 

background was subtracted from the spectrum from a blend of a Shirley and linear backgrounds 

OS(E:λ) = S(E)(1-λ)+L(E)λ, where the Shirley and the linear background are represented by 

λ = 0 and λ = 1, respectively. In the curve fitting models, λ = 0.3 was used. For Mo 3d peaks a 

LF(α, β, w, m) line shape was used (CasaXPS), which is a Lorentzian line shape including 

consideration of the Gaussian instrumental broadening. The Mo 3d peaks had a slightly 

asymmetric line shape. 



SI.2 Details of the spectroscopic ellipsometry model 

Spectroscopic ellipsometry data acquisition and analysis were done with the software 

CompleteEASE 4.64. The optical response was determined by fitting to the parameters N, C 

and S (N = cos2Ψ, C = sin2ΨcosΔ, S = sin2ΨsinΔ, where Ψ and Δ are the ellipsometric angles 

measured). The optical model consisted of three elements, surface roughness, thin film and 

substrate. The film optical properties were modelled by a parametric dispersion model from 

which the refractive index, film thickness and band gap were extracted. This modelled layer 

consists of two Tauc-Lorentz oscillators for describing the dielectric function above the band 

gap, one Gaussian for absorption below the band gap, and a Drude oscillator for free carrier 

contribution at low photon energies.36,37 In the Tauc-Lorentz analytical expression the 

imaginary part of the dielectric function is given by 

ɛ (𝐸) = ∗   for 𝐸 > 𝐸     (1) 

ɛ (𝐸) = 0 for 𝐸 ≤ 0  

Here, A is the amplitude, E0 is the centre resonance energy, Br is the broadening and Eg is the 

optical bandgap of the oscillator. The real part of the dielectric function is given by the 

Kramers-Kronig integral of ɛim.37 A Gaussian lineshape in ɛim with a Kramers-Kronig 

consistent line shape for ɛreal is given by 

ɛ = 𝐴𝑒 − 𝐴𝑒      (2) 

with 𝜎 = 𝐵𝑟/2 ln (2). The Drude contribution is modelled by 

ɛ (𝐸) =
ħ

ɛ ( ∗ ħ )
       (3) 



where 𝜌 is the resistivity (𝛺𝑐𝑚) and τ is the mean scattering time (fs).36 The films were assumed 

to be homogenous and isotropic. The roughness layer was modelled by a simple Bruggeman 

effective medium theory containing 50/50 of void/MoO(3-x).38 The agreement between the 

optical model and the measured ellipsometric spectra was quantified by the mean squared error 

(MSE).39 All reflection ellipsometry spectra were modelled as thin films on a semi-infinite 

quartz substrate, and transmittance was simulated on a finite substrate thickness assuming 

incoherent reflections. 

 

SI.3. Sampling of line profiles to obtain nanocrystallite step height, from an AFM image 

of a film deposited from 0.1 mol [Mo] L-1 AHM solution 

 

  



SI.4. Sampling of line profiles from the centre to the edge of a grain, from an AFM image 

of a film deposited from 0.1 mol [Mo] L-1 AHM solution 

 

The AFM micrograph is the same as that in figure 2d, but this image has not had post-

processing flattening applied to it. The line profiles have been smoothed with 10-point adjacent 

averaging. 

  



SI.5. Key parameters for the SE model of films from two solution concentrations and 

various reduction temperatures: the total thickness of the film, band gap energy, Eg, 

amplitude of the Gaussian, AGauss, and mean squared error, MSE, of the model to 

measured N, C, S values. 

Film deposition 
[mol [Mo] L-1] 

Reduction  
temperature [°C] Thickness [nm] Eg [eV] AGauss MSE 

0.1 - 12 3.3 - 2.7 

 200 11 3.3 0.13 2.4 

 300 12 3.1 0.89 4.4 

 350 10 3.3 1.34 3.5 

 400 13 3.2 1.27 3.7 

 450 6 1.9 2.06 4.8 

0.5 - 75 3.0 0.07 5.9 

 200 68 3.1 0.09 4.9 

 300 69 3.2 0.13 5.3 

 350 69 3.2 0.13 4.7 

 400 67 3.1 0.32 4.2 

 450 63 2.4 0.15 8.6 

 

The band gap energy given here corresponds to the Tauc gap common to the two Tauc-Lorentz 

oscillators representing the interband transitions. These values extracted from the model show 

that at high reduction temperature (≥ 450 °C) the band gap narrows. However, one of the 

limitations with the Tauc-Lorentz parametric dispersion model is that it assumes no absorption 

below the band gap. This forces any below band gap absorption detected to be described as a 

change in the band gap, when this could be described by an Urbach tail caused by defect states.a 

Therefore, further work should be done in order to precisely determine the actual band gap and 

not only the onset of absorption as described here. 

  



SI.6. (a) Measured N, C, and S values for the 0.5 mol [Mo] L-1 film deposition reduced at 

400°C at 65° incident angle, with the model response in black. (b) The dielectric function 

at the top, middle and bottom of the film for the same sample. 

 

For the thicker films of the 0.5 mol [Mo] L-1 deposition series, a linear grading of 10 % was 

needed to fit the data, where the top layer has a higher refractive index than the lower layer. 

This is shown in SI.6b for the sample reduced at 400 °C. In Figures 8c and 8d in the manuscript, 

only the middle dielectric function is plotted. 

The linear grading in the 0.5 mol [Mo] L-1 deposited films could be due to the oxygen reduction 

initiating from the top, creating a more reduced film on the top compared to the bottom of the 

film. This, however, is not the case for the thick film reduced at 450 °C, nor any of the 0.1 mol 

[Mo] L-1 deposited film series. The reason for this could be that at higher temperatures or 

reduced film thicknesses the films have time to reach an equilibrium of phases. 

  



SI.7 The measured (solid lines) and model generated (dashed lines) transmittance of the 

films from 0.1 mol [Mo] L-1 solution (a), and 0.5 mol [Mo] L-1 solution (b) after reduction 

in 5% H2-95% Ar gas at 200, 300, 350, 400 and 450 °C, and films with no treatment in 

reducing gas. 

 

It should be noted that the transmittance of the thinnest films remains at 0.2-0.4 at high photon 

energies, due to the thickness of the samples being too small to absorb all incident light, as has 

been seen with similarly thin Mo oxide films.b 
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