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ABSTRACT
Current mobile parental control aids parents in monitoring their
children’s digital usage. Althoughmany children are below 13 when
receiving their first smartphone and social media accounts, only
a few parents adopt such services. However, the literature reports
several privacy, security, and usability challenges that need to be
addressed to develop future mobile parental control. This paper
presents three privacy, two security, and four usability recommen-
dations for mobile parental control by conducting an in-depth lit-
erature review. 306 papers from the first iteration resulted in nine
papers addressing clear recommendations and guidelines. Parental
control should contribute to the children’s digital skill set and the
development of good online habits, in addition to addressing secu-
rity and privacy controls for mobile applications.
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1 INTRODUCTION
Children of all ages are getting more familiarized with digital de-
vices and online services. According to EU Kids Online 2020, Eu-
ropean children between the ages of 9-16 spend 167 minutes daily
on the internet on average, nearly doubling the amount in each
country since the first survey was conducted in 2010 [31]. The
COVID-19 pandemic has further increased the need for children
to accept e-learning, digital classrooms, and video conferences as
a part of their everyday life. Even though they display some un-
derstanding of privacy and security concepts [16], they still risk
sharing sensitive information without fully comprehending the
implications of doing so. Several popular social media applications
(e.g., Facebook, Snapchat, TikTok) prohibit users under 13 years.
Still, children below 13 possess their own social media accounts and
smartphones [31]. The children’s lack of risk awareness emphasizes
the need for developing a proper digital skillset and intelligence.
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A potential awareness tool in this matter is mobile parental con-
trol, which operates from the parents’ smartphone and provides
information from various digital services on the child’s device. Re-
cent studies show that the adoption of parental control tools in
Europe has decreased on average from 28% [18] in 2010 to 22% [31]
in 2020, despite the growing number of digital threats and risks
that children may be exposed to. In general, the solutions are per-
ceived to lack privacy and security controls [4, 8]. In addition, user
studies report on “two-dimensional” functionality: they only fulfill
certain aspects of technical features (e.g., time restrictions, content
blocking, usage controls) without attending to the other unsolved
demands, such as accounting for age and cultural differences, pro-
tecting sensitive information, and inducing digital independent
thinking [19, 32]. How can future mobile parental control be im-
plemented and designed, so that it has the potential to increase
children’s privacy and security awareness, along with parents’ su-
pervision and support? A partial answer might be available in this
fragmented literature. Nonetheless, to the best of our knowledge,
there are currently no studies providing a holistic understanding of
the most important recommendations for mobile parental control
solutions, by combining usability, privacy, and security considera-
tions from the literature. This ensures a useful and compliant tool
that both children and parents may benefit from.

Hence, this paper examines relevant requirements for mobile
parental control within usability, privacy, and security, by conduct-
ing an in-depth literature review. The objective is to contribute to
the design of the next generation of mobile parental controls: the
applications should be secure and privacy-friendly, encourage the
inclusion of both parents and children as contributors, teach chil-
dren resilient online habits, and not only focus on the traditional
perspective of restricting or monitoring access online.

2 BACKGROUND
This section briefly presents parental control and current privacy,
security, and usability issues regarding parental control, while the
findings from the literature review consider clear recommendations
or guidelines.

2.1 Mobile parental control
Mobile parental control assists parents with supervising their chil-
dren’s smartphone use by granting them access to and limiting
their children’s usage of digital services [10, 21]. It is offered as an
integrated solution in existing applications (e.g., streaming media,
gaming, web browsers), or dedicated solution, which is available
directly in the operating system (e.g., Android, iOS) [33]. Dedicated
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solutions possess multiple functionalities. Wisniewski et al. [33] dis-
covered 42 unique features in the various applications in a qualita-
tive analysis of 75 Android applications promoting parental control
for adolescents. The most common setup was one mobile appli-
cation for adolescents and a website or application for parents to
monitor or edit restrictions. Some functionalities included watch-
ing and blocking web browsers, applications, and text messages. In
addition, parents received an option to "seek help," which was not
the case for adolescents.

2.2 Privacy Issues
Challenges regarding parental controls mainly concern two differ-
ent, but equally important aspects of privacy. The first addresses
the privacy required to use mobile parental control. Several regula-
tions specify how minor data should be secured and managed to
ensure data protection, such as the European General Data Protec-
tion Regulation (GDPR) [15] and the American Children’s Online
Privacy Protection Act (COPPA) [9]. GDPR and COPPA compliance
is mandatory for all mobile applications collecting data. However,
previous studies display significant privacy breaches in many popu-
lar parental control solutions [8, 22]. This is also reported by Reyes
et al. [29], where several of the approved Google applications in
"Designing for families” (i.e., program ensuring COPPA compliance)
have multiple privacy breaches.

There are several reasons why developing companies strug-
gle to adhere to privacy regulations. The need to receive verifi-
able parental consent from a child’s device, and parents’ unclear
and vague rights in terms and conditions, by its nature, is often
ignored [17]. For instance, managing a Google Play account re-
quires the user to be above thirteen, excluding younger users, while
COPPA regulation aims to protect children below 13.

The second privacy notion highlights the children’s privacy
against intrusion from their parents. Depending on age, parenting
styles, and maturity, children should be aware of and act on the
right not to tell everything. A US-based study [16] interviewed 26
children aged 5-11 and 23 parents about their strategies and "men-
tal models" of online privacy and security. Their findings indicate
that most parents are willing to preserve their children’s privacy,
but at the same time, they post pictures and other information
about their children on their social media pages without consulting
them or obtaining consent [16].Furthermore, parents defer explain-
ing privacy concepts until adolescence since they do not assume
their children are exposed to security and privacy concerns ear-
lier [16]. Privacy against parent intrusion becomes more critical
among teenagers [5, 14]. Cranor et al. [5] conducted semi-structured
interviews of ten teenagers and ten parents of teenagers, showing
that eight of ten teens identified parents inspecting their messages
as unethical. In contrast, four out of ten parents believed the same.
When parents use parental control applications on minors, whether
teenagers or pre-teens, without sharing a common understanding
of privacy, it may result in friction undermining the parent-child
relationship.

2.3 Security Issues
Ali et al. [2] analyzed the security risks of some popular parental
control solutions and found leakage of personal information and

significant security vulnerabilities. The report discovered three of
the 28 tested solutions do not encrypt user data on shared external
storage that is accessible by any other apps with permission to
access the SD card. Some examples of tested, dedicated parental
control mobile software were FamiSafe, KidsPlace, and Life360.
The latter shares the device position with a self-defined group and
displays all positions simultaneously on a map for all group mem-
bers. Data leakages and lack of authentication in such applications
are more severe and exposed due to the nature of the data. Vul-
nerability analysis of parental control applications has also been
performed [4, 22], indicating significant security flaws. The security
issues imply that the current solutions should be upgraded in terms
of applied technologies and permissions when managing data from
children below 13.

2.4 Usability and New Affordances
Previous studies have initiated developing potential solutions to
increase the trust between the parent and child. Two studies [12, 23]
use a design approach to understanding the needs of the stakehold-
ers and the parents. One of them developed an application named
’Circle of Trust’ [12] with the perspective provided by 17 parent-
child pairs with a mixed-method approach. This potential solution
attempts to preserve the children’s digital personal life and increase
the trust-based relationship between parents and children. Their
findings suggest that parents and children preferred Circle of Trust
above other commercial parental controls regarding usefulness and
ease of use.

Fuertes et al. [10] conducted surveys among parents, adolescents,
and network administrators to determine how parental control
applications are used and perceived. They identified best practices of
the tools andmapped the actual threats and information adolescents
face during web surfing without parental control. Their findings
indicate that parents do not possess enough digital knowledge, and
the adolescents were granted access to all web content through
all devices, including institutional and privately owned devices.
In [14] they report much of the same findings; ignorance of the
tools and the difficulty in the application configuration were cited
as the primary reasons for parents not adopting parental control.

Recent research has acknowledged the need to investigate the
social aspects, along with technical understanding [3, 25]. The
consideration for different parenting styles, ages, and contexts is
essential to be aware of online risks and self-regulation and should
be included in mobile parental control. Parental control should
assimilate the technical aspects with the pedagogical perspective of
understanding the safety and sharing practices and incorporation
of such aspects into parental control solutions would enable new
affordances.

2.5 Cybersecurity Awareness
However, due to the ever-changing technology and smart devices,
many parents lack the proficiency and resources to educate their
children about cybersecurity. Quayyum et al. [26] suggested col-
laborating with social or behavioral scientists to discover how to
adapt cybersecurity knowledge to the skill level of parents and
children. Their results display parents’ concerns during children’s
digital interactions, such as online privacy, communication with
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Figure 1: Parental (left) control of child/adolescent (right)

strangers, accessing adult content, internet addiction, and pass-
word practices. In addition, children struggle to comprehend the
context and reasoning for sharing information. Proposed solutions
were game-based learning, nudging tools, and adding cybersecurity
to the school syllabus to increase awareness. However, parental
control was not highlighted as a potential solution in this context.

As explained in this section, many aspects need consideration
when developing better parental control solutions. Figure 1 depicts
the interaction between the two users, parents and child/adolescent,
and the areas that demand consideration from parental control. The
literature demonstrates that parental controls should address se-
curity and privacy breaches to prevent misuse and extensive data
collection. It should favor a balance between the parents’ responsi-
bility and not neglecting the children’s private life, and consider
the children’s age and maturity, along with the parents’ parenting
style and knowledge level. However, the literature is still missing
a holistic overview of the relevant recommendations to develop
and design future parental control solutions, which is the main
motivation underlying this work.

3 METHODOLOGY
This section briefly explains the in-depth literature review con-
ducted to elicit parental control recommendations from the litera-
ture. The literature search was performed directly in the specified
engineering/computer science web libraries and using internal li-
brary services. Journals/libraries within social science (e.g., child
psychology, education) were excluded, due to the scope and the
project’s time limit. The search keywords were carefully selected
to reflect the objectives of the literature review. Google Scholar
was used to validating the search keywords. In addition, an itera-
tion before finalizing the search strings collected 36 papers. The
advantage of only including existing recommendations is quickly
systemizing the present literature, and providing an overview of the
research area. Table 1 contains the final search keywords, libraries,
and search phrases applied for the literature review. The number
in the brackets indicates the number of relevant papers found in
the respective libraries.

The dataset contained 304 articles collected from the queries
from the three libraries in the first iteration. The timeline was
defined from January 2015 to March 2022 to highlight the latest
developments in parental control technology. The initial screening
was based on the title and abstract. For instance, smart toys for

children (i.e., physical toys benefiting from online functionalities to
enhance physical activities [6] and because of that also introducing
potential security and use-related challenges and risks) were eligi-
ble for inclusion. Table 1 displays the total results from the three
libraries, where 15 papers with recommendations were selected.
Then, all papers without any explicit and well-defined lists of rec-
ommendations or guidelines, framework, or findings from empirical
research were excluded by two reviewers. For instance, Ghosh et
al. [11] was excluded from the dataset since it does not contain
explicit guidelines or recommendations. However, Livingstone et
al. [20] and Iftikhar et al. [14] both include Ghosh et al. [11] and the
discussed topics in their list of recommendations. The same applies
to papers presenting critical issues for parental control [26, 30] that
lacked well-defined recommendations. This led to the final nine,
which will be presented in-depth in the next section.

4 RESULTS
This section presents the final iteration of the in-depth literature
review, displayed in Figure 2. These form the basis to establish the
recommendations for future parental control in the next section.

P1 : A Study of Parental Control Requirements for Smart
Toys [1]

P2 : Security Requirements and Tests for Smart Toys [6]
P3 : Privacy requirements in toy computing [28]
P4 : Privacy Report Card for Parental Control Solutions [22]
P5 : A Vulnerability Assessment on the Parental Control Mo-

bile Applications’ Security: Status based on the OWASP
Security Requirements [4]

P6 : User Interface Design Model For Parental Control Applica-
tion On Mobile Smartphone Using User-Centered Design
Method [32]

P7 : Designing Parental Monitoring and Control Technology:
A Systematic Review [14]

P8 : Understanding of user needs and problems: A rapid evi-
dence review of age assurance and parental controls [20]

P9 : The digital competence framework for primary and sec-
ondary schools in Europe [13]

Figure 2: The final iteration in the literature review.

Smart toys. P1, P2, and P3 address requirements in the context of
smart toys. P3 outlines six privacy requirements for smart toys and
emphasizes the parents’ need to identify or modify the collected
data. In addition, they should be informed of data exchange with
third parties, and if so restrict it. P2 further addresses information
security issues and derives 16 security requirements for smart toys
based on threat modeling. They highlight user authentication, file
integrity, and encryption of the data collection. Lastly, P1 compiles
both privacy and security, along with legal, implementation, and
interoperability requirements of smart toy parental apps based on
privacy regulations (e.g., GDPR, COPPA), parental control evalua-
tion tools, and scientific papers. In total, 37 (19 functional and 18
non-functional) requirements were identified. The requirement is
highly relevant for parental control solutions in terms of increased
security, privacy, and usability.
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Table 1: The total search results from the literature review, with the search timeline starting from Jan 2015-Mar 2022.

Web library / search
words

"parental control" AND
"security" AND "applica-
tion"

"parental control" AND
"privacy" AND "applica-
tion"

"parent? mediation"
AND "child?" AND
"security"

"child?" AND "online
risk?" AND "security"

ACM 99(5) 96(0) 4(0) 22(3)
IEEE Explore 8(0) 2(1) 2(2) 26(2)
Scopus 22(1) 13(0) 0 10(1)

Parental control applications. The next papers consider parental
control applications residing within computers, mobiles, and ex-
ternal applications. P4 and P5 apply a technical context and dis-
cusses the lack of security and privacy controls. P4 analyzes various
parental control applications and provides six privacy recommen-
dations. The difference from the smart toys papers is the focus
on restricting third-party development libraries to limit the data
collection. Moreover, P5 applies the requirements from The Open
Web Application Security Project (OWASP) named Mobile Appli-
cation Security Verification Standard (OWASP-MASVS) [24], a set
of security requirements for mobile applications, to determine the
security of several mobile parental control apps, and propose tech-
nical solutions.

Usability of application. Three papers in the dataset address us-
ability in parental control. P6 conducted interviews with parents
and observations with children by applying a user-centered design
method. They derive five usability requirements for parents and
two for the children from the design method, such as an improved
interface with information about apps in app stores, deciding which
applications the childrenmay download, and encouraging user man-
uals for the parents. P7 synthesized five design guidelines from a
systematic literature review to improve the user design on parental
control. They address challenges such as flexibility for different
styles, ages, and contexts, education for children about online dan-
gers, and the design contribution of children. Likewise, P8 explains
an essential perspective on regulation, and supervision while re-
specting children’s rights in age and maturity. Their results indicate
the parents’ need to be technically adequate since too much limita-
tion on children results in frustration, and restricting access does
not automatically implicate a reduction in online harm.

Digital Intelligence Framework. This topic differs from the rest of
the dataset since it includes guidelines for topics within digital in-
telligence, and is not directly concerned with parental supervision.
Nonetheless, the inclusion of learning digital skills contributes to
developing future parental control beyond the traditional function-
alities. P9 contains a compiled list of competencies that primary
and secondary school children are expected to learn. The first set of
ten requirements within “Digital citizenship” is the most relevant
to attain through parental control. Safeguarding sensitive informa-
tion, and encouraging digital well-being could increase children
benefiting from online services in a healthy manner.

5 PARENTAL CONTROL
RECOMMENDATIONS

This section unveils the most relevant recommendations from the
collected literature, for the future development of mobile parental
controls, highlighting increased security, privacy, and usability.

Figure 3 provides an overview of the relevant recommendations
synthesized from the collected literature.

Usability
R1 : Present templates, and provide recommendations for

using the application.
R2 : Include the children and parents in the design and de-

velopment process of the application.
R3 : Adapt according to the child’s age and parenting styles.
R4 : Support for multiple platforms.

Security
R5 : Increase security awareness amongst children and par-

ents through using parental control.
R6 : Follow security standards and procedures.

Privacy
R7 : Monitor the children’s activity in a non-intrusive way.
R8 : It should be clear what the parents’ consent to in terms

of sharing privacy-sensitive information about their
child.

R9 : Parents are granted access to the child’s data and should
be able to delete or restrict the data collected by the
application.

Figure 3: Recommendations for parental control

The compiled list of recommendations in Figure 3 addresses cru-
cial privacy, security, and usability challenges in mobile parental
control. They advocate proper identity verification from parents,
user authentication, and deleting Personal Identifiable Informa-
tion (PII). Further, they discuss the need to increase security aware-
ness among children and parents and sustain the child’s personal
life by increasing their digital intelligence. Privacy awareness is
equally important, but in contrast, there has been considerable
progress in that area already [27]. The adoption could increase if
parents and children’s feedback and participation contributed to the
development process. Figure 4 presents the extracted recommen-
dations according to their level of concreteness (system/technical
level) vs. abstractness (design/non-technical level), where the latter
requires a more holistic approach.

5.1 Usability recommendations
According to the literature found [1, 14], parents struggle to fully
benefit from parental control applications. Providing the parents
with pre-defined templates on rules, blocking/limiting the use of
applications, and filters could benefit appropriate parental control
use. These templates should be combined with other self-defined
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Figure 4: Relative positioning of the recommendations in
terms of the level of abstraction and technical vs. non-
technical.

rule sets to meet the various parenting styles. However, the choice
of the rule set and blocking should be discussed with the children,
which becomes more necessary as their age increases.

In addition, parents should be able to exchange experiences from
benefiting the application could increase their knowledge and the
usability of the application. For instance, enabling F&Q sections
or discussion forums for parents creates new solutions to share
with each other. Parents and children could provide suggestions
for much-needed functionalities directly to the developing team.
Children, in particular, could carry valuable suggestions as they
age and mature. Hence, continuously improving parental control
could increase the adoption of the application.

Parental control should accommodate different parental styles
and ages [20]. Future solutions require upholding the inclusion of
various online child-rearing practices. If not, they risk not being cor-
rectly adopted by users in other countries and cultures. For instance,
the amount of monitoring may vary according to the society’s dig-
ital maturity level, cultural differences, age, and parenting style.
Respecting user diversity may be the key to persuading parents to
use parental controls regarding learning digital independence and
cybersecurity principles. Furthermore, children should be involved
in such applications’ design and development process to a greater
extent. This might increase the parent-child communication, so the
children are aware of being open about online issues arising. [14].

The same study [14] reported a lack of cross-platform tools,
where one application could be applied on different digital platforms.
Nowadays, parental control solutions might not be compatible if
parents’ and children’s smart devices possess distinct operating
systems. Lock-in mechanisms significantly contribute to procuring
devices from the same digital ecosystem. Supportingmultiple digital
platforms with the same application might also increase parental
control usage.

5.2 Security recommendations
To further increase the parents’ knowledge and contribute to their
children’s digital education, the application should provide them
with information regarding the importance of digital well-being,
and cybersecurity knowledge [13, 26]. Parental controls should
possess additional tips regarding lists of downloadable applications
with age restrictions, and overall rights and online experiences.
Children should also benefit from learning about security concepts
(e.g., safe password practices, information sharing, and social media)
so that they are more capable of using and assessing digital services
themselves.

Since current solutions struggle to adhere to privacy and security
controls [2, 4], considerable efforts are required for future solutions
to meet the existing regulations (e.g., OWASP). Therefore, while R6

may be perceived as overlapping with general privacy and security
needs, it is still necessary to include it as a minimum requirement.
The application should generally authenticate parental users, and
provide a complete overview of financial transactions and/or app
downloads [6]. The parental device(s) and users should be verified
to ensure misuse of the child’s data from unknown devices by
for instance applying e-mail confirmations, digitally signing the
consent, and/or pre-authorized credit card [1, 6].

5.3 Privacy recommendations
Mobile parental control should possess some monitoring of the
children’s digital usage, due to inexperience, maturity, cultural dif-
ferences, and parenting style. Nonetheless, it should not be too
intrusive, by containing enough to observe overall trends and pat-
terns in their digital habits, but not expose their privacy to the
parents [14, 20, 32]. There should be an indicator displaying on the
child’s device so that they are aware of the monitoring [7]. Adoles-
cents, teenagers, and sufficiently mature children should carry the
possibility to decline monitoring [1]. By obscuring the information,
the parents are induced to communicate directly with the child.

As previously mentioned, the efforts to adhere to existing reg-
ulations (e.g., COPPA, GDPR) must be intensified , as emphasized
by R9. R8 highlights the importance of proper consent to monitor
the child’s smart device data and parents approving application
downloads. Knowledge about the extent of their consent should
be conveyed in an understandable manner, both to parents and
children [7, 32]. Lastly, parents should be able to locate, inspect
and delete all data of their children, and Personally Identifiable
Information (PII) from the application [1].

5.4 Limitations
The timeline, keywords, and search items were identified using
the problem statement, but due to the selection, there is a risk of
excluding relevant literature. The risk could be further increased
by only selecting a limited number of bibliographic databases. This
risk was mitigated by performing an additional manual search on
Google Scholar.

6 CONCLUSION AND FUTUREWORK
Children and adolescents are becoming the most avid digital users
by participating in digital games, benefiting social media, andwatch-
ing online content. This paper presents three privacy, two security,
and four usability recommendations elicited from an in-depth liter-
ature review. According to the literature findings, parental control
should improve security and privacy measures, clarify parental
consent, support multiple platforms, and adapt to different parental
styles, cultures, and ages. Follow-up, future work should incorpo-
rate papers without clear recommendations/guidelines in a system-
atic analysis with a broader time span, other web libraries (e.g.,
DBLA, Web of Science), and topics (e.g., within social sciences)
to propose in-depth requirements based on literature regarding
parental control. Our current work is conducting qualitative re-
search on the users, which could provide relevant feedback to sup-
plement the literature findings, along with how different age groups,
cultural differences, and the meaning of consent affect parental con-
trol. Mobile parental control holds the potential to develop into a
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beneficial tool to enhance children’s understanding of online risk,
privacy, and security principles, and foster beneficial digital habits.
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