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Average Qp and Qs-estimation in Marine

Sediments using a Dense Receiver Array

(October 14, 2022)

Running head: Average Q estimation in Marine Sediments

ABSTRACT

A new spectral ratio method has been used to compute average P- and S-wave qual-

ity factors, Qp and Qs, for the sedimentary sequence below the ’V’-shaped Oseberg

Permanent Reservoir Monitoring (PRM) system. Quality factors are important for

a more accurate characterization of the subsurface and to get additional information

on the physical processes within the earth, such as fluid content and partial melt.

However, few methods compute the average Q-value in sediments for both P- and

S-waves in a region, which can be used as a constraint for attenuation models in more

sophisticated inversion techniques like full-waveform inversion or attenuation tomog-

raphy. To address this, a spectral ratio method using two receiving stations, one

installed on sediment and one installed on bedrock, was developed. This resulted in

quality factor estimations ranging from approximately 64 to 137 for P-waves and 29

to 123 for S-waves using a subset of the 172 ocean bottom nodes in the Oseberg PRM

system and a seismometer in Bergen, Norway. The Qp values are more scattered and

hence more uncertain than the Qs values due to the P-wave signal being close to the

background noise level. In the study area, local earthquakes of magnitude as low as
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ML 2.4 can be used to get Qp values and earthquakes of magnitude lower than 2.1 to

find Qs values, with the possibility of using lower magnitude events if the epicentral

distances to the receivers are similar, and smaller. Using this method, the average

quality factor in sediment packages can be estimated using appropriate source and

receiver, and hence ray path, configurations for a variety of regions.
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INTRODUCTION

Seismic waves are known to attenuate when propagating through the subsurface. This

wave attenuation will reduce the amplitude of the signal with increasing propagation

distance, leading signals at some frequencies to fall below the noise floor, decreasing

the frequency bandwidth. It will also cause a frequency-dependent phase shift, and

therefore, a waveform change. The seismic attenuation is often described by the

quality factor Q, a measure of the efficiency of wave propagation, or its inverse, Q−1,

the internal friction (Stein and Wysession, 2003; Romanowicz and Mitchell, 2007).

Q can be specified for different types of waves, as they show different attenuation

behaviour when propagating through the same geology. This paper focuses on the

average quality factor for P- and S-waves through a given sediment package, Qp

and Qs. It has also been observed that the quality factor varies for different types of

geology. In sedimentary layers, the value is normally much lower than in bedrock. Low

Q values mean that the seismic wave amplitudes attenuate more and experience more

phase change than high values. In addition, an important consequence of attenuation

is physical dispersion, where a high attenuation causes a high dispersion. Conversely,

a low attenuation will produce little to no dispersion (Stein and Wysession, 2003).

In general, two main mechanisms control the level of attenuation: seismic absorption

(heat loss) and scattering. No discrimination between the two will be made; instead,

the effective, or combined, attenuation is studied. Attenuation is recognized as a

significant seismic parameter which, when known and compensated for, may allow for

improved interpretation of seismic data. Furthermore, due to the high variation of Q
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values in the crust and uppermost mantle, this parameter can be related to additional

geological and geophysical information that can not be found using other geophysical

tools. This information can subsequently be used, for example, to more confidently

characterize oil and gas reservoirs, monitor CO2 injection, magnitude estimation of

earthquakes, map 3D geological structures and dynamics within the Earth and provide

improved estimates of synthetic seismograms (Aki, 1980; Stainsby and Worthington,

1985; Tonn, 1991; White, 1992; Hauksson and Shearer, 2006; de Lorenzo et al., 2013;

Amalokwu et al., 2014).

In addition to variation in the crust and the uppermost mantle, the quality factor

can be affected by the regional geology, such as differences observed within and at

the interface between the crust, mantle, and core (Mitchell, 1995; Romanowicz and

Mitchell, 2007). In order to map the crust and mantle attenuation, tomographic

analyses have been carried out for the entire Earth. Mitchell et al. (2008) mapped,

for example, the overall trend for Eurasia. However, these tomographic models do not

capture the local variation of the Q-values, e.g., the difference between the local Q

value in sediment packages and bedrock as studied here. Moreover, there are several

studies that capture the local attenuation in a given area: Beckwith et al. (2017)

used prestack Q inversion for a seismic reflection survey in the North Sea, Zollo and

de Lorenzo (2001) used a pulse width method in Flegrei Caldera (Italy) and, more

recently, Sketsiou et al. (2021) found a 3D attenuation image of the Pollino fault

network in Italy. Other studies on oil and gas fields characterize the attenuation

values through analysis of well data (see, e.g., Reid et al. (2001); Sams et al. (1997);
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Carter et al. (2020)). This work aims to add a new spectral ratio method for local

attenuation estimation to these studies. The method was developed to estimate Q

values of a sedimentary package for both P- and S-waves using station pairs, one

station placed on sediment, and one placed on bedrock using earthquakes as the

source. The method provides average estimates of the given sedimentary package

that can serve, for example, as a model constraint for more complicated estimation

methods, like full-waveform inversion and attenuation tomography. The quality factor

for a 5-7 km thick sediment package below Oseberg C has been estimated using a

permanent reservoir monitoring (PRM) system and a seismometer in Bergen, Norway

(Figure 1). The method has been applied to three local earthquakes recorded in

January 2014.

The method presented in this paper contains comparable aspects to the procedure

developed by Teng (1968) and later applied by, e.g., Solomon (1973) and Hwang

et al. (2009). Furthermore, others have applied spectral ratio to estimate Q values.

Dasgupta and Clark (1998) used spectral division on conventional surface seismic

common mid-point reflection data to find seismic attenuation values in the southern

North Sea. Later, Liu et al. (2018) used a modified log spectral ratio method to find Q

values, and Mayeda et al. (2007) used a coda spectral ratio of narrowband envelopes

to find the attenuation. Hauge (1981) measured attenuation from vertical seismic

profiles using spectral ratios between downhole pulses and a reference pulse. The

proposed method differ from the listed ones by taking the spectral ratio of a station

pair, with one receiver located on sediment and the other on bedrock, to estimate the
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quality factor value of a sedimentary sequence for both P- and S-waves.

DATA AND THEORY

Earthquakes recorded on receivers at the Oseberg field, the North Sea, and Bergen,

Norway (Figure 1) were analyzed in this work. The Oseberg data (OSE) were acquired

on 172 4-component (C) ocean bottom nodes (OBN) connected by a seismic cable,

containing 3-orthogonal geophones and one hydrophone, as part of the ’V’ shaped

Oseberg PRM system. The sensor spacing of the outer legs are 50 m and 25 m on

the inner legs (see Figure 1C) and trenched 1-2 m into the seabed at a water depth

of 108 m (Bussat et al., 2016). The data recorded in Bergen (BER) were recorded

on a 3-C broadband seismometer located at the University of Bergen campus. Only

one month of data from the Oseberg PRM was available for the analysis (2014.01),

three local earthquakes were visible in the data and hence focused on in this analysis.

These events will be denoted as E1 for the earthquake on 2014.01.14, E2 for the

earthquake on 2014.01.21 and E3 for the earthquake on 2021.01.23. Key facts about

the earthquakes are summarized in Table 1. Note that no depth estimate was provided

for the low magnitude E1 due to its remote location and distance to the receivers. In

addition, six teleseismic earthquakes were reported by USGS (2022) with magnitudes

higher than Mww 6.1, with a maximum magnitude of 6.5. There were two main

reasons why these were not included in the analysis: (1) as the method estimates the

quality factor of the sedimentary layer at the end of the wave propagation path, the

teleseismic signal will be dominated by the signal propagating in the bedrock and
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mantle, and hence not focusing on the effects occurring in the sedimentary layer. (2)

The magnitudes of the events were relatively small with a long propagation path (the

smallest propagation distance is 2700 km with a magnitude of 6.1).

Pre-processing

In order to prepare the Oseberg PRM data for Q-value estimation, various pre-

processing steps were carried out. (1) Platform noise present in the Oseberg data

was suppressed using an fx-filter (Schonewille et al., 2008). The noise was sup-

pressed by four iterations using a noise threshold of seven with five filter points and

a frequency band from 1 to 50 Hz (Figure 2). An example of the data from E3, and

the effect of the platform noise removal, can be seen in Figure 2. The fx-filter only

changes the noise portions of the data, leaving the earthquake signal (and therefore

the spectrum) untouched (Schonewille et al., 2008). This can also be observed in the

difference plot in Figure 2C, where only the noise part has been affected while the

earthquake signal was not. (2) The Oseberg data were converted from g (using a con-

stant factor of 9.81 m/s2) to particle acceleration and further integrated to particle

velocity to match the same measurement unit as the BER seismometer. (3) The data

were de-trended, and (4) all the data were resampled to a common sample rate. Since

only frequencies from the local earthquakes were of interest, (5) a Tukey window and

a 4th order Butterworth band-pass filtered with cut-off frequencies at 1 and 40 Hz

were applied. The low-cut frequency was set to 1 Hz to remove the most prevalent

part of the ocean noise at Oseberg.
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Travel-time computation

A ray tracing algorithm was used to compute the travel times needed in the analysis.

To calculate these values, a P-wave velocity model representing the geology in the

Oseberg area was constructed. This velocity model was generated using the same

approach as Jerkins et al. (2020) by combining a local sonic log from well 30/6-1

(Figure 3A), and a regional layered velocity model of the area (Havshov and Bungum,

1987), as shown in Figure 3(A-B). The ray tracing algorithm is a high-frequency

approximation to the wave equation and therefore requires a smooth velocity model

as input (Figure 3C). The smoothing ensures that the characteristic dimensions of

inhomogeneities were considerably larger than the prevailing wavelength in the model

(Cervenỳ, 2001). Hence, a four-step workflow to find a smoothed representation of the

combined velocity model was employed. (1) The rapid changes in the sonic log were

smoothed as shown in Figure 3A using a 0.76 km moving average window. (2) The

end of the sonic log (≃3.2 km depth) was connected to the regional velocity model at

8.125 km depth (Figure 3B). (3) Linear interpolation was applied so that the entire

model had the same depth sampling interval. Finally, (4) a moving-average filter with

a window of 3.048 km was applied for the final smoothing. The linear interpolation

and moving average filter were chosen for simplicity and efficiently smoothed the data

to the wanted level.

The ray tracing algorithm used to model the ray paths through the subsurface was

based on the ray equations. The ray equations are used to approximate the non-linear
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eikonal equations and given by (Thomson and Chapman, 1985; Keers et al., 1997):

dx

dt
= v2(x)p, (1)

dp

dt
= − 1

v(x)
∇v(x) (2)

The modified Euler method was used to numerically implement the equations:

xi+1 = xi +∆tv2(xi)pi, (3)

pi+1 = pi −∆t

(
1

v(xi+1)

∂v(xi+1)

∂x

)
(4)

where x is the position along the ray, v(x) is the velocity from the velocity model,

∆t is the time step and p the slowness vector.

Q-estimation using spectral division of data from two sensors

In order to estimate the Q-value for the sediment package underneath the Oseberg

C platform, a spectral division method was applied to the signals recorded on the

Oseberg PRM system and the BER seismometer. Note that the quality factor was

assumed to be frequency independent. This is a common, but questionable, assump-

tion as discussed by Douglas (1992); Sams et al. (1997); Romanowicz and Mitchell

(2007); Beckwith et al. (2017), among others. As depicted in Figure 3C, the ray paths

to OSE propagate through a layered bedrock model at the start and later through a

5-7 km thick sediment layer before being recorded. In contrast, the ray paths to BER

travel primarily through the layered bedrock model. The layered bedrock model was

created based on previous studies from the North Sea (Dasgupta and Clark, 1998;

Reid et al., 2001; Mitchell et al., 2008). Following these definitions, the predicted
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amplitudes recorded at OSE (A1) and BER (A2) can be given, under the low-loss

condition (Q ≫ 1), as (Stein and Wysession, 2003):

A1 =
S

R1

exp

(
−πf

T ′
sed

Qsed

)
exp

(
−πf

N1∑
i=1

T ′
i

Qi

)
, (5)

A2 =
S

R2

exp

(
−πf

N2∑
k=1

Tk

Qk

)
(6)

where S is the source signature, T ′
sed, T

′
i , and Tk are the travel time through the

sedimentary layer, through layer i to the sediment package and through layer k to

BER, respectively. N1 and N2 are the numbers of bedrock layers the ray travel

through. R1 and R2 denote the geometric spreading factors and are given as the travel

distances to OSE and BER, respectively. Qsed represents the average attenuation in

the sediment package. Qi and Qk are the attenuations in the bedrock layers.

By performing a spectral division between the predicted amplitude at OSE with

that of BER, the following expression was obtained:

A1

A2

=
R2

R1

exp
(
−πf

T ′
sed

Qsed

)
exp

(
−πf

∑N1

i=1
T ′
i

Qi

)
exp

(
−πf

∑N2

k=1
Tk

Qk

) (7)

which can be rewritten into the following form:

ln

(
A1

A2

)
= ln

(
R2

R1

)
− πf

(
T ′
sed

Qsed

+

N1∑
i=1

T ′
i

Qi

−
N2∑
k=1

Tk

Qk

)
(8)

from this, the coefficients of a straight line with slope a and intercept b can be defined:

b = ln

(
R2

R1

)
, (9)

a = −π

(
T ′
sed

Qsed

+

N1∑
i=1

T ′
i

Qi

−
N2∑
k=1

Tk

Qk

)
(10)

Subsequently, the slope can be found by linear regression of the ratio ln(A1/A2) for

a frequency range above the noise floor for both signals. Rearranging, the average
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quality factor in the sediment package, Qsed, can be computed using the measured

slope:

Qsed =
T ′
sed

− a
π
−
∑N1

i=1
T ′
i

Qi
+
∑N2

k=1
Tk

Qk

(11)

Note that the spectral ratio eliminates the effects of the source term, while geomet-

rical spreading is accounted for in the intercept b, independent from the final Qsed

estimation. Furthermore, the effect of instrument response on the recorded earth-

quakes is expected to be the same for all the receivers, since the dominant frequency

range is within the flat part of the instrument response for both receiver types used.

Common values for the different terms are summarized in Table 2, where the notation

has been simplified by letting t∗ =
∑

t/Q and hence:

∆t∗ = −
N1∑
i=1

T ′
i

Qi

+

N2∑
k=1

Tk

Qk

. (12)

Uncertainty analysis

The quality factor given in equation 11 is a function of the slope, a, the travel

time through the sediment layer, T ′
sed, and the travel time differences divided by

the assumed quality factor in the bedrock, ∆t∗. By assuming that the parameters,

a, T ′
sed, ∆t∗, are independent of each other, an estimation of the uncertainty related

to Qsed can be found through:

δQsed =

√(
∂Qsed

∂a
δa

)2

+

(
∂Qsed

∂T ′
sed

δT ′
sed

)2

+

(
∂Qsed

∂∆t∗
δ∆t∗

)2

(13)

where δa is the standard error of the slope found in the regression analysis, δT ′
sed and

δ∆t∗ are, in this case, errors related to an erroneous velocity model used to compute
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the travel times through the sedimentary sequence and the bedrock. The errors in

the velocity model are assumed to be 15%, based on the variation in the sonic log

from well 30/6-1 (see Figure 3A). Moreover, the weak point of this method, in this

scenario, is that the parameters, T ′
sed and ∆t∗, are not fully independent. Therefore,

the assumption is that they are weakly related to each other and can thus be treated

as independent (Landrø, 2002). Furthermore, the uncertainty parts in equation 13

are assumed independent, i.e., that they are orthogonal and, hence, a conservative

estimate of the total uncertainty of Qsed. The partial derivatives in equation 13 are

given as:

∂Qsed

∂a
=

T ′
sed

π
(−a

π
+∆t∗

)2 (14)

∂Qsed

∂T ′
sed

=
1

−a
π

+∆t∗
(15)

∂Qsed

∂∆t∗
=

−T ′
sed(−a

π
+∆t∗

)2 (16)

and, hence, the uncertainty in the average quality factor as:

δQsed =

√√√√( T ′
sed · δa

π
(−a

π
+∆t∗

)2
)2

+

(
δT ′

sed
−a
π

+∆t∗

)2

+

(
−T ′

sed · δ∆t∗(−a
π

+∆t∗
)2
)2

(17)

RESULTS AND DISCUSSION

The Q-estimation

The Qsed values are computed using a subset of the 172 receivers available at Oseberg.

The stations closest to the platform (channels 1-14 and 158-172 inclusive) are visibly

highly contaminated by platform noise and are a priori discarded from the analysis.
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To find reliable channels, two conditions based on signal-to-noise ratios (SNR) are

introduced (see Appendix A for computation of SNR).

The first SNR condition uses the root-mean-square (RMS) of equal length windows

to compute the SNR. The three windows are: (1) before the P-wave arrival assumed

to only contain noise (noise RMS), (2) after the P-wave arrival, including the P-wave

signal (P-wave RMS) and (3) after the S-wave arrival including the S-wave signal (S-

wave RMS). Figures 4(A,B,E,F) show examples of how the first-breaks are found on

the OSE and BER data (see Appendix B for a comparison between high and low SNR

waveforms from OSE). The window length is defined as the time interval between the

P- and S-wave arrivals for the sensor closest to the event investigated, i.e., the station

with the shortest P-S delay. From the resulting RMS values shown in Figure 5(A,C,D)

it is possible to see the differences in signal quality for receivers in different portions

of the PRM system. Channels at distances 3.08-3.58 km (channel number 80-100)

are observed to have the highest RMS level for the received P- and S-waves for both

E2 and E3, perhaps due to better sensor coupling. Comparing the RMS noise from

the window just before the P-wave signals to RMS from 3 hours of data, assumed to

contain noise only, the noise before E2 is lower than the mean for the 3 hours of data,

while the noise for E3 is similar (see Figure S1 in supplemental material for mean

noise RMS). The lower noise RMS for E2 is most likely due to the platform noise

suppression being more efficient for this event compared to E3. The noise level for E2

is on average 0.71 µm/s compared to 0.98 µm/s for E3. The SNR level at which the

estimated quality factor becomes stable (7.5 dB for P-arrivals, all S-wave arrivals) is
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then chosen, and channels with SNR above these boundaries are considered reliable.

Figure 5 shows the computed RMS values (A,C,E) and the associated SNR values

and boundary (B,D,F). As expected, E3 shows the highest RMS and SNR values

for the S-wave and E1 the lowest. It is also evident that the P-wave arrives with

low amplitudes, barely above the noise floor for all earthquakes. By investigating

the frequency content of the noise, P-, and S-wave signals in Figure 4(C-D), clear

differences are observed. The BER amplitude spectrum exhibits more high-frequency

components than the OSE amplitude spectra. This is interpreted to be due to the

extra attenuation caused by the sediment package under the Oseberg PRM system as

schematically illustrated in Figure 3C. Furthermore, the noise level at OSE is higher

than BER, especially for low frequencies, even after suppressing the platform noise and

ocean swell noise in the pre-processing. This is expected because the OBN network

is affected by more low-frequency swell noise than the on-land BER seismometer.

The second condition compares the frequency component of the noise to the P-

and S-wave frequency spectra, and the SNR for all components are calculated. Only

channels with high enough SNR to adhere to condition one are considered. In or-

der to estimate reliable slopes from the spectral division, high SNR for as many

frequency components as possible is needed. The SNR boundary for both waves is

set to 10 dB. The frequency SNR boundary is displayed in Figures 6(G-H) together

with the spectral ratio for P- and S-wave obtained by taking the ratio between the

smoothed amplitude spectra of a station pair depicted in Figures 6(A, B, D, E). The

smoothing is carried out to remove the effects of the frequency component close to
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zero, resulting in unstable division and a large effect on the final results. The effects

of the frequency components close to zero are especially problematic for the higher

frequencies as can be observed in Figure 6(C, F, I). The bold portion of the spectral

ratio in Figure 6 indicates the frequencies used in the robust regression (MATLAB’s

’robustfit’ function was used (Dumouchel and O’Brien, 1989)) to estimate the slope

and the associated uncertainties, a and δa, respectively (for more examples see Fig-

ures S2 to S7). The slopes with a 95% confidence interval and the associated standard

residual error (SRE) are represented in Figure 7(A-B).

The estimated travel times through the sedimentary layer, T ′
sed, and the difference

in t∗ values from the travel time in the layered bedrock model, ∆t∗, for all earthquakes

analyzed are depicted in Figure 8 (see Figure S8 in supplemental material for examples

of computed ray paths used to find these values).

Applying the values from the ray tracing, the SNR conditions and the obtained

slopes, the Qsed values are estimated for both the P- and S-wave arrivals. The at-

tenuation results are plotted together in Figure 7C and individually along the array

lay-out in Figure 9. In order to find the best boundaries for the first SNR condition,

a plot without the introduced SNR boundary is made for comparison (see Figure 10).

By comparing the estimates and the uncertainty found in equation 17 with and with-

out the boundary (Figure 7C vs Figure 10) and the associated SNR for each channel

(Figure 5) it is clear that the P-wave attenuation values become unstable under ap-

proximately 7.5 dB, while the Qs values are stable for all channels. For the Qp values,

the total uncertainty is generally high for the rejected values. However, some values
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have uncertainty close to the accepted values (e.g., the E1 estimates). These were

considered unstable due to their low SNR, where their first-break arrivals were hardly

visible in the waveforms. From this, a 7.5 dB boundary is set for the Qp estimation,

and no boundary for Qs is set. This condition provides 27 estimated Qp values and

378 estimated Qs values for the events. Note that the estimated quality factor values

are given as the mean and one standard deviation from the estimates obtained (see

Table 2). The values for the quality factor and the associated uncertainties (from

equation 17) are given separately.

The results will be presented and discussed in four parts, starting with discussing

the effects of the assumed values, followed by a presentation and discussion of the

results based on the epicentre location, starting with E1, then E2 and E3. Finally, a

comparison of the results will be presented.

Assumptions affecting the results

The model for the bedrock attenuation Q and the constant parameter for the sediment

thickness used in the estimation are assumed to be known. These are based on results

from previous Q and geological studies of the North Sea. Mitchell et al. (2008) used

attenuation tomography to estimate QLg values for the entire Eurasia plate and found

the quality factor value to be ≃900, i.e., a non-attenuating media, for the Oseberg

area. Whereas Dasgupta and Clark (1998) and Reid et al. (2001) found local quality

factor values to be between 81 and 1000 for sedimentary and bedrock in the North

Sea. Furthermore, Beckwith et al. (2017) found a quality factor between 161 and
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182 over the Kinnoull oil and gas field. These studies provide the area’s widest

range of credible values, and a three-layered Q model was chosen based on them (see

Figure 3C). Furthermore, the exact thickness of the sediment package varies due to

the Oseberg mega-block and ranges typically from 5 to 7 km (Færseth and Ravn̊as,

1998). This induces uncertainty in the estimated Qsed values as the computed travel

times in the sedimentary sequence depend on the thickness. Decreasing the thickness

of the sediment layer will decrease the travel time value in the sedimentary layer

(T ′
sed) and increase the travel time in the bedrock (T ′). The consequence is that the

Qsed value will decrease as the decrease in T ′
sed has a bigger effect on the quality

factor estimate than the increase in T ′. Decreasing the thickness of the sedimentary

layer from 7 km to 5 km gives an average quality factor decrease of 18 for the events

studied. The results presented in Figure 7C are found using a sediment layer thickness

of 7 km.

A one-dimensional velocity model for the oceanic crust is used to estimate the

travel time values. As mentioned in the theory section, it is created by combining

a well near Oseberg (30/6-1) with a regional velocity model. The model provides

reliable travel time values for the ray paths close to the Oseberg PRM system, as the

rays are propagating through geology captured by the sonic log used to create the

velocity model. It will, however, not provide the same accuracy for the ray paths to

BER as the station is located on the continental crust. The rays to BER travel either

through continental crust only (E2 and E3) or through a combination of oceanic and

continental crust (E1). This introduces uncertainties to travel times, especially for
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rays propagating in the continental crust. Nevertheless, using a 1D model provides

sufficient accuracy to the travel times to show the reliability of this method. Further

investigation into the effect ray tracing using a 3D velocity model capturing all, or

some, of the heterogeneity in the area, including the effect of the Oseberg mega-block

and the differences in seismic velocities between oceanic and continental crust, has

on the quality factor estimation is outside the scope of this paper.

It is assumed that the source signature is cancelled in the spectral division in

equation 7. However, earthquakes are not isotropic sources. The effect of the source

will be cancelled when the stations are in the same azimuth direction from the earth-

quakes. For the event in this study, the azimuth differences are 33◦, 93◦ and 78◦ for

E1, E2 and E3, respectively, which means that the source signature will not be the

same and not entirely cancelled out in the spectral ratios.

Notches due to free-surface multiples are observed in both the hydrophone and

geophone data. For the geophone data, four notches are observed at 3.5, 10.4, 17.4,

and 24.4 Hz within the earthquake signal bandwidth, while the notches in the hy-

drophone recordings are found at 0, 7.0, 13.9, 20.9 Hz. Note that the notch at 0 Hz is a

combination of the first free-surface multiple-related notch and that the hydrophone

instrument response is close to 0 Hz at this frequency. These notches agree with

the modelled first-order free-surface multiple notches for a 107 m water depth (see

Appendix C). However, compensating for their effect did not affect the estimated

attenuation values and was not included in the workflow but should be considered

when estimating the sediment quality factor from similar OBN data.
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Results E1

The epicentre of the earthquake recorded 2014.01.16 was found to be 142 km and

239 km south-east of the Oseberg PRM system and the BER seismometer, respec-

tively (Figure 1). This ML 2.11 earthquake is the lowest magnitude event used in

this study, also reflected in the computed RMS and SNR values (Figure 5). From

the SNR and the clarity of first-break P- and S-phase arrivals, the ranges of the a

priori omitted channels were increased to 1-27, 73-100, and 144-172. Furthermore,

due to the event’s low magnitude and remote location, NNSN and NORSAR did not

obtain a reliable depth estimation. A depth of 11 km, similar to the other events, was

assumed for the earthquake. From the error ellipse presented in NORSAR’s seismic

bulletin (NORSAR, 1971), the location of the earthquake was observed to contain

significant uncertainty (Figure 1). Since the sediment attenuation estimates rely on

modelled travel times from the event to the receivers, accurate hypocenter informa-

tion is important, and uncertainty in the location induces uncertainty in the Qsed

estimation. Moreover, the travel path from E1 to OSE and BER is primarily through

the oceanic crust, with varying distances. From the ray tracing, the average travel

time differences are found to be ≃34.7 s for the S-wave arrivals. Another effect of

the long travel distance is that the seismic waves dive deeper into the subsurface and

encounter the sediment package at higher angles (relative to the horizontal axis), de-

creasing the travel times in the sedimentary sequence. Using the travel times, slopes,

and assumed values, 89 Qsed values adhered to the first SNR condition and were

estimated with a mean and one standard deviation of 50 ± 6, where the standard
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deviation represents the spread in the estimated values. The low estimated quality

factor and low variability over the different estimates are due to the big travel time

difference systematically decreasing the final estimates; this will be discussed in more

detail in the ’Comparison’ section. Moreover, the average total uncertainty related to

the estimates was found to be 8.7 over the estimated values using equation 17. The

individual Qsed estimates, with related uncertainty, are shown in Figure 7C.

Results E2 and E3

The second (ML 2.35) and third (ML 2.57) earthquakes recorded on 2014.01.22 and

2014.01.23 had epicentres ≃88 and ≃107 km north-east of OSE, respectively, and

≃107 and ≃119 km north-west of BER. These events have also uncertainties related

to their hypocenter estimates inducing uncertainty in the computed travel times (Fig-

ure 1). Moreover, the seismic waves generated by the earthquakes travel through

different geology to OSE and BER. The propagation to OSE is mainly through the

oceanic crust, while it propagates through the continental crust to BER. The travel

times to the receivers are similar, with an average P-wave travel time difference of

≃0.8 s for both E2 and E3. The average S-wave travel time differences are ≃1.45 s.

Furthermore, due to the shorter travel distance (compared to E1), the rays will not

dive as deep into the subsurface; hence encountering the sediment package at a lower

angle increases the travel times in the sediment package (Table 2).

Figure 7C displays the 26 P-wave attenuation values and 145 S-wave attenuation

values estimated for E2, with values ranging from 64 to 137 and from 60 to 123,
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respectively. In the same plot, the single estimated P-wave value and the 144 S-

wave attenuation values for E3 are shown. The Qp value for E3 is 65, while the Qs

values range from 60 to 121, resulting in an average Qs estimation with one standard

deviation of 93±13 over the estimated values. The related mean uncertainties for Qp

and Qs are, respectively, 10.3 and 14.7, as computed from equation 17. Furthermore,

the Qp and Qs average estimates for E2 are 92 ± 19 and 85 ± 13, with average

uncertainties of 14.2 and 13.3. It is also possible to compute the Qs/Qp value for E2

by taking the ratio between values obtained from corresponding channels. Using the

central channels at distances 3.0-3.58 km (channels 77-100, excluding channels 78 and

98 due to low SNR), a ratio of 0.9 ± 0.2 is found. Similarly, the ratio between the

single Qp value for E3 and the corresponding Qs is 1.4. However, we will not put any

emphasis on this value due to it being obtained by only one data-point. The ratio

found for E2 is considered more reliable due to it being estimated from 22 data-points.

Table 3 summarises the estimated values.

Comparison

There are obvious differences between the travel path from E1 and E2-E3. (1) The

travel distances from E1 to the receivers are longer than for E2 and E3. (2) The travel

time differences are larger for E1. (3) The seismic waves propagate through different

media. The travel distances only change the depths the rays reach, and hence the

travel time in the sediment layer (T ′
sed). From the ray tracing, the estimated S-wave

travel times in the sedimentary sequence decrease ≃ 11.8% from E1 to E2 and E3.
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Moreover, when a large travel time difference is present in the ∆t∗ term of equation 11,

it will influence the Qsed estimates. For E1, this term is the same as the average slope

term value (−a/π), with the same sign, which creates a systematic decrease in the

attenuation estimation of the sediment package (see Table 2). Comparing E1 to

E2 and E3, these terms are only ≃14% and ≃23% of the obtained average slope

term values, respectively. Hence, the hypocenter position relative to the receiver pair

will affect the end estimates of the attenuation value. If the travel time difference

term is neglected, and only the average slope values are considered, the estimates

would be similar for the three events. From the slope values listed in Table 2 and

depicted in Figure 7A the Qsed values of E1 would be estimated around the E2 and

E3 values. Therefore, a too large travel time difference might introduce a systematic

error in the method, whereas more reliable values are obtained when the difference is

low. However, this depends on the accuracy of the assumed bedrock Q model. The

dependence on the bedrock Q model can be avoided by choosing the receiver pair

and the earthquake carefully. The emerging distributed acoustic sensing technology

will increase the station coverage both on land and in the ocean worldwide (Lindsey

et al., 2017; Williams et al., 2019), and choosing a station pair that optimizes the

estimation procedure will be easier.

From Figure 9 the Qsed values are plotted for the array lay-out. The values for

Qs for all events show a frequency-dependent array response, especially clear for E2,

where the segment oriented in the north-south direction shows an all-over lower Q

value than the east-west oriented segments. Moreover, looking only at the quality
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factor values for the north-south oriented segment, the standard deviation of the Qs

estimates over the array decreases to 5.4 (E1), 8.8 (E2) and 9.7 (E3), a decrease

of, respectively, 0.9, 4.1 and 0.9. The Fresnel zones of the events are, on average,

6.2 km (E1), 5.3 km (E2), and 5.6 km (E3), which is considerably larger than the

maximum array aperture of 1.75 km. From these Fresnel zones, there should not

be large variations along the array. The exact nature of the response along the

array is not known and is beyond the scope of the work in this paper. However, the

fact that amplitudes along various branches of the array are aligned points toward a

frequency-dependent array-effect caused by the cable orientation. Another possible

explanation for the variation can be near-surface effects. These effects can affect the

observed amplitudes on the array. Malme et al. (2005) investigated the effects of

overburden diffractors and shallow lenses and found that they lead to considerable

local amplitude variation. The diffraction led to rapid oscillation in the amplitude

level observed, while the lenses distort reflection events. Near-surface effects like these

have not been studied in the current work.

From the robust regression algorithm used the 95% confidence interval (Figure 7A)

and the standard residual error (SRE, Figure 7B) are estimated for the three earth-

quakes. The latter show similar values over all earthquakes, where the lowest average

SRE is related to E1 (0.023 s), the highest to E2 (0.030 s), and E3 between the two

(0.027 s). The lower SRE value for E1 is related to the lower portion of the frequency

spectra used in the regression analysis, which behaviour is better represented by a

linear regression line (see, for example, Figures S2, S3 for E1, Figure S4 for E2 and
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Figures S5, S6, S7 for E3 in supplemental material). Furthermore, using equation 17

the uncertainty as a function of the different variables in equation 11 are found. Fig-

ure 11 and Figure 12 show the total uncertainty in Qp and Qs, respectively, for E2,

as a function of the different variables (see Figure S9 for equivalent plots for E1 and

Figures S10, S11 for E3 in supplementary material). By varying the slope, a, a strong

dependence is observed, where an increase in the slope value is related to a higher

uncertainty while a decrease a lower uncertainty. By increasing T ′
sed, the uncertainty

will also increase. Conversely, the uncertainty related to ∆t∗ will decrease when its

value increases. Furthermore, a decrease in the velocity model is related to a higher

uncertainty than an increase in the velocity model.

The estimated Qp and Qs-values found in this work agree with previously pub-

lished values for sedimentary successions, including values estimated from North Sea

deposits. Sheriff and Geldart (1995) mapped generalQp values for different rock types,

and found the value to range from 20-200 for sediments. Others have found attenu-

ation values in sediments between 20-200 for the North-Sea (Kang and McMechan,

1994; Dasgupta and Clark, 1998; Reid et al., 2001; Allmark et al., 2018; Carter et al.,

2020), providing the widest range of credible values. From the three earthquakes

recorded in January 2014, values ranging from 64 to 137 for P-waves and 29 to 123

for S-waves were found, with an average total uncertainty of 14.0 and 12.7, respec-

tively. E2 and E3 show similar values, which is expected for seismic waves propagating

through similar geology.
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CONCLUSION

We developed a new method that estimates average quality factors for a given sed-

imentary package for recorded P- and S-wave, Qp and Qs, using the spectral ratio

for a station pair, one located on sediment and one on bedrock. Exploiting three

earthquakes (E1, E2 and E3) recorded on 172 seabed receivers in the Oseberg PRM

(Permanent Reservoir Monitoring) system and a seismometer in Bergen, a total of

27 Qp and 378 Qs values were estimated for the sediment package under the PRM

system at Oseberg. The mean estimated Qp values are 92± 18, where the confidence

interval represents the spread in the estimated values. Furthermore, similar Qs values

were found for E2 and E3, respectively, 84± 13 and 93± 13. Moreover, the average

uncertainty for the Qp and Qs estimates over the array were found to be 14.0 for both.

Estimated Qp and Qs values from E2 give a Qs/Qp of 0.9 ± 0.2, while E3 estimates

gives a Qs/Qp of 1.4. The estimated P-attenuation value for E2 is the most reliable

value because of more estimated values for E2 (22) than E3 (1). The ratio suggests

a bigger attenuation for S-waves than P-waves in this sedimentary layer.
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APPENDIX A

SIGNAL-TO-NOISE RATIO

The signal-to-noise ratio (SNR) for the P-wave and S-wave signals were computed

by:

SNR = 20 · log10
(
usignal

unoise

)
(A-1)

where usignal denotes the root-mean-square (RMS) of the P-wave or S-wave signals,

and unoise denotes the RMS of a part of the signal assumed to only contain noise.

The RMS is given by:

uRMS =

√√√√ 1

N

N∑
i=1

u2
i (A-2)

The second SNR condition, for each frequency component, were computed by

Uk = 20 · log10
(
|Uk,signal|
|Uk,noise|

)
(A-3)

where Uk denotes component k of the frequency domain representation of the signal

(u ↔ U).

APPENDIX B

OBSERVED SIGNALS AND ARRIVAL TIME PICKS

In order to compute the spectral division, we need the arrival times for P- and S-

waves. This was done visually by one observer, looking for both a sudden amplitude

and frequency change in the data corresponding to the onset of the P- and S-wave.
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There are many automatic picking algorithms that can be used to extract this in-

formation from the signal and decrease the observer’s subjective bias at the cost of

other potential limitations in the applied algorithms. For example, the phase de-

tector algorithm developed by Earle and Shearer (1994), the phase picker by Baer

and Kradolfer (1987), the artificial neural network approach for P- and S-phase by

Gentili and Michelini (2006), or the automatic P-phase picker by Kalkan (2016). The

P-wave arrivals were picked using both the vertical geophone and the hydrophone

component. The vertical geophone component was, in general, noisier than the hy-

drophone component (see Figure B-1), and a visual comparison between the two gave

a more certain pick of the first break. On the other hand, the S-wave arrivals have a

relatively high SNR for all earthquakes for the geophone data, hardly visible in the

hydrophone data, and a total of 378 S-wave arrivals were picked using the horizontal

components, using the (E-W) component mainly.

APPENDIX C

FREE-SURFACE MULTIPLE RELATED NOTCHES IN

THE DATA

In the Oseberg PRM data, we observe notches due to free-surface multiples (see

Figure C-1). The water depth at Oseberg has been measured to be d ≃107 m and the

sound speed in water (v) is assumed to be 1480 m/s. We can model the first order

free-surface notches in the received signal for both the hydrophone (GH(ω)) and the

29

Page 29 of 79 Geophysics Manuscript, Accepted Pending: For Review Not Production



geophone (GG(ω)) component:

|GH(ω)| =
∣∣∣∣1− c0 exp

(
iω

2d cos(θ)

v

)∣∣∣∣ (C-1)

|GG(ω)| =
∣∣∣∣1 + c0 exp

(
iω

2d cos(θ)

v

)∣∣∣∣ (C-2)

c0 is the reflection coefficients of the sea-surface and θ is the offset angle the ray enters

the sea column with, measured from the vertical.

We can define the observed amplitude spectrum at OSE, |P (ω)|, as:

|P (ω)|2 = |S(ω)|2|H(ω)|2, (C-3)

where |S(ω)| is the received amplitude spectrum unaffected by multiples, |H(ω)|2 =

|G(ω)G(ω)∗| is the predicted ghost power spectrum, and ∗ denotes the complex con-

jugate. To remove the ghosts in the Oseberg PRM data we rearrange equation C-3

to a spectral division and add a constant factor (η) to avoid division by 0:

|S(ω)| =

√
|P (ω)|2

|H(ω)|2 + η
(C-4)

Figure C-1 shows the predicted multiples plotted together with the original amplitude

spectrum (black) for the geophone (A, B), the hydrophone recording (C), and the

smoothed (30 sample moving average) version (red). A clear correlation between the

notches from the data and the predicted interference pattern using the water depth

at Oseberg is observed.
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LIST OF TABLES

1 Information for the local earthquakes used to estimate the quality factors.

2 The mean value, with one standard deviation, for the different terms in

equation 11 using a three-layered bedrock quality factor (Q) model (see Figure 3 for

Q-model). The mean and standard deviation are found from the different values ob-

tained as described in the Data and Theory section. The quantified uncertainties are

presented later.

3 Qsed estimation results are given as the mean, with one standard deviation

(Qp for E3 has one value), of all stations adhering to the first SNR condition. The

Qs/Qp values are taken for central channels with estimations for both wave types. N

denotes the number of data points for the different estimates.
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LIST OF FIGURES

1 Overview of the region of interest. (A) The study area relative to Europe,

the red rectangle shows the study area (bathymetry map from GEBCO (2021)). (B)

The location of the earthquakes (orange starts) with associated error ellipses and the

receivers (red triangles). (C) The receiver geometry of the 172 OBN just south of the

Oseberg C platform.

2 Suppression of platform noise from Oseberg C. (A) The raw observed signals.

(B) The observed signal after the fx-filter. (C) The difference between (A) and (B).

This shows that the noise closest to the platform (channels 1-16, 80-100, 157-172) has

successfully been suppressed. The dashed rectangle indicates the area used for the

analysis, the nodes closest to the platform (1-14 and 159-172) is too contaminated by

platform noise to give reliable results and are discarded a priori to the analysis.

3 Velocity model and conceptual sketch. (A) The sonic log from well 30/6-1

(blue) and the smoothed version (red) with the assumed 15% uncertainty indicated

(red dashed lines). (B) The final velocity model (red), combining the smoothed

sonic log and Norwegian National Seismic Network’s (NNSN) P-wave crustal velocity

model (blue). (C) The ray paths to BER is assumed to be dominated by attenuation

in bedrock, while the travel path to Oseberg is affected by attenuation from a 5-7 km

thick sediment package and the same bedrock model as for the ray path to BER. The

Q-model of the bedrock is assumed known, while the value (Qsed) for the sediment

package is estimated.

4 The time- and frequency content of the different recording sites. (A-B) The
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time signals on the vertical and (E-W)-geophone components recorded by node 40

on Oseberg PRM. The boxes indicate the time-window used to compute the noise,

P- and S-waves amplitude spectra (and later RMS). (C-D) The respective amplitude

spectra normalized to the individual maxima for BER and OSE. The noise is black,

P-wave red, and S-wave blue. Solid lines represent BER and dashed OSE. (E-F) The

time signals recorded on the BER seismometer. The boxes indicate the time-window

(of equal size as in (A-B)) used to compute the noise, P- and S-waves amplitude

spectra.

5 RMS and SNR for the three earthquakes. (A) E1 computed RMS values

for the noise recorded on the vertical (black) and x-component (grey), the P-waves

on the vertical component (red) and S-waves on the x-component (blue). (B) The

corresponding SNR for the P- and S-wave. The threshold for acceptable P-wave SNR

(red dashed lines) is set to 7.5 dB. (C-F) RMS and SNR for E2 and E3.

6 Computation of slopes from E2 using node 90 for smoothed (A-B, D-E, G-

H) and unsmoothed (C, F, I) representations of the amplitude spectra. (A-B) The

smoothed amplitude spectrum for the P- and S-wave phases recorded on the Ose-

berg PRM data. (C) The unsmoothed amplitude spectrum for the S-wave phase for

OSE. (D-E) The smoothed amplitude spectrum for the P- and S-wave for BER. (F)

The unsmoothed amplitude spectrum for the S-wave phase for BER. BER exhibits

a higher frequency content than Oseberg, which can be attributed to the extra at-

tenuation in the sediment. (G-H) The computation of the slope (black dashed line)

using the frequency components (bold blue segments) with SNR above 10 dB (orange

dashed line) is used in the Qsed estimation. For more examples of slope estimates see
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Figures S2 to S7 in supplementary materials. (I) The computation of the slope using

unsmoothed OSE and BER.

7 (A) Estimated slopes from the P- and S-waves with a 95% confidence interval

for E1, E2 and E3. (B) The standard residual error (SRE) of the slope estimates.

(C) Estimated Qp and Qs values with uncertainty computed using equation 17.

8 Travel times and ∆t∗ values based on the ray tracing from the earthquakes

to OSE used in the Q estimation. (A) The travel times for P-waves through the sed-

iment layer for E2 and E3. (B) Differences in t∗ for the P-wave through the layered

bedrock model, E1. (C,E) The travel time for the S-wave through the sediment layers

for E1 (C), E2 and E3 (E). (D,F) Differences in t∗ for the S-wave through the layered

bedrock model for E1 (D), E2 and E3 (F).

9 Spatial distribution of the Qsed values along the array. Estimates for S-waves

are given in (A) for E1, (C) for E2, and (D) for E3, whereas the estimates for P-waves

are given in (B). Gray dots indicate receivers with SNR below 7.5 dB.

10 Raw Q estimation. The accepted (blue) and rejected (red) Qp (A) and Qs

(B) estimates. Note that the Qp values for E1 are rejected due to high noise contam-

ination for all channels (see Figure 5), whereas Qp for E2 and E3 are rejected based

on a combination of high noise level and high errors in the regression analysis.

11 The total uncertainty in the estimated average quality factor obtained from

P-waves, E2. (A) Uncertainty as a function of slope values. (B) Uncertainty as a

function of travel times through the sedimentary sequence. (C) Uncertainty as a

function of ∆t∗ values (see equation 12). For each plot, the range is taken as ±75%

of the average values obtained from the analysis (black crosses). The dashed lines are
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associated with an −15% error in the velocity model, whereas the solid line an +15%

error.

12 The total uncertainty in the estimated average quality factor obtained from

S-waves, E2. (A) Uncertainty as a function of slope values. (B) Uncertainty as a

function of travel times through the sedimentary sequence. (C) Uncertainty as a

function of ∆t∗ values (see equation 12). For each plot, the range is taken as ±75%

of the average values obtained from the analysis (black crosses). The dashed lines are

associated with an −15% error in the velocity model, whereas the solid line an +15%

error.

B-1 Example of high and low SNR waveforms at Oseberg. (A-B) Hydrophone

component with a clear P-wave onset. (C-D) Geophone (E-W)-component, clear S-

arrival. (E-F) Geophone (N-S)-component, clear S-arrival. (G-H) Geophone vertical

component is clear P-arrival in (G) and unclear in (H). Panels (A,C,E,G) show the

recordings on node 90, while (B,D,F,H) show node 60.

C-1 Notches observed on node 30 in the PRM system compared to predicted in-

terference patter for a water depth of ≃107 m. (A) The predicted interference pattern

(yellow dashed line) matches the observed P-wave train amplitude spectrum recorded

by geophone at Oseberg. The black line shows the original amplitude spectrum, while

the red shows the smoothed version. (B) Shows how the predicted interference partly

fit the observed S-wave train amplitude spectrum, not as good as for the P-wave.

Most likely because the S-wave do not propagate in liquids, and an S-P conversion

is needed to create the notches. (C) The predicted interference pattern for the hy-

drophone correlates well with the observed amplitude spectrum.
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Figure 1: Overview of the region of interest. (A) The study area relative to Europe,

the red rectangle shows the study area (bathymetry map from GEBCO (2021)). (B)

The location of the earthquakes (orange starts) with associated error ellipses and the

receivers (red triangles). (C) The receiver geometry of the 172 OBN just south of the

Oseberg C platform.
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Table 1: Information for the local earthquakes used to estimate the quality factors.
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Figure 2: Suppression of platform noise from Oseberg C. (A) The raw observed

signals. (B) The observed signal after the fx-filter. (C) The difference between (A)

and (B). This shows that the noise closest to the platform (channels 1-16, 80-100,

157-172) has successfully been suppressed. The dashed rectangle indicates the area

used for the analysis, the nodes closest to the platform (1-14 and 159-172) is too

contaminated by platform noise to give reliable results and are discarded a priori to

the analysis.
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Figure 3: Velocity model and conceptual sketch. (A) The sonic log from well 30/6-1

(blue) and the smoothed version (red) with the assumed 15% uncertainty indicated

(red dashed lines). (B) The final velocity model (red), combining the smoothed

sonic log and Norwegian National Seismic Network’s (NNSN) P-wave crustal velocity

model (blue). (C) The ray paths to BER is assumed to be dominated by attenuation

in bedrock, while the travel path to Oseberg is affected by attenuation from a 5-7 km

thick sediment package and the same bedrock model as for the ray path to BER. The

Q-model of the bedrock is assumed known, while the value (Qsed) for the sediment

package is estimated.
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Table 2: The mean value, with one standard deviation, for the different terms in

equation 11 using a three-layered bedrock quality factor (Q) model (see Figure 3

for Q-model). The mean and standard deviation are found from the different values

obtained as described in the Data and Theory section. The quantified uncertainties

are presented later.
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Figure 4: The time- and frequency content of the different recording sites. (A-B) The

time signals on the vertical and (E-W)-geophone components recorded by node 40

on Oseberg PRM. The boxes indicate the time-window used to compute the noise,

P- and S-waves amplitude spectra (and later RMS). (C-D) The respective amplitude

spectra normalized to the individual maxima for BER and OSE. The noise is black,

P-wave red, and S-wave blue. Solid lines represent BER and dashed OSE. (E-F) The

time signals recorded on the BER seismometer. The boxes indicate the time-window

(of equal size as in (A-B)) used to compute the noise, P- and S-waves amplitude

spectra.
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Figure 5: RMS and SNR for the three earthquakes. (A) E1 computed RMS values

for the noise recorded on the vertical (black) and x-component (grey), the P-waves

on the vertical component (red) and S-waves on the x-component (blue). (B) The

corresponding SNR for the P- and S-wave. The threshold for acceptable P-wave SNR

(red dashed lines) is set to 7.5 dB. (C-F) RMS and SNR for E2 and E3.
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Figure 6: Computation of slopes from E2 using node 90 for smoothed (A-B, D-

E, G-H) and unsmoothed (C, F, I) representations of the amplitude spectra. (A-

B) The smoothed amplitude spectrum for the P- and S-wave phases recorded on

the Oseberg PRM data. (C) The unsmoothed amplitude spectrum for the S-wave

phase for OSE. (D-E) The smoothed amplitude spectrum for the P- and S-wave for

BER. (F) The unsmoothed amplitude spectrum for the S-wave phase for BER. BER

exhibits a higher frequency content than Oseberg, which can be attributed to the extra

attenuation in the sediment. (G-H) The computation of the slope (black dashed line)

using the frequency components (bold blue segments) with SNR above 10 dB (orange

dashed line) is used in the Qsed estimation. For more examples of slope estimates see

Figures S2 to S7 in supplementary materials. (I) The computation of the slope using

unsmoothed OSE and BER.
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Figure 7: (A) Estimated slopes from the P- and S-waves with a 95% confidence inter-

val for E1, E2 and E3. (B) The standard residual error (SRE) of the slope estimates.

(C) Estimated Qp and Qs values with uncertainty computed using equation 17.
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Figure 8: Travel times and ∆t∗ values based on the ray tracing from the earthquakes

to OSE used in the Q estimation. (A) The travel times for P-waves through the

sediment layer for E2 and E3. (B) Differences in t∗ for the P-wave through the layered

bedrock model, E1. (C,E) The travel time for the S-wave through the sediment layers

for E1 (C), E2 and E3 (E). (D,F) Differences in t∗ for the S-wave through the layered

bedrock model for E1 (D), E2 and E3 (F).
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Figure 9: Spatial distribution of the Qsed values along the array. Estimates for S-

waves are given in (A) for E1, (C) for E2, and (D) for E3, whereas the estimates for

P-waves are given in (B). Gray dots indicate receivers with SNR below 7.5 dB.
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Figure 10: Raw Q estimation. The accepted (blue) and rejected (red) Qp (A) and

Qs (B) estimates. Note that the Qp values for E1 are rejected due to high noise

contamination for all channels (see Figure 5), whereas Qp for E2 and E3 are rejected

based on a combination of high noise level and high errors in the regression analysis.
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Table 3: Qsed estimation results are given as the mean, with one standard deviation

(Qp for E3 has one value), of all stations adhering to the first SNR condition. The

Qs/Qp values are taken for central channels with estimations for both wave types. N

denotes the number of data points for the different estimates.
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Figure 11: The total uncertainty in the estimated average quality factor obtained

from P-waves, E2. (A) Uncertainty as a function of slope values. (B) Uncertainty as

a function of travel times through the sedimentary sequence. (C) Uncertainty as a

function of ∆t∗ values (see equation 12). For each plot, the range is taken as ±75%

of the average values obtained from the analysis (black crosses). The dashed lines are

associated with an −15% error in the velocity model, whereas the solid line an +15%

error.
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Figure 12: The total uncertainty in the estimated average quality factor obtained

from S-waves, E2. (A) Uncertainty as a function of slope values. (B) Uncertainty as

a function of travel times through the sedimentary sequence. (C) Uncertainty as a

function of ∆t∗ values (see equation 12). For each plot, the range is taken as ±75%

of the average values obtained from the analysis (black crosses). The dashed lines are

associated with an −15% error in the velocity model, whereas the solid line an +15%

error.
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Figure B-1: Example of high and low SNR waveforms at Oseberg. (A-B) Hydrophone

component with a clear P-wave onset. (C-D) Geophone (E-W)-component, clear S-

arrival. (E-F) Geophone (N-S)-component, clear S-arrival. (G-H) Geophone vertical

component is clear P-arrival in (G) and unclear in (H). Panels (A,C,E,G) show the

recordings on node 90, while (B,D,F,H) show node 60.
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Figure C-1: Notches observed on node 30 in the PRM system compared to predicted

interference patter for a water depth of ≃107 m. (A) The predicted interference

pattern (yellow dashed line) matches the observed P-wave train amplitude spectrum

recorded by geophone at Oseberg. The black line shows the original amplitude spec-

trum, while the red shows the smoothed version. (B) Shows how the predicted inter-

ference partly fit the observed S-wave train amplitude spectrum, not as good as for

the P-wave. Most likely because the S-wave do not propagate in liquids, and an S-P

conversion is needed to create the notches. (C) The predicted interference pattern

for the hydrophone correlates well with the observed amplitude spectrum.
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Figure_1_A-C: Overview of the region of interest. (A) The study area relative to Europe, the red rectangle 
shows the study area (bathymetry map from GEBCO (2021)). (B) The location of the earthquakes (orange 

starts) with associated error ellipses and the receivers (red triangles). (C) The receiver geometry of the 172 
OBN just south of the Oseberg C platform. 
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Figure_2_A-C: Suppression of platform noise from Oseberg C. (A) The raw observed signals.  (B) The 
observed signal after the fx-filter. (C) The difference between (A) and (B). This shows that the noise closest 
to the platform (channels 1-16,  80-100, 157-172) has successfully been suppressed. The dashed rectangle 

indicates the area used for the analysis, the nodes closest to the platform (1-14 and 159-172) is too 
contaminated by platform noise to give reliable results and are discarded a priori to the analysis. 
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Figure_3_A-C: Velocity model and conceptual sketch. (A) The sonic log from well 30/6-1 (blue) and the 
smoothed version (red) with the assumed 15% uncertainty indicated (red dashed lines). (B) The final 

velocity model (red), combining the smoothed sonic log and Norwegian National Seismic Network's (NNSN) 
P-wave crustal velocity model (blue). (C) The ray paths to BER is assumed to be dominated by attenuation 

in bedrock, while the travel path to Oseberg is affected by attenuation from a 5-7 km thick sediment 
package and the same bedrock model as for the ray path to BER. The Q-model of the bedrock is assumed 

known, while the value (Qsed) for the sediment package is estimated. 
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Figure_4_A-F: The time- and frequency content of the different recording sites. (A-B) The time signals on 
the vertical and (E-W)-geophone components recorded by node 40 on Oseberg PRM. The boxes indicate the 

time-window used to compute the noise, P- and S-waves amplitude spectra (and later RMS). (C-D) The 
respective amplitude spectra normalized to the individual maxima for BER and OSE. The noise is black, P-
wave red, and S-wave blue. Solid lines represent BER and dashed OSE. (E-F) The time signals recorded on 
the BER seismometer. The boxes indicate the time-window (of equal size as in (A-B)) used to compute the 

noise, P- and S-waves amplitude spectra. 
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Figure_5_A-F: RMS and SNR for the three earthquakes. (A) E1 computed RMS values for the noise recorded 
on the vertical (black) and x-component (grey), the P-waves on the vertical component (red) and S-waves 
on the x-component (blue). (B) The corresponding SNR for the P- and S-wave. The threshold for acceptable 

P-wave SNR (red dashed lines) is set to 7.5 dB. (C-F) RMS and SNR for E2 and E3 
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Figure_6_A-I_v: Computation of slopes from E2 using node 90 for smoothed (A-B, D-E, G-H) and 
unsmoothed (C, F, I) representations of the amplitude spectra. (A-B) The smoothed amplitude spectrum for 
the P- and S-wave phases recorded on the Oseberg PRM data. (C) The unsmoothed amplitude spectrum for 
the S-wave phase for OSE. (D-E) The smoothed amplitude spectrum for the P- and S-wave for BER. (F) The 

unsmoothed amplitude spectrum for the S-wave phase for BER. BER exhibits a higher frequency content 
than Oseberg, which can be attributed to the extra attenuation in the sediment. (G-H) The computation of 
the slope (black dashed line) using the frequency components (bold blue segments) with SNR above 10 dB 
(orange dashed line) is used in the Qsed estimation. For more examples of slope estimates see Figures S2 

to S7 in supplementary materials. (I) The computation of the slope using unsmoothed OSE and BER. 
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Figure_7_A-C: (A) Estimated slopes from the P- and S-waves with a 95% confidence interval for E1, E2 and 
E3. (B) The standard residual error (SRE) of the slope estimates. (C) Estimated Qp and Qs values with 

uncertainty computed using equation 17. 
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Figure_8_A-F: Travel times and δt* values based on the ray tracing from the earthquakes to OSE used in 
the Q estimation. (A) The travel times for P-waves through the sediment layer for E2 and E3. (B) Differences 

in t* for the P-wave through the layered bedrock model, E1. (C,E) The travel time for the S-wave through 
the sediment layers for E1 (C), E2 and E3 (E). (D,F) Differences in t* for the S-wave through the layered 

bedrock model for E1 (D), E2 and E3 (F). 
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Figure_9_A-D: Spatial distribution of the Qsed values along the array. Estimates for S-waves are given in 
(A) for E1, (C) for E2, and (D) for E3, whereas the estimates for P-waves are given in (B). Gray dots 

indicate receivers with SNR below 7.5 dB. 
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Figure_10_A-B: Raw Q estimation. The accepted (blue) and rejected (red) Qp (A) and Qs (B) estimates. 
Note that the Qp values for E1 are rejected due to high noise contamination for all channels (see Figure 5), 

whereas Qp for E2 and E3 are rejected based on a combination of high noise level and high errors in the 
regression analysis. 
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Figure_11_A-C: The total uncertainty in the estimated average quality factor obtained from P-waves, E2. (A) 
Uncertainty as a function of slope values. (B) Uncertainty as a function of travel times through the 

sedimentary sequence. (C) Uncertainty as a function of δt* values (see equation 12). For each plot, the 
range is taken as ±75% of the average values obtained from the analysis (black crosses). The dashed lines 

are associated with an -15% error in the velocity model, whereas the solid line an +15% error. 
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Figure_12_A-C: The total uncertainty in the estimated average quality factor obtained from S-waves, E2. 
(A) Uncertainty as a function of slope values. (B) Uncertainty as a function of travel times through the 

sedimentary sequence. (C) Uncertainty as a function of δt* values (see equation 12). For each plot, the 
range is taken as ±75% of the average values obtained from the analysis (black crosses). The dashed lines 

are associated with an -15% error in the velocity model, whereas the solid line an +15% error. 
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Figure_B-1_A-H_v: Example of high and low SNR waveforms at Oseberg. (A-B) Hydrophone component with 
a clear P-wave onset. (C-D) Geophone (E-W)-component, clear S-arrival. (E-F) Geophone (N-S)-component, 

clear S-arrival. (G-H) Geophone vertical component is clear P-arrival in (G) and unclear in (H). Panels 
(A,C,E,G) show the recordings on node 90, while (B,D,F,H) show node 60. 
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Figure_C-1_A-C: Notches observed on node 30 in the PRM system compared to predicted interference 
pattern for a water depth of 107 m. (A) The predicted interference pattern (yellow dashed line) matches the 

observed P-wave train amplitude spectrum recorded by geophone at Oseberg. The black line shows the 
original amplitude spectrum, while the red shows the smoothed version. (B) Shows how the predicted 

interference partly fit the observed S-wave train amplitude spectrum, not as good as for the P-wave. Most 
likely because the S-wave do not propagate in liquids, and an S-P conversion is needed to create the 
notches. (C) The predicted interference pattern for the hydrophone correlates well with the observed 

amplitude spectrum. 
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Name Date Time (Lat°, Lon°) Depth Magnitude Station Distance

(km) (ML) (km)

E1 2014.01.16 17:03:31 (59.51°, 1.47°) - 2.11 BER 239

OSE 142

E2 2014.01.21 06:39:04 (61.05°, 4.72°) 13.6 2.35 BER 107

OSE 88

E3 2014.01.23 04:32:50 (61.24°, 4.70°) 9.6 2.57 BER 119

OSE 107

Table 1
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Name Wave −a/π (s) ∆t∗ (s) T1 − T2 (s) T ′
sed (s)

E1 S 0.052± 0.01 0.052 −34.7± 0.08 5.10± 0.0006

E2 P 0.035± 0.02 0.005 0.84± 0.08 3.27± 0.002

E2 S 0.060± 0.01 0.008 1.46± 0.13 5.65± 0.003

E3 P 0.044 0.007 −0.84 3.27

E3 S 0.050± 0.008 0.012 −1.35± 0.14 5.67± 0.003

Table 1
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Name Np Qp Ns Qs NQs/Qp Qs/Qp

E1 0 - 89 50± 6 0 -

E2 26 92± 18 145 84± 13 22 0.9± 0.2

E3 1 65 144 93± 13 1 1.4

Table 1: .
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