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A B S T R A C T   

Recent extensions of the Eddy Dissipation Concept (EDC) are investigated with the purpose of analysing the 
importance of model limiters to the EDC performance when predicting Moderate and Intense Low-oxygen 
Dilution (MILD) flames. These limiters are associated with the mass fraction of fine structure regions, turbu-
lence Damköhler number (Da), and turbulence Reynolds number (Re). The method is Reynolds Averaged Navier 
Stokes computation using OpenFOAM v.7 combined with the modified steady-state solver edcSimpleSMOKE. The 
results show that increasing the upper limit of fine structure region close to unity influences flame temperature, 
which could critically affect the turbulence Da and Re fields. The minimum constraint of turbulence Da plays a 
significant role in distributing reaction, thus imitating the behaviour of MILD flames. Tuning this constraint is 
also crucial for the accuracy of the model extension since it can allow nullifying or maximising modification 
effects for weakly turbulent and slow chemistry flames. The limit of turbulence Re is analysed in relation to 
turbulence modelling. Evaluation against a conventional turbulent flame demonstrates that the extended EDC 
underpredicts turbulence Da field, allowing similar modification to that applied in MILD condition.   

1. Introduction 

The Eddy Dissipation Concept (EDC) for turbulent combustion is a 
mathematical model used to predict turbulence-chemistry interactions 
[1]. This model was originally developed as a Computational Fluid 
Dynamics (CFD) tool for turbulent combustion in the framework of 
Reynolds Averaged Navier Stokes (RANS) computation [2]. Its wide 
range of applicability for both premixed and non-premixed flame has 
made this model attractive in academic and industrial work. Different 
levels of complexity can be applied to the EDC regarding the reaction 
mechanism. Despite its wide functionality, attention has been drawn to 
the development of EDC with the purpose of modelling Moderate or 
Intense Low oxygen Diluted (MILD) combustion in different lab-scale 
experimental configurations, such as jet-in-hot-coflow [3,4] and gas 
furnaces with preheated air [5] or without preheated air [6,7]. 

MILD flames have become important for engineers and scientists 
moving towards a more efficient and environmentally friendly com-
bustion technology. The main characteristic of such flames is to have a 
relatively low and uniform flame temperature, thus reducing pollutants 
such as CO, NOx, and soot [8,9]. MILD combustion also becomes 
attractive for application using carbon–neutral and low-calorific fuel 

application [8], as well as hydrogen blends with natural gas [10]. These 
flames are also characterized by the preheated reactant with low oxygen 
concentration [11], allowing the chemical time scales to be comparable 
with the fluid time scales (e.g., turbulent mixing time scale). The 
mechanism for preheating reactant could be using a secondary burner 
[12,13], a recuperator [14], recirculating flue gas [15], or an electric 
furnace [16,17]. These experimental setups were constructed to inves-
tigate non-premixed flame, but a cylindrical furnace equipped with a 
premixing chamber was employed to generate premixed propane-air 
MILD combustion [18]. 

According to [19], EDC is the preferable option for simulating MILD 
combustion. EDC can be applied with a Perfectly Stirred Reactor (PSR) 
model to estimate the chemistry rate, and this approach was found to be 
appropriate for modelling reaction zones under MILD conditions [20]. 
Successful implementation of EDC in such conditions was, however, 
followed by some modifications to remedy the overprediction of the 
overall reaction rate by the standard EDC. Initially, relatively simple 
modifications were proposed, which was to change the model constants. 
Numerous works have employed this method, and they have been 
summarized and critically reviewed by Ertesvåg [21]. Among others, a 
high level of accuracy was obtained by applying inverse problem 
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methodology to determine new model constants [22] or with a method 
linking constants to the reaction rate [6]. Nevertheless, the generality of 
new values of constants can be an issue as it was found, for instance, that 
conventional flames were predicted similar to MILD flames when using 
the new constants [23]. To solve this issue, researchers offered more 
advanced modifications with the principle of treating the EDC model 
constants as local variables. 

Parente et al. [24] proposed functional expressions such that the 
model constants were dependent on local turbulence Reynolds number 
Reτ and Damköhler number Daτ. The functional expressions were based 
on an idea of using premixed flame quantities such as the laminar flame 
speed for estimating the reacting structures with large degree of pre-
mixing. This approach was supported by the result of a DNS study [25] 
which demonstrated that MILD reacting structures were highly convo-
luted and widely distributed. In a revised version by Evans et al. [26], 
the chemical time scale (for calculating Daτ) was estimated from the 
reaction rates of CH4, H2, O2, CO, and CO2. Romero-Anton et al. [5] 
proposed an alternative to Parente’s formulation by assuming that the 
fine structure length scale is the same as Kolmogorov length scale, and 
this version was improved afterwards to consider the interaction be-
tween reaction zones [27]. Mardani and Nazari [28] also made a similar 
attempt with, however, a different expression for the effects of Reτ and 
Daτ, which was in the opposite direction of Parente’s formula. Beside 
modifying the model constant, taking into account molecular diffusion 
in the species transport equation was found important to improve the 
accuracy of modelling MILD flames with hydrogen containing fuel [29], 
and either was molecular diffusion in the energy transport equation 
[30]. Farokhi and Birouk [31] employed a fractal modelling approach to 
modify the expression for turbulence intermittency. Afterwards, they 
proposed a hybrid model [32] by introducing a fractal-based flame 
surface density approach, and better predictions were achieved in the 
mixing field. 

Experimental data from jet-in-hot coflow flames, such as the Ade-
laide flames [12] and Delft flames [13], have been used for the valida-
tion of the extended EDC. Moreover, experiments in lab-scale gas 
furnaces [7,14,15] and a micro gas turbine burner [17] were used as 
references. Experimental data from a pulverized coal furnace operating 
in MILD regime [33] was used to validate a numerical model using EDC 
[34]. 

Numerical studies have been carried out to understand the effect of 
input parameters on MILD flames. For instance, it was demonstrated that 
an increase in fuel (methane) temperature reduced NOx emissions, 
indicating a better mixing between fuel and oxidizer [16]. Numerical 
modelling of counterflow MILD flames showed that increasing the 
oxidizer temperature above 1200K would contribute to an escalated 
concentration of thermal NO [35]. Another study concluded that the 
NOx emission of methane combustion increased as the global air-to-fuel 
ratio decreased from 2.55 to 1.67 [17]. The addition of diluted CO2 in 
the reactants resulted in the reduction of the peak in Daτ [36]. It was 
found that a syngas mixture with a high fraction of CO2 and N2 exhibited 
MILD combustion with a low NOx concentration [7]. Effects of adding 
methane as a diluent in a syngas mixture varied depending on the H2/CO 
ratio [37]. 

The progress of modelling the MILD flames has inspired the devel-
opment of fire modelling. A methanol pool fire was numerically studied 
using an EDC version adopted from the MILD study [38]. Furthermore, 
underventilated compartment fires share some of the characteristics of 
MILD flames due to the presence of hot reactants with limited oxygen. 
Efforts have been made to capture the slow chemistry effects when 
modelling underventilated fires using infinitely fast chemistry EDC 
[39,40]. 

Lewandowski et al. [3,4] proposed an EDC extension that was re-
ported to have a better generality for a wide variety of weakly turbulent 
MILD flames, compared to the previous modification by Parente et al. 
[24]. This extension included three features: the first was to treat the 
EDC model constants as variables that were dependent on Reτ and Daτ. 

The second was to apply the standard EDC when Reτ fell below a 
threshold of which the number of levels in the turbulence energy 
cascade had reduced to one. The third was to revert the EDC formulation 
to its standard version whenever Daτ dropped too low. The standard 
version here refers to the 1996 version of EDC [41] in which the variable 
reacting fraction (denoted as “Detailed 1” there) is taken into account 
when calculating the overall reaction rate. The proposed extension 
model has been validated against the Adelaide flames and the Delft 
flames. However, there was still a lack of analysis regarding the signif-
icance of the third extension feature (the ignition model). Information 
was also still missing regarding the sensitivity of the combustion model 
to key limiters, such as the maximum fine structure mass fraction (γλ,max) 
and the minimum Daτ. 

The present work aims to critically study the application of the 
proposed extension of EDC. This will be an advancement of the previous 
analyses [21,42]. Apparently, there are improvement potentials in 
modelling slow chemistry and weakly turbulent flames using EDC. To 
achieve such improvement, the performance of the current formulation 
needs to be clarified, and important model settings and assumptions 
need to be discussed in more detail. A future aim is to modify the existing 
model to handle reacting flows with weak turbulence and slow chem-
istry. Two objectives are specified for the present study: The first is to 
analyse and discuss the impact of introducing the ignition model (Daτ 
minimum constraint), and the second is to perform sensitivity analyses 
on the key limiters. The latter includes an investigation of the impact of 
having different Reτ predictions due to using different turbulence 
models. In addition, discussions will be given to highlight key points to 
proceed with the development of the EDC formulation. In Section 2, the 
relevant theoretical foundation of EDC will be reviewed. Next, Section 3 
will describe the developed CFD model setup as well as the experimental 
test cases found in literature for investigation. Section 4 will present the 
work for the first objective, while Section 5-7 are assigned for the second 
objective. Overall discussions and conclusions will be given in Section 8 
and 9, respectively. 

2. The Eddy disspiation Concept (EDC) 

2.1. Fundamental theory of fine structure 

The Eddy Dissipation Concept (EDC) principally assumes that for 
highly turbulent flow, the chemical reactions take place in fine struc-
tures, i.e., small scales. The size of fine structures is modelled to be in the 
same order of magnitude as the Kolmogorov length scale. The ratio 
between the mass fraction of the fine structures and the total mass, γ*,

can be expressed from the turbulence Reynolds number Reτ and a model 
constant Cγ, i.e., 

γ* = Cγ
n(Reτ)

− n/4
= Cγ

n
(

νε
k2

)n/4

, (1)  

where Reτ = k2/νε, ν is the kinematic viscosity, k is turbulence energy 
and ε is turbulence energy dissipation rate. In this expression, n = 2 or 3 
has been applied throughout the development of EDC [41,43]. EDC also 
specifies the mass fraction of the fine structure region, i.e., γλ = (γ*)

1/n. 
Another important EDC parameter is the mass exchange rate of the 

fine structures divided by their mass, which is modelled as 

ṁ* =
1

Cτ

(ε
ν

)1/2
. (2) 

The secondary constants Cγ and Cτ are derived from the primary 
constants CD1 and CD2 [21,44]. The secondary constants have been used 
as the tuning parameters for adjusting the overprediction of the reaction 
rate in MILD flame simulations [6,45]. Ertesvåg [21] summarized the 
suggested changes in the model constants and analysed that some 
changes have led to deviations from the EDC cascade theory, such as a 
considerably larger or smaller fine structure than the Kolmogorov length 
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scale. 
In the EDC theory, the distributed fine structures are treated as an 

ideal reactor, i.e., transient Perfectly Stirred Reactor (PSR). Assuming a 
steady-state solution for the reactor, the reaction rate of species k can be 
iteratively calculated from the mass balance, 

R*
k = ρ*

(
Y*

k − Yo
k

)

τ* , (3)  

where ρ is the fluid density, Yk is the mass fraction of species k, and the 
superscripts * and o denote the reactor and the surroundings, respec-
tively. The residence time of the reactor is the reciprocal of ṁ*, i.e., τ* =

1/ṁ*. Eq. (3) here can be followed by an assumption that the reactor is 
adiabatic and isobaric. The use of a PSR model for simulating combus-
tion has enabled a mechanism for aerodynamical extinction at a high 
strain rate [46]. However, at a low strain rate, the prediction of the 
aerodynamic extinction can be an issue since the turbulence model can 
overpredict the mixing time scale. 

The relation between the mean quantities (denoted by the overbar) 
and the reactor quantities is expressed as 

Rk = ρχγ*

(
Y*

k − Yo
k

)

τ* , (4)  

where Y*
k is usually substituted from the steady-state solution of Eq. (3). 

Eq. (4) introduces χ, the reacting fraction. The expression of χ follows 
the version of Gran and Magnussen [41], which was essentially pro-
posed by Magnussen [1]. This expression was reformulated by Ertesvåg 
[21] as 

χ = min
{

1
λ
, λ
}

⋅min
{

c
γλ
, 1
}

⋅min
{ γλ

1 − c
, 1
}
, (5)  

where λ is the excess air ratio (reciprocal of equivalence ratio), and c is 
the extent of reaction, estimated from the mean mass fractions of re-
actants and products of a one-step global fuel-oxidizer reaction. This χ 
expression is of interest as it was found significant in low Reynolds 
number flames [42]. The surroundings quantity Yo

k is computed from the 

mean and reactor quantity, i.e., Yo
k =

(

Ỹk − χγ*Y*
k

)/

(1 − χγ*) [21], and 

Eq. (4) can be rewritten as 

Rk = Fρ
(ε

ν

)1/2
(

Y*
k − Ỹk

)

, (6)  

where F = χγ*/(Cτ(1 − χγ*) ) is termed as “the EDC factor”, which is 
dimensionless. F will increase with γ* and finally reaches its maximum 
value of 2.5 when γ* = 1 or Reτ = 21. Practically, EDC solvers may 
enable users to set a maximum limit (γλ,max), which is an arbitrary 
number smaller than one, with the purpose of avoiding zero or a nega-
tive denominator in F. 

The definition of “standard EDC” follows the work of Ertesvåg [47], 
which is to employ Eqs. (4) and (5) with Eq. (1) for γ* with n = 2, Cγ =

2.13 , and Eq. (2) for ṁ* with Cτ = 0.4082, that is, CD1 = 0.135 and 
CD2 = 0.5. 

2.2. The extended EDC (v2020) 

The extended EDC refers here to the version proposed by Lew-
andowski et al. [3], hereafter called “v2020 EDC”. This version was 
partly motivated by the work of Parente et al. [24], where the use of 
locally modified EDC constants was attempted successfully for predict-
ing the Adelaide Flames. The model constants Cγ and Cτ are replaced by 
new variables, here denoted as Cγ,p and Cτ,p, respectively. These two new 
variables are functions of Reτ and Daτ. More importantly, Daτ is evalu-
ated from the ratio of the mixing time scale to the chemical time scale, i. 
e., Daτ = τmix/τc. The mixing time scale, τmix, needs to be estimated. One 

alternative is to use the Kolmogorov time scale [24], i.e., 

τη =
̅̅̅̅̅̅̅
ν/ε

√
. (7) 

Parente et al. [24] originally proposed the one-step global reaction of 
methane/air mixture to estimate τc. Due to its robustness, Lewandowski 
et al. [4] adopted the same method in which τc is defined as 

τc =
{(

8.3⋅105)− 1s
}

exp
(

15100K
/

T
∼)

, (8)  

where T̃ is the mean temperature. Evans et al. [26] argued that this 
method is fuel-specific and not suitable for finite-rate reactions. There-
fore, they proposed to estimate the chemical time scale from formation 
rates, i.e. 

τc,k =
Y*

k⃒
⃒dY*

k /dt
⃒
⃒
=

ρ*Y*
k⃒

⃒R*
k

⃒
⃒
, (9)  

where the maximum value of τc,k between five major species CH4, H2, 
O2, CO, and CO2 was used. Eq. (8) and (9) denote “Variant 1” and 
“Variant 2”, respectively. However, Variant 2 in the present study con-
siders all species in the selected reaction mechanism. 

In v2020 EDC, it was proposed to revert Cγ,p and Cτ,p to their standard 
values when the turbulence energy cascade falls to one level, i.e., when 
Reτ = Reτ,limit = CD2/CD1

2 = 27.8 [3]. This value was obtained from the 
secondary EDC constants [3], while the primary constants give 27.4 
[47]. The validity of Cγ,p and Cτ,p at very low Reτ can be questioned as 
viscous effect decreases with increasing Reτ [47]. Furthermore, the 
modified model was found inadequate for the Delft flames, which have 
Reτ < 27.8 in the reaction zone. A minimum constraint was also imposed 
to Daτ such that Cγ,p and Cτ,p again revert to their standard values when 
Daτ < Daτ,min. The purpose of doing so was to ensure ignition. It was 
suggested that Daτ,min should be varied depending on Reτ because small 
improvements can be achived by decreasing Daτ,min as much as possible 
[3]. The variable Daτ,min used for computations in [3] is expressed as (M. 
Lewandowski, personal communication, Jan.-Feb. 2021) 

Daτ,min = 0.01129+ 0.9907(Reτ+306). (10) 

The model equation indicates that Daτ,min increases as the Reτ de-
creases. In other words, the combustible mixture becomes more reactive 
as the turbulence intensity gets low. This concept is in line with the 
concept of extinction/reignition for premixed pocket eddies [39]. 

The expression of Rk in the v2020 EDC is 

Rk =

{
ργ*

pṁ*
p

(
Y*

k − Yo
k

)
for  Reτ > 27.8 and  Daτ > Daτ,min,

ργ*ṁ*χ
(
Y*

k − Yo
k

)
else,

(11)  

with the formulation 

γ* = min
{

Cγ
2(Reτ)

− 1/2
, γλ,max

2
}
. (12) 

The limiting value γλ,max = 0.7 is used [45]. Eq. (2) with Cτ = Cτ,p is 
used for ṁ*

p, and Eq. (12) with Cγ = Cγ,p is used for γ*
p. The variable χ is 

employed [41], see Eq. (5). 

3. Numerical setup and experimental data 

The equimolar CH4/H2 jet-in-hot-coflow flames [12], aka. Adelaide 
flames, were used to investigate the MILD flame modelling. These flames 
were generated from a burner with a fuel nozzle surrounded by exhaust 
gas coming from an internal/secondary burner. The Adelaide flames 
have previously been investigated numerically [4,24,29]. The present 
study focuses on two cases that have coflows with 3 and 9% O2 mass 
fractions, namely HM1 and HM3, respectively. Both flames had a bulk 
mean jet Reynolds number of 10000. The simulations applied the 
standard k − ε model with the Pope correction on ε [48] for a round jet. 
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However, the effect of using different model variants was also studied 
such as realizable k − ε [49], k − ω SST [50,51] and standard k − ε [52]. 
The computational domain and mesh configuration were studied pre-
viously [3] and found mesh independent. The radiation heat exchange 
was neglected as it was minor for the selected flames [4,24,29]. The Kee 
chemical mechanism (17 species and 58 reactions) [53] was used. 

Another reference for MILD flames is the Dutch natural gas jet-in- 
hot-coflow flames or Delft flames [13]. The burner for these flames 
was also equipped with a secondary burner to generate hot coflow. The 
Delft flames have been investigated numerically [42,45]. Different 
flame configurations have been examined, but this study focuses on a 
flame with a jet Reynolds number of 4100 (DJHC-I 4100). The fuel was 
Dutch natural gas composed of 15% N2, 81% CH4, and 4% C2H6 (by 
volume). The coflow contained less than 8% oxygen. The standard k-ε 
model [52] was applied for a round jet. The computational domain and 
mesh configuration has been previously studied [42] and was found 
mesh independent. The radiation heat transfer was neglected [42,45]. 
DRM19 (19 species and 58 reactions) [54] was used for the chemical 
reaction mechanism. All other simulation parameters are reported in 
[4]. 

Besides MILD flames, turbulent jet diffusion flames with a fuel 
mixture of 33.2% CH4 / 22.1% H2 / 44.7% N2, called DLR flames [55] 
were also investigated. These flames were set up by a burner with a fuel 
jet surrounded by coflowing dry air. The DLR flames can be considered 
as conventional highly turbulent diffusion flames, and investigation 
using these flames was meant to verify whether the extended EDC would 
give a prediction similar to that of the standard EDC. This study focuses 
on a flame configuration in which the exit velocity of the jet was 42.15 
m/s (jet Reynolds number of 15200), namely DLR-A. A numerical study 
of this flame [56] reasoned that the Damköhler number was high, such 
that the flame falls under the flamelet regime. A two-dimensional 
axisymmetric domain was created, consisting of 24604 computational 
elements. The standard k-ε turbulence model with the Pope correction 
on ε [48] and the P1 radiation model were applied. DRM19 was used for 
the chemical reaction mechanism. 

All simulations were performed using OpenFOAM v.7 combined with 
the modified steady-state solver edcSimpleSMOKE [57]. Accordingly, all 
results reported here are steady-state solutions. The OpenSMOKE library 
[58] was used to solve the chemistry. For MILD flames, multicomponent 
molecular diffusion was taken into account to improve the accuracy 
[29]. Setting γλ,max close to unity may lead to a numerical error due to a 
local temperature beyond the range stored in the library of the ther-
modynamic properties (250 K ≤ T ≤ 3000 K). It was found that γλ,max 

up to 0.95 was still applicable for the MILD flames. However, γλ,max = 0.7 
was found the maximum for DLR-A. 

4. The ignition model 

4.1. Background 

According to Lewandowski et al. [3], the ignition model, i.e., intro-
ducing a minimum value for Daτ, has played a critical role in ensuring 
ignition and improving the accuracy of the model. A variable Daτ,min was 
proposed to give an optimum prediction of the Adelaide flames. How-
ever, the generality of this expression was not discussed in details. 
Moreover, it was reported that the locally modified constants had led to 
full extinction when predicting DJHC-I 4100 despite using the same 
ignition model. 

The purpose of this section is to gain an understanding of the impact 
of the ignition model. The study will analyse how the ignition model has 
enabled the distributed reaction zone. For this analysis, the simulation 
results of HM1 and HM3 using the v2020 EDC will be post-processed. In 
addition, the ignition model will be tested against DLR-A to elucidate its 
generality. The issue of total extinction in DJHC-I 4100 will be addressed 
in Section 6.3, where a parametric study of Daτ,min will be carried out. 

4.2. The Adelaide flame, HM1 

The v2020 EDC with γλ,max = 0.95 was used to study the ignition 
model. Two different reaction zones were evident in the temperature 
contour from the simulated HM1 flame, as depicted in Fig. 1a. The high- 
temperature flame upstream was a result of the standard EDC at Reτ <

27.8 (Zone 1). Meanwhile, the low-temperature flame downstream 
(Zone 2) was where the locally modified constants play a role together 
with the ignition model. This observation was supported by the Reτ 
profile along the monitoring line across the zone boundary, depicted in 
Fig. 1b. It is seen that Reτ increases downstream, resulting in a transition 
towards using the standard EDC. The boundary between the two zones 
can be made apparent in the Reτ field. The prediction of the mean re-
action rate in Zone 1 and 2 was considerably different, resulting in a 
rapid drop in temperature. An immediate switch (without any smooth-
ing transition functions) of the Rk formula at Reτ = 27.8 could be a factor 
behind the significant temperature gradient. It is worth mentioning that 
the local mesh resolution in Zone 2 was lower than in Zone 1 because the 
mesh density decreases along the axial and radial distance. For example, 
around the monitoring line, the cells expand uniformly with expansion 
ratios of 1.006 in z direction and 1.023 in r direction. 

It could be argued that the simulation result near the transition zone 
was sensitive to the prediction of Reτ. The selection of the turbulence 
model was primarily responsible for the Reτ prediction. However, other 
parameters like γλ,max may also play a critical role. In Section 5.2, the 
sensitivity of critical model setups on the Reτ prediction will be 
investigated. 

It was reported in the previous study of HM1 [4] that the radial 
profile of the OH mass fraction had only one peak, indicating the loca-
tion of the primary reaction zone. In the present study, two peaks were, 
however, visible in the profile of volumetric reaction heat release (Q̇/V), 
as seen in Fig. 2a. The Q̇/V profile is plotted at z = 250 mm for better 
visibility as the distance between the two peaks became larger when 
moving downstream. The second peak was located closer to the jet 
centre. Hereafter, the location of the second peak will be called the 
“secondary reaction zone”. Interestingly, the peak of the mass fraction of 
CO took place in the secondary reaction zone. The fuel-rich combustion 
might be responsible for generating the maximum CO. Moreover, it was 
confirmed that the ignition model triggered the secondary reaction. The 
value of Daτ was found smaller than Daτ,min near the secondary reaction 
zone. It can be argued that the hot combustible mixture here only re-
quires the reignition criterion Daτ < Daτ,min. The flame exhibited pre-
mixed flame characteristics. A similar argument was also given for 
another Daτ-based reignition model by Ren et al. [40], in which the 
reaction time scale was no longer controlled by the mixing rate but by 
the laminar burning velocity. 

The secondary reaction zone may not be well validated regarding its 
presence and location. Although turbulence-chemistry interactions in 
MILD flames may cause unsteady phenomena such as local extinction 
and ignition [59], the present simulations here only represent statistical 
results (Favre averaged). Nevertheless, the finding of a secondary re-
action zone can be important for the model itself, because it explains the 
uniform temperature distribution. 

4.3. The DLR-A flame 

The use of χ in Eq. (5) resulted in a lifted flame. This result was 
attributed to the fact that to enable reactions, χ requires the coexistence 
of global reactant and products. This requirement could not be fulfilled 
near the jet exit. The local mesh resolution in the near field of the nozzle 
was approximately 2 cells/mm in r direction. This mesh might largely 
influence the result because min

{
λ− 1, λ

}
in Eq. (5) was found sensitive 

to the mesh resolution [42]. The lifting flame issue deserves further 
investigation but is considered out of scope in the present work. To avoid 
this issue, χ = 1 will be used in the following when applying the 
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standard and v2020 EDC for DLR-A. 
The solution by the v2020 EDC with χ = 1 showed that the ignition 

model had prevented the flame from complete extinction. The reduction 
of OH mean reaction rate at z/d = 20 after applying v2020 EDC with 
and without the ignition model is shown in Fig. 3a. The overall flame 
temperature obtained from v2020 EDC was lower than that of the 
standard EDC, as demonstrated in Fig. 3b. 

The solution of the standard EDC was post-processed to check 
whether the flame is identified as slow and weakly turbulent. Reτ and 
Daτ are plotted radially at z/d = 20 from the nozzle exit, as depicted in 

Fig. 4a. It is visible that Reτ could drop to less than 200 when 
approaching the reaction zone (2.5 < r/d < 3.5). The Reτ field in Fig. 4b 
qualitatively suggests that the reaction zone near the nozzle exit has 
relatively low turbulence. Here, the reaction zone can be very close to 
the outer layer of the jet, which has a low turbulence viscosity. 
Furthermore, the Daτ field generally showed a low value (<1) across the 
reaction zone. 

To check to what extent the v2020 EDC could affect the simulation, 
the EDC factor F is plotted in Fig. 5. Two different F profiles are pre-
sented due the two variants of τc. An important observation was that 

Fig. 1. (a) Temperature andReτ field of simulated HM1 using v2020 EDC with γλ,max = 0.95. (b) Temperature and Reτ profile along a monitoring line from (100,16) 
to (180,22) mm. The location of the monitoring line is shown in (a). 

Fig. 2. Radial profiles of (a) volumetric reaction heat release, (b) CO mass fraction, and (c) turbulence Damköhler number, all at z = 250 mm. Comparison of 
standard and v2020 EDC, HM1 flame. γλ,max = 0.95 for all cases. 
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Variant 1 showed a significant difference compared to the value from 
the standard EDC, meaning that the v2020 EDC would considerably 
reduce the overall reaction rate. On the contrary, Variant 2 showed little 
difference from the standard model near its peak value. It can be argued 
that the presence of hydrogen reaction, which is relatively fast, could 

contribute to the difference between the two variants. Unlike Variant 1, 
which only considers the methane reaction, Variant 2 considers all 
species formation rates. Nevertheless, outside the reaction zone, both 
variants similarly showed that F drops to almost nothing due to a very 
low Daτ. 

5. Constraints on γλ 

5.1. Background 

Theoretically, γλ is a major factor in the overprediction of Rk at low 
Reτ. Lewandowski et al. [4] used γλ,max = 0.7 for the studied cases with 
v2020 EDC (M. Lewandowski, personal communication, Jan.-Feb. 
2021). However, an analysis was lacking regarding how much the ac-
curacy of the model relied on the selected γλ,max. This analysis might be 
crucial because it was figured out that the limiter could largely influence 
the simulation results [42]. Therefore, this section will demonstrate a 
sensitivity analysis of γλ,max to, specifically, the calculation of χ and Rk. 

5.2. The Adelaide flames, HM1 and HM3 

The fine structure region mass fraction γλ appears in Eq. (5) for the 
calculation of χ. However, the previous studies [4,42] disregarded the 
maximum limit of γλ with the purpose of enhancing the reduction effect 
at Reτ < 27.8. Therefore, the impact of γλ,max on χ will be studied here. 

A theoretical analysis can be made by plotting χ against Reτ when 
γλ,max is set to 0.7,0.95 and unlimited, as demonstrated in Fig. 6. For this, 

Fig. 3. (a) Radial profiles of OH mass fraction of simulated DLR-A at z/d = 20. (b) Temperature field obtained from standard EDC and v2020 EDC. χ = 1 for all cases.  

Fig. 4. (a) Radial profiles of Reτ and Daτ of simulated DLR-A at z/d = 20. (b) Reτ and Daτ fields from the same flame. Standard EDC with χ = 1 was applied for 
all results. 

Fig. 5. Profiles of EDC Factor F obtained from v2020 EDC with τc Variant 1 (Eq. 
(8)), Variant 2 (Eq. (9)) and the standard EDC at z/d = 20. χ = 1 for all cases. 
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the air excess ratio (λ) was assumed to be constant at unity, and two 
different quantities of the reaction progress (c) were examined. The 
analysis showed that χ was sensitive to γλ,max when c = 0.5. Different 
profiles of χ can be generated depending on γλ,max. However, at c = 1, 
χ = 1 were obtained for both γλ,max = 0.7 and 0.95. These results indi-
cated that applying γλ without limit would maximalize the reduction of χ 
at low Reτ. 

Next, a comparison can be made by looking at the χ radial profiles 
obtained from the case of limited and unlimited γλ,max. The former case 
refers to γλ,max = 0.95. It is seen in Fig. 7 that the difference between the 
two cases is evident at z = 60 mm for both HM1 and HM3. This result 
can be explained by the fact that Reτ was low near the nozzle. On the 
other hand, the χ profiles at an axial distance greater than 120 mm 
showed almost no difference as χ2 and χ3 were recorded to be unity. 

Simulations with two different values of γλ,max were made using the 
v2020 EDC. It can be observed in Fig. 8 that increasing γλ,max from 0.7 to 
0.95 resulted in temperature overprediction, particularly at z =

120 mm. This trend was followed by a decrease in Reτ. It was found that 
the drop in Reτ (see Fig. 8b) was sufficient to switch the model into using 
the standard EDC for predicting the reaction rate. The setting of γλ,max 

affected the Reτ prediction because the temperature influenced kine-
matic viscosity. 

5.3. The Delft flame, DJHC-I 4100 

The v2020 EDC with χ = 1 will be used in this section. It was re-
ported [4] that this configuration had reduced Rk excessively in DJHC-I 

4100. Accordingly, this section aims to investigate to what degree this 
result relies on the determination of γλ,max. The ignition model will be 
absent (Daτ,min = 0) to isolate the effect of γλ,max. 

Two different values of γλ,max were studied, i.e., 0.7 and 0.95. An 
interesting finding was the radial temperature profile at 120 mm from 
the nozzle exit, as depicted in Fig. 9a. At this location, the model was 
found sensitive to γλ,max. The first case (γλ,max= 0.95) in the figure shows 
a highly overpredicted temperature peak, while the second case 
(γλ,max= 0.7) shows almost no peak. The result of the second case may 
explain the previous simulation [4], which reported extinction at the 
same location. To visualize the overall impact of γλ,max, Fig. 9b shows the 
temperature field. The similarity between the two cases in the figure is 
that the flame seems to be extinguished near the nozzle due to the 
reduced reaction rate by the modified EDC constants. However, re-
actions start to occur further downstream. Furthermore, it can be 
observed that the case of γλ,max = 0.95 has a higher maximum flame 
temperature. 

The reduction effect on the reaction rate was maximized by assuming 
that Daτ,min = 0. Nonetheless, the model could sustain the flame at a 
steady state. A possible explanation for this result is that a part of the 
flame did not fall under the MILD regime. To support this argument, Reτ 
and Daτ radial profiles at the exact location are presented in Fig. 10. The 
case of γλ,max = 0.95 shows that the first Daτ peak from the jet centre 
takes place due to the primary reaction zone. Interestingly, the absolute 
value of this peak is above unity, which may indicate that the flame is no 
longer “slow”. Therefore, the reaction rate remained high (unmodified). 
In addition, the second peak in the figure occurs due to the non-uniform 

Fig. 6. Reacting fraction χ plotted against Reτ (Eq. (5)) for three different γλ,max: 0.7,0.95 and unlimited. (a) Reaction progress c = 0.5 and (b) 1.0. Air excess ratio λ =

1 for all cases. 

Fig. 7. Radial χ profiles obtained by post-processing the result of (a) HM1 and (b) HM3 using the standard EDC. Comparisons between γλ unlimited and limited 
(γλ,max = 0.95). z = 60 mm for all cases. 
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boundary condition of the hot coflow. The same reasoning can be made 
to explain the presence of a similar Daτ peak in the case of γλ,max = 0.7.
In contrast to the Daτ profiles, the Reτ profiles from both γλ,max cases do 
not show big differences. This was because they were affected mainly by 
the coflow. However, Reτ drops almost to unity in the reaction zone 
(15 < r < 25 mm), indicating that the viscous forces are significant. 
Lastly, it should be remarked that the ability to sustain the flame without 

the ignition model does not mean that the ignition model was not 
necessary for igniting the flame at the beginning of the iterations. 

5.4. Analysis using the EDC factor F 

The EDC factor F, Eq. (6), can be utilized to analyse the impact of 
γλ,max in the standard EDC with χ = 1. For example, it is shown in Fig. 11 

Fig. 8. (a) Radial profiles of temperature and Reτ at (a) z = 60 and (b) 120 mm of HM3 using the v2020 EDC. Cases with γλ,max = 0.95 and 0.7 are compared to 
experimental data [12]. 

Fig. 9. (a) Radial plots of temperature at z = 120 mm of simulated DJHC-I 4100 using v2020 EDC with χ = 1 and Daτ,min = 0. Cases with γλ,max = 0.95 and 0.7, no 
combustion (reaction switched off) and the experimental data [13] are compared. (b) Comparison of temperature fields when γλ,max = 0.7 and 0.95. 

Fig. 10. Radial profiles of (a) Daτ and (b) Reτ at z = 120 mm of simulated DJHC-I 4100 using v2020 EDC with Daτ,min = 0 and χ = 1 for all cases. Comparison of two 
γλ,max values: 0.95 and 0.7. 
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that a decrease of γλ,max from 0.95 to 0.7 would reduce the maximum F 
by almost one order of magnitude. The considerable impact may indi-
cate that flame extinguishment can take place merely due to clipping γλ, 
that is, without any sophisticated treatments on the EDC model con-
stants. Analytically, F increases exponentially as Reτ decreases, until 
reaching its peak value at γλ = γλ,max. The peak value can be infinity if 
γλ,max = 1, which means that Rk can also go to infinity (as long as there 
are reactants). It should be noted that the analysis using F is only 
meaningful if the effect of modifying the EDC model constants on τ* is 
negligible. 

When applying the v2020 EDC with χ = 1, F will be small at low Reτ 
and low Daτ. For instance, at Daτ = 0.1 and 1 < Reτ < 1000, F becomes 
smaller than the value from the standard EDC with χ = 1. This effect 
was expected because, in the v2020 EDC, F becomes a function of the 
variables Cγ,p and Cτ,p. At high Reτ, the F value obtained from both the 
v2020 EDC and the standard EDC with χ = 1 will converge as Cγ,p and 
Cτ,p approach their standard values. More interestingly, the effect of 
reducing γλ,max from 0.95 to 0.7 is less significant for the v2020 EDC. F 
from both γλ,max cases are identical except when Reτ < 1. Furthermore, 
the F profile shows discontinuities due to the limiters on Cγ,p and Cτ,p. F 
starts to increase again at a Reτ < 10, which is undesirable. This effect 
may indicate that the model has a limited range of validity. A more 
detailed theoretical review was given by Ertesvåg [47]. 

6. Constraints on Daτ 

6.1. Background 

A sensitivity analysis will be carried out on the minimum limit of Daτ 
(the ignition model). Section 4 has investigated the significance of the 
proposed ignition model. This section will reveal to what degree the 
simulation results would change when tuning the Daτ limiter. For this 
purpose, different constant values of Daτ,min will be tested against HM1. 
This investigation might also be helpful in the context of DJHC-I 4100 
since the ignition model failed to maintain the reaction when applying 
v2020 EDC with χ = 1 [4]. In addition, a similar investigation will be 
conducted for DLR-A. It should be noted that the values of Daτ,min in the 
following sensitivity studies were chosen arbitrarily to explore the po-
tential (maximum and minimum) effect of introducing the ignition 
model. 

6.2. The Adelaide flame, HM1 

Three different values were analysed for Daτ,min : 0.3, 0.03 and 
0.003, and the comparison of these cases is given in Fig. 12. Here, 
γλ,max = 0.95 was used to discard/minimize the reduction of reaction 
rate due to clipping γλ,max far below unity. It was found that tuning 
Daτ,min to 0.3 almost nullified the slow chemistry/extinction effect ob-
tained from the locally modified constants. On the other hand, a value of 
Daτ,min down to 0.003 led to almost full extinction. The minimum limit 
of Daτ became a decisive parameter for obtaining good accuracy. In the 
case of Daτ,min = 0.03, the temperature and CO2 mass fraction profile 
agreed relatively well with the experimental values. This result was, 
however, followed by an overshooting of the OH mass fraction. The 
previous study [4] also found this issue. The determination of Daτ,min 

was responsible for the distribution of the volumetric reaction heat 
release rate (Q̇/V). Two peaks (denoted as the primary and secondary 
reaction in Section 4.2) are visible in Fig. 12d when setting Daτ,min =

0.03. The gap between the two peaks was present due to less reactions as 
0 > Daτ > Daτ,min (cf. Fig. 2c for an illustration from the variable Daτ,min). 
This gap became smaller when moving upstream, and the two edges 
eventually merged when Reτ < Reτ,limit. When the standard EDC model 
takes the role, the variable χ in Eq. (5) only allows the reaction rate to 
maximize at stoichiometric mixture fraction. In addition, it was found 
that decreasing Daτ,min below 0.03 would eliminate the inner peak 
without combining with the outer peak. 

6.3. The Delft flame, DJHC-I 4100 

The v2020 EDC with χ = 1 was used while keeping γλ,max = 0.7. 
Three different constant values were selected for Daτ,min : 1.0,0.1 and 
0.01. Radial temperature profiles for two axial locations (60 mm and 
120 mm from the nozzle) are presented in Fig. 13. A considerable 
decrease in the temperature spike is visible when reducing Daτ,min from 1 
to 0.1. However, for Daτ,min lower than 0.1, the difference was minor. It 
can be argued that setting Daτ,min = 1 may nullify any modification ef-
fects as the constants would revert to their standard values when the 
chemistry is no longer slow. However, the profile with Daτ,min = 1 in the 
figure still shows a lower temperature peak compared to the result from 
the standard EDC with χ = 1. A relatively high value of Daτ might be 
responsible for this result. Generally, a similar temperature pattern 
could be seen at both axial locations. However, it is more evident that at 
z = 120 mm location, tuning the Daτ,min below 0.1 almost gave nearly 
no change in the temperature profile. This lack of impact is reasonable 
because Daτ increased downstream. 

6.4. The DLR-A flame 

It could be interesting to analyse the effect of using different values of 
Daτ,min on DLR-A. This analysis is important considering the presence of 
“low” Reτ and/or “low” Daτ in the reaction zone, cf. Section 4.3 (for the 
Reτ and Daτ fields). It should be noted that the statement of “low” here is 
a subjective observation from the v2020 EDC point of view. Three 
different Daτ,min values were examined: 0.1, 0.01 and 0. The last case 
was meant to observe the maximum reduction effect on the tempera-
ture/reaction rate. χ = 1 was assumed to avoid a lifting flame. 

The radial temperature profiles at the axial location of 20d are pre-
sented in Fig. 14 to analyse the effects of using two different variants of 
τc in the v2020 EDC, cf. Section 2.2 for the definition of the variants. For 
Variant 1, it was revealed that the flame could be affected considerably 
by the locally modified EDC constants. The role of the ignition model, in 
this case, was critical because the absence of an ignition model 
(Daτ,min= 0) resulted in total extinction. Setting Daτ,min up to 0.1 could 
adjust the temperature peak to a higher level. This effect was similarly 
observed in DJHC-I 4100, cf. Section 6.3. For Variant 2, the temperature 
reduction effect had become minor. This result was expected due to the 

Fig. 11. Plots of EDC factor (F) against Reτ obtained from standard and v2020 
EDC. Two variants of γλ,max were studied: 0.95 and 0.7. For v2020 EDC, Daτ =

0.1 is chosen to enhance the effect of slow chemistry. The ignition model is 
neglected, and χ = 1 is used for all cases. 
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higher Daτ and F, compared to those from Variant 1, cf. Section 4.3 for 
more analyses on Daτ and F. 

It is important to note that the overprediction of the peak tempera-
ture did not necessarily represent the same problem as that of the MILD 
flames. This issue was considered out of scope in the present study. 

7. The effect of the turbulence model 

A switch mechanism was introduced in Eq. (11) at Reτ = 27.8 (limit). 
A significant temperature gradient may take place near the limit, as 
shown in Fig. 1. Therefore, the overall accuracy of the v2020 EDC can be 
dependent on the performance of the turbulence model in predicting the 
location of the limit. The use of different variants of k − ε model was 

investigated previously [42], however with the purpose of improving 
the prediction of the jet spreading rate for MILD flames. Accordingly, 
this section will investigate the effect of varying turbulence models on 
the Reτ prediction. 

Different two-equation turbulence models were examined: Pope 
k − ε, standard k − ε (i.e., with Cε1 = 1.44), standard k − ε with modified 
Cε1 = 1.6, realizable k − ε and k − ω SST. The impact of the turbulence 
models on the profiles of temperature and Reτ of HM1 is depicted in 
Fig. 15. The profiles are shown radially at z = 120 and  200  mm to 
represent the reaction at Reτ < 27.8 and Reτ > 27.8 (termed as Zone 1 
and 2 in Section 4.2), respectively. It should be pointed out that γλ,max =

0.95 was used, which could contribute to overpredicting the overall 
temperature (cf. Section 5.2). 

Fig. 12. Radial plots of (a) temperature, (b) CO2 mass fraction, (c) OH mass fraction, and (d) volumetric reaction heat release rate of simulated HM1. Results of 
standard EDC, v2020 EDC with three different Daτ,min values and experimental data [12] are compared. γλ,max = 0.95 for all cases. 

Fig. 13. Radial temperature profiles at (a) z = 60 and (b) 120 mm of simulated DJHC-I 4100 flame using the v2020 EDC. Results of standard EDC with, v2020 EDC 
with three different Daτ,min values and experimental data [13] are compared. χ = 1 for reacting cases. 
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The standard k − ε model was proven to work reasonably well in 
previous studies [24,26]. However, in the present work, the model 
significantly overpredicted the temperature of HM1 at z = 200 mm. The 
modification of Cε1 (from 1.44 to 1.6) gave a larger additional produc-
tion of ε, compared to the Pope k − ε. An increase in ε resulted in a 
decrease in Reτ to a level below 27.8 in the reaction zone. Under this 
condition, Rk was solved by using Eq. (4), which eventually led to 
temperature overprediction. At z = 120 mm, both Pope k − ε and stan-
dard k − ε allowed Reτ to drop below the limit, thus resulting in a higher 
temperature peak compared to the remaining models. 

The standard k − ε model also made a contrast in the profiles of Daτ 
and F at z = 200 mm, as shown in Fig. 16. A high temperature peak 

increased the kinetics of the reactions, thus raising Daτ. The F profile 
follows a similar pattern in which the highest spike was evident for the 
second model due to the use of the standard EDC. On the contrary, the 
other models show low spikes of F, which are attributed to the ignition 
model (applying the standard EDC when Daτ < Daτ,min). It could be 
observed that F could drop to zero before increasing again at a larger 
radius. This drop occurred due to the extinction effect by the locally 
modified EDC constants. 

8. Overall discussion 

The ignition model has increased the sensitivity of EDC. Different 

Fig. 14. Radial temperature profiles at z = 20d of simulated DLR-A using the v2020 EDC and (a) Variant 1 of τc and (b) Variant 2. Results of standard EDC, v2020 
EDC with three different Daτ,min values and experimental data [55] are compared. χ = 1 for all cases. 

Fig. 15. Radial profiles of temperatures (a,b) and Reτ (c,d) at z = 120 mm (a,c) and z = 200 mm (b,d) of simulated HM1 using the v2020 EDC with γλ,max = 0.95. 
Comparison of different turbulence models together with experimental data [12]. 
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methods for the calculation of τc could impact the simulation results 
significantly, not only for MILD flames but also for conventional flames. 
It can be argued that different values or expressions for Daτ,min might be 
necessary to improve the generality while maintaining the overall ac-
curacy of the model. The current expression of τc also leaves some issues. 
For instance, Cτ, p was not added in the expression of the mixing time 
scale τη, which made τη higher than τ*. Moreover, the selected τc in the 
v2020 EDC was a function of temperature only. Therefore, the physi-
cality of Daτ≫1 was questionable for non-reacting hot gas. An example 
of alternatives would be to estimate Daτ based on the heat transfer rate 
[40] or scalar dissipation rate [60]. Another possibility is to estimate Daτ 

from the fine structure quantities, e.g., Daτ = R*
kτ*/ρ*, cf. Eq. (9) . 

The limitation on γλ played a major factor in the accuracy of the 
model. However, the limitation method still requires a fundamental 
justification concerning the fine structure reactor model. The reactor 
mass balance needs to be revisited in weakly turbulent flames. When γλ 
approaches unity, the surrounding region would be limited/absent. A 
possible treatment under such a condition is to apply a batch reactor 
model with the initial condition obtained from the mean quantities. By 
doing so, a numerical advantage can also be achieved because the 
appearance of (1 − χγλ

n) as a denominator in the overall mass balance 
equation can be avoided. Furthermore, a batch reactor model allows 
“slow reactions” at a reactor level. This capability is an advantage over 
the adiabatic PSR model, in which incomplete reactions (not extinction) 
may violate heat and mass conservation [61]. 

A future step would be to introduce modifications that are supported 
by analysis of the currently existing model. The next development of 
EDC should be able to explain the transition towards the laminar com-
bustion model conceptually. When Reτ is very low, any expressions 
based on turbulence quantities may no longer be representative. For 
example, the current τη is inversely proportional to 

̅̅̅
ε

√
, so that its val-

idity at very low ε should be addressed. On the contrary, the reactor 
residence time is estimated from the diffusion/convection time scale 
when it comes to the laminar combustion model. 

9. Concluding remarks 

Analyses have been made to understand the significance of the 
ignition model and key limiters, i.e., the maximum fine structure mass 
fraction (γλ,max), the minimum Damköhler number (Daτ,min) and the 
minimum local turbulence Reynolds number (Reτ,limit) for restricting the 
use of the extended EDC (v2020) in capturing the effect of slow chem-
istry and low turbulence. The limiters were responsible for achieving the 
reported accuracy in the context of RANS. 

The reversion of the EDC model constants at Daτ < Daτ,min is found 
critical not only to enable the ignition but also to distribute reactions. It 
is found that the ignition model enables reactions close to the jet centre 

(secondary reactions) of the Adelaide HM1 flame. The selection of of 
Daτ,min is also decisive for the accuracy of the model. The sensitivity 
study shows that a high threshold (Daτ,min > 0.3 ) can cancel the 
reduction effect on Rk, whereas a low threshold (Daτ,min < 0.03) can 
result in complete extinction. A similar effect of Daτ,min is also observed 
in the Delft DJHC-I 4100 flame. 

The investigation against the DLR-A flame shows that the v2020 EDC 
underpredict the Daτ field. Consequently, the overall reaction rate is 
modified similarly to that of MILD flames. The estimation method for τc 
plays an important role in the simulations. It is found that calculating τc 
based on the local formation rate can dramatically change the prediction 
of Daτ as well as the temperature profiles. 

The introduction of γλ,max in the formulation of χ2 and χ3 of the re-
action fraction can decrease the maximum χ value in the reaction zone, 
e.g., in the Adeleide HM1 and HM3 flames. More importantly, the 
determination of γλ,max is influential for the prediction of other variables. 
Hypothetically, an increase in γλ,max would raise the maximum flame 
temperature, and the temperature affects Reτ and Daτ fields. The present 
work demonstrates that an increase of γλ,max from 0.7 to 0.95 signifi-
cantly impacted the Reτ field of HM3, thus resulting in temperature 
overprediction at some locations of the flame. A similar sensitivity study 
performed for DJHC-I 4100 (with χ = 1) shows that γλ,max = 0.95 can 
change the Daτ profile such that Daτ is larger than unity near the reaction 
zone. 

The hybrid mechanism in the v2020 EDC has split reactions in HM1 
into two different zones, indicating different EDC formulations for 
calculating the mean reaction rate. The location of the limit between the 
two zones is dependent on the prediction of Reτ. An increase of γλ,max 
from 0.7 to 0.95 has substantially shifted the limit for HM3. Moreover, 
the use of the k − ε turbulence model with modified Cε1 resulted in 
significantly higher downstream temperature profiles compared to those 
from the other k − ε variants. 
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Model framework development. Fuel 2020;278:117743. 

[4] Lewandowski MT, Li Z, Parente A, Pozorski J. Generalised Eddy Dissipation 
Concept for MILD combustion regime at low local Reynolds and Damköhler 
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