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Constrained s-wave weak-coupling superconductivity in multiband superconductors
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We consider superconductivity in a system with /N Fermi surfaces, including intraband and interband effec-
tive electron-electron interactions. The effective interaction is described by an N x N matrix whose elements
are assumed to be constant in thin momentum shells around each Fermi surface, giving rise to s-wave super-
conductivity. Starting with attractive intraband interactions in all N bands, we show that too strong interband
interactions are detrimental to sustaining N nonzero components of the superconducting order parameter. In
general, components of the superconducting order parameter are linear combinations of the pairing amplitudes
in each band. We demonstrate that the number of nonzero components of the superconducting order parameter
is equal to the number of positive eigenvalues of the interaction matrix. Conversely, the dimensionality reduc-
tion of the order-parameter space is given by the number of nonpositive eigenvalues of the interaction matrix.
Using general models and models for superconducting transition metal dichalcogenides and iron pnictides, we
show that constraints must be imposed to avoid spurious solutions to the gap equations that do not represent

thermodynamically stable superconducting states.

I. INTRODUCTION

Superconductivity in systems with multisheeted Fermi sur-
faces was first studied [1] shortly after the introduction of the
basic Bardeen-Cooper-Schrieffer (BCS) theory [2] of weak-
coupling superconductivity. More recently, superconductiv-
ity has been discovered in various compounds with multiple
bands crossing the Fermi surface, such as MgB, [3], iron pnic-
tides [4, 5], and monolayer transition metal dichalgocentides
(TMDs) such as NbSe, [6] or MoS, [7]. From a theoretical
point of view, these systems are of interest due to a num-
ber of phenomena that are predicted, with no counterparts in
one-band superconductors. One such feature is multiphase
physics involving the individual phases of the components
of the superconducting order parameter. This may lead to
spontaneously broken time-reversal symmetry [8§—14] and var-
ious types of phase fluctuations such as Leggett modes [15].
Multiband superconductors have also gained significant atten-
tion due to their potential for higher critical temperatures, im-
proved performance in magnetic fields [16, 17], and potential
for topological superconductivity [18-20].

The BCS theory is a cornerstone of superconductivity re-
search. In its original form, it was applied to systems with
only a single electron band crossing the Fermi surface. Given
its relative simplicity compared to other more elaborate theo-
ries applicable in the strong-coupling regime, the extension of
BCS theory to multiband systems is a natural choice for treat-
ing the abovementioned systems, but still with the limitations
that come from the weak-coupling approach. In the simplest
one-band case, which yields s-wave superconductivity, a nec-
essary and sufficient condition for finding a thermodynami-
cally stable superconducting state is that electrons interact via
an attractive effective interaction operative in a thin momen-
tum shell around the Fermi surface. The effective interaction
is taken to be a constant within this thin momentum shell.

In multiband superconductors with electron pairing possi-
ble on each band crossing the Fermi surface and with corre-
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sponding s-wave multicomponent superconducting order pa-
rameters, the situation is more complicated. The BCS-type of
constant interaction operative within thin momentum shells
of the Fermi surface is now a matrix whose elements describe
intraband as well as interband scattering of electrons. Non-
trivial solutions to the equations determining the supercon-
ducting order parameter, describing thermodynamically sta-
ble superconducting states, may then be found even if some of
the matrix elements represent repulsive interactions. Since s-
wave Cooper pairing of electrons somehow requires attractive
interaction between electrons, such attraction from repulsion
represents a fascinating possible aspect of multiband super-
conductivity.

To study these N-band systems, a set of N coupled equa-
tions for the complex components of the superconducting or-
der parameter (gap equations) are frequently employed in the
literature. They were originally derived as self-consistency re-
lations [1] and stationary-point conditions on the free energy
of the superconducting state [21]. Some examples include
studies of the time-reversal symmetry breaking s + is states
in iron pnictides with some repulsive interaction-matrix ele-
ments [9, 10, 22-24], and more recent investigations of Ising
superconductivity in the TMD NbSe, [25, 26].

One complicating factor in the multiband case is that the
criterion for finding the superconducting order parameter that
represents a thermodynamically stable superconducting state
is less obvious than in the one-band case. The effective elec-
tron interactions are contained in an interaction matrix, and
the simple criterion for the solutions to represent a thermody-
namically stable superconducting state for the one-band case
is no longer applicable. Furthermore, since the order parame-
ter has /N complex components in the /N-band case, the pos-
sibility of multiple solutions to the gap equations needs to
be considered seriously. This becomes increasingly compli-
cated with increasing N. Remarkably, in the one-band case, a
nontrivial solution to the equation for the superconducting or-
der parameter always describes the thermodynamically stable
state. On the other hand, in the multiband case, one is faced
with the problem of deciding which solution, if any, describes
an actual stable superconducting state. That the situation calls
for more care than in the one-band case has been noted in pre-
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vious works on multiband superconductivity [23].

In this paper, we consider multiband s-wave superconduc-
tors within the weak-coupling BCS approach. We focus on
the necessary conditions on the effective electron interaction
matrix for nontrivial solutions to the gap equations to repre-
sent a thermodynamically stable superconducting state. We
point out that in several multiband cases, nontrivial solutions
to the gap equations may be found that represent unphysi-
cal states. In the order-parameter space of multicomponent
s-wave superconductors, these states represent either saddle
points or maxima in the free energy. As such, the solutions
satisfy stationary-point conditions on the free energy, but do
not correspond to stable or metastable superconducting states.
We elucidate the origin of this behavior and point out that
care has to be taken to appropriately reduce the dimension-
ality of the superconducting order-parameter space in order to
describe physically meaningful superconducting states.

II. GENERAL MEAN-FIELD FORMALISM

We consider a multiband model for superconductivity
where it is assumed that electrons can form Cooper pairs in
each band, such that the effective Hamiltonian is given by

H= Z Eka_

k,a,0

Ckaacka5+ Z Vlszk/ Pp.
Kk, 8
(1)

Here, c;, c) are creation and destruction operators of elec-
tron states labeled by A\ = (k, a, o), where k is momentum,
a € {1,...,N} is a band index, p is the chemical poten-
tial, and o is a spin quantum number. The interaction ma-
trix Vio), scatters electron pairs in state [(k, 5, 1), (=k, 3, )]
to state [(k’, o, 1), (=K, o, })] with momentum transfer q =
k’ — k. Although we do not specify the microscopic ori-
gin of Vlffﬁ, it is assumed that electron spins are individu-
ally conserved in the process. This is true for instance if
Vlffﬁ originates with electron-phonon couplings or electron-
magnon couplings when the magnons arise out of collinear
spin ground states [27]. Furthermore, we have defined the
pair-creation operator Plia = cika iCLaT with the correspond-
ing pair-destruction operator given by Pxo = CkatC—kal- In
writing down Eq. (1), we have assumed that only electrons
of opposite momenta pair and neglected considering Cooper
pairs with finite momentum. All cases we will consider in this
paper, illustrated in Fig. 1, fall within this category, provided
a suitable rewriting of the Hamiltonian is performed. We per-
form a mean-field approximation in the standard way and de-
fine the quantities by, = (Pi,) and b;f(a = (PkTa> along with
the quantities

Ak’a = — Z Vkofﬁ bk

Al =- Z Vo bl ?
ks — k/,a"

With these definitions, we obtain a mean-field Hamiltonian
given by

H = Z ko
kaPka + Akapl];a

_é(N

In general, using a complete and orthonormalized set of basis
functions {g, (k)} appropriate for the point-group symmetry
of the system, we can write

Vioy = ZAW 9n(K) gy (K'), )

Ckag Ckao

).

with A2, = 37 1 Vise gn(K) gy (K'). A subset of the func-
tions {g,(k)} will transform as the identity under the oper-
ations of the point group of the system, and these are the
ones we will focus on. Considering only the simplest ones,
go(k) = const., then V30 e = — ASP. This interaction will be as-
sumed operative within a thin momentum shell of each Fermi
surface in bands €y, and exg. Defining V3 = —Agf we find
from Eqgs. (2) that Ay, will be k independent, Ay, = A,.
In the following, we will assume that V,3 = Vjz, (and
hence the inverse matrix is also symmetric). We have that
= ks Vap bg = D5 Vap bs, where we have defined
b[g =% ka Provided that V, is invertible, we then have
=>5Vas ! Ag. Using all of this in Eq. (5), the mean-field
Hamiltonian takes the form
H= Z ALV;lAB + Z (Eka — 1) chckw
a,B

k,a,0

_ kza (ALPM n Aaplia) . )

Here, we have neglected terms O ((5bka6 bLa), where 0by, =
Pyo — bxo. Performing a diagonalization procedure for the
fermionic part for each band individually (the above Hamilto-
nian is diagonal in band indices) and computing the fermion
trace, we obtain the free energy of the system at temperature
T as follows:

= Z ALVa_lAﬁ + Z (Eka — 1)

«a, k,a

5 Z 1n 1+e” ﬁE“") —i—ln(l—i—eﬁEka)] ,

F(T)
(6)

where FEi, = \/(eka - ,u)2 +]Au|%, 8 =1/kpT, and kg is
Boltzmann’s constant. The fermion trace is given in the last
line of the above equation. At zero temperature, we obtain

Fo—ZAa Vg s+ (exa = 1) = Y Frar (7)
k,a

where the last term is the zero-temperature limit of the
fermion trace. Note that the fermion trace gives a negative



contribution to Fjy which increases monotonically in magni-
tude as |A,| increases. Furthermore, the fermion trace is a
convex function of |A,| at all T. This is particularly clearly
seen at T = 0, when it is given by >, . Fko. With the
above assumptions, and using an energy cutoff w, around
each Fermi surface, the k summation in the last line may be
performed analytically at T = 0 to yield

FOfFNfZALVaﬂlAﬁJrZNaw G<|w°‘> ®)
FN—QZ Eka — MU

where G(z) = 1—+/1 + 22 —2? arsinh(1/x), N, is a single-
particle density of states at the Fermi surface of band «, and
O(z) is the Heaviside step function. Fy is the normal-state
ground state energy, where the factor 2 originates with a spin
sum. Below, we will use the normal-state ground state energy
as the reference zero point of Fj.

— €ka)s €))

A. Interpretation of the gap equations

In the above free energy F'(T), the { A, } should be viewed
as variational quantities that are to be determined by minimiz-
ing the free energy of the system. A necessary condition for
finding a minimum in F(T) is that

OF(T)
9A,

for each band index a. The above stationary-point condition
yields a set of coupled equations for the N gaps A, the multi-
band gap equations. They read

Ao =Y Vary Ay xiy(T), (11)

k,y

=0 (10)

where the Cooper-pair susceptibility is given by xi~ (1) =
tanh(SFik~/2)/2Ex. In general the gaps may be complex,
and in the multiband case, the phases of the gaps in general
do not cancel out of the gap equation. Eq. (11) may also be
obtained directly from the definitions in Eq. (2) by comput-
ing by, using the operators that diagonalize the Hamiltonian.
Eq. (11) has been employed as the starting point in numerous
works on multiband s-wave superconductors [13, 24, 25, 28].

A further necessary condition for F'(T) to be minimized is
that the Hessian, whose elements are

82F(T)

Hij = 81‘,‘8$j ’

12)
should be positive definite when computed at the stationary
point. Here, the set {z;} contains the 2N — 1 independent
variables {|A,|, 03 }. There are N gap amplitudes and N —1
independent phase differences 03, = 03 — 0., where 03 is de-
fined by Ag = |Agle?s. Both conditions Eq. (10) and the
positive definiteness of H need to be satisfied for any non-
trivial solution to Eq. (11) to be physically meaningful in the

sense of corresponding to thermodynamically stable super-
conducting states. And even if both conditions are satisfied, it
is still not a sufficient requirement for a solution to correspond
to a stable superconducting state, since the minimum could be
a local minimum. Such a local minimum could correspond to
a metastable superconducting state, whereas stable supercon-
ductivity would have to be obtained as a solution correspond-
ing to a global minimum. On the other hand, as we shall see in
the following sections, nontrivial solutions to Eq. (11) could
very well exist that satisfy Eq. (10) without having a positive
definite 7. The solutions then could, and in fact very often
do, correspond to a maximum or a saddle point in F'(T"), both
of which are unphysical if all the x;’s are to be regarded as
independent variational parameters. As we are about to see,
however, there are situations in which constraints must be put
on {z;} before minimizing F(T).

The simplest system that necessitates constraints is one
where V' (and hence V') is a diagonal matrix. Such a
system is a decoupled set of one-band superconductors with
nontrivial physically meaningful solutions A, to the decou-
pled gap equations only for those diagonal elements that sat-
isfy Voo > 0. The remaining gaps, those with repulsive
Vaa < 0, are put to zero. This procedure serves as moti-
vation for the dimensionality reduction outlined in Sec. I B,
which is a generalization to systems with interband interac-
tions, Vo3 # 0; ¢ # B. Then, the situation is less clear, and
care has to be taken to verify that nontrivial solutions to Eq.
(11) actually represent physical superconducting states.

B. Dimensional reduction of the order-parameter space

The abovementioned stationary points are crucially de-
pendent on the term Z ALV Ag in Egs. (6) and (7).

[eyeY
Moreover, this term will also gcfvern the large-|A| behav-
ior of Fj since it scales quadratically with A whereas the
fermion trace is negative and asymptotically linear in A. This
can be seen more clearly by performing a change of basis,

rewriting Y-, 5 ALV, 'Ag as Zv L A\, %, where U, =

a’af
255, ﬂlAg and S, are matrix elements of the modal ma-
trix of V=1, S~V -1 = Diag(Ay, .., AN ). Here, we use the
convention that eigenvalues A1, .., Ay are ordered in descend-
ing order. If V and V 1 violate the criterion of being positive
definite, then we have A, < 0,y € {M +1,..., N}, while
Ay > 0,7 € {1,...,M} for some 0 < M < N. Thus, an
increase of the rotated order parameter along the direction of a
U, with v > M will always lower the free energy, seemingly
leaving the free energy unbounded from below and the mean-
field theory ill-defined. The correct way to proceed is then to
consider a mean-field theory, not in terms of the original N
components A, but in terms of the M components W that
belong to positive eigenvalues. All components {A,} are re-
tained, but in addition to Eq. (11), there are N — M constraints
on these amplitudes. This reduces the dimensionality of the
multicomponent superconducting order-parameter space. The
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FIG. 1. Schematic figure of three different examples of multisheeted Fermi surfaces centered around high symmetry points. (a) The Fermi
surfaces of a simple multiband model with all bands centered around the I' point. (b) The Fermi surface with two bands located at the zone
center and two bands centered in the zone corners around M. Such a model for the Fermi surface is relevant in simplified descriptions of the
Fermi surfaces in iron pnictide superconductors such as FeAs. (c) One Fermi pocket centered around I' and two Fermi pockets located around
K- and K’-points of the Brillouin zone (enclosed by the black line) of a honeycomb or triangular lattice. Strong Ising spin-orbit coupling lifts
the spin degeneracy near the K/K' points, causing the two spin-polarized bands, marked in red and blue, to be inverted in going from K to
K'. Such a multisheeted Fermi surface is relevant to the transition metal chalcogenide NbSe,. The model in Eq. (1) is applicable to all three

cases.

constraints are given by

> 8 5As=0,y€{M+1,...,N}. (13)
B

For diagonal V, S; ,81 = 0,4 and Eq. (13) reduces to the
obvious A, = 0,7 € {M + 1,..., N}, consistent with the
case of diagonal V considered previously. With nondiago-
nal elements of V' present, the situation is more complicated,
but the principle is nevertheless the same: there will be a re-
duced number of nonzero components of the order param-
eter, {¥,},v € {1,...,N — M}. These {V,} could in-
volve a linear combination of all {A}, but there will only be
N — M such linear combinations. Barring degeneracies in A,
these linear combinations are all orthogonal. In the presence
of degenerate \,, the degenerate subspace of linear combi-
nations can be re-orthogonalized by a Gram-Schmidt proce-
dure. Working in the original space of order-parameter com-
ponents, {A,},« € {1,..., N} with no further constraints
could lead to spurious solutions of Eq. (11) corresponding to
maxima, saddle points, or local minima in the free energy.
Dimensional reduction of the the order-parameter space for a
singular interaction matrix V' has previously been noted [28].
Eq. (13) extends the reduction to also encompass interaction
matrices of arbitrary size that are not positive definite, includ-
ing intraband and interband interactions. Similar results have
previously been discussed for the case N = 3 in the absence
of intraband interactions [29].

From the arguments above, we can also extend the original
criterion for one-band BCS s-wave superconductivity, namely
that the interaction must be attractive, to multiband systems.
For systems with momentum-independent effective electron
interactions, the unconstrained superconducting free energy
is bounded from below if and only if V1 is positive definite.

If not, care must be taken to reduce the dimensionality of the
superconducting order-parameter space, such that the thermo-
dynamically stable state can be identified. We note that V/
and V! have the same eigenvectors, and their eigenvalues
are reciprocals. So in the following, we will mainly focus
on V since it offers a more transparent connection to the un-
derlying scattering processes. For similar reasons, only the
case of zero-temperature systems will be considered, allow-
ing the use of the analytical expression for the free energy in
Eq. (8). This is not an essential simplification as the discus-
sion presented in this section is straightforwardly generalized
to nonzero temperatures, which can be seen from the fact that
the Fermion-trace term gives a strictly negative contribution
to the free energy, depends only on {|A,|} and is a convex
function of these moduli for all values of 7.

In the next sections, we consider the two-band case in detail
and also comment on the case of three, four, and five bands.
The two-band case has the virtue of being quite transparent. A
main conclusion is that the mechanism that constrains thermo-
dynamically stable superconductivity by increasing interband
attraction or repulsion appears to be operative for any number
of bands, where the situation rapidly becomes more compli-
cated. Many of our comments are pertinent to recent theo-
retical works on such systems, for instance on the multiband
superconductor NbSe,.

III. FROM ONE TO TWO BANDS

The point of this section is to substantiate our claims in
the previous section. We will illustrate in detail that the min-
imization process for a conventional one-band superconduc-
tor, as considered in the original BCS paper, Ref. [2], cannot



be straightforwardly extended to a multiband superconductor,
using the two-band system as an example.

First, we consider a conventional one-band superconductor
in the zero-temperature limit. From Eq. (8), it follows that
the free energy only depends on the modulus of the gap. To
distinguish the one-band case from the multiband case where
both the modulus and phase of the gaps determine the free en-
ergy, we denote the modulus of the one-band superconducting
gap as A > 0. The derivative of the one-band free energy,
denoted Fy, is

6F01 ~ 1 . w1
— = 2AN — h({—= . 14
0A ! {vau s ( A (14

Extremizing Fj yields two solutions, namely the trivial so-
lution A = 0 and the nontrivial BCS solution Agcg =
w1/ sinh()\l_l) with A1 = N1 Vi1. In order to determine the
preferred state of the system, the second derivative at each
of the extrema must be evaluated. At A = 0, the second
derivative diverges logarithmically to minus infinity, whereas
the second derivative at the BCS solution is always positive:

0*Fy w1
- —oN — (15)
OA® |a=ancs Vot + Ao

Thus, one concludes that for a one-band system with an at-
tractive interaction at zero temperature, the energy of the su-
perconducting state is lower than the normal state, regardless
of the strength of the attraction [2]. Furthermore, we note
that because the free energy has a global energy minimum
at A = Agcg, it is bounded from below. If the interaction
is repulsive, the free energy is unbounded from below, and
only the trivial solution to the gap equation exists, as expected
since a repulsive interaction would render the system a Fermi
liquid. These comments also apply to the multiband case with
diagonal interaction matrix elements. In the following, we
will highlight that in the multiband case with interband inter-
actions, one might find nontrivial solutions to the stationary-
point condition, for which the stationary point is not a mini-
mum in the free energy.

A. Stability analysis of the unconstrained two-band case

When considering multiband systems, it is particularly in-
structive to consider the case of N = 2 since both )\, and
W, can be expressed directly in a transparent manner by us-
ing the matrix elements of V. This two-band system was
first considered in seminal works on multiband superconduc-
tivity in transition metals with significant scattering between
s and d orbitals (ignoring the possibility of complex-valued
{ALDI1, 21]. In keeping with their notation, we denote the
general two-band scattering matrix, V, as

‘/ss V;d
V= , 16
(VSd Vdd) (16)
where V;, and V4 describe intraband interaction strength, and

Visq 1s the interband interaction strength. To find the eigenval-
ues of V1, we find the eigenvalues of V, as their reciprocals

are eigenvalues of V~1. The eigenvalues of V are

1
Ay = 3 |:‘/Ss + Vag £ \/4V52d + (Ves = Vaa)?|,  (7)

and accordingly, the eigenvalues of V! are )\;1. Imposing
A+ > 0is equivalent to imposing the constraints Vs + Vg >
0,VssVaa > Vfd It follows that in order for the interac-
tion matrix to be positive definite and the free energy to be
bounded from below in the full (A1, Ag) plane, both intra-
band interactions must be attractive and stronger than the in-
terband interaction. In such a case, we may search for a non-
trivial solution to Egs. (10) and (11) in an otherwise uncon-
strained order-parameter space (A1, Ay). Imposing A_ < 0
and Ay > 0 corresponds to Vszd > VssVgq. This holds for
strong enough interband interactions if both intraband interac-
tions are attractive or both are repulsive, or for any interband
interaction if one of the intraband interactions is repulsive and
the other is attractive. The stationary point of F' must then
be sought with one additional constraint, Eq. (13). Finally, if
both intraband interactions are repulsive, and VssVyiq > Vfd,
then AL < 0. There are then two additional constraints Eq.
(13), rendering (A1, Ag) = 0.

To further elucidate this, we consider the case of equal at-
tractive intraband interactions, denoted Vs = Vyg = Vintra >
0 for Vintra both smaller and larger than Vipter, Where Vipger
denotes the interband interaction strength. Furthermore, for
simplicity we assume the energy cutoff and density of states
at the Fermi surface, denoted w. and Ny, respectively, to also
be equal. Component o of the superconducting order pa-
rameter is a complex number with phase 6,, so AQA; =
|Al|Ag|exp(ibag), Where 8,3 = 0, — 5. The phase dif-
ference between the two bands, denoted 615, only enters in the
free energy as part of the term 21/151 |A1]|Ag| cos(f12) and is
thus determined by the equation

cos(f19) = —sgn(Viz') = sgn(Vinter /det (V). (18)

The degree of freedom offered by 6,2 renders the sign of Vlgl
irrelevant. To determine if the superconducting state is ener-
getically favorable, we define AF = F(T') — Fx where Fy is
the normal-state free energy. At zero temperature, the analyt-
ical expression for F{y given in Eq. (8) replaces F'(0) and will
be used unless stated otherwise. Fig. 2 shows the dimension-
less free energy difference AF' = AF/(Npw?) as a function
of the dimensionless variables |AL| = A, /w,. for three dif-
ferent systems. In Fig. 2 (a) we consider a system satisfying
A+ > 0, whereas this does not hold for the systems in Fig. 2
(b, ¢) . The phase difference minimizing the energy, 612 = 0,
is chosen in Fig. 2 (a), as V;3' < 0. The location of the global
minimum can be obtained by solving the gap equation in Eq.
(11) analytically and is equal to

| Aextremum| = we/ Sinh[(Vl_ll + |V151D/NF} (19)

for both gaps. Note that the free energy of this system would
still be bounded from below if #;5 = m, but the location of the
energy minimum would change. When Viyter > Vingra, the
free energy is unbounded from below as illustrated in Figs.
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FIG. 2. The dimensionless free energy difference AF’ = (Fo — Fx)/(Nrw?) at zero temperature of a two-band superconducting system
in mean-field theory as a function of the modulus of each gap |A.|. The bands have equal density of states at the Fermi surface and energy
cutoff, denoted Nr and w., respectively. The phase difference between the gaps 612 varies across the three panels. Dimensionless interactions

s = VapNr are used. All interactions are attractive, and the smallest interaction in each panel is 0.1. The free energy surface is colored
red (blue) when it is large (small). The black dot in panels (a) and (b) marks a stationary point in the free energy, and the eigenvectors of the
associated Hessian matrix belonging to positive eigenvalues are marked by dashed black lines. In panel (b), there is only one black line since
only one of the eigenvalues is positive. The other eigenvector is marked by the dashed red line.

2 (b, ¢). For 615 = 0 in Fig. 2 (b), there exists a saddle
point in the free energy, marked by a black dot, again situ-
ated at the point where the modulus of both gaps are equal to
| Acxtremum|- Since the gradient of the free energy is zero at
this point, this is a nontrivial solution to the gap equation. The
existence of this solution relies on choosing 81, opposite to
that of Eq. (18), i.e., by choosing the phase difference maxi-
mizing the free energy. When choosing the phase difference
in accordance with Eq. (18), 612 = 7, the only solution to the
gap equation is the trivial one and the free energy is lower in
Fig. 2 (c) than (b). We also note that the results presented for
the simple systems in Fig. 2 straightforwardly generalize to
two-band systems where Vs # Vyq and Ny # Ng4. The main
difference is that Eq. (19) no longer describes nontrivial solu-
tions to the gap equation, which must be solved numerically.
The qualitative behavior of the free energy remains the same,
also if the strength of the interactions is increased.

B. Dimensional reduction of the order-parameter space in the
two-band case

The associated eigenvectors of Ay are 1/ V2 (1 :I:l)T. So
by enforcing ¥_ = 0 and using the expressions for the eigen-
vectors in the modal matrix .S, one obtains the constraint

— A1+ Ay =0 (20)

from Eq. (13). Eq. (20) can only be fulfilled when |A;| =
|As| and 612 = 0. However, since Vlgl > 0, and thus, by Eq.
(18), the most energetically favorable value of 615 is w. This
seeming contradiction is simply a manifestation of an earlier
statement, namely that one may search in an unconstrained
order-parameter space only when V is positive definite. If

not, there are constraints that must be satisfied, also when they
prohibit following the selection rule in Eq. (18). Moreover,
by enforcing the hard constraint in Eq. (20), we can see that
this is equivalent to confining the order-parameter space to the
dashed black line along the spine of the free energy landscape
in Fig. 2 (b). We stress that the Hessian matrix in Eq. (12)
evaluated at the saddle point becomes positive definite only
when applying the constraint. In Fig. 2, this is illustrated by
having dashed black (red) lines in the direction of eigenvec-
tors of the Hessian belonging to positive (negative) eigenval-
ues. Since the constraint in Eq. (20) prohibits fluctuations in
any direction but |A;| = |As|, the Hessian is positive defi-
nite at the stationary point |A;| = |As| = Aextremum- The
stationary point is a global energy minimum.

The free energy of a system with repulsive interactions
Vg < 0and |VisVya| < V2 is illustrated in Fig. 3 (a,b), with
612 = 0 and 6,5 = 7, respectively, values that both extremize
the free energy. For simplicity, we again look at a system with
equal intraband interactions Vs = Vg = —|Vintra| and equal
density of states at the Fermi surface. In both figures, there is
a stationary point in the free energy at (|A,| = 0,|Ag| = 0).
A saddle point is also present in Fig. 3 (b), marked by a black
dot. Since |VssVya| < Vfd, AyA_ < 0 as in the systems in
Fig. 2 (b, ¢). However the constraint in Eq. (13) now becomes

A = —A,. 1)

So although the choice 612 = 0 renders the term
Dap ALVJ[;A s lower than the choice 612 = m (since
Vi3 < 0), it violates the constraint akin to the two-band sys-
tem considered previously. Choosing 612 = 7 is thus neces-
sary to satisfy the order-parameter constraint. The free energy
of the system with 65 = 7 is shown in Fig. 3 (b). Similar
to the case of Fig. 2 (b), along the line |A;| = |Az|, marked
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FIG. 3. The same as in Fig. 2, but with repulsive interactions V3 <
0. In both panels, the interaction strengths are Vi, = —0.5 and
‘/i;]tra =-0.1.

by a dashed line, there is a global minimum in the free en-
ergy located at |A1| = |As| = Acxtremum- A common crite-
rion for having s-wave superconductivity in (partly) repulsive
BCS systems found in the literature is |V Vya| < V.2 [25, 30]
which has been motivated mainly by requiring the existence of
a nontrivial solution to the gap equation. Now it can be fur-
ther understood as a requirement for one of the eigenvalues to
turn positive such that the emergent saddle point in the uncon-
strained free energy becomes a global energy minimum when
applying the constraint in Eq. (21).

The case of a system with only repulsive interactions is es-
pecially relevant in the context of superconducting iron pnic-
tides [31], as repulsive interactions are believed to play an es-
sential part in driving their superconducting transition [32].
Depending on the pnictide, there will be several hole and/or
electron pockets, which can be illustrated in a simplified man-
ner as in Fig. 1 (c), leaving Eq. (1) as a natural starting point
for s-wave superconductivity since there are multiple disjoint
Fermi surfaces. While the two-band model considered here
is simpler than the four-pocket model in Fig. 1 (c), it serves
as an indication that some constraints must be put on the or-
der parameter in more realistic models, as it is unlikely that
all eigenvalues of a repulsive interaction matrix are positive.
These constraints will be more complicated than that of Eq.
(21), but they are easily extracted numerically using Eq. (13).
We leave this for future investigations.

We close this section by noting that the constraint of two-
band systems with AL A_ < 0 (equivalently Vf2 > Vi1 Va9)
can be derived for a general interaction matrix. From Eq. (13)
it reads

~Vige 2| A | 4 (dy + do)|As| =0, (22)

where d; = (‘/11 — V22)/2, and dy = (V12)2 + d% Thus,
a constraint on the phase 6,5 is given by 615 = 0,7, and
Vio COS<912) > 0. Hence, V12||A1‘ = (dl + d2)|A2| which
defines the line in (|A1],|A2|)-space along which a minimum
in the free energy must be sought. By Eq. (22), one imme-
diately obtains the constraints in Eqgs. (20) and (21), which
only differ by a minus sign, owing to the fact that sgn(V12) is
different for the two systems.

IV. STRONG INTERBAND INTERACTIONS IN
MULTIBAND SYSTEMS

In the previous section, we focused on the sign of the eigen-
values of the interaction matrix V' for two-band systems and
the implications nonpositive eigenvalues have for constraining
the components {A,} of the superconducting order parame-
ter. Analytical expressions for eigenvalues of general symmet-
ric N x N matrices rapidly become intractable for N > 2. It
is difficult to gain insight into the properties of such systems
compared to the case of N = 2. However, in this section,
we will show that the connection between the number of non-
positive eigenvalues and the reduction of the order-parameter
space derived for two-band systems still serves as useful guid-
ance for N-band systems.

In the monolayer TMDs NbSe, and TaS,, the Fermi surface
may be illustrated as in Fig. 1 (c) [33]. These systems are su-
perconductors [6, 34] with three disjoint Fermi surfaces and
are thus well-described by the Hamiltonian in Eq. (5) where
each A, is isotropic within a specific Fermi pocket. This re-
mains the case even when including strong Ising spin-orbit
coupling in the Fermi pockets centered around K and K’
such that eT(k) = e*(—k) [25, 35], as illustrated in Fig. 1
(c). Scanning tunneling spectroscopy has been used to exper-
imentally probe the multigap nature of both bulk 2H-NbSe,
and few-layer (monolayer) NbSe,. Tunneling conductance re-
sults for bulk NbSe, seem to support the presence of two-band
superconductivity [36], with the possibility of having an ad-
ditional contribution from a third gap [37]. A multipocket
model can also reproduce experimental data in few-layer sys-
tems. However, this has been argued to be a less likely expla-
nation [16], especially when there is disorder in the sample.
In addition to the rich physics of monolayer TMDs, they also
often exhibit strong interactions between the K and K’ pock-
ets. For our purposes, they serve as an instructive and relevant
example for demonstrating how strong interband interactions
influence superconductivity.

Even though the Fermi pockets in NbSe, originate with the
same band, we use the terms band and pocket interchangeably,
as each pocket may have a unique dispersion relation at the
Fermi surface. Due to the momentum restrictions BCS pair-
ing imposes, the scattering processes near the Fermi surface
will depend on which pockets the interacting electrons belong
to. For intraband interactions V,,,, the average magnitude of
the momentum transfer |q| = |k — k’|, will be different for
the pockets centered around K and K’ than for the pocket cen-
tered around I". Similarly, the interband interactions between
the I" band and the K/ K’ bands, denoted Vi = Vrg, will
on average have slightly larger |q| than V,,,, whereas inter-
band interactions between K and K’ pockets Vi - will have
the largest momentum transfer. Hence Vi i and Vrr (Vi)
correspond to the short (long)-wavelength part of the interac-
tion. If all interactions are only weakly dependent on k and
k', its q dependence can be averaged out such that each of
the possible intra-/interband interactions in the TMD may be
replaced by its average value, as done in Refs. [25, 30]. The
system is then described by the s-wave Hamiltonian in Eq. (1)




with an effective interaction matrix given by

Vikk Vikrx Vri
Vkrk Vkx Vri | . (23)
Vrk Vrx Vrr

Vrvp =

Vrump is a relatively simple symmetric matrix and describes
the many types of interactions well, as long as they can be
averaged in a meaningful way.

Consider the case where the free energy is assumed to be
bounded from below in an unrestricted order-parameter space.
This requires a positive definite Vryp. An alternative cri-
terion for a symmetric matrix to be positive definite is that
all leading principal minors must be positive. Thus, Vpyp is
positive definite if and only if Vi x> 0, V25 > V2, and
VIQ(KVFF > VFFVIZ(K/ + QVIQ(F(VKK — VKK/)- The first two
criteria are the same as in the 2-band case. By assuming these
to be fulfilled, one finds that this further imposes Vrr > 0,
such that the last criteria can be written as

2
VKF

Vi > Vi +2
Vrr

(Vkrx — Vik)- (24)
The role of the interband interactions is evident in Eq. (24).
Increasing either Vi g/ or Vkr leads to an increase in the
right-hand side, thus eventually violating the inequality. If
this is the case, ensuring a lower bound on the free energy
requires the constraint Eq. (13) on the order-parameter com-
ponents to be imposed. Increasing intraband interactions has
the opposite effect.

Vmp can describe different types of interactions in TMDs,
but the eigenvalue spectrum of Vpyp will depend on the nu-
merical values of Vg for the specific TMD under consider-
ation. Thus, exactly which interaction mechanisms one in-
cludes when calculating the matrix elements of Vyp are im-
portant. In the case of Coulomb repulsion, Vi g and Vi g
describe interactions from the tail of the screened Coulomb in-
teraction and the short-ranged part [25, 30], respectively, such
that |Vk x| > |Vikk|. For attractive interactions mediated by
phonons, the ratio between Vi i and Vi i is not as transpar-
ent since it requires detailed calculations of how the phonons
of the system couple to the electrons. The electron-phonon
coupling for a material can be calculated using a tight-binding
model [38] or from first-principles calculations [39, 40]. In
NbSe,, the largest contribution to the effective attractive in-
teraction is mediated by long-wavelength phonons, especially
if the system is assumed not to coexist with a charge-density
wave [26, 40]. Using the g-averaged model, this corresponds
to Vi i being the largest matrix element in Vryp, causing a
violation of one or more of the inequalities above. However,
by including other interactions, Vs may change and cause
VruMp to become positive definite. For instance, including
Coulomb repulsion will affect Vi g+ more than Vi g, which
could, in turn, cause Vi g to be larger than Vi k. Spin fluc-
tuations have also been observed to play an influential role
in NbSe, [26, 35] and could similarly affect the spectrum of
Vrmp. The point here is not to make any quantitative state-
ments about Vyp, but rather to bring attention to the pivotal
role of scattering between the Fermi pockets in determining

its spectrum. So TMDs with strong interband interactions are
subject to the constraints in Eq. (13), which, in turn, may lead
their gap functions exhibiting a more exotic pairing symme-
try, a possibility, which for NbSe, has garnered considerable
attention in recent years [16, 20, 35].

We note that the mechanism of strong interband interac-
tions producing nonpositive eigenvalues of V' is quite general
and holds for more general three-band interaction matrices
and particularly simple systems with N > 3, as detailed in
Appendix A. However, the limitations one must impose on
the interaction matrix to ensure a given number of positive
eigenvalues become increasingly more complicated as /V in-
creases. An exception to this occurs if V' is strictly diagonally
dominant, i.e., Voo > Zﬁséa [Vas| ¥V a, as this prohibits any
negative eigenvalues [41]. Thus, if the intraband interactions
are attractive and strong enough such that V' is strictly diag-
onally dominant, then nontrivial solutions to Eq. (11) may be
sought in the full order-parameter space with no further con-
straints. More generally, however, the interaction matrix must
be checked for nonpositive eigenvalues. If there are any, the
order-parameter space is constrained by Eq. (13).

V.  CONCLUSIONS

In this work, we have considered multiband s-wave BCS
mean-field theories in systems with momentum-independent
potentials with intra- as well as interband interactions. Such
mean-field theories have been extensively used theoretically,
especially following the experimental discoveries of super-
conducting iron pnictides, but also in recent years due to inter-
est in superconducting monolayer TMDs with several disjoint
Fermi pockets. Our main goal has been to highlight the im-
portance of the sign of the eigenvalues of the interaction ma-
trix and that great care must be taken to correctly identify the
physically relevant solutions to the gap equation when non-
positive eigenvalues exist. By reevaluating the derivation of
the multiband gap equation and treating it explicitly as a min-
imization of the free energy following the spirit of the original
BCS paper [2], we have shown that in multiband systems with
superconducting order parameters that do not change sign on
the Fermi surface, spurious nontrivial solutions to the gap
equation may exist if the interaction matrix is not positive
definite. Inspired by single-band systems where the interac-
tion between electrons must be attractive for superconducting
mean-field theory to be valid, we imposed constraints on the
multicomponent order parameter in such cases.

We have discussed in detail how strong interband interac-
tions and repulsive intraband interactions, relevant in super-
conducting TMDs and iron pnictides, respectively, may neces-
sitate introducing constraints on the /V superconducting order-
parameter components {A,}. The number of constraints,
which are given in Eq. (13), equals the number of nonposi-
tive eigenvalues of the interaction matrix. Moreover, we de-
rived explicit expressions for the constraints in such two-band
systems. Including the constraints is imperative for the two-
band theory to be physically meaningful because they ensure
a lower bound on the free energy. They additionally ensure



that the saddle point, which solves the gap equation in the un-
constrained order-parameter space, becomes a global energy
minimum, allowing for higher-order expansions around it.
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Appendix A: Eigenvalue analysis of [V > 2 interaction matrices

In the main text, we argued that strong interband interac-
tions are detrimental to a full spectrum of positive eigenvalues
of the interaction matrix V' for s-wave superconductors, and
that nonpositive eigenvalues necessitated invoking constraints
Eq. (13) on the components A, of the superconducting or-
der parameter. We showed this in detail for N = 2 bands in
Sec. III and for a specific form of V for N = 3 in Sec. IV.
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For completeness, we write the eigenvalues of the matrix Vs,
defined as

a d f
Vs=\|da f], (AD)
fro
such that the eigenvalues of V3 are
M=a—d (A2a)
b+d 1
o= TS Ve b RS (A2
b+d 1
Agz%—i\/(afb+d)2+8f2. (A2¢)

Many three-band interaction matrices are in the form of V3,
including Vryp in Eq. (23). Another example is a = b = 0,
which has been studied in interband-driven superconducting
iron pnicitides [22, 42]. For convenience we state explicit cri-
teria that ensure that all eigenvalues in Eq. (A2) are positive

a>d (A3a)
4(ab + bd) > 8> (A3b)
a+b+d>0. (A3c)

If the criteria in Eq. (A3) are satisfied, a system with inter-
actions described by V3 will have a well-defined supercon-
ducting mean-field theory in the full order-parameter space
{A}, a € [1,2,3], with a free energy bounded from below.
To further substantiate the above claims in the case of
N = 3, we have plotted the smallest eigenvalue, Anin, for
a more general three-band interaction matrix in Fig. 4, as a
function of V}5. The matrix has attractive intraband interac-
tions V,, of unequal strength, and each graph represents a
different choice of Vi3 and Vo3, A, is negative for large
[Vagl. as stated earlier. Unlike the two-band system, the signs
of the off-diagonal matrix elements now play a more promi-
nent role, and they can cause phase frustration as mentioned
earlier. The different sign combinations of Vi3 and Vb3 in
Fig. 4 also explain why the graphs are not symmetric around
V12 = 0. We further note that the complete parameter space of
a three-band interaction matrix is too vast to accurately depict
in one figure. However, numerical results indicate that there

C

exists a value, denoted V5, such that for [Vag| > Vo‘fﬁ, at

least one eigenvalue is negative, and thus neither V' nor V-1
are positive definite. We find this to be the case, regardless of
the other matrix elements in V.

Since the complexity of the eigenvalues rapidly increases
with [V, it is in general not instructive to write the full expres-
sions of the eigenvalues for N = 3,4, and such expressions
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cannot in general be found for N > 5. To elucidate the role of
strong interband interactions in such systems without turning
to numerical results, we are restricted to particularly simple
systems. One such system is an /NV-band system with all equal
intraband and interband interactions, denoted a and b, respec-
tively, and one unique scattering process between two bands,
denoted c. The interaction matrix of such a system with four

0.51

)\miu

Viy = 0.4, Vly = 0.6
Vi =13,V =-03
— V5 =—-08Vy5 =05

25
— V=11,V =12
3 2 0 1 2 3
Vi

FIG. 4. The smallest eigenvalue for a dimensionless three-band in-
teraction matrix as a function of V/,. The diagonal elements are
Vi1 = 0.7, V35 = 1 and V45 = 1.2, and the remaining elements in
the interaction matrix are different for each graph.

bands can be written as

(A4)

[SEES IS S
[SEIES SIS N
0o Q2 oo
SIS

Two of the eigenvalues of V' have simple expressions, namely
a — b and a — ¢, and one can immediately see that increasing
either b or ¢ beyond a will yield negative eigenvalues. This
holds also when considering a similar three or five-band sys-
tem. It therefore seems to be a quite general phenomenon
that strong interband interactions necessitate that constraints
be invoked on the components A, of the superconducting or-
der parameter in a multiband superconductor, in order to ren-
der the theory meaningful with a free energy bounded from
below.
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