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Abstract

Following the increased inflation in Sweden in 2023, Swedes started cross-border shopping

in Norway. Norwegians are known for cross-border shopping in Sweden, but the effect of

inflation on how much Norwegians spend on cross-border shopping in Sweden has not been

investigated. Thus, this paper aims to answer the question: “Does inflation affect cross-border

shopping from Norway to Sweden?”. To capture the effect of inflation in both countries,

differential inflation was used. A multiple linear regression model with the ordinary least

squares assumptions was implemented to model the effect of the differential inflation on the

sum spent in Sweden between 2004 and 2019. Hypothesis testing was utilized to test for

statistical significance. The conclusion was that no statistically significant effect was found of

differential inflation on the sum spent in Sweden. This could be a result of there being no

effect on the population, however, there are possibilities for improving the model which

could give a different conclusion.

Key Words: Inflation, Differential Inflation, Cross-Border Shopping, Norwegian

Cross-Border Shopping in Sweden
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1 - Introduction

“Harryhandel” is the phenomenon of Norwegians travelling abroad, mostly to Sweden, to buy

goods they have in their home country for a lower price (NAOB, n.d.). The act got its own

nickname after cross-border shopping has increased significantly since the early 2000s, and

now Norwegians go on a “harrytur” to do “harryhandel” (Remix Consulting, 2021). Norway

and Sweden share a long border in which all citizens can travel freely due to the Nordic

Border Union. This in combination with a long border, Sweden's considerably lower price

level and lower taxes on goods like tobacco and alcohol compared to Norway, leads to

Norwegians travelling to Sweden to cross-border shop (Steen et al., 2020).

Norwegians shopping in Sweden is far from the only instance of cross-border shopping

recorded. Swedes shop in Denmark, Danes and Swiss shop in Germany, Canadians shop in

the US, etc. This type of shopping is the most simple form of cross-border trade; travelling

abroad, usually by car, buying goods and bringing them home. While this might be a good

opportunity for consumers to save money, the state and local businesses can lose great

amounts of money on people's cross-border shopping. In 2019, the grocery stores in Norway

lost over 9 million NOK as an effect of people travelling abroad to buy goods (NTB, 2020).

In addition, the state loses tax money on goods they could have sold in Norway but that were

bought abroad (Asplund, Friiberg and Wilander, 2006). Thus, economists have looked into

what affects cross-border shopping, and in some instances researched how to minimise it.

However, in 2023 one effect that was previously not included in this research became a part

of news headlines in Norway. The inflation in Sweden had increased to such a level that

Swedes now travelled to Norwegian stores to buy certain foods and products, despite the

historically higher price level of Norway compared to Sweden (Kampestuen et al., 2023).

This made me wonder whether or not inflation levels in Norway and Sweden affect

cross-border shopping from Norway to Sweden, ad what the effect might be. Thus, this paper

aims to answer the question:

“Does inflation affect Norwegian cross-border shopping in Sweden?”
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To investigate this, STATA17 is utilized to create a regression model investigating how

inflation affects how much money Norwegians choose to spend on cross-border shopping in

Sweden. The model is based on the theoretical framework presented, and available data from

Norway and Sweden. The analysis is done using a multiple linear regression model, which

utilizes the ordinary least squares assumptions. An explanation and discussion of the model

and these assumptions are presented. Hypothesis testing is used to determine whether or not

the effect is statistically significant. Lastly, a part identifying possible deficiencies of the

model, criticism of the model and a conclusion of the findings are presented.
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2 - Theoretical framework and method

This part of the paper examines the theoretical framework of cross-border shopping and

inflation. The first part looks into why people choose to cross-border shop and how inflation

is measured. The second part explains the method used for the model and analysis. The

Ordinary Least Squares (OLS) assumptions, goodness of fit and hypothesis testing are

introduced and explained.

2.1 - Theoretical framework

2.11 - Cross-border shopping

SSB defines cross-border shopping as “Norwegians' physical trade abroad on trips abroad

without accommodation” (SSB, 2023). The act of cross-border shopping is predominantly

motivated by buying goods you could get in the country you live in for a lower price in a

different country (Remix Consulting, 2021 and Asplund et al., 2001, 142). According to this,

the price elasticity of demand would be the main factor influencing the change in levels of

cross-border shopping. However, there are other factors in addition to price that affect

whether or not a consumer chose to cross-border shop, and what goods they decide to buy.

Amzi (2015) divides the characteristics that affect cross-border shopping into consumer

characteristics and market characteristics. Consumer characteristics refer to the demographic

and include age, marital status, gender, education level, occupation and average income per

month (p. 29). The main market characteristics are cheaper prices and a higher variety of

goods but also include lower taxes, transportation, communication, social status and opening

hours (p. 30-31). In addition to this, Ferris (2001) models the effect of exchange rates on

cross-border shopping. The results show that when a country’s currency appreciates

compared to a neighbouring country’s currency, it increases the number of day trips people

do (p. 807). This suggests that the exchange rate also is a key factor in the change in

cross-border shopping.

In his paper, Ferris (2001) also models the decision-making of a consumer that decides to

cross-border shop and he uses the context of Canadians cross-border shopping tendencies

between 1972-1997. He creates a utility model in which maximisation of utility given several
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factors that affect cross-border shopping. The consumers' time and income restraints are used

in the most basic equations in his model, and he further expands this by including exchange

rate and tax collections by the government (p. 803-804). He concludes that no one factor

alone can explain a high rise and fall in cross-border shopping, but that there are many

variables that may provide an insight into the fluctuations. His conclusion on what external

factors led to the increased cross-border shopping from Canada to the US include a fall in the

exchange rate, making the Canadian dollar worth less, an increase in Canadian

unemployment rates, heavier taxes on goods in Canada compared to the US, and an increase

in the price of finished goods in Canada (Ferris, 2001, p. 822).

While these papers provide several insights into what affects cross-border shopping, one

effect has proved that it might be significant in the Nordic countries; inflation. In 2023,

Swedes travelled to Norway to shop for goods despite Norway’s higher price level and

increased inflation (Lilleås, 2023 and SSB, 2023). When interviewing the Swedes that shop

in Norway, the high inflation, and following high price increases for several goods, was the

main reason for this shift (Kampestuen et al., 2023). While it is clear that price is a major

effect in determining levels of cross-border shopping, few studies investigate if inflation has a

direct effect on spending habits across the border.

2.12 - Inflation

Inflation is defined as an increase in prices over time. While there are several ways of

measuring inflation, both Norway and Sweden measure it as the change in the consumer price

index (CPI) (SSB, 2023). The CPI measures the general price level in an economy and is

estimated by comparing the prices of a set “basket” of goods over time. These goods are

rarely changed, and the price changes are used to estimate the price change of an entire

economy.

The theory of low and steady inflation has presented itself as the most popular way of using

inflation to benefit the economy (European Central Bank, 2023). However, shocks in the

economy, like a natural disaster or sudden increase in activity, can lead to inflation levels

increasing at a rapid pace. In 2023 the low-interest rates of 2020-2022 led to increased

activity in both Norway and Sweden. Following this came higher inflation levels and

increased prices. However, looking at the differential inflation, Sweden’s inflation level
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increased more than Norway’s (Kampestuen et al., 2023). Sweden’s CPI in March of 2023

was estimated to be 10.6% compared to the same period in 2022 (SCB, 2023). In Norway, the

CPI for March 2023 was at 6.4% (SSB, 2023). Thus, it was the high differential inflation for

Sweden that led to a shift in cross-border shopping (Kampestuen et al., 2023).

Based on the theoretical data, I expect the differential inflation to have a positive effect on the

sum of money Norwegians spend in Sweden. This means that when the inflation in Norway is

higher than the inflation in Sweden, I expect Norwegians to shop more in Sweden as

Norwegian goods are relatively more expensive compared to the same Swedish goods.

2.2 - Method

This part of the paper first explains how the values of the model have been estimated.

Following, is an introduction to the regression model using ordinary least squares (OLS) and

multiple linear regression (MLR). It will also explain how we will use the goodness of fit to

determine how good the model is, and hypothesis testing to find what results are statistically

significant.

2.1 - OLS assumptions

MLR.1 - Linearity in parameters

Linearity in parameters assumes that there is a linear relationship between the dependent and

independent variables. This is expressed as 𝑦 = β
0
 + β

1
𝑥

1
+ β

2
𝑥

2
 ... β

𝑘
𝑥

𝑘
+  𝑢

(Wooldridge, 2018, p. 80). Non-linear variables can be included in the model, as long as the

parameters are included linearly. In addition to the variables, an error term u must be included

to capture any disturbance or unobserved factors that are not captured by any of the

independent variables in the model. This error term also serves as a way to indicate that the

model is an estimate of a population found by using a sample, and a model of the population.

MLR.2: Random sampling

Following MLR.1, MLR.2 states that the sample must be randomly drawn where each

variable has the same probability of being drawn. This is expressed as

(Wooldridge, 2018, p.80). Random sampling is{(𝑥
𝑖1

, 𝑥
𝑖2

,  ...  , 𝑥
𝑖𝑘

,  𝑦
𝑖
):  𝑖 = 1,  2,  ...  ,  𝑛} 

important to get the best possible unbiased estimate of a population.
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MLR.3: No perfect collinearity

MLR.3 states that in the sample, and thus in the population, no variables are constant. As an

effect of this, there is no perfectly linear relationship between any of the independent

variables. Some correlation between the variables is accepted, but a high correlation will lead

to a biased result (Wooldridge, 2018, p. 80-81).

MLR.4: Zero conditional mean

This assumption states that the mean value of the error term u is expected to be zero across all

independent variables in a sample. This is expressed as 𝐸(𝑢|𝑥
1
,  𝑥

2
,  ...  ,  𝑥

𝑘
) =  0

(Wooldridge, 2018, p. 82). MLR.4 is an assumption that is often discussed as there are

several ways it can be violated. If MLR.1-MLR.4 are not violated, we assume the model to be

unbiased and .𝐸(β) = β

MLR.5: Homoscedasticity

MLR.5 states that the error term u has the same variance across all of the explanatory, or

independent, variables. This assumption is written as 𝑉𝑎𝑟(𝑢|𝑥
1
,  𝑥

2
,  ...  ,  𝑥

𝑘
) = σ2

(Wooldridge, 2018, p.88). It means that the variance of the independent variables is the same

across the whole sample, and we use this to find the standard errors of the variables.

MLR.6: Normality

Following MLR.4 and MLR.5, MLR.6 states that the population error u is independent of the

explanatory variables and normally distributed with a zero mean and variance . For this toσ2

hold, both the zero conditional mean and homoscedasticity assumptions must not be broken.

MLR.6 is written as (Wooldridge, 2018, p. 118).𝑢 ∼ 𝑛𝑜𝑟𝑚𝑎𝑙(0,  σ2)

Assumptions MLR.1-MLR.5 are called the Gauss Markov Assumptions. When these are not

violated we assume to have the Best Linear Unbiased Estimators (BLUEs). This implies that

we have an unbiased model and that there is no other linear estimator that has a sample

variance lower than the current estimators. In addition to this, MLR.1-MLR.6 are referred to

as the Classical Linear Model Assumptions (CLM) (Wooldridge, 2019, p. 118)

6



2.2 - Goodness of fit

R-squared (R²) is a value used in regression analysis that explains how much of the total

variation is explained by the model compared to the total population variation (Wooldridge,

2018, p. 35). R² is measured by using the total sum of squared (SST), explained sum of

squares (SSE) and the residual sum of squared (SSR). The total sum of squared consists of

the explained and residual sum of squares, while the explained sum of squares is the variation

of the independent variables and the residual sum of squares is the variation found in the error

term u. R² can be expressed as:

𝑅2 =  𝑆𝑆𝐸
𝑆𝑆𝑇 =  (1−𝑆𝑆𝑅)

𝑆𝑆𝑇 =  𝑆𝑆𝑇−𝑆𝑆𝑅
𝑆𝑆𝑇 

The R² is used to determine how well a model fits with the population and takes a value

between 0 and 1. An R² of 1 means that the model explains all variation in the population,

and thus is a perfect representation of the population. R² always increases when a new

variable is added to the model. Therefore, it can be a poor tool to use when deciding whether

or not the model is good and if the variables included are significant to the estimation and

model (Wooldridge, 2018, p. 77).

2.23 - Hypothesis testing

A hypothesis test is a test conducted on a value to find if its effect is true or false given a

significance level. The test states that there are two hypotheses, and , which are𝐻
0

𝐻
1

mutually exclusive. is the null-hypothesis and is the hypothesis that is examined to be𝐻
0

proven correct or incorrect given the specified significance level. is the alternative𝐻
1

hypothesis, which will be true if is false. If is incorrect we say that we reject the𝐻
0

𝐻
0

null-hypothesis. To do this test finding a p-value, or a critical value, denoted as c and a test

statistic, denoted as TS is needed (Wooldridge, 2018, p. 121). TS is found using the estimate

and standard error of the value of interest and can be expressed as:

𝑇𝑆
β

𝑗

 =  
β

𝑗

𝑠𝑒(β
𝑗
)
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This equation is the estimated value divided by the standard error of the estimated value

(Wooldridge, 2018, p. 128). It shows how many estimated standard deviations the estimated

value is from the hypothesised value. The TS is distributed given , and is found using𝑡
𝑛−𝑘−1

the number of observations, n, minus the number of independent variables k, minus the

constant equal to one.

The critical value, c, is the threshold level used to decide if the null-hypothesis should be

rejected. The c depends on the chosen significance level and the test statistic distribution. It

will also differ with the type of test conducted, a one-tailed or a two-tailed test. A one-tailed

test is used to determine whether a value is significantly bigger or significantly smaller than a

chosen value (Wooldridge, 2018, p. 122), while a two-tailed test is used to determine if a

value is significantly different from a chosen value (Wooldridge, 2018, p. 126). As this paper

aims to investigate the effect of one independent variable x on a dependent variable y without

specifying whether this effect should be positive or negative, a two-tailed test will be

conducted to test for statistical significance.

With both c and TS obtained, they are compared to see whether or not we reject the null-

hypothesis. If we use a 5% significance level and we see that c is lower than the absolute

value of TS, ( |TS| > |c| )we say that we can reject the null-hypothesis with 95% confidence.

This means that we reject if the TS is larger than the upper critical value, or smaller𝐻
0

than the lower critical value (Wooldridge, 2018, p. 737).
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3 - Data

The data used for the regression model in this paper is gathered from three different sources;

the Norwegian statistical database, SSB, the Swedish statistical database, SCB, the website

for Sweden's central bank, the Riksbank, and the World Bank’s online database.

3.1 - Variables

The dependent variable in this model is the sum of money Norwegians spend in Sweden,

measured in millions of NOK. The independent variable of interest is the differential inflation

between Norway and Sweden. Instead of using the inflation levels of both countries as two

variables, the differential inflation shows how the changes in both inflation levels affect the

sum of money spent in Sweden. The other independent variables, the control variables,

included are the exchange rate between the countries, the change in real income for

Norwegians and the change in gas prices in Norway.

The differential inflation is measured by taking the Norwegian inflation rate and subtracting

the Swedish inflation rate. This means that a positive relationship shows that when there are

higher inflation in Norway than in Sweden, Norwegians cross-border shop more, and vice

versa. The exchange rate is measured as how many SEK one can buy for 100 NOK. The

change in real income and the change in gas prices are both measured to be a % change. All

variables have 64 observations. In addition, there are some dummy variables for the time

periods 2004-2007, 2008-2011, 2012-2015 and 2016-2019 that are included to show the

time-fixed effect of differential inflation on the sum.

3.2 - Estimating data

The dependent variable

The Norwegian statistical database began publishing records on Norwegian cross-border

shopping in 2004. However, the database has not singled out how much Norwegians buy

specifically in Sweden in their quarterly reports, only in the yearly reports. If only the yearly

values were included in the model, it would have 16 observations. This number of

observations is not enough to assume a normal distribution for a time series (Wooldridge,

2018, p. 119). Therefore, an estimation of the quarterly sum of money Norwegians spend in

Sweden is used.
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This estimation is based on the quarterly total sum of money Norwegians spend on all

cross-border shopping, the yearly total sum, and the yearly sum used only in Sweden. First,

the percentage of the total yearly sum spent in Sweden was calculated. This percentage was

then applied to all the total quarterly sums of that year. By doing this we assume that the

change in the total sum and the change in the sum of money spent in Sweden are perfectly

correlated.

The independent variables

While the sum spent in Sweden had accurate yearly data, the variables inflation and gas

prices had monthly data. As inflation is measured as the change in CPI in both Norway and

Sweden, that is how it has been estimated in this model. An average of the intervals

Jan-March, April-June, July-Sept and Oct-Dec was calculated, and this value estimates the

quarterly values. Thus, the differential inflation is the difference between the quarterly

change in CPI in Noway and the quarterly change in CPI in Sweden. Data on the quarterly

real income in Norway existed, and the change in real income and change in gas prices was

found by calculating the percentage change from one quarter to the next.

3.3 - Descriptive statistics

Using central tendency and dispersion, we can present the raw statistics obtained in their

most basic form. Here, the number of observations, mean, standard deviation, minimum

value and maximum value are presented. The standard deviation explains how much the

values in the data obtained vary from the mean value.

Table 1: Descriptive statistics
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The dependent variable sum has a range between 1485,492 million NOK and 4751,096

million NOK. It has a mean value of 2707.658 million NOK and a standard deviation of

751,2183. The differential inflation in percentage, diffinf, has a range from -1,78% to 3,6%.

The mean value is 0.843% and the standard deviation of 1.3589. The positive mean value

shows that Norway historically has higher levels of inflation than Sweden. This is also shown

in Figure 1. It is worth mentioning that in some years, Sweden has had deflation rather than

inflation. This explains why the maximum value of diffinf is over 3,5% while Norway rarely

reaches such high levels of inflation. The percentage change in real income for Norway,

chincome, has a range between -9.1% and 8.3%, the mean value is 0.664% and the standard

deviation is 2,7115. Lastly, the change in gas prices, chgas, has a minimum value of -14.6%

and a maximum value of 9.007%. The mean is 0.9697%, and the standard deviation is 4.243.

Figure 1: Inflation % for Norway and Sweden 2004-2019

In addition to these values, the dummy variables of 2008-2011, 2012-2015 and 2016-2019 are

included in the model. These values capture the time-fixed effect and obtain a value of 0 or 1.

The reference period is the effect between the years of 2004-2007, and the other dummy

variables explain the change we see in the other time periods compared to the reference

period. These dummies do not explain the singled-out effect of differential inflation on the

sum, but the effect all the dependent variables over time have on the sum. Since the dummies

all have the same amount of observations and only obtain the values 0 or 1, they have the

same mean value and standard deviation of 0.25 and 0.436 respectively.
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4 - Regression analysis

The regression analysis is done using the Ordinary Least Squares model using STATA 17.0.

This model makes it possible to investigate any relationship between the differential inflation

and the sum of money spent in Sweden, and whether this is positive or negative.

4.1 - Model

The following models are estimated:

(1) 𝑆𝑢𝑚 = β
0

+ β
1
𝑑𝑖𝑓𝑓𝑖𝑛𝑓 + 𝑢

(2) 𝑆𝑢𝑚 = β
0

+ β
1
𝑑𝑖𝑓𝑓𝑖𝑛𝑓 + β

2
𝑝𝑒𝑟𝑖𝑜𝑑2 + β

3
𝑝𝑒𝑟𝑖𝑜𝑑3 + β

4
𝑝𝑒𝑟𝑖𝑜𝑑4 + 𝑢

(3) 𝑆𝑢𝑚 = β
0

+ β
1
𝑑𝑖𝑓𝑓𝑖𝑛𝑓 + β

5
𝑒𝑥𝑐ℎ𝑟𝑎𝑡𝑒 + β

6
𝑐ℎ𝑖𝑛𝑐𝑜𝑚𝑒 + β

7
𝑐ℎ𝑔𝑎𝑠 + 𝑢

(4) 𝑆𝑢𝑚 = β
0

+ β
1
𝑑𝑖𝑓𝑓𝑖𝑛𝑓 + β

2
𝑝𝑒𝑟𝑖𝑜𝑑2 + β

3
𝑝𝑒𝑟𝑖𝑜𝑑3 + β

4
𝑝𝑒𝑟𝑖𝑜𝑑4

+ β
5
𝑒𝑥𝑐ℎ𝑟𝑎𝑡𝑒 + β

6
𝑐ℎ𝑖𝑛𝑐𝑜𝑚𝑒 + β

7
𝑐ℎ𝑔𝑎𝑠 + 𝑢

Table 2: Model
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Table 2 shows the models of equations (1) to (4). From column (1) we can interpret that there

is a positive relationship between the differential inflation and the sum of money spent in

Sweden. A one percentage point increase in the differential inflation is expected to increase

the sum spent by 117,7 million NOK, all else equal. However, looking at the time-fixed effect

in column (2), the relationship goes from positive to negative. There is a reduction in the

constant in column (2), from 2608 to 1938. In addition, there is a significant increase in r²

between the models in columns (1) and (2). The increase from the model explaining 4.5% to

explaining 64% of the variance in the sum suggest that time is an important factor.

Column (3) shows the non-time-fixed model when the control variables are included. There is

a positive relationship between differential inflation and the sum Norwegians spend in

Sweden, though it has been reduced from 117,7 in column (1) to 64,39 million NOK per

percentage point increase in the differential inflation. For the change in income and change in

gas prices, the results are as expected. When the Norwegian real income increase by one

percentage point, the sum of money spent in Sweden increases by 72,75 million NOK, all

else equal. This means that when Norwegian households increase their disposable income,

they spend more money on goods in Sweden. When there is a one percentage point increase

in gas prices in Norway, the sum of money spent in Sweden on cross-border shopping

decreases by a little over 14 million NOK. As the cost of travelling to Sweden increases,

Norwegians are less willing to travel, and the sum of money spent in Sweden decreases.

However, for the exchange rate, there is a negative relationship. For each percentage point

increase in the exchange rate from NOK to SEK, Norwegians spend 54,88 million NOK less

on cross-border shopping in Sweden, all else equal. One explanation of this could be that

when the value of the NOK increases they have to spend less NOK to buy the same amount

of goods in Sweden. However, there might also be some effect of an excluded independent

variable that is captured by the exchange rate, leading to the unexpected effect.

Column (4) shows the full, time–fixed, model. As in column (2), there is a negative

relationship between the differential inflation and the sum of money spent in the first time

period. In addition, we can observe that r², again, increases significantly when the time-fixed

effect is included. This strengthens the indication of time being an important factor in

explaining the changes in the independent variable.
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In column (4) there is also a reduction in how much of the model is explained by the

differential inflation and the constant. The value of the constant reduces when comparing the

constants in columns (1) and (3) to the constants in the time-fixed models in columns (2) and

(4). This, again, indicate that time itself is a factor affecting the sum Norwegians spend in

Sweden on cross-border shopping. In column (4) there is also an increase in how much of the

model is explained by the change in income and change in gas prices from column (3). The

change in income increased from 22,75 to 28,5 million NOK per percentage point and the

change in gas prices increased from -14 to -20,6 million NOK per percentage point.

Interestingly, the effect of the exchange rate has changed from a negative to a positive

relationship in the full model.

4.11 Hypothesis tests

As there is no clear explanation of why the effect of the differential inflation changes from

positive to negative, it could indicate that one or both of the values are statistically

insignificant. To test this, a hypothesis test will be done on both the non-time-fixed model,

column (3), and the time-fixed model, column (4). All tests will have a confidence interval of

95%.

Non-time-fixed model

The hypothesis is formulated as:

𝐻
0
:  𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑠 =  0  ⇔   𝐻

0
:  β

𝑑𝑖𝑓𝑓𝑖𝑛𝑓
=  0

𝐻
1
:  𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑠 ≠  0  ⇔   𝐻

1
:  β

𝑑𝑖𝑓𝑓𝑖𝑛𝑓
≠  0

The test statistic . The degrees of freedom are 59, and𝑇𝑆
β

𝑗

 =  
β

𝑗

𝑠𝑒(β
𝑗
)

 =  64.3966
63.16601 =  1. 02

from this, we find that the critical value is 2.001. The null-hypothesis is rejected if the critical

value is bigger than the absolute value of the test statistic, c > |TS|. For the non-time fixed

model, we find that 2.001 > 1.02, which means that the null-hypotheis cannot be rejected. We

can, with 95% certainty, state that the value is equal to zero, and thus not statistically

significant. It cannot be determined that differential inflation has an effect on the sum of

money spent in Sweden.
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Time-fixed model

The hypothesis is formulated as:

𝐻
0
:  𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑠 =  0  ⇔   𝐻

0
:  β

𝑑𝑖𝑓𝑓𝑖𝑛𝑓
=  0

𝐻
1
:  𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑠 ≠  0  ⇔   𝐻

1
:  β

𝑑𝑖𝑓𝑓𝑖𝑛𝑓
≠  0

The test statistic . The degrees of freedom is 56,𝑇𝑆
β

𝑗

 =  
β

𝑗

𝑠𝑒(β
𝑗
)

 = −7.902131
46.80307 =  − 0. 17

which is lower than for the non-time-fixed model as there are more independent variables.

The critical value is 2.003 and null-hypothesis is still rejected if c > |TS|. For the time-fixed

model, 2.003 > 0.17, the null hypothesis cannot be rejected. As for the non-time-fixed model,

we can with 95% certainty state that the value is equal to zero, and thus not statistically

significant. It cannot be determined that differential inflation has an effect on the sum of

money spent in Sweden.

4.2 - Reviews of OLS assumptions

This section goes evaluates the OLS assumptions MLR.1 - MLR.6 to check whether or not

they hold for the model. Hypothesis testing using two-tailed tests and chi² testing, tests of

correlation and modelling in STATA.17.0 is used.

MLR.1 - Linearity

MLR.1 states that all parameters must be linear to be able to use the OLS-model. This can be

tested by including the quadratic terms of the independent variables in the model. A

hypothesis test is done to investigate if there is a statistically significant effect between the

non-linear independent variable and the dependent variable (Grambsch & O'Brien, 1991).

The hypothesis is formulated as:

: 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑠 𝑙𝑖𝑛𝑒𝑎𝑟𝐻
0
 

: 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑠 𝑛𝑜𝑛 − 𝑙𝑖𝑛𝑒𝑎𝑟𝐻
1
 

𝐻
0
 :  𝛽1 =  0, 𝛽2 =  0,  𝛽3 =  0, 𝛽4 =  0

𝐻
1
:  𝛽1 ≠ 0,  𝛽2 ≠ 0,  𝛽3 ≠ 0, 𝛽4 ≠ 0
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Table 3: Test for linearity

For differential inflation, exchange rate and the change in gas prices we can conclude that

there is linearity as there are no stars indicating significance on the squared terms. However,

the squared term of the change in income appears to be statistically significant. Usually, when

this is the case, the variable will be included in the model, however, as it is not the variable of

interest it has been omitted. We can conclude that the assumption of linearity partially holds.

MLR.2 - Random Sampling

Assuming random sampling means assuming that each observation, i, in the sample has the

same probability of being selected. For this assumption to hold true, the sample size must be

sufficiently large. Anderson (2017) explains through the central limit theorem that as long as

there are more than 30 observations, 𝑛 ≥ 30, random sampling holds. As there are 64

observations in this data set and 64 ≥ 30, random sampling can be assumed to hold.
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However, time-series data is data from several observations done on the same subject over

time. Because of this, we cannot assume random sampling as the subject and time have been

selected and not randomly drawn. The observations cannot be independent of each other, but

rather they depend on the earlier observations of the variable. (Wooldridge, 2019, p. 343). An

example of this is that the inflation levels of 2006 were dependent on the inflation in 2005,

which was dependent on the year before and so on.

This indicates that MLR.2 does not hold. Still, doing some corrections can make it possible to

use time-series data and still have MLR.2 fulfilled, including achieving stationery. Stationary

means that there is the same distribution for all independent variables and that the correlation

between the terms is the same across all time periods. (Wooldridge, 2019, p. 367). As it can

be difficult to achieve stationary, the results of the analysis should be interpreted with the

knowledge that MLR.2 might not hold.

MLR.3:

MLR.3 states that there must be enough variation in the independent variables and no perfect

collinearity. Collinearity is the correlation between the variables used in an analysis. If there

are perfectly correlated variables, MLR.3 does not hold, though some correlation is

acceptable. If two variables perfectly correlate, one variable could be written as a direct

expression of the other, and the coefficients would work in the same way (Wooldridge, 2018,

p.81). This can be measured in two ways: in a collinearity matrix or using the Variance

Inflation Factor (VIF).

Table 4: Collinearity matrix
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If two variables have a correlation value above 0.9, we assume a very high correlation to the

point where it could pose a problem in the model (Wooldridge, 2018, p. 92). None of the

values seen in the matrix are close to 0.9, and MLR.3 is assumed to hold.

Table 5: VIF factor

Using the same logic as for the collinearity matrix, if a VIF factor has a value of 10 we can

assume that there is a problem with collinearity in the model (Wooldridge, 2018, p. 92). As

none of the values has a VIF close to 10, the conclusion of no collinearity is strengthened.

MLR.4

MLR.4 is one of the most discussed assumptions when it comes to whether or not a

regression is unbiased. This assumption states that there is zero conditional mean, or that the

error term has an expected value of zero given any values of the independent variables

(Wooldridge, 2018, p. 82). This assumption is hard to satisfy as it is often violated due to

omitted variables. When there is a factor in the error term that is correlated with the

dependent variable and one or more independent variable(s), we cannot assume that MLR.4

holds (Wooldridge, 2018, p. 87).

For the model of diffinf on sum, it has already been mentioned that some possibly relevant

factors have been omitted due to the lack of data. How much Norwegians spend in Sweden

on cross-border shopping and the differential inflation are big variables that have many other

factors affecting them. This can be a problem, so it will be important to know that the results
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of the analysis should be looked at with a critical eye regarding MLR.4. However, the

assumption has been considered to the best degree possible, it is assumed to hold for the

model and analysis in this paper.

MLR.5

MLR.5 is the assumption of homoscedasticity and relates to the variance of the error term, u.

It states that the error is constant over the observed factors, e.g. that there is no increase or

decrease in the variance of u over time (Wooldridge, 2018, p. 262). Whether or not this holds

can be tested in two ways: using a scatter plot of the variance of the error term, and doing a

Breuch-Pagan hypothesis test (Wooldridge, 2018, p. 270).

Figure 2: Test for homoscedasticity

From Figure 2 we can see that the variance in u is not perfectly constant across the variables

in the model. To check whether or not the variance is a problem for the model, the

Breuch-Pagan hypothesis test is done.

The following hypothesis is:

: 𝐻𝑜𝑚𝑜𝑠𝑐𝑒𝑑𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 𝑖𝑠 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝐻
0

: 𝐻𝑒𝑡𝑒𝑟𝑜𝑠𝑐𝑒𝑑𝑎𝑠𝑡𝑖𝑐𝑖𝑡y is present𝐻
1
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𝑐ℎ𝑖²(1) =  7. 73

𝑃𝑟𝑜𝑏 >  𝑐ℎ𝑖2 =  0. 0054

For this test, a 5% significance level is used. The p-value is found to be 0.0054. This means

that the null-hypothesis can be rejected as the p-value is not greater than 0.05. Thus, there is

assumed to be heteroscedasticity and that the residuals are not distributed with equal

variance. We conclude that MLR.5 does not hold.

MLR.6

MLR.6 states that the population error, u, is independent of the explanatory variables and is

normally distributed with zero mean and variance (Wooldridge, 2018, p. 118). This

assumption rarely holds as it states that the error term is independent of all variables. Like

with MLR.5, we can test whether or not this assumption holds by graphing the kernel density

estimate or doing a Jarque-Bera test.

Figure 3: Test for normality

Looking at Figure 3, we see that the model is close to normally distributed. However, as it is

not a perfect normal distribution, doing a hypothesis test will show whether or not MLR.6

holds. The hypothesis done to check goodness-of-fit for normality is called the Jarque-Bera

test (Jarque, 2014, p. 701).
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The following hypothesis is:

: 𝑇ℎ𝑒 𝑑𝑎𝑡𝑎 𝑓𝑜𝑙𝑙𝑜𝑤𝑠 𝑎 𝑛𝑜𝑟𝑚𝑎𝑙 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝐻
0

: 𝑇ℎ𝑒 𝑑𝑎𝑡𝑎 𝑑𝑜𝑒𝑠 𝑛𝑜𝑡 𝑓𝑜𝑙𝑙𝑜𝑤 𝑎 𝑛𝑜𝑟𝑚𝑎𝑙 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖on𝐻
1

𝑐ℎ𝑖²(2) =  0. 56

𝑃𝑟𝑜𝑏 >  𝑐ℎ𝑖2 =  0. 7541

This test is also done with a 5% significance level, and the p-value obtained is 0.7541. As the

p-value is greater than 0.05, 0.7541 > 0.05, we state that the data follow a normal distribution

with 95% confidence. We thus assume MLR.6 to hold.
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5 - Discussion

The result of whether or not there is a relationship between differential inflation and the sum

of money Norwegians spend in Sweden came back inconclusive. The null-hypothesis stating

that the coefficient of differential inflation was equal to zero could not be rejected, and the

results were found to be insignificant. However, no significance in this model does not mean

that there is no relationship between the variables in the population. Therefore we cannot

conclude that there is no relationship between the sum of money and the differential inflation,

though we conclude that no statistically significant relationship was found using this model.

Both Amzi (2015) and Ferris (2001) stated that price is a major factor in how consumers

chose to cross-border shop. However, they pinpointed several other factors, including some

that can change prices aside from inflation. Ferris (2001) explained that the increased tax

levels of certain goods in Canada led to more Canadians shopping across the border, and

Amzi (2015) came to the same general conclusion. For future investigations on the topic of

cross-border shopping and inflation, a variable capturing the tax difference should be

included to account for another reason for changes in price that are not related to CPI.

While including this, it could also be interesting to look into whether there is a statistically

significant relationship between differential inflation and the sum of money spent on certain

groups of goods. The Norwegian and Swedish governments tax goods like tobacco, alcohol

and sweets very differently from food and non-alcoholic drinks (Skatteetaten, n.d. and

Skatteverket, n.d.). Creating a model investigating whether or not the differential inflation has

an effect on how much Norwegians buy of different groups of goods could give a clearer

result on if there is a relationship, and whether different taxes alter that relationship.

Another factor Amzi (2015) touched on is how far a consumer live from the border. The

model in this paper investigates how differential inflation affects Norwegian cross-border

shopping in Sweden on a national level. Gathering data on where the consumer travel from

and including this in the model could give an indication of whether or not the relationship

between differential inflation and the sum is affected by region and distance. As Amzi (2015)

explained, there is more leisure for a consumer that has to travel far, and thus it could indicate

that the price elasticity of demand is higher for people living further from the border.
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6 - Criticism

Estimation of variables

In section 2.1 it was explained how some of the variables are estimated rather than found. For

the sum, the variables are based on two different tables, the total sum spent by Norwegians on

cross-border shopping per quarter, and the total sum spent by Norwegians in Sweden per

year. It is assumed that the percentage of all cross-border shopping happening in Sweden

stayed constant for all quarters, and thus estimated the sum. There is no possibility of proving

or denying whether or not this assumption holds. The annual percentage of cross-border

shopping done by Norwegians in Sweden is between 82% and 95% across the years in this

study. Therefore, the estimation is most likely not far from the truth as Norwegians mostly

cross-border shop in Sweden. Still, the reader should know that there might be some seasonal

changes in the sum that is not captured in the model.

Omitted variables

As mentioned in section 3.1, several variables could have been included in the model to make

it more explanatory and robust, however, they were omitted due to the lack of data. Some of

the control variables that could have been included are the demographics of the shoppers and

the tax levels in Norway and Sweden. The demographic could have given results on how the

differential inflation affected people of different age groups, genders and especially closeness

to the border as these are factors we know to determine how people chose to cross-border

shop (Ferris, 2001, 813). For tax levels, the theory shows how many cross-border shoppers

chose to shop as the taxes and fees are lower on certain goods (Amzi, 2015, p.31). The

squared term of the change in income could also be included as it proved to be statistically

significant. This should be investigated further in future analyses.

Random Sampling

In part 4.2, it was mentioned that there are some issues regarding time-series datasets and the

random sampling assumption. As time-series data is a set of observations with temporal

ordering, random sampling will not hold for the population in question. This has been taken

into account as best as possible, but the reader should be aware that it is a weakness of all

OLS regression models done using time-series data.
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Goodness of fit

As explained in section 2.22, the r² of a model shows how much of the effect on the

dependent variable is captured by the independent variables. We want this variable to be as

close as possible to 1, while still having no multicollinearity. For the full, time-fixed, model

in column (4), r² is 0,66, which is a satisfactory value. It shows that the model only explains

66% of the variance in the sum, however, r² values above 0,5 is usually considered good

when investigating human behaviour. A low r² might not be a reason for concern as it also

means lower variance. It is still worth mentioning that the model does not explain all of the

variance in the sum so the reader can take it into account when reading this paper.

OLS-assumptions

Two of the OLS-assumptions were concluded not to hold; linearity and homoscedasticity. For

linearity, the squared term of the change in income proved to be statistically significant.

Including the squared term in the model could lead to more reliable results. For

homoscedasticity, it was concluded that it does not hold across the model. This can lead to

unreliable confidence intervals. In addition, it is assumed that the zero-conditional mean

assumption holds, though it cannot be tested. Due to these factors, the model is not a BLUEs

model - it is not the best linear unbiased estimate. For future analysis, the squared term of the

change in income should be evaluated and possibly included in the model. The

heteroscedasticity and zero-conditional mean assumption should be considered when

studying the results in this paper.
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7 - Conclusion

This research paper aimed to investigate if inflation levels have an effect on cross-border

shopping. This topic became of interest following the increased inflation in Norway and

Sweden in 2023, leading to increased cross-border shopping from Sweden to Norway despite

the historically higher price level in Norway. Due to this, the expectation was that when

inflation increases in Norway, Norwegians would buy more goods in Sweden. A time-fixed

multiple linear regression model was set up to investigate this question:

“Does inflation affect Norwegian cross-border shopping in Sweden?”

To capture the effect of changes in inflation in Sweden, differential inflation was utilized.

Using hypothesis testing to test the statistical significance of the effect, the results came back

as insignificant. Thus, we conclude that this model finds no significant effect of differential

inflation on the sum of money Norwegians spend in Sweden. However, it appeared that time

was an important factor in explaining the changes in the sum.

The insignificant results in the model could be a result of there being no effect of differential

inflation on the sum spent in Sweden. Yet, the results could show different results if the

model was changed and improved in regards to excluded variables and strengthening the hold

of the multiple linear regression assumptions. To increase the robustness of a model

examining inflation and cross in future research, these factors should be taken into

consideration.
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