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#### Abstract

The replication crisis in psychology has decreased the trust in social psychological studies, highlighting the need for direct replications to rebuild the credibility in psychology as a scientific field. To contribute toward resolving the replication crisis, I aimed to replicate two influential studies on the temporality effect, which is an integral part of counterfactual thinking in social psychology. It describes the tendency to judge the most recent event as more mutable and ascribe the latter player more guilt and blame for the outcome in sequences of independent chance events. I conducted pre-registered, well-powered, close replications of Miller and Gunasegaram's (1990) coin toss scenario and Walsh and Byrne's (2004) first experiment through online surveys. In addition, I extended the former study by asking participants to judge the order of events and the number of counterfactual thoughts based on players' ascribed emotions. The results support former findings on the temporality effect, although the effect sizes were slightly smaller than in the original studies. Furthermore, the studies demonstrate that it is possible to replicate social psychological studies from half a century ago. I discuss the potential underlying mechanisms of the results in light of dual processing mechanisms and the TempCounterFacts model and encourage researchers to continue exploring the temporality effect.
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# Temporality Effect: Replicating and Extending Miller and Gunasegaram's 

(1990) Coin Toss Scenario and Walsh and Byrne's (2004) First Experiment

Imagine waking up, realizing it is pouring outside, and deciding to drive to work instead of your usual bike ride. On the way there has been an accident, so you spend twice as much time as regular and miss your first meeting. You might think about an alternative scenario contradicting the factual outcome: "If I had only put on a rain jacket and biked, I could have come on time...". This cognitive process of mentally undoing events by imagining a counter possibility to a fact is referred to as counterfactual thinking (Miller \& Gunasegaram, 1990) and has, amongst others, been studied in the fields of psychology, philosophy, and artificial intelligence (Lewis, 1973; Walsh \& Byrne, 2001).

Counterfactual thinking has been observed in children as young as 2 years old who are learning to use the conditional "what if..." (Epstude \& Roese, 2008). By age 6-8, children across cultures develop several psychological regularities that characterize counterfactual thinking (Epstude \& Roese, 2008). Counterfactual thinking can be beneficial by enabling our ability to plan and predict the future, understand outcomes, learn from past mistakes, regulate behavior, and improve decision-making (Byrne, 2015; Byrne \& Girotto, 2008; Kahneman \& Miller, 1986). On the other hand, it can also be dysfunctional, leading to increased emotional experiences of regret, guilt, and blame, which are associated with reduced mental health (Eisma et al., 2021; Gilovich \& Medvec, 1994; Landman, 1987).

Researchers have identified several psychological regularities defining counterfactual thinking, such as the tendency to perceive exceptional events as more mutable, meaning more changeable, compared to regular events, and react to them with stronger emotions (Kahneman \& Miller, 1986). If you usually bike to work and the first day you decide to drive you get stuck in traffic, you will probably feel higher levels of regret compared to delays on your default routine. Studies have also shown that humans tend to mentally undo controllable
events rather than uncontrollable events (Girotto et al., 1991; Segura \& McCloy, 2003), and actions rather than failures to act when given a choice (Byrne \& McEleney, 2000), which further affects the experience of regret about the outcome (Wilkinson et al., 2015).

## The Temporality Effect

In this thesis, the psychological regularity of counterfactual thinking I will focus on is the tendency to judge events differently based on their representation order. In an independent sequence of events, humans tend to mentally undo the most recent events, referred to as the temporal order effect or temporality effect (Byrne \& McEleney, 2000; Sherman \& McConnell, 1996). Findings on the temporality effect show that it persists for both negative and positive outcomes (Byrne et al., 2000), for longer sequences of three, four, six, and nine events, and selfish and mundane events (Segura et al., 2002; Segura \& McCloy, 2003). The temporality effect has been subject to multiple proposed underlying mechanisms, which will be further outlined and elaborated.

Spellman (1997) formulated the crediting causality model, which describes how humans make causal attributions by evaluating the relative contribution of an event to an outcome (Spellman, 1997). For instance, in a coin toss scenario in which both players need to toss either heads or tails to win, the winning probability is $50 \%$ after the first player's toss due to the two possible outcomes. However, after the second player's coin toss, the winning probability is $0 \%$ or $100 \%$, as the players have either tossed the same coin and won or tossed different coins and lost. The consequence of the observer's probability calculations is the tendency to attribute the latter player greater causal responsibility, perceive the latter event as having a greater effect on the outcome, and therefore mutate it.

Spellman's (1997) theoretical framework is similar to Miller and Gunasegaram's (1990) second prediction about the temporality effect, stating that the latter event is mutated more frequently due to greater perceived "causal potency", understood as influence over the
outcome. Although both explain the tendency to mutate the latter, they differ, as Spellman (1997) focused on the person making probability calculations when attributing the second player greater causal responsibility, while Miller and Gunasegaram (1990) described the mutability of the second event as a consequence of the first event being presupposed.

A third explanation for the temporality effect is the availability heuristic. According to this mechanism, judgments are influenced by how readily information comes to mind, as humans assume that it must be important because it is accessible and therefore emphasize it more (Kahneman, 2011; Tversky \& Kahneman, 1973). The availability can be understood in two ways with respect to the temporality effect. The first the recency effect, referring to the tendency to remember recent events more clearly and therefore perceiving them as more mutable (Murdock, 1962; Turvey, 2012). The effect is a type of availability heuristic, as it depends on the ease of recall (Bar-Hille1, 2001). However, the recency effect has been contradicted by Byrne et al. (2000) technical hitch study in which two players needed to draw the identical colored card to win but the game was interrupted by a technical hitch after the first player's draw. When the first player subsequently re-drew the same card color as before the interruption, the temporality effect was stronger than when the first player re-drew a different card color (Byrne et al., 2000). The technical hitch study disproved the recency effect as participants did not consistently mutate the most recent event. It supported the second understanding of the availability heuristic, according to which the descriptions participants read affects how information is stored in their mental models and is more accessible during judgment-making processes. Although many studies have described the temporality effect by referring to the second understanding of the availability heuristic, the TempCounterFacts model by Walsh and Byrne (2001) was the first to outline it systematically.

The TempCounterFacts model, akin to other computational models, aims to simulate complex systems such as the judgment of mutability by observing how various variables, either in combination or isolation, lead to diverse outcomes by following a set of six principles and steps (Johnson-Laird, 2010; Walsh \& Byrne, 2001). According to the TempCounterFacts framework, individuals generate two mental models based on the provided information, namely the FactsModel representing the actual "bottom-up" facts and a "top-down" Possibility Model of the winning conditions (Byrne, 2015; Walsh \& Byrne, 2001, 2004). These mental models adhere to six tenets of mental possibilities, such as the principles of truth and parsimony representing only true possibilities and as little explicit information as possible, despite being able to imagine a plethora of alternatives.. If necessary, implicit information can be "fleshed out" and made explicit through an elaboration process (Schaeken et al., 1996).

According to Byrne (2005), the frugal representation of explicit and implicit information in the Possibility Model is due to the complexity of information (Byrne, 2015) and the constrained capacity of the working memory, defined as a backward search through memory (Byrne, 2005). For the purpose of the discussion, I understand and will refer to the working memory as a storage unit that maintains and manipulates goal-relevant information for a limited period (Chai et al., 2018). When the number of counterfactual alternatives exceeds the capacity of the storage unit, it prioritizes information that is explicitly presented in a scenario or information that is considered more critical to the outcome.

Consistent with the fourth and fifth tenet of the TempCounterFacts model, individuals select the first part of the FactModel and look for a match in their Possibility Model (see Supplementary Materials: Table S13 \& Figure S6). Thus, the first part of the facts is presupposed and serves as an anchor, leading people to mutate the latter event in scenarios comparable to the coin toss experiment described in the first replication of Miller and

Gunasegaram (1990) (Byrne, 2005). The tendency to mutate the latter event aligns with Miller and Gunasegaram's (1990) first assumption that the immutability of the first event is more potent than the mutability of the second event. However, Walsh and Byrne (2004) argue that the immutability of the first event is not "absolute" but depends on individuals' mental representations. When individuals cannot find a match to the first part of the facts in their Possibility Model, the bottom-up fact is negated and combined with the top-down expectation to generate a CounterAlternative Model. This model consists of a counterfactual alternative to the outcome and a counterfactual conditional, leading to a reversal or elimination of the temporality effect as observed in Walsh and Byrne's (2004) first experiment (see Supplementary Materials: Table S14). In other words, the TempCounterFacts model supports the existence of the second understanding of the availability heuristic by explaining how participants generate mental representations of the presented information following certain principles. Consequently, the TempCounterFacts model contradicts Miller and Gunasegaram's (1990) prediction, the crediting causality model, and the recency effect.

A final theory relevant for the latter discussion is dual processing theory, which has been pursued by multiple theorists who have developed their own terminology and variations. However, most models are predominantly similar (Evans \& Stanovich, 2013) and propose that the first processing mode is autonomous, fast, and intuitive, akin to a person's "gut feeling, while the second mode is slow, deliberate, resource-intensive, and referred to as "hypothetical thinking" (Cabrera et al., 2015; Kahneman, 2011; Sloman, 1996). While Kahneman (2011) conceptualized them as different systems, I have chosen to use Evans and Stanovich's (2013) understanding, defining them as modes of processing along one continuum.

Sloman (1997) proposed that the two processing modes work in a parallel-competitive form, meaning that they are both constantly activated and that one can
attenuate the other under certain circumstances (Sloman, 1996). Evans and Stanovich (2013) criticized this view, suggesting that the first mode is constantly active with the opportunity for the second mode to intervene when stimuli are unusual or conflicting (see Supplementary Materials: Figure S5). They called this default-interventionist processing (Evans \& Stanovich, 2013). Their view is supported by studies and theories about the limited capacity of working memory and constant effort to minimize the use of cognitive resources (Evans, 2008; Gillard et al., 2009).

## Replicating the Temporality Effect

There have been multiple extensions and variations of Miller and Gunasegaram's (1990) and Walsh and Byrne's (2004) studies, but no direct replications. Replication is the practice of repeating a study's procedure with a different sample to observe whether their findings re-occur (Nosek \& Errington, 2020). Reproduced findings strengthen and verify the original study, while unsuccessful attempts weaken or question it. In other words, it is essential to replicate a study using different samples, scenarios, and methods to increase confidence in the results (National Academies of Sciences et al., 2019).

It is of particular interest to replicate social psychological research considering the ongoing replication crisis that blossomed in 2011 when a study using standard psychological methods and over 1000 participants confirmed the hypothesis that humans can "feel the future" (Bem, 2011). The study triggered discussions on threats to science, such as low statistical power, a lack of quality control, p-hacking, replicability, generalization, and publication bias (Camerer et al., 2018; Munafò et al., 2017; Simmons et al., 2011). Not being able to replicate findings breaches the fundamental research purpose of creating trustworthy and replicable knowledge and can lead to mistrust in findings and ineffective interventions (Diaba-Nuhoho \& Amponsah-Offeh, 2021). However, because single effect sizes are often not replicated, calculating a continuously cumulating meta-analytical index based on several
replication studies can support inferences about the existence of a phenomenon (Braver et al., 2014; Patil et al., 2016). Furthermore, replications can be evaluated according to LeBel et al. (2019) framework, which compares the original and replicated studies (LeBel et al., 2019) (see Supplementary Materials: Figure S1 and S2).

This thesis specifically focuses on replicating Miller and Gunasegaram's (1990) and Walsh and Byrne's (2004) studies for multiple reasons. Firstly, the epistemic reason argues that replicability strengthens the understanding and insight into a phenomenon, and secondly, the pragmatic reason is that replicating develops trust in social sciences (Peels, 2019; Sikorski \& Andreoletti, 2023). Additionally, as far as I know, the mentioned studies have not been replicated before although they have greatly influenced other research on the temporality effect and knowledge about psychological regularities. Finally, their simple design offers an opportunity to learn about the scientific process (Chopik et al., 2018; Jekel et al., 2020).

I have included an extension based on Miller and Gunasegaram's (1990) design, asking participants to draw inferences about players' order and counterfactual thoughts based on their attributed emotion of guilt. Including this extension is imperative as it corroborates former results, gives a more accurate measure of effect size, and increases generalizability by using a different population and scenario (Bonett, 2012).

I will discuss the findings of the two replications and extension from two frameworks: dual processing theory and the TempCounterFacts model. In alignment with dual processing theory, I will propose that humans mutate the latter event as they default to mode 1 due to working memory constraints. It is reversed, when accentuated information activates the resource intensive mode 2. Alternatively, the findings are the result of the six principles and steps of the TempCounterFacts model, according to which the temporality effect occurs as the first event is presupposed but can be reversed by making alternatives to the first event available by varying the description of the winning condition. I suggest that the observed
discrepancy in the judgment of mutability and emotions is caused by the study design rather than distinct underlying mechanisms.

## Disclosures

## Pre-registration

All three experiments outlined in this thesis align with the open science framework and have been pre-registered and uploaded to OSF (Study 1: https://osf.io/gpcqd; Study 2: https://osf.io/dwa7b; Study 3: https://osf.io/y6g9c). This is to take responsibility for my actions and avoid becoming a Feynman fool: "The first principle is not to fool yourself - and you are the easiest person to fool" (Feynman \& Sackett, 1985). The pre-registration includes a summary of the study, the hypothesis, the planned method and analysis section, a power analysis to calculate the sample size, and the inclusion and exclusion criteria of the sample.

## Data, Materials, Online Resources, Reporting, and Ethical Approvals

All resources and materials used in the three experiments can be found online, along with the reasoning for the sample size, data exclusion, dependent and independent variables, and other measures. (https://osf.io/a69ne/). The Norwegian Center for Research Ethics (Sikt) has approved all studies for scientific data (see Supplementary Materials: Screenshot S1).

## Replication of Miller and Gunasegaram's Coin Toss Experiment (1990)

Miller and Gunasegaram hypothesized that the most recent event in a sequence of two independent events is considered more mutable than the first, inclining participants to ascribe the latter player stronger emotions of guilt and blame. I have conducted a very close replication of their coin toss scenario (see Supplementary Materials: Figure S1) (LeBel et al., 2019).

## Method

## Power Considerations and Participants

Based on the power analysis (see Supplementary Materials: Screenshot S2 \& S3), I aimed to recruit 200 participants by sending a digital participation link on social media and distributing QR codes on the NTNU campus Dragvoll (see Supplementary Materials for details). 211 participants were recruited $($ Mage $=28.51 ;$ SDage $=13.68$; female: 138, male: 72, other: 1). This replication was in Norwegian and based on a Norwegian sample, while the other two were in English on a US sample.

## Design and Procedure

The method employed in the replication is as outlined in the original study by Miller and Gunasegaram (1990) (see Supplementary Materials for Replication Evaluation). The study participants were informed about what the study entailed for them, who was responsible, and that participation is voluntary and anonymous before seeking their informed consent to participate. The procedure was similar for all three experiments in this theses.

Participants read the following scenario and were asked to focus on the decision-makers: "Imagine two individuals (Jonas and Kristian) who are offered the following very attractive proposition. Each individual is asked to toss a coin. If the two coins come up the same (both heads or both tails), each individual wins NOK 10,000 . However, if the two coins do not come up the same, neither individual wins anything. Jonas goes first and tosses a head; Kristian goes next and tosses a tail. Thus, the outcome is that neither individual wins anything."

Participants were then asked to answer three questions based on their understanding of the scenario. The questions tested for participant's judgment of mutability, guilt, and blame (see Supplementary Materials or pre-registration for details: https://osf.io/gpcqd).

## Analysis

Although the original study did not include a description of the data analysis, it can be assumed that the authors conducted three one-sample Z-tests for each prediction. Data for all three experiments outlined in the thesis were analyzed in R, an open-source software according to the principles of open science. Missing data were excluded from the analysis.

## Results and Discussion

One-sample Z-test analysis confirmed all three hypotheses and supported the original findings by Miller and Gunasegaram (1990) (see Table T1 and Supplementary Materials: Tables S3 and S4). In a sequence of two independent chance events, participants showed a great tendency to mutate the second event (76.30\%) and not the first event (23.69\%), $z=$ $7.64, p<.001$; Cohen's $g=0.26,95 \%$ CI [0.20, 0.32]. Furthermore, $93.37 \%$ of participants attributed more guilt to the second player and $6.63 \%$ to the first player, $z=12.60, p<.001$, Cohen's $g=0.43,95 \%$ CI [0.40, 0.47]. Thirdly, $91.94 \%$ of participants assumed that the first player blamed the second player more than the second player blamed the first player (8.06\%) for the outcome; $z=12.19, p<.001$, Cohen's $g=0.42,95 \% \mathrm{CI}[0.38,0.46]$.

The replicated study showed slightly weaker findings than the original study for all variables, although the difference was minimal (Supplementary Materials: Tables S1-S4, Figure S3). Furthermore, the replicated effect size for all tests showed a consistent signal, except for the variable mutability, which had a weaker inconsistent effect size (see Table T1) (LeBel et al., 2019). The overlap in effect size between the original and replicated study for guilt and blame strengthens former findings, while the weaker inconsistent pattern for mutability weakens them. Despite this, the range of the confidence intervals was smaller in the replication, indicating higher accuracy. The inconsistent effect size for mutability and the overall smaller confidence interval are common challenges in replication studies, which is
why the results are still of importance when considering their continuously cumulating meta-analysis (Braver et al., 2014; Patil et al., 2016).

## Table T1

Comparison of the results of the original study and the replication of Miller and Gunasegaram (1990)

|  | Original results |  | Replication results |  | Replication summary |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dependent variable | Statistical test | Cohen's g $95 \% \mathrm{CI}$ | Statistical test | Cohen's g $95 \% \mathrm{CI}$ |  |
| Mutability | $\begin{aligned} & k=78, n=88 \\ & z=7.25, p<.001 \end{aligned}$ | 0.39 [0.32, 0.45 ] | $\begin{aligned} & k=161, n=211 \\ & z=7.64, p<.001 \end{aligned}$ | 0.26 [ 0.20, 0.32 ] | Signal - Inconsistent (weaker) |
| Guilt | $\begin{aligned} & k=76, n=88 \\ & z=6.82, p<.001 \end{aligned}$ | 0.36 [ 0.29, 0.44 ] | $\begin{aligned} & k=197, n=211 \\ & z=12.60, p<.001 \end{aligned}$ | $0.43[0.40,0.47]$ | Signal - Consistent |
| Blame | $\begin{aligned} & k=81, n=88 \\ & z=7.89, p<.001 \end{aligned}$ | 0.42 [ 0.36, 0.48 ] | $\begin{aligned} & k=194, n=211 \\ & z=12.19, p<.001 \end{aligned}$ | 0.42 [ 0.38, 0.46 ] | Signal - Consistent |

## Replication of Walsh and Byrne's (2004) first experiment

Walsh and Byrne predicted that they could reverse the temporality effect, making the first event in a sequence of two more mutable by varying the descriptions of the winning condition while the facts remain. They hypothesized that, given a negative outcome based on a sequence of two independent chance events, participants would judge the second player to experience more guilt and be blamed more for the outcome than the first player. The very close replication (LeBel et al., 2019) included an exploratory analysis comparing the response pattern across the two experimental conditions, the disjunction and conjunction group.

## Method

## Power Considerations and Participants

The effect size was calculated to run three separate power analyses (see Supplementary Materials: Screenshot S4), leading to the decision to aim for 312 participants, 156 participants per condition (see Supplementary Materials for details). A total of 325 participants were recruited (aged 18-77; Mage $=39.23 ;$ SDage $=14.05$; female: 140, male,

179, other: 6). The final sample in the analysis included 163 participants in the control and 162 participants in the experimental condition.

## Design and Procedure

The design, procedures, and materials used in this replication match Walsh and Byrne (2004) original card game scenario (see Supplementary Materials for Replication Evaluation). Participants were randomly assigned one of two conditions reading different formulations of the same winning condition and asked to focus on the color of the cards and the order of draws. Participants in the experimental group read the following disjunctive description: "If one or the other but not both pick a card from a red suit, each individual wins $£ 1,000$." Participants in the control group read a conjunctive description: "If the two cards they pick are of a different color (i.e., one from a black suit and one from a red suit), each individual wins $£ 1,000$." Both conditions were given the fact: "John picked black and Michael picked black and they both lost."

After reading, participants were asked to answer three questions in a fixed order and were implored not to revise their answers. The first question was a counterfactual mutation task: "There were two ways that John and Michael could have won. Which of these alternatives comes more readily to mind?". Participants had the choice between "John picks red" and "Michael picks red". The second and third questions match the judgment of guilt and blame in Miller and Gunasegaram's study (1990), as participants were asked to judge who they predicted would experience more guilt and who would blame the other more for the outcome (see Supplementary Materials or pre-registration for details: https://osf.io/dwa7b).

## Analysis

The three hypotheses were tested using one-proportion Z-tests to understand the temporality effect within each condition. The conditions were then compared in the exploratory analysis through Chi-squared tests.

## Results and Discussion

In the disjunction condition, the first event was mutated more often (70.99\%) than the second event (29.01\%), reversing the temporality effect, $z=5.34, p<.001$; Cohen's $g=-0.21$ [-0.28, -0.14], while in the conjunction condition, participants were almost equally likely to mutate the first and second event which eliminated the temporality effect ( $53.99 \%$ vs. $46.01 \%), z=1.02, p=.309$; Cohen's $g=-0.04[-0.12,0.04]$. However, there was no signal in the conjunction condition when compared with the original study's effect size. The difference between the conditions was reliable $(\chi 2(1,325)=10.01, p=.002$, Cohen's $h=-0.35,95 \% \mathrm{CI}$ [-0.57, -0.14$]$ ) (see Supplementary Materials: Tables S8, S9, and S10).

Moreover, participants in either condition were more likely to attribute the second player guilt (Disjunction: 62.34\% \& Conjunction: 71.78\%) than the first player (Disjunction: 37.65 \& Conjunction: $28.22 \%$ ). This tendency was stronger in the conjunction condition ( $z=$ $5.56, p<.001$; Cohen's $g=0.22,95 \% \mathrm{CI}[0.15,0.29]$ ) compared to the disjunction condition $(z=3.14, p=.002$; Cohen's $g=0.12[0.05,0.2])$, although the difference was nonconclusive $(\chi 2(1,325)=3.27, p=.070 ;$ Cohen's $h=-0.2,95 \%$ CI $[-0.42,0.20])$.

The results also show a tendency to assume that the first player blamed the second player more often (Disjunction: $60.49 \%$ vs. Conjunction: $73.62 \%$ ) than the second player blamed the first player (Disjunction: $39.51 \%$ vs. Conjunction: $26.38 \%$ ) across conditions. This effect was more robust in the conjunction condition ( $z=6.03, p<.001$; Cohen's $g=$ $0.24,95 \% \mathrm{CI}[0.17,0.30])$ than in the disjunction condition $(z=2.67, p=.008$; Cohen's $g=$ $0.10,95 \%$ CI $[0.03,0.18])(\chi 2(1,325)=6.34, p=.012$; Cohen's $h=-0.28,95 \%$ CI $[-0.5$, -0.06]).

Overall, there were large variations in Z-score, Chi-square score, and effect size between the original (see Supplementary Materials: Table S5-S7) and replicated study (see Supplementary Materials: Table S8-S10), questioning the strength of the study's
reproducibility (see Table T2). While the signal was consistent for mutability, it was inconsistent and weaker for the variables guilt and blame in both the Z-test and Chi-square test (see Supplementary Materials: Figure S4). However, the overall narrower confidence interval in the replication indicates a higher accuracy of the results.

## Table $T 2$

Summary of findings of the original study versus replication of Walsh and Byrne (2004).

|  |  | Original results |  | Replication results |  | Replication summary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experimental condition | Statistical test | $\begin{gathered} \text { Cohen's } \mathrm{g}(\mathrm{~h}) \\ 95 \% \mathrm{CI} \end{gathered}$ | Statistical test | $\begin{gathered} \text { Cohen's g (h) } \\ 95 \% \mathrm{CI} \end{gathered}$ |  |
| Mutability | Disjunction <br> Conjunction | $\begin{aligned} & k=23, n=61, z=1.92, p=.072 \\ & k=17, n=32, z=.35, p=.860 \end{aligned}$ | $\begin{aligned} & -0.12[-0.25,0.00] \\ & 0.03[-0.15,0.21] \end{aligned}$ | $\begin{aligned} & k=47, n=162, z=5.34, p<.001 \\ & k=75, n=163, z=1.02, p=.309 \end{aligned}$ | $\begin{aligned} & -0.21[-0.28,-0.14] \\ & -0.04[-0.12,0.04] \end{aligned}$ | Signal - Consistent <br> No signal - Consistent |
|  | Disjunction vs. Conjunction | $\begin{aligned} & k l=23, n l=61, k 2=17, n 2=32 \\ & \chi 2(1,93)=2.04, p=.154 \end{aligned}$ | -0.31 [-0.74, 0.12] | $\begin{aligned} & k l=47, n I=162, k 2=75, n 2=163 ; \\ & \chi 2(1,325)=10.01, p=.002 \end{aligned}$ | -0.35 [-0.57, -0.14] | Signal - Consistent |
| Guilt | Disjunction <br> Conjunction | $\begin{aligned} & k=67, n=77, z=6.50, p<.001 \\ & k=34, n=34, z=5.83, p<.001 \end{aligned}$ | $\begin{aligned} & 0.37[0.29,0.45] \\ & 0.47[0.41,0.53] \end{aligned}$ | $\begin{aligned} & k=101, n=162, z=3.14, p=.002 \\ & k=117, n=163, z=5.56, p<.001 \end{aligned}$ | $\begin{aligned} & 0.12[0.05,0.20] \\ & 0.22[0.15,0.29] \end{aligned}$ | Signal - Inconsistent (weaker) <br> Signal - Inconsistent (weaker) |
|  | Disjunction vs. Conjunction | $\begin{aligned} & k l=67, n l=77, k 2=34, n 2=34 ; \\ & \chi^{2}(1,111)=4.85, p=.028 \end{aligned}$ | -0.74 [-1.14, -0.33] | $\begin{aligned} & k l=101, n l=162, k 2=117, n 2=163 ; \\ & \chi 2(1,325)=3.27, p=.070 \end{aligned}$ | $-0.20[-0.42,0.20]$ | No signal - Inconsistent (weaker) |
| Blame | Disjunction <br> Conjunction | $\begin{aligned} & k=59, n=69, z=5.90, p<.001 \\ & k=31, n=34, z=4.80, p<.001 \end{aligned}$ | $\begin{aligned} & 0.36[0.27,0.44] \\ & 0.41[0.31,0.51] \end{aligned}$ | $\begin{aligned} & k=98, n=162, z=2.67, p=.008 \\ & k=120, n=163, z=6.03, p<.001 \end{aligned}$ | $\begin{aligned} & 0.10[0.03,0.18] \\ & 0.24[0.17,0.30] \end{aligned}$ | Signal - Inconsistent (weaker) <br> Signal - Inconsistent (weaker) |
|  | Disjunction vs. Conjunction | $\begin{aligned} & k l=59, n l=69, k 2=31, n 2=34 ; \\ & \chi^{2}(1,103)=0.66, p=.415 \end{aligned}$ | -0.18 [-0.59, 0.23] | $\begin{aligned} & k l=98, n l=162, k 2=120, n 2=163 ; \\ & \chi 2(1,325)=6.34, p=.012 \end{aligned}$ | $-0.28[-0.50,-0.06]$ | Signal - Inconsistent (stronger) |

## Extension of the Temporality Effect

The extension aimed to corroborate the findings of Miller and Gunasegaram (1990) by reversing causality. I hypothesized that the player ascribed guilt would be judged to be last in a series of two independent chance events and to have more counterfactual thoughts.

## Method

## Power Considerations and Participants

The power analysis suggested a total sample size of 263 (see Supplementary Materials: Screenshot S5). A total of 324 participants were recruited, 162 per variation (aged 18-77; Mage $=39.51 ;$ SDage $=13.55$; female: 140 , male: 179 , other: 5 ).

## Design and Procedure

The scenario and questions in the extension were adapted from Miller and Gunasegaram's study (1990), exchanging the coin toss with a simplified version of the

Ellsberg Urn experiment to increase generalizability. After randomization, participants in both variations were given the scenario: "Imagine two individuals who are offered the following very attractive proposition. Each individual is asked to pick a ball from an urn with red and yellow balls. If both players pick the same color, each individual wins $£ 1,000$. However, if they pick different colors, neither individual wins anything. The first player picks a red ball and the second picks a yellow ball and they both lose."

Participants assigned to the first variation of the scenario read the following additional prompt: "After the game, Lisa experiences more guilt than Ella." and in the second variation: "After the game, Ella experiences more guilt than Lisa". All participants were asked to answer two questions. The first question asked participants to decide in what order Ella and Lisa picked the balls from the urn, given that either Lisa or Ella experienced more guilt. The second question asked who of the two players would have more counterfactual thoughts (see Supplementary Materials or pre-registration for details: https://osf.io/y 6 g 9 c$)$.

## Analyses

The hypotheses were analyzed using a one-proportion Z-test.

## Results and Discussion

The one-proportion Z-test indicated that participants in both variations tended to assume that the player who experienced more guilt was last (see Supplementary Material: Table S11 and S12). In the first variation, Lisa experienced more guilt and was more often placed last (84.57\%) compared to Ella, who experienced less guilt ( $15.43 \%$ ); $k=137, n=162$, $z=8.80, p<.001 ;$ Cohen's $g=0.35,95 \%$ CI $[0.29,0.40]$. In the second condition, Ella was ascribed more guilt and more often assumed to be last (93,83\%) and not Lisa (6.17\%), $k=$ $152, n=162, z=11.16, p<.001$, Cohen's $g=0.44,95 \% \mathrm{CI}[0.40,0.48]$.

Furthermore, participants more often assumed that the player experiencing guilt would have more counterfactual thoughts (Variation 1: $77.16 \%$ \& Variation 2: 83.33\%)
compared with the player feeling less guilt (Variation 1: $22.84 \%$ \& Variation 2: $16.67 \%$ ) (Variation 1: $z=6.91, p<.001$, Cohen's $g=0.27,95 \%$ CI $[0.21,0.34] \&$ Variation 2: $z=$ 8.49, $p<.001$, Cohen's $g=0.33,95 \% \mathrm{CI}[0.28,0.39])$.

In general, the effect sizes obtained for all measures in this study were small to moderate, which implies limited practical applicability (Ferguson, 2015). However, according to Braver et al., (2014), the findings contribute to the cumulative body of research literature on the topic, suggesting that they are of importance and describe an existing psychological regularity.

## General Discussion

The thesis aimed to conduct close direct replications of two fundamental studies on the temporality effect and extend them. All three experiments supported former findings on the temporality effect and will be discussed in light of two frameworks. I have chosen first to approach the findings through dual processing theory to get a new perspective and deeper understanding of the results. I will then discuss them by referring to the TempCounterFacts model, which was formulated with the intention of exlpaining experiments on the temporality effect.

The results of the present studies demonstrate small effect sizes, raising concerns about their practical applicability (see Supplementary Materials: Figures S3 \& S4). However, Schäfer and Schwarz (2019) have argued that previously reported effect sizes are likely to be inflated due to sample biases, study design, and analysis limitations, which may reduce their explanatory power (Schäfer \& Schwarz, 2019). Baguley (2009) proposed a solution to address this issue by suggesting that instead of interpreting effect size using standardized measures such as Cohen's benchmark (Cohen, 1988) or global conventional benchmarks, effect sizes should be reported in a simple, unstandardized form, and include confidence intervals to estimate the accuracy of the findings (Baguley, 2009). Therefore, even though the
replicated effect sizes in our replications were small, they should not be disregarded as they may have cumulative importance (Braver et al., 2014).

## The Occurrence of the Temporality Effect

The present study successfully replicated Miller and Gunasegaram's (1990) coin toss scenario, providing further support for the occurrence of the temporality effect. The findings suggest that individuals tend to judge the latter event as more mutable.

Drawing upon dual processing theory, humans default to mode 1 processing due to the constrained ability of working memory to store and manipulate information (Evan \& Stanovich, 2013). Therefore, the information participants were presented last was more accessible during memory retrieval and more likely to be mutated. This interpretation is consistent with the recency effect which can be described as part of mode 1 as both process information automatically and demand little effort. Although my second replication of Walsh and Byrne (2004) contradicts the recency effect as participants do not more frequently undo the last event, it does not exclude the possibility that we default to mutating the latter event when the capacity of working memory is exceeded. The interpretation of the temporality effect as default mode 1 is further supported by time-constrained studies in which the temporality effect remained (Atkinson et al., 2009). If the effect had changed under time pressure, it would indicate that it relied on mechanisms other than default mode 1 processing and the recency effect.

A second approach that may explain the underlying mechanisms of the occurrence of the temporality effect in the replication of Miller and Gunasegaram (1990) is the TempCounterFact model and its six tenets of mental possibilities (Walsh \& Byrne, 2004). Building on the first three tenets about how information is mentally represented, participant's employ the fourth and fifth tenets as they use the first part of the facts when searching for a match in the Possibility Model of the winning conditions (Walsh \& Byrne, 2001). The
winning condition required both players to toss the same coin, influencing participant's Possibility Model to represent either two heads or two tails. The first part of their FactModel about Jonas tossing heads matched with the first part of their Possibility Model representing two heads while the second part of the facts about Kristian tossing tails did not. Consequently, participant's might have generated a CounterAlternative model with the counter alternative conditional: "Kristian tossed heads", and mutated the latter event. Thus, the TempCounterFacts model suggests that the underlying mechanism of the temporality effect is the generation of mental models in which the first event is kept relatively immutable while the second event is mutated to align with the winning condition (Walsh \& Byrne, 2004).

## The Reversal of the Temporality Effect

In the disjunction condition of Walsh and Byrne's (2004) first experiment, the temporality effect was reversed as participants were more likely to think of counteralternatives to the first event. The card game differed from the coin toss scenario, as the winning condition required participants to draw different cards rather than identical coins and the disjunctive description highlighted the role of red cards to win. According to the default-interventionist view, emphasized, unusual, or ambiguous information can activate mode 2 by affecting what information is maintained more accessible in individuals working memories (Evans \& Stanovich, 2013). This way, the reversal of the temporality effect might be caused by mode 2 and depend on individual's ability to activate their working memory. This mechanism could be explored using a time constraint or testing participants with depleted cognitive resources. I predict that these conditions affect individuals' ability to mobilize their working memory and activate mode 2 , causing them to rely on default mode 1 and exhibit the standard temporality effect.

The reversal of the temporality effect in the disjunction condition can also be interpreted through the TempCounterFacts model and its tenets. In addition to the five described under the occurrence of the temporality effect, the reversal might depend on a sixth principle, namely the explicit representation of true possibilities while other possibilities remain implicit with the potential to be fleshed out (Walsh \& Byrne, 2004). In my replication, the accentuation of red cards in the disjunction condition might have affected participants' Possibility Model to represent red cards explicitly and black cards implicitly, thereby making them unable to find a match for the first part of the facts: "John picked black". Participants were consequently forced to negate the first fact and generate a counterfactual alternative: "If John had picked red", making them aware of alternatives to the first event and causing a reversal of the temporality effect.

The sixth tenet can be supplemented by the availability heuristic as explicit representations can affect what information is more accessible during memory retrieval and used when judging event's mutability. This interpretation is supported by studies that have varied the descriptions of the winning conditions (Byrne \& McEleney, 2000; Walsh \& Byrne, 2004) or asked participants to actively think about alternatives to the first event (Wellst et al., 1987). These studies and my findings support Walsh and Byrne's (2004) assumption that the underlying mechanism of the temporality effect is the presupposition of the first event but that the descriptions of the winning conditions can alter individual's mental models of them, affecting what information is available during memory retrieval, and ultimately the judgment of mutability.

## The Elimination of the Temporality Effect

Participants in the conjunction condition of the replication of Walsh and Byrne (2004) were equally likely to imagine counterfactual alternatives to the former and latter event, eliminating the temporality effect. Considering dual processing theory, the description
emphasizing either card color in winning might have affected the activation of mode 2 in some participant's, while others defaulted to mode 1 . According to the TempCounterFacts model, the elimination could have been caused by half of the participants representing red and the other half representing black cards in their Possibility Model. Similarly, Byrne (2000) argued that the elimination was caused by two opposing tendencies: half of the participants exhibited the temporality effect due to a presupposition of the first event, while the other half generated a counterfactual alternative to it and mutated the first event. In any case, what processing mode was employed, card color was explicitly represented, and which opposing tendency a participant relied on must have been random, as the temporality effect was eliminated across participants. Because it might have been random, the observed elimination depended on a large, representative sample to capture the variance in reasoning, as was the case in the replication.

The replicated elimination also supports Walsh and Byrne's (2004) reasoning that the temporality effect depends on the winning condition requiring players to toss the same coin or pick the same card to win. My finding further supports their suggestion as the judgment of mutability in the replication of Miller and Gunasegaram (1990) was significant and had a moderate effect size, while it was insignificant and had a small effect size in the original and replicated conjunction condition in the card game experiment.

## Discrepancies in Judgment-Making

The replication of Walsh and Byrne (2004) found a discrepancy between the judgment of mutability and emotions. Participants were more likely to mentally undo the former event but ascribe the latter player more guilt and blame for the outcome. The judgment of emotions might have been caused by the underlying mechanisms comparable to the occurrence of the temporality effect, while the judgment of mutability by mechanisms causing its reversal. The possibility that the judgments occur independently of each other but through corresponding
mechanisms contradicts Miller and Gunasegaram's (1990) assumption that mutability causes guilt, which, however, is weakened by my extension in which the player ascribed guilt was placed last in order independently of the mutability of events. The interpretation of similar underlying mechanisms is further challenged by Meehan and Byrne's (2005) study which found age-related differences in the development of the judgment of mutability and emotions. In their study, 8 -year-olds judged comparable to adults, while 6 -year-olds differed in their judgment of emotions as they ascribed both player's guilt and blame equally often (Meehan \& Byrne, 2005). The discrepancy could be caused by the ongoing maturation of 6 -year-old's working memory (Chai et al., 2018). Considering age-related differences in development, 6 -year-olds with more developed working memories might have ascribed the latter player more guilt while still maturing 6 -year-olds the former player. It is also possible that the findings were caused by chance or by the unrepresentative, small sample size including only 62 children (Meehan \& Byrne, 2005). Studies have shown that working memories ability to manipulate information continues to develop until age 15 (Crone et al., 2006; Gathercole et al., 2004) and declines with age (McNab et al., 2015), which is why it would be interesting to replicate the study including a sample ranging from 6-100-year-olds to further explore the connection between judgments and working memory.

Although Meehan and Byrne's (2005) study indicates that the judgment of mutability and emotions develops at different ages, they do not exclude the possibility of them being caused by equal underlying mechanism. For instance, the discrepancy in the replication of Walsh and Byrne (2004) might have been caused by the study design rather than different mechanisms. As discussed, the reversed judgment of mutability might have been caused by the description of the winning condition affecting individual's mental representations. I predict that emphasizing emotions rather than the card color could potentially reverse this discrepancy. Including a sentence that accentuates the first player's guilt, such as: "Upon
learning about the outcome of events, the former player looked shamefully to the ground", could show a tendency to mutate the latter event while ascribing the former player more guilt and blame for the outcome. Therefore, I suggest that although the judgment of mutability, guilt, and blame might develop at different ages and do not consistently co-occur, they can be caused by equivalent underlying mechanisms.

## Complimenting Underlying Mechanisms

Thus far, I have discussed the findings of the replications and extension from the perspective of the dual processing theory and the TempCounterFacts model. The distinct theoretical frameworks could be regarded as complementary interpretations for the occurrence, reversal, and elimination of the temporality effect. Specifically, dual processing theory can be perceived as an explanation for how information is processed on a superficial level, while the TempCounterFacts model can elucidate the mental representation of information. Additionally, the availability heuristic might operate within the Possibility Model by making information more accessible during memory retrieval, affecting judgments.

The implication of becoming aware of psychological regularities such as the temporality effect is our ability to improve the quality of our judgments. An individual's ability to utilize both processing modes in the right circumstance can inspire us to design our schedules to make judgments when we have sufficient cognitive resources (Evan \& Stanovich, 2013). Likewise, awareness of how we generate mental representations and how these affect judgments can reduce biased judgments of mutability, guilt, and blame.

## Limitations and Future Directions

In replicating Miller and Gunasegaram's (1990) and Walsh and Byrne's (2004) studies, I aimed to repeat their strengths, such as the simple and intuitive study design. Additionally, I worked on finding a balance between directly replicating and improving their limitations. For instance, both original studies did not report or incorrectly reported information about the
sample, methods, or analysis. To address these limitations, I re-ran the analysis and focused on transparency throughout the process by including information on all decisions and procedures for all studies (see Supplementary Materials and pre-registrations). I also made up for Walsh and Byrne's lack of randomization by including an equal number of participants in each condition.

However, I did repeat a weakness of Miller and Gunasegaram's (1990) study, which had been corrected in Walsh and Byrne's (2004) study, namely giving participants the option "neither" or "both" when judging mutability, guilt, and blame. These options are interesting, considering Walsh and Byrne's (2004) finding that in the disjunction condition, equally many participants mutated the second and both events, questioning their interpretation of the reversal of the temporality effect (see Supplementary Materials: Table S5). Qualitative feedback from participants in the first replication revealed that the lack of answer options was perceived as confusing, given that it is a game of chance. Consequently, some chose the option they suspected aligned with the researcher's intention. Although it could be argued that forcing participants to choose either answer option demonstrates a psychological regularity, future replications or extensions should offer the complete set of answer options, including "first", "second", "both", or "neither" event, for all questions about mutability and judgment of guilt and blame.

I also repeated limitations of other research on the temporality effect, such as the lack of control for individual differences (Stanovich, 1999; Stanovich \& West, 2000), culture (Chen et al., 2006), age (Meehan \& Byrne, 2005), method, and stimuli (Atkinson et al., 2009). All of these have shown to impact participant's judgments. For instance, the studies presented in this thesis might be affected by cultural or linguistic biases that influence how individuals think about or describe events. Consequently, future studies should consider studying non-WEIRD cultures to test whether the temporality effect is caused by human
nature or culture. Additionally, prospective replications should include different age groups, as age is associated with working memory functioning which might affect judgment of mutability and emotions (Meehan \& Byrne, 2005; Verhaegen et al., 2019).

My attempt to explain the underlying mechanisms of the findings through a, to my knowledge new perspective of two processing mechanisms, can be criticized for being vague and far-fetched. Nonetheless, I perceive it to be crucial to discuss the findings from different frameworks as it may highlight distinct aspects of the same psychological regularity. Although the TempCounterFacts model has stronger explanatory power, which is sensible, considering that it was formulated for this exact purpose, the mechanisms may be too complex for a psychological regularity like the temporality effect. While a too strong simplification could leave important information out, it would benefit from being revised by Occams razor (Epstein, 1984). Niininen (2013) introduced a metric describing the trade-off between accuracy and simplicity in scientific models in a non-linear manner, as simpler does not necessarily mean higher accuracy, and complexity does not mean inaccuracy (Niininen, 2013). This means that this thesis's proposed underlying mechanisms of the temporality effect could still have predictive power as it has been replicated.

The replication and extension results are important, as they show that not all classic social psychology studies are unreplicable. However, it is crucial to recognize that although this thesis has taken an noteworthy step in corroborating the research literature on the temporality effect and attempted to identify underlying mechanisms, there are many unexplored possibilities for studies and discussions. To continue exploring underlying mechanisms and increase generalizability, I encourage researchers to replicate and extend using mixed-design and combine questionnaires with neuroscientific techniques such as EEG and fMRI, passive and active participation, and controlling for demographics (Cacioppo \& Petty, 1982; Nisbett et al., 2001; Stanovich \& West, 2000).

## Conclusion

The present thesis replicated Miller and Gunasegaram's (1990) coin toss scenario, Walsh and Byrnes's (2004) first experiment and extended the former. The findings have provided further evidence for the occurrence, reversal, and elimination of the temporality effect. I have discussed the findings in light of two frameworks, dual processing theory and the TempCounterFacts model. According to the former, the latter event is mutated due to constraints of working memory making individuals rely on the automatic and fast mode 1 . When information is emphasized, the resource-intensive and slow mode 2 might be activated, reversing the temporality effect. Alternatively, the findings could be caused by the six tenets and steps governing the TempCounterFacts model, stating that the first event is presupposed but can be altered by providing descriptions that change what information is explicitly represented and accessible during memory recall. The observed elimination might be caused by opposing tendencies to mutate either event or explicitly represent either color. I have suggested that similar mechanisms might cause the discrepancy between the judgment of mutability and guilt and blame despite developing at different ages. I encourage researchers to continue replicating and extending experiments on the temporality effect using minor variations. Such studies will be valuable to deepen our understanding of underlying mechanisms, providing a solid foundation for future research in this field and supporting the replication crisis.
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