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Summary

Climate change has forced the global energy sector to transition from en-
ergy production based on fossil fuels such as oil, natural gas, and coal
towards renewable energy sources i.e., solar energy, wind energy, biomass,
etc. Countries across the world have set targets to reduce greenhouse gas
(GHG) emissions significantly by 2050. For example, the EU is committed
to reducing GHG emissions by 85-90% by 2050. Renewable energy would
serve as a key driver in achieving these ambitious targets.

To meet these ambitious goals, many projects have been launched in
recent years, for example, Supergrid with the aim to interconnect vari-
ous European countries. However, this is not a simple task. Cross-border
electricity flow would require high voltage direct current (HVDC) tech-
nology, which can carry more electricity efficiently over long distances.
Many HVDC projects interconnecting different countries have been recently
launched. For instance, a 190 km HVDC interconnection (Piedmont-Savoy
HVDC Line) links the French and Italian electricity networks. Similarly,
other projects such as NorthSea DC grid, Medtech, Desertec, etc have been
undertaken.

Modular multilevel converters (MMCs) have emerged as one of the most
promising technologies for HVDC applications owing to their remarkable
features such as their modular nature, reduced or no filter requirements,
and redundancy. However, the control of MMC is a difficult problem as
in addition to the control of output current, the internal dynamics of the
MMUC need to be well controlled. Moreover, the bilinear model of the MMC
introduces non-linearity through the product of the states and inputs.
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At the start of this thesis work (early 2020), many control methods
had already been investigated for MMC. These included conventional cas-
cade control methods which due to their linear nature result in sluggish
dynamic performance as compared to advanced control methods such as
model predictive control. Moreover, due to the presence of multiple control
loops, their design becomes complex. Then many non-linear methods such
as backstepping, sliding mode control, feedback linearization, and model
predictive control had also been tried.

Among the existing methods, model predictive control is an effective
method to deal with the multi-input multi-output (MIMO) nature, non-
linearity of MMC and can easily handle the constraints. For power con-
verters generally, finite control set model predictive control (FCS-MPC) is
used. The existing methods based on FCS-MPC for MMC were not able
to achieve high performance with low computational complexity simultane-
ously. The methods with low computational complexity resulted in sluggish
dynamic response whereas the methods which offered high dynamic perfor-
mance had high computational complexity making the real-time application
of FCS-MPC difficult. As a result, an extended prediction horizon which
generally improves the performance of the system as it can prepare early
for the effects in the future could not be used with existing methods.

Moreover, at the start of this work, there was no published work based
on MPC that considered all the practical delays i.e., forward (control) and
backward (feedback) for MMCs. Only a forward delay of one sampling
instant is considered mostly in the existing literature.

The steady-state performance of FCS-MPC for MMC is also an issue
that has been investigated. In the existing literature, this is handled by
modulated MPC. These modulated MPC techniques are either based on
continuous control set MPC (CCS-MPC) or indirect FCS-MPC methods
where duty cycles are calculated for each SM by considering the two or three
voltage levels that give the minimum cost. However, CCS-MPC methods
have very high computational complexity due to non-convexity (introduced
by the nonlinear model) and having very small sampling times. On the
other hand, the methods that are based on indirect FCS-MPC strategies
do not have very good control of the circulating current.



In addition, when this work was started, all the methods based on MPC
for MMC required an outer loop to regulate the summation voltages. The
methods that proposed an equivalent of the outer loop within MPC suffered
from continuous ripples in the circulating current. The methods without
the outer loop or its equivalent within MPC resulted in a slow deviation of
summation voltages away from reference.

Another issue that has been investigated for FCS-MPC for MMC is
the variable and high switching frequency. The existing methods modify
the sorting algorithm to lower the switching frequency, however, the vari-
able switching frequency is not addressed by modification of the sorting
algorithm. Methods that result in fixed switching frequency are based on
modulated MPC with carrier phase-shifted PWM. However, as the num-
ber of SMs increases, the number of carriers also increases which makes it
implementation complicated for applications with hundreds of SMs.

Finally, the existing methods for fault detection, localization, and tol-
erance for open circuit switch failure in MMCs are mainly based on con-
ventional cascade control. Very few works based on MPC have addressed
this issue. These works based on MPC either have very high computational
complexity or their operating range is limited.

The main contributions of this work can be summarized as:

e Various methods with high performance and low computational com-
plexity based on FCS-MPC are proposed

e Method to make the computational complexity of MPC for MMCs
independent of the number of SMs is proposed.

e Methods to improve the steady-state performance of FCS-MPC are
developed.

e A novel cost function is proposed to remove an outer loop or any kind
of additional control over circulating current reference for summation
voltage regulation.

e A novel circulating current reference is proposed to remove the need
for an outer loop to regulate the summation voltages.



Experimental verification of proposed methods by considering all the
practical delays i.e., forward and backward is done

A method for fault detection, localization, and tolerance using Indi-
rect FCS-MPC for open circuit switch fault in MMCs is developed

A modified sorting algorithm is also proposed that results in low and
almost fixed switching frequency on an average of a few cycles. This
ensures that the losses between the SMs are balanced.

The transition from simulations to experimental verification led to
some problems. As a solution to these problems, a very simple method
for grid voltage estimation was developed. In addition, a virtual ac-
side voltage approach is also developed in this thesis.
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Chapter 1

Introduction

This chapter gives a brief overview of the thesis. The main objectives and
contributions are highlighted.

Climate change has forced the global energy sector to transition from en-
ergy production based on fossil fuels such as oil, natural gas, and coal
towards renewable energy sources i.e., solar energy, wind energy, biomass,
etc. Countries across the world have set targets to reduce greenhouse gas
(GHG) emissions significantly by 2050. For example, the EU is committed
to reducing GHG emissions by 85-90% by 2050. Renewable energy would
serve as a key driver in achieving these ambitious targets.

To meet these ambitious goals, many projects have been launched in
recent years, for example, Supergrid with the aim to interconnect vari-
ous European countries. However, this is not a simple task. Cross-border
electricity flow would require high voltage direct current (HVDC) tech-
nology, which can carry more electric power efficiently over long distances.
Many HVDC projects interconnecting different countries have been recently
launched. For instance, a 190 km HVDC interconnection (Piedmont-Savoy
HVDC Line) links the French and Italian electricity networks. Similarly,
other projects such as NorthSea DC grid, Medtech, Desertec, etc have been
undertaken.



Modular multilevel converters (MMCs) have emerged as one of the most
promising technology for HVDC applications owing to their remarkable
features such as modular nature, reduced or no filter requirements, and
redundancy. However, the control of MMCs is a difficult problem as in
addition to the control of output current, the internal dynamics of the
MMC need to be well controlled. Moreover, the bilinear model of MMC
introduces non-linearity through the product of the states and inputs.

Among the existing techniques in literature, model predictive control
(MPC) is an effective technique to control multiple objectives, the non-
linear nature, and the constraints of MMC. However, the existing tech-
niques based on MPC fail to give high performance and low computational
complexity at the same time. This thesis’s main goal was to develop a
control method based on MPC for MMC whose application is possible in
real-time and offers high performance and reduced complexity at the same
time.

1.1 Objectives

The main objectives of the thesis can be summarized as:

e To develop control strategies based on MPC for MMC that achieve
high performance with low computational complexity.

e To address shortcomings of existing MPC techniques for MMC
e To validate the developed methods by experiment

e To address any issues encountered while trying to achieve the above
objectives

1.2 Outline and Main Contributions of the Thesis

The chapters and main contributions in each chapter are summarized as
follows:



e Chapter 2: A brief introduction to modular multilevel converters,
modeling and basic operation of MMC, existing control methods, their
shortcomings, and the need for model predictive control is presented.

e Chapter 3: The existing MPC-based methods for MMC and their
shortcomings are highlighted.

e Chapter 4: A modified reduced indirect FCS-MPC (MRI-FCS-MPC)
method is presented in this chapter. The technique is developed from
reduced indirect FCS-MPC which limits the change in inserted sub-
modules (SMs) to one with respect to the previous sampling instant.
This results in very low computational complexity but at the cost
of sluggish dynamic response. In order to improve the dynamic per-
formance of the MMC, the proposed method allows the number of
inserted SMs to change by more than one only in the initial time step
within the prediction horizon. This increases the computational com-
plexity slightly but improves the dynamic response significantly. The
proposed method gives a nearly similar dynamic performance as full
indirect FCS-MPC (which has very high computational complexity).
In addition, a novel cost function is proposed which removes the need
for an outer loop or its equivalent within MPC to regulate summation
voltages.

e Chapter 5: Two methods to reduce the computational complexity
of indirect FCS-MPC while achieving high dynamic performance are
proposed. Both methods consist of two steps. In the first method
bisection algorithm is applied as the first step whereas backstepping
is applied as the first step of modulation control in the second method.
The second step is almost common to both methods where reduced
indirect FCS-MPC is applied to the rounded-off solution from the first
step. In the bisection-based method, the maximum change allowed
from the rounded-off result is fixed to two whereas for backstepping
this change is fixed to one.

e Chapter 6: In this chapter, modulated MPC based on an enumera-



tion of active sets is proposed. The enumeration of active sets makes
the problem independent from the number of SMs and the modulator
improves the steady-state response of the system. The total number
of active sets per phase model of MMC is just nine. The equations are
formulated for these nine active sets offline and then based on the mea-
surement data the equation which satisfies the Karush—Kuhn—Tucker
(KKT) conditions is used for the implementation of the modulation
stage.

Chapter 7: In this chapter, an equivalent of the outer loop used
for regulation of summation voltages within the MPC framework is
presented. Then based on a quadratic cost function the stability
analysis is conducted. It is shown that without the outer loop or its
equivalent in design, the system is marginally stable with MPC.

Chapter 8: In this chapter, non-linear model predictive control
(NMPC) without an explicit modulator is presented for MMCs. To
avoid the modulator, two strategies are presented to handle the con-
tinuous solution of NMPC. In the first strategy, the number of SMs
to be inserted for each arm is obtained by rounding the continuous
solution for the insertion index from the NMPC to the nearest inte-
ger value. In the second strategy, the optimal solution obtained from
the NMPC is further evaluated by rounding it up and down for both
arms. This leads to evaluating the cost function (same as NMPC
stage cost) for four discrete cases, independently from the number of
SMs per arm. This evaluation is conducted only for the initial time
step within the prediction horizon. Then the solution that minimizes
the cost function is applied to the MMC.

Chapter 9: In this chapter, the setup and modifications in the pro-
posed methods for real-time implementation are presented. A prob-
lem associated with ac-side voltage is identified and as a solution to
this, a very easy method to estimate the grid voltage is presented.
The experimental results for each of the proposed methods are also
presented and compared with conventional cascade control.



e Chapter 10: A modified sorting algorithm is presented to address
the issue of the variable and high switching frequency.

e Chapter 11: A simple method is presented to improve the steady-
state response of indirect finite control set model predictive control (I-
FCS-MPC) techniques. The method is based on the assumption that
the solution obtained from I-FCS-MPC is at a maximum of +0.5 away
from the actual continuous solution. Based on this observation, a few
more options within the range +0.5 are evaluated on the solution from
I-FCS-MPC. Then the option among these that gives the minimum
cost is used for the modulation stage.

e Chapter 12: In this chapter, -LFCS-MPC is used for detecting, local-
izing, and handling the open-circuit failures in the transistors without
the use of arm voltage sensors. The fault is detected by the main
controller whereas the localization is performed in the local controller
which is used for the sorting algorithm. The main controller utilizes
the discrete mathematical model to estimate the arm voltages us-
ing state measurements from present and previous sampling instants.
Then this estimated arm voltage is compared with the arm voltage
command by the main controller in the previous sampling instant to
detect the fault. The fault signal is sent to the local controller where
the counter is increased for the potentially faulty SMs. The fault is
then localized to the specific SM whose count first goes above the
threshold value. Finally, this SM is bypassed using a bypass switch
and a redundant SM is inserted in its place. The proposed fault de-
tection and localization method do not require any additional sensors.

e Chapter 13: In this chapter, conclusions and potential future re-
search directions are highlighted.

1.2.1 List of Publications

Journal Papers
[J1] S. Hamayoon, J. A. Suul, M. Hovd and G. Guidi, “Reduced Complex-



ity Indirect Finite Control Set Model Predictive Control with High Dy-
namic Performance for Modular Multilevel Converters” in IEEE Journal of
Emerging and Selected Topics in Power Electronics (Under Preparation)

[J2] S. Hamayoon, J. A. Suul, M. Hovd and G. Guidi, “Bisection and
Backstepping based Indirect Finite Control Set Model Predictive Control
for Modular Multilevel Converters” in IEEE Transactions on Industrial
Electronics (Under Preparation)

[J3] S. Hamayoon, M. Hovd and J. A. Suul, “Non-linear Model Predic-
tive Control for Modular Multilevel Converter” in IEEE Transactions on
Industry Applications (Under Review)

[J4] S. Hamayoon, J. A. Suul, M. Hovd and G. Guidi, “Active Set Method
based Modulated Model Predictive Control of Modular Multilevel Convert-
ers” in IEEE Journal of Emerging and Selected Topics in Power Electronics
(Under Preparation)

[J5] S. Hamayoon, J. A. Suul, M. Hovd and G. Guidi, “Circulating Current
Reference Based on Average and Instantaneous Information of Summation
Voltages for Modular Multilevel Converter using Model Predictive Control”
in IEEE Journal of Emerging and Selected Topics in Power Electronics
(Under Preparation)

Conference Papers

[C1] S. Hamayoon, M. Hovd and J. A. Suul, “Fault Detection, Localization
and Clearance for MMC based on Indirect Finite Control Set Model Pre-
dictive Control,” 2023 IEEE 32nd International Symposium on Industrial
Electronics (ISIE), Helsinki-Espoo, Finland, 2023

[C2] S. Hamayoon, M. Hovd and J. A. Suul, “Enhancement of Steady
State Response of Indirect Finite Control Set Model Predictive Control,”
2023 IEEE 32nd International Symposium on Industrial Electronics (ISIE),



Helsinki-Espoo, Finland, 2023

[C3] S. Hamayoon, M. Hovd and J. A. Suul, “Non-Linear Model Predic-
tive Control for Modular Multilevel Converters,” 2022 International Power
Electronics Conference (IPEC-Himeji 2022- ECCE Asia), 2022, pp. 562-568

[C4] S. Hamayoon, M. Hovd and J. A. Suul, “Bisection Algorithm based
Indirect Finite Control Set Model Predictive Control for Modular Multilevel
Converters,” 2021 IEEE 22nd Workshop on Control and Modelling of Power
Electronics (COMPEL), 2021, pp. 1-6

[C5] S. Hamayoon, M. Hovd and J. A. Suul, “Combination of Backstep-
ping and Reduced Indirect FCS-MPC for Modular Multilevel Converters,”
IECON 2021 — 47th Annual Conference of the IEEE Industrial Electronics
Society, 2021, pp. 1-6

[C6] S. Hamayoon, M. Hovd, J. A. Suul and M. Vatani, “Modified Reduced
Indirect Finite Control Set Model Predictive Control of Modular Multilevel
Converters,” 2020 IEEE 21st Workshop on Control and Modeling for Power
Electronics (COMPEL), 2020, pp. 1-6






Chapter 2

The Modular Multilevel
Converter

This chapter first presents the mathematical model development of the mod-
ular multilevel converters (MMCs) and then concludes by highlighting state-
of-the-art control methods for MMC, their shortcomings, and the need for
model predictive control.

2.1 Model and Basic Operation of the MMC

The same model development is followed in this thesis as in [11]. The three-
phase MMC system shown in Fig. 2.1 is one of the typical topologies of
MMCs used in HVDC applications. The MMC consists of three identical
phase legs. Each phase-leg of the MMC consists of two arms i.e., an upper
arm (denoted by subscript ‘v’) and a lower arm (denoted by subscript
‘I’) connected to the positive and negative dc terminal respectively. Each
arm can be represented by N half-bridge submodules (SM), an inductor,
and a resistor. The arm inductor is used to limit the harmonics and fault
currents and the arm resistance is used for modeling the losses of the MMC.
Depending on the switching states of S; and S2, each SM can provide two
voltage levels i.e., 0 or vcyj where m=u,l; i=1,2,...,N, j=a,b,c. That is,
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when S is on and S is off then the SM is inserted resulting in vcp,;; and
if S5 is on and Sj is off then the SM is bypassed resulting in 0 V.

The per-phase mathematical model of the MMC shown in Fig. 2.1 with
respect to fictitious midpoint ‘O’ can be expressed as:

Vi , div; . diy ;
TC —Uyj — Riyj— L dl;fj + Reiyj + Le djfj —vp =0 (2.1)
Va . diy ; . diy j
76 — U — Rllyj — Ldit] — RCZU,J‘ — L. dif] + vy = 0 (2.2)

where v, ; and v; ; represent the upper and lower arm voltages of phase j,
iy,j and 7; ; represent the upper and lower arm currents of phase j, i, ; is
the ac-side current, Vj. is the dc-side voltage, vy is the grid side voltage,
is the arm resistance, L is the arm inductance, R. and L. are the grid side
converter resistance and inductance, respectively.

The ac-side current, arm currents and circulating currents are given by:

by = 11 — luyj (2.3)
lu,j = —%7] + Leir,j (2.4)
i = % + deirj (2.5)
leirj = w (2.6)

where i ; is the circulating current and flows through the three-phases of
the MMC.

By subtracting (2.1) and (2.2) and using (2.3) the dynamic equation for
ac-side current is obtained as:

div,j _ —(R+ 2Rc>i o Vug — UL n 2’Uf’j
dt L+2L. 7 L+2L. L+2L.

(2.7)



Vdc

(SMu. ) (SMus)

Via

(SMe. ) (s:vll.z,.,j

(SNEhN,a) (S’V:lm,b) \|_—/
—

Figure 2.1: Circuit Diagram of an MMC



Similarly, by adding (2.1) and (2.2) and using (2.4) and (2.5), the dy-
namic equation for the circulating current is obtained as:
diciry  —R. 1

1
dt Tlcir,j - ﬁ(vu,j + Ul,j) + ﬁvdc (28)

The arm voltages v, j and v;; depend on the number of SMs inserted
in that arm. Assuming that the SM capacitor voltages are well balanced
at their reference values, the arm voltages can be expressed as:

o

Vyj & ;\LI’]UEJ (2.9)
ny

vy~ Nﬂvfj (2.10)

where n,,; and n;; are the number of SMs to be inserted in upper and
lower arm respectively and UE, ; and UEJ- are the summation of all capacitor
voltages in the upper and lower arm respectively.
The dynamics of the total arm capacitor voltages can be expressed as:

i ~ce. o C '

where Cﬁm is the equivalent arm capacitance of inserted SMs in arm
m. Now equations (2.4) and (2.5) can be substituted into (2.11) to give the
following dynamic equations for total arm capacitor voltages of both arms:

d,UE:j — 7”“7]‘2‘”7]‘ + nu»jiCirvj (2 12a>
dt 2C C '
dvlz‘ T P TINY S
2 L,jtv,j l,jcir,j
= 2.12b
@~ 20 T C (2.12b)

Using the definition of v, ; and v; ; from (2.9) and (2.10) into (2.7) and
(2.8) the dynamic equations for ac-side current and circulating current are



modified as:

dt L+2L, v+ N(L+2Lc) L+2L. .
icey _ —R, gVl b gty | Vie g 1)
.~ L Y INL 2L '

Using (2.12) and (2.13) the state space equation of the MMC is shown by

— s ; b YT — T _
(2.14) where © = [iy j, icir,j, vy, V] is the state vector and u = [ujus]” =

[ny,jn,4]7 is the input vector.

1
—(R+2R,) 0
L 1oL, 0 00 (L+21LC)N
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0 0 205 (1)
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t
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i l 0 0 0
20 C

(2.14)

Based on (2.14), and a sampling time of T the discrete time model of



the system is given by forward Euler approximation:
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(2.15)

Equation (2.14) & (2.15) show that the MMC is a bilinear system with

multiple inputs and outputs. This introduces non-linearity through the
product of the states and inputs.

2.2 Existing Methods, their Shortcomings and Need
of Model Predictive Control

Despite the many advantages offered by MMC, the control of MMCs is
difficult as compared to other VSCs. This is mainly because of the re-
quirement to control the internal dynamics of MMC i.e., circulating cur-
rents, and SM capacitor voltages [12], in addition to control of output cur-
rents/voltages. Moreover, MMCs have a bilinear model which introduces
the non-linearity through the product of the states and inputs. Different
control methods and modulation techniques have been investigated in lit-
erature for MMCs [13-15].

The conventional cascade control methods [16-18] are based on multiple
loops i.e. inner and outer loops using proportional-integral (PI) regulators.
In addition, these methods include the design of an appropriate modula-
tion scheme and voltage balancing algorithm. Therefore, the performance



of these methods highly depends on the design and tuning of PI regulators,
choice of the modulation scheme, and voltage balancing technique. The
presence of multiple loops and tuning of PI or proportional resonant (PR)
controllers make the conventional cascade control design complex. More-
over, MMC has a non-linear model, and these methods due to their linear
nature result in sluggish dynamic response.

Some of the notable control techniques using cascade structure for MMC
have been presented in [10,16,17,19-64]. In the following, these techniques
have been divided into two categories based on circulating current control
and modulation techniques along with voltage balancing.

2.2.1 Circulating Current Control

A circulating current suppression controller (CCSC) is proposed in [19]
based on the double line-frequency, negative sequence rotational dg-coordinate.
The proposed method decouples the control of the output side and the cir-
culating current. In [23], two methods for circulating current control based
on instantaneous values of output current and modulation signal are pro-
posed. It is shown that the method based on an energy point of view results
in fewer ripples in the capacitor voltages. Circulating current control in the
af3 reference frame using a non-ideal Proportional Resonant (PR) regula-
tor is presented in [24] both for balanced and unbalanced conditions. It
is shown that under unbalanced grid conditions, the circulating current is
asymmetric and needs to be decomposed into positive, negative, and zero
sequence components. A repetitive controller paralleled with PI control for
circulating current harmonic elimination is proposed in [27]. The circulat-
ing current control in [29] is in the stationary frame and based on parallel
PR regulators with the resonant frequencies of 2wy, 4wy, 6wy, . . . where wy is
the fundamental frequency. However, not all the even order harmonics are
required as the implementation of the PR regulators would then become
difficult. An energy-based controller is proposed in [30]. It is shown that en-
ergy sum and energy difference oscillate at twice the fundamental frequency
and at the fundamental frequency respectively. Therefore, to decouple the
energy sum and difference control, a decoupled double synchronous refer-



ence frame for MMC is used. The desired circulating current references for
energy sum and difference control are then sent to the circulating current
controller. A controller in a stationary frame using a proportional-integral-
resonant (PIR) regulator is proposed for circulating current control under
unbalanced conditions in [31]. A PI control in cascade with repetitive con-
trol is proposed in [33] to simplify the design of repetitive control and avoid
limitations on PI design as compared to [27] while claiming to give a similar
dynamic performance. An optimization algorithm is applied to determine
the optimal set of circulating currents to reduce SM capacitor voltage rip-
ples by evaluating all the possibilities within a bounded range in [36]. PI
controllers in double fundamental frequency, negative sequence rotational
frame are proposed for circulating current control in [39,52]. In [43], the de-
sired second-order harmonic in circulating current is numerically estimated
with the aim to shape the ripple in capacitor voltage to avoid high capacitor
voltages. In [45], the controller coefficients are determined using the loop
shaping technique from an experimentally identified non-parametric model
of circulating currents. This method gives better suppression of circulating
currents as it is based on an accurate model. The desired second-order har-
monic in circulating current control is determined to minimize the capacitor
voltage fluctuations by minimizing an objective function in [46]. Circulat-
ing current suppression based on improved PR controllers under unbalanced
grid conditions is presented in [49]. In [51], a circulating control method
based on frequency adaptive dual spatial repetitive controller (SRC) is used
to inject a second harmonic component in the circulating current to sup-
press the capacitor voltage ripple. Reference [54] proposes optimization
based on the Lagrange multipliers method to generate references for circu-
lating current in the stationary reference frame. A novel method to control
circulating current using selective harmonic elimination (SHE) is presented
in [55]. The circulating current suppression without the need for a separate
circulating current controller is proposed in [57]. Reference [58] proposes
an even harmonic repetitive control for circulating current suppression. A
loss optimization technique to inject optimal second harmonic circulating
current in arm current is proposed in [59]. Reference [62] shows that circu-
lating current control suppression by control of the internally stored energy



can improve the small signal stability of the MMC. Circulating current in-
jection reference generation using instantaneous information from MMC is
proposed in [64].

2.2.2 Modulation and Voltage Balancing

Reference [19] proposes a modified voltage balancing algorithm to reduce
the switching frequency by sorting only bypassed SMs if more SMs need to
be inserted and sorting only inserted SMs if some SMs need to be removed.
In [20], only one SM in both the upper and lower arm operates in PWM
mode and a conventional sorting algorithm is used for the remaining SMs.
Reference [21], improves the operating range of the converter by introduc-
ing arm balance control. In [22], the computational requirement of the
processor is reduced by reducing the burden of different stages of voltage
balancing i.e. from sorting to the selection of SMs. A novel selective virtual
loop mapping method based on phase disposition PWM is proposed in [25]
to ensure dynamic capacitor voltage balance. The proposed method avoids
sorting and just needs to identify the SMs with maximum and minimum
voltage. In [26], a phase-shifted carrier-based PWM technique is proposed
to balance the capacitor voltages without the need to measure arm current.
A novel modulation method based on predetermined pulse patterns to al-
low MMC operation at the fundamental switching frequency is proposed
in [28]. A modified nearest level modulation technique is proposed in [32] to
increase the number of levels to 2V + 1 where N is the total number of SMs
per arm. The modulation is modified by using a different rounding func-
tion. In [34], three different strategies for voltage balancing are proposed.
In the first strategy, the execution period for the sorting part is increased
which results in avoiding unnecessary switching transitions within each con-
trol period. The second strategy proposes to sort the capacitors based on
their absolute difference from nominal value and only uses the conventional
sorting algorithm if the absolute difference is more than a threshold. If this
error is less than a threshold then SMs with the least errors are switched on
or off. In the third strategy, the sorting is done only when the ac-side volt-
age is V. /2 or —Vy./2 in order to achieve fundamental frequency balancing.



An improved phase disposition PWM and voltage balancing control is pro-
posed in [35]. The improved modulation uses only a single reference and
single carrier, thus reducing the hardware requirements. In addition, the
method only modifies the pulse width of the maximum and minimum SM
capacitor voltage according to the direction of the arm current rather than
the full sorting algorithm. A predictive sorting algorithm is proposed in [37]
where the SMs are switched on and off in a manner that they are balanced
when the stored energy in the arm reaches its maximum or minimum value.
However, the pulse pattern needs to be known in advance for this method’s
application. An improved voltage balancing control based on maximum
and minimum SM capacitor voltages is proposed in [38]. A novel voltage
balancing strategy is presented and evaluated for staircase and phase dis-
position PWM in [40]. The reduction in switching frequency is achieved
by modifying capacitor voltage measurements before sending them to the
sorting algorithm. The Tortoise and the Hare sorting algorithm in [41] is
another approach based on the minimum and maximum SM capacitor volt-
age. However, these min/max approaches limit the change in the number
of inserted SMs to one or two which may have consequences on dynamic
performance. An improved nearest level modulation for a low number of
SMs is proposed in [42]. The number of levels is increased to 2N + 1 by
adding a small offset alternating at twice the fundamental frequency to
reference signals. A hybrid particle swarm optimization (PSO) using stair-
case modulation for the elimination of harmonics in the MMC is proposed
in [44]. First, the classical PSO algorithm is used to obtain the optimized
iterative initial values of switching angles, and then the Newton method
is applied to get the exact solutions of the switching angles. A dual space
vector modulation is used to eliminate the need for an external controller
for arm voltage balancing in [47]. In addition, voltage balancing is based on
the direction of the load current instead of the arm current which results
in the reduction of current sensors. In [48], a novel modulation method
and simplified voltage balancing algorithm based on a relative comparison
method instead of sorting is presented. A currentless sorting algorithm
based on the derivative of the total capacitor voltage of an arm, instead
of arm current is presented in [50]. A modified rotative phase disposition



PWM is presented in [53] to deal with uneven power distribution. A novel
method for individual voltage balancing of capacitors is proposed which
does not require a sorting algorithm and knowledge of arm current in [56].
A modified carrier phase shifted PWM technique along with a fundamental
frequency sorting algorithm is proposed in [60]. Reference [61], proposes
an adaptive voltage balancing method that makes a compromise between
the balancing effect and switching losses through closed-loop control of the
alternating number of SMs. A modified phase disposition (PD) PWM that
uses a single PD modulator for the entire phase leg is proposed in [63].

2.2.3 Need of Model Predictive Control

As highlighted earlier, most of the conventional cascade control techniques
are linear in nature. However, the MMC has a non-linear model. Moreover,
the classical control methods with proportional-integral or proportional-
resonant controllers suffer from sluggish dynamic performance. The cascade
structure in addition makes the control problem complex and also requires
the tuning of PI controllers.

Therefore, in past few years, many non-linear control methods such as
feedback linearization [65,66], sliding mode control [67,68], backstepping
[69-71], passivity-based control [72,73] and model predictive control [74]
have been considered. The techniques based on feedback linearization often
cancel out useful non-linearities [75] and sliding mode control suffers from
the chattering problem. The backstepping controllers in [70,71] are not in
abc reference frame and therefore, do not directly allow the control of each
phase independently. The design process in [69] is complicated and results
in a coupled effect between circulating current and output current [76].
Moreover, circulating currents are not fully diminished.

Among these methods, model predictive control is an effective method
to deal with the non-linearity, constraints, and the MIMO nature of MMCs,
and is very easy to understand. A simple cost function can be designed to
meet the objectives of MMC operation directly in the abc reference frame
thus providing more direct and independent control of each phase. However,
the existing methods based on MPC cannot give high dynamic performance



and low computational complexity simultaneously along with some other
deficiencies. A detailed literature review of the existing methods based on
MPC and their shortcomings will be provided in the following chapters.
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Chapter 3

Model Predictive Control for
Modular Multilevel

Converter

This chapter provides a brief overview of the existing model predictive con-
trol methods for modular multilevel converters and highlights the shortcom-
ings that are addressed in this thesis.

3.1 Introduction

As indicated in the previous chapter, model predictive control is an effective
technique for the control of MMC. In recent years, many techniques based
on model predictive control have been presented. These techniques can be
divided into the following categories:

e Finite Control Set MPC (FCS-MPC)

— Switching state based MPC (SS-MPC)
— Voltage level based MPC (VL-MPC)

e Continuous Control Set MPC (CCS-MPC)
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As indicated from the names FCS-MPC evaluates a finite set to deter-
mine the optimal control whereas the control problem is treated as con-
tinuous in CCS-MPC. The FCS-MPC can be divided into SS-MPC and
VL-MPC. The SS-MPC evaluates all the possible switching combinations
for a predefined cost function and selects the one that minimizes this cost
function. This method does not require a modulation stage. However, as
the number of switching combinations increase, the computational com-
plexity increases significantly. For HVDC applications, MMCs typically
have SMs in the range from 200 SMs/arm to 400 SMs/arm. Therefore, the
total number of switching states is very high which makes the computa-
tional complexity so high that real time application of SS-MPC becomes
almost impossible.

In order to reduce the computational complexity, optimization based on
voltage levels is proposed instead of switching combinations in VL-MPC.
This significantly reduces the computational complexity with respect to
SS-MPC.

Some of the main contributions of SS-MPC, VL-MPC, and CCS-MPC
are presented next.

3.2 State of the Art
3.2.1 SS-MPC

One of the first attempts of predictive control was for a single-phase ac-ac
MMC [1]. In this work, the output, input, and circulating current refer-
ences are followed and capacitor voltages are also balanced. In addition, a
reduced subset of switching states was also proposed. However, only two
SMs/arm were considered and still the reduced set compromised of 361
switching states. A predictive control for a back-to-back HVDC system
and for three phase DC-AC MMC are presented in [2,3]. Both of these
methods are based on a per-phase approach where each phase is treated
independently. A direct current predictive controller with long prediction
horizon for three-level MMC is presented in [4,5]. The proposed methods
control the output currents within tight bounds while ensuring good control



of circulating current and capacitor voltages. In addition, a term is added
to the cost function to reduce the switching frequency. The method devel-
oped in [6] considers tracking of both balanced and unbalanced load cur-
rents. The comparison between cascade control and switching state based
MPC for MMC is presented in [7]. A weighted cost function based on a
normalized cost function is proposed in [15] with the aim to suppress the
circulating currents properly. The method in [19] proposes a three phase
MPC with common voltage injection to eliminate the circulating current
control requirement. An MPC based on switching states grouping is pro-
posed in [20] and each group is processed in parallel. The switching state
that minimizes a predefined cost function in each group is selected in the
first stage and then in the second stage only one switching state from each
group is evaluated to determine the optimal switching combination. Refer-
ence [21] combines the branch and bound algorithm with sorting algorithm
to enable long horizon MPC for modular multilevel converters. However,
the computational complexity of SS-MPC makes its real time application
complicated; therefore there has not been much research effort in this di-
rection.

3.2.2 VL-MPC

In VL-MPC based methods, optimization is performed over voltage levels
instead of switching states. In addition, the SM capacitor voltage balanc-
ing task is performed by a local controller using sorting techniques. For
example, an MPC with reduced computational load i.e. N + 1 instead of
Cé\]fv based on optimized voltage level is proposed in [8] where SM capaci-
tor voltage balance is dealt by conventional sorting algorithm outside the
MPC framework. However, only evaluating IV 41 levels results in an unsat-
isfactory performance of circulating current. Moon et al., [9] propose three
stages of MPC where each stage has a separate cost function. First NV + 1
voltage levels are evaluated for stage-I i.e. ac-side tracking. Then in stage-
II, three more levels are evaluated for circulating current control which are
based on the observation that the same voltage level added or subtracted
from both the arms does not have significant effect on ac-current tracking.



Finally, two different strategies with reduced complexity are proposed for
capacitor voltage balance and switching frequency reduction. The same
reference also presents MPC for unbalanced grid conditions. In [10], two
indirect strategies are presented with reduced computational complexity
where the SM capacitor voltage balancing task is performed by conven-
tional sorting algorithm. In the first strategy, the combined total number
of SMs to be switched on in both arms of each phase are not fixed to N, re-
sulting in a computational complexity of (N +1)? with improved circulating
current tracking. In the same paper, it is proposed to limit the maximum
change in number of inserted SMs w.r.t previous sampling instant to one.
This reduces the computational complexity to evaluating only 9 voltage
levels at the cost of sluggish dynamic performance. A nearest level predic-
tive control is proposed by F. Zhang and G. Joos [11] where the optimal
voltage levels are directly calculated from the predicted values of ac-current
and circulating current and then using a round function the optimal level is
converted to an integer. However, such an approach neglects the bilinearity
of the MMC model and can result in a coupled effect between circulating
current and output current. A space vector based based hierarchical MPC
by considering a reduced set of space vectors is proposed in [12] to reduce
the computational burden of conventional MPC. P. Liu et al., [13] reduced
the overall computational burden to 2X + M + 3 by distributing the SMs
evenly into M groups with each containing X SMs. However, no details
were provided on how to group the SMs. Experimental verification of the
second strategy proposed in [10] with a different cost function is presented
n [14]. A dual-stage MPC based on voltage vector redundancy in the first
stage and SM redundancy in the second stage is proposed in [16]. This
method achieves high dynamic performance and does not require a sorting
algorithm. However, as the second stage is based on switching states the
computational complexity of this method increases significantly with the
increase in number of SMs as compared to [10,13,14]. F. Zhang et al., [17],
reduce the number of voltage levels to be evaluated by using a tolerance
band of capacitor voltages. A predictive control for a three-phase model
of an MMC including zero sequence voltage is presented in [18] to improve
the steady-state performance. However, the dynamic response is reduced



as compared to MPC based on per-phase model. A variable nearest level
control (VNLC) method combined with MPC is presented by J. Yin et
al., [22] where the control options generated by VNLC are evaluated by
MPC. Modulated MPC is proposed in [23] to improve the steady-state re-
sponse of FCS-MPC methods. In this method, the two voltage levels that
minimize a predefined cost function are first identified and then duty cycles
are calculated for each voltage level. However, the circulating current con-
trol is not very good due to limitation of duty cycle of the selected voltage
levels. Similar to the idea in [10], it is proposed by J. Huang et al., [24]
to limit the change in the number of inserted SMs w.r.t the previous sam-
pling instant in order to reduce the computational burden. In addition, a
new sorting approach is presented where the SMs are divided into three
groups and each group is assigned a priority based on arm current. Among
these only one group needs the sorting process. Reference [25-28], reduces
the computational burden by a pre-selection algorithm in which the cal-
culation of inserted SMs is again based on the inserted SMs in previous
sampling instant. However, these methods suffer from reduced dynamic
performance as the allowed change in inserted SMs w.r.t previous sampling
instant is limited to one. An increased level MPC is presented by X. Chen
et al., [29] where the computational burden is reduced based on the same
idea of utilizing neighboring voltage levels w.r.t previous sampling instant.
References [30,31] propose to integrate phase-shifted PWM with MPC in
order to improve the steady-state response. In contrast to [23], three volt-
age levels are considered in [30,31]. Multistage MPC have been proposed
in [32,33] where in the front stage two voltage levels that minimize the
cost function the most are selected. Then, in the back stage both of these
voltage levels are used to predict state variables for two time steps into the
future. The one that minimizes the cost at two time steps into the future
is selected to be applied to the MMC. J. Yin et al., [34], propose to directly
generate arm voltage references using the prediction model and cost func-
tion of MPC. Then using the nearest level control and a sorting method,
switch settings are sent to the MMC. However, this method ignores the bi-
linearity of the MMC. Similar to [34], the method in [35] uses the prediction
model for the MMC to determine the arm voltage references and then uses



SM unified PWM for the modulation stage. An optimized pulse pattern
in combination with model predictive control is presented in [36-38]. This
approach is suitable for medium voltage MMC applications. X. Chen et
al. [39] present two increased level MPC methods with reduced computa-
tional requirements. In the first method, using the prediction model of the
ac-current the arm voltage references are determined in a first step. Then
these voltage references are modified by evaluating more voltage levels in
the vicinity to improve circulating current control. Finally, a sorting algo-
rithm is applied. In the second method, the computational burden is further
reduced by directly calculating optimal voltage level and arm summation
voltage using the prediction model for the MMC. It is shown in [40], that an
outer loop is also required with MPC to determine the correct circulating
current reference in order to regulate summation voltages of MMC. Based
on the discrete mathematical model of the MMC, the optimal voltage levels
are determined directly and then phase carrier shifted PWM is used to im-
prove steady-state response in [41]. A deadbeat predictive controller with
a separate modulator is presented by J.Wang et al., [42] to improve the
steady state response and fix the switching frequency of conventional MPC
techniques. Another method based on modulated MPC having computa-
tional complexity independent of the number of SMs was proposed in [43].
This method, first determines two voltage levels to control the ac-current
and circulating current at the same time but without evaluating all volt-
age levels. Then it determines the arm voltage modulation references. A
modulated MPC using the prediction model of the MMC to directly deter-
mine the required output voltage level is also presented in [44]. X. Liu et
al. [45] solve the optimization problem from a Diophantine’s equation point
of view and directly determines the optimal voltage level. In addition, a
novel strategy for sensorless operation of MMC is also presented in the same
paper. In [46], variable rounding level nearest level control is combined with
MPC. In this method, a proper rounding function is used with the nearest
level control, and the resulting options are evaluated by MPC. A machine
learning based method to emulate the behavior of MPC is presented by
S.Wang et al., [47]. A predictor based neural network FCS-MPC has been
presented in [48]. The developed approach does not need the information



of model parameters and therefore the performance is claimed to be inde-
pendent from model mismatch. Another machine learning based emulation
of FCS-MPC is presented in [49]. A sliding discrete control set modulated
MPC is proposed by Y. Jin et al., [50]. The proposed method improves the
circulating control as compared to [23]. Sequential phase shifted MPC has
been presented in [51]. A Lyapunov based finite state MPC is proposed by
X. Liu et al., [52] where the cost function is based on the Lyapunov function
derivative. The control option that gives most negative cost is selected in
order to ensure stability. Some more methods based on machine learning
and MPC are presented in [53-59]. X. Gao et al., [60] proposed a model
predictive control for wide frequency range for medium voltage motor drive
applications. An arm current based model predictive control is proposed
in [61] where the optimal voltage levels are directly determined from the
discrete model of the MMC. A technique to reduce the computational com-
plexity of MPC utilizing a three phase model of the MMC is presented
in [62].

3.2.3 CCS-MPC

The CCS-MPC for MMC based on quadratic programming has been pre-
sented in [63,64] where a bilinear MMC average model is linearised around
the current operation point and a linear MPC algorithm based on a quadratic
program (QP) is used to determine the reference voltages. In [65,72], a
comparison is provided between linear and non-linear MPC for MMC and
it is shown that linear MPC does not give satisfactory results beyond a
certain prediction horizon. Another quadratic programming based linear
MPC with an improved prediction model for MMC is presented in [66]
which gives better performance than [63,64]. Based on [66], a simple state
feedback controller is computed by solving an unconstrained LQR prob-
lem in [67] to enable easy implementation. Quadratic problems solved by
infeasible active set have been presented in [68,69]. Based on quadratic
programming an MPC approach is also presented in [70]. The active set
method has also been presented for three-phase MMC model based MPC
in [71].



3.2.4 Summary of Shortcomings

SS-MPC based techniques for MMC have very high computational complex-
ity which makes their real time implementation very difficult. This high
computational complexity is due to the high number of switching states
and the non-linear model of the MMC. Techniques such as sphere decoding
exist in literature for linear models of power converters which can be easily
extended for a prediction horizon upto 100. However, as per this author’s
best knowledge there is no technique for SS-MPC for MMC having high
number of SMs that can be implemented in real-time.

VL-MPC techniques have seen much improvement in the recent years
and some of them can be implemented in real-time for MMCs having large
number of SMs. The techniques which evaluate all the voltage levels such
as [8-10] have high computational burden and cannot be extended even for
a prediction horizon of 2 or 3. Then there are techniques [11, 34, 35] and
others which directly determine the optimal voltage levels from discrete
time model of MMC. These methods would result in marginal stability as
the summation voltages state is cancelled out by the derived controller.
Therefore, these methods would require additional control over circulating
current. In addition, these methods do not have a cost function and there-
fore cannot deal with multiple objectives. The methods [10, 25-28] and
others based on limiting the change in insertion index w.r.t previous sam-
pling instant have very low computational burden and can be implemented
in real time for short prediction horizons. However, they have sluggish dy-
namic performance. The dual stage MPC technique [16] has a very good
dynamic response but very high computational complexity as compared to
indirect FCS-MPC strategies [8-10]. Most of the modulated MPC methods
discussed above also need to evaluate all the voltage levels and therefore
have high computational complexity. The modulated MPC method in [43]
computational burden is independent of the number of SMs, however, it is
not so easy to understand. Sliding discrete control set modulated MPC [50]
dynamic and steady-state performance is highly dependent on the sliding
discrete control set which is used to determine the change in insertion index
w.r.t previous sampling instant. If it is kept small then a reduced dynamic



performance results and if it is kept large then steady state performance
degrades.

Recently, a lot of approaches based on machine learning [47,53-59] have
been presented. These methods can be divided into two categories. The
first one tries to emulate the behavior of the FCS-MPC offline. These
methods require huge amounts of data for training purposes. Therefore, a
lot of time is needed to collect and clean this data. Moreover, if the data is
obtained online using some simple, modestly performing controller, then the
machine learning will learn modest performance control. Furthermore, the
operating range of this category would be limited as the machine learning
controller would be highly dependent on the model parameters of the system
and its performance would be at best equivalent to the original FCS-MPC
algorithm which it is trying to emulate.

The second category identifies the model parameters online using ma-
chine learning methods and uses these identified model parameters for the
FCS-MPC stage. However, the model parameters are learned for an ul-
tra local mathematical model of MMC which is linear. Therefore, these
methods cannot match the performance of the FCS-MPC based methods
which are based on the bilinear model of the MMC. Due to the nature
of these methods, it can be said that they are model parameters indepen-
dent because they do not need information about the model parameters.
These methods have better performance than the FCS-MPC methods if
both methods use ultra local mathematical model of the MMC and can
also deal with model parameters mismatch. However, they further increase
the computational burden of indirect FCS-MPC strategies as they add an
additional online stage of system identification.

CCS-MPC techniques for MMC whose real time application is possi-
ble are based on a linearized model of the MMC. However, the linearized
model is not accurate and results in reduced performance as compared to
non-linear model of MMC for which non-linear MPC (NMPC) is required.
However, as per this author’s best knowledge, no real-time validation of
NMPC for MMC has been conducted til date because of its high computa-
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tional complexity.
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Chapter 4

Modified Reduced Indirect
Model Predictive Control for
the Modular Multilevel

Converter

This chapter first provides an introduction to indirect FCS-MPC and re-
duced indirect FCS-MPC strategies. Then a modified reduced indirect FCS-
MPC' is proposed to overcome the disadvantages of both strategies with a
reduced computational burden.

The proposed approach achieves nearly similar dynamic performance
as the full indirect FCS-MPC, at a much lower computational burden. The
proposed method is developed from the reduced indirect FCS-MPC which is a
computationally efficient control strategy for MMCs. However, the reduced
indirect FCS-MPC' approach compromises on the dynamic performance of
the converter. In the proposed approach, the issue of slow dynamic perfor-
mance is addressed by allowing the number of inserted modules to change
by more than one only in the initial time step within the prediction horizon.

The results of the proposed methodology are validated through simulations
for 21-level MMC in MATLAB/Simulink.
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4.1 Indirect FCS-MPC

Indirect FCS-MPC was originally proposed in [1] to overcome the disad-
vantages of direct FCS-MPC. In direct FCS-MPC all the possible switching
combinations are evaluated against a predefined cost function. The switch-
ing combination that minimizes this cost function is then applied to the
power converter. MMCs for high voltage applications such as HVDC trans-
mission have very high number of SMs which results in increased number of
switches and hence total number of switching combinations. Therefore, the
computational complexity of direct FCS-MPC is very high and cannot be
implemented in real-time for MMC applications where number of SMs are
large. The computational complexity grows with C’?VN i.e., N combinations
of 2N options are considered to select the best option for each phase where
N are the number of SMs in each arm of each phase.

In indirect FCS-MPC it is proposed to do optimization over voltage
levels instead of switching states. The number of voltage levels in each arm
are N + 1, therefore, the computational complexity of indirect FCS-MPC
becomes (N + 1)2. This is a significantly lower computational burden as
compared to direct FCS-MPC. In addition, a sorting algorithm is used to
carry out the capacitors voltage balancing. The sorting algorithm can be
performed by a local controller which may be implemented in a Field Pro-
grammable Gate Array (FPGA). Therefore, only summation of capacitor
voltages is required by the central controller instead of all the individual
capacitor voltage measurements. The central controller receives the mea-
surements from MMC and sends the insertion indices n, ;, n; ; to the local
controller which performs a sorting algorithm and decides the switching
combination to be sent to MMC.

4.1.1 Reference Signals

The reference value for the ac-side current can be obtained based on the
power equations in the dg frame [2] which is given as follows:



2 Pvg+ Quy

= 4.1
iq 3 ’Ug n vg ( a)
2 Pv, — Quyg
=5 g (4.1b)
vy + Vg

The abc frame reference current can be obtained by dq to abc transfor-
mation. The reference for the ac-current is propagated to the next time
instant using Lagrange extrapolation. The reference for the circulating
current is constant and is set in order to minimize the ac-component in
the circulating current, therefore, its reference is based on the real power
transferred to the dc-side and is given by [5]:

P Idc,ref

——— Lprer = 4.2
Vdc,ref7 cirrel 3 ( )

Idc,ref =
Finally, the reference for the summation voltages is set to Ve rey.

4.1.2 Cost Function

The model of the MMC was derived in chapter 2. In indirect FCS-MPC, the
discretized version of MMC model in (2.15) is used to predict the states one
step ahead for all possible insertion indices. The index that minimizes the

cost function is then selected. The per-phase cost function for the indirect
FCS-MPC was chosen as following in [1]:

Jj = qulivjrer(k +1) =iy j(k + 1) + @2licirrer (k + 1) = icirj(k + 1)]
+ q3Vae — vy j(k + 1)| + @alVae — vk + 1) (4.3)

where g1 to g4 are the weighting factors to set the relative priority of
different objectives. The first term in the cost function is to minimize the
ac-current error. The second term is used to minimize the ac-component
of the circulating currents. The third and fourth term are to regulate the
summation voltages to V..



4.1.3 Summary

The working of indirect FCS-MPC in [1] can be summarized as:

e Predict the states for all the possible insertion indices i.e. (N + 1)2
options in total using (2.15).

e The option that minimizes the cost function (4.3) is selected

e Application of a sorting algorithm by a local controller for capacitor
voltage balancing

The conventional sorting algorithm [3] is used to perform the SM capac-
itor voltage balancing task. When the arm current is positive then among
the SMs, the least charged are inserted, and in case the arm current is neg-
ative the SMs which are most charged are inserted. In this manner voltage
balancing task is performed.

The flowchart for the conventional sorting algorithm and indirect FCS-
MPC implementation are shown in Fig. 4.1 and Fig. 4.2 respectively.

Indirect FCS-MPC provides the
Number of SMs to be switched on
in current control cycle

YES ® NO

Y Y
Switch on required Switch on required
number of SMs with number of SMs with
the lowest voltages the highest voltages

Figure 4.1: Conventional Sorting Algorithm



measured X,

—— >, by (2.15) J, /by (4.3) or (4.4)

Apply nandn

I

Figure 4.2: Full Indirect FCS-MPC Flowchart

4.2 Reduced Indirect FCS-MPC

Although indirect FCS-MPC significantly reduces the computational com-
plexity as compared to direct FCS-MPC, it still has a high computational
complexity when the number of SMs are large. Therefore, a reduced indi-
rect FCS-MPC strategy has also been presented in [1].

The key idea behind reduced indirect FCS-MPC is to reduce the num-
ber of voltage levels evaluated at each time step. This is achieved by only
considering the neighboring index values with respect to previous sampling



instant. This neighborhood was fixed to one in [1]. As a result, the compu-
tational complexity is drastically reduced and only 9 control options need
to be evaluated at each time step within the prediction horizon. This also
leads to a simplification of the sorting algorithm as now only the maximum
and minimum SM voltages need to be found rather than sorting all the
capacitor voltages [1].

The idea of limiting the change in insertion index to its neighborhood
w.r.t previous sampling instant is reasonable for steady-state operation.
However, this leads to a slow dynamic response. The flowchart of the
reduced indirect FCS-MPC and modified sorting algorithm are shown in
Fig. 4.3 and Fig. 4.4 respectively.

4.3 Modified Reduced Indirect FCS-MPC

The full indirect FCS-MPC developed in [1] still has a higher computational
complexity i.e. (N +1)? for a prediction horizon of p, as there are (N + 1)
voltage levels to be selected in each arm. Whereas the reduced indirect
FCS-MPC in [1], that reduced the number of possible actions for each leg
to just nine per time step compromises on the dynamic response of system.

Therefore, a high performance/low complexity reduced FCS-MPC is
proposed which results in nearly similar dynamic performance as given by
full indirect FCS-MPC at a much lower computational burden.

An extended prediction horizon reduced FCS-MPC allows for consider-
ing different choices for changes in insertion indices at each time step in the
prediction horizon. Clearly, changes of 0 and +/—1 should be considered at
every time step, to allow for operation at or near steady state. In addition,
we allow for larger changes in insertion index at the initial time step, to
allow for reacting faster to large disturbances or reference changes. There-
fore, in this work we consider changes in insertion index of 0, +/ — 1, and
+/ — 5 at the initial time step only, and 0, +/ — 1 for all subsequent time
steps. This in turn increases the number of possible actions to 25 (as there
are now only five voltage levels to be selected in each arm) for the initial
time step within the prediction horizon, while there are nine options for
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the following time steps, as in [1]. This approach has much lower compu-
tational burden as compared to full indirect FCS-MPC but nearly similar
dynamic performance as will be demonstrated in simulations. It is noted
that the changes other than 4+ /—5 may have to be included for MMCs with
larger number of SMs. The comparison of the number of control options
considered by different approaches for a prediction horizon of three steps
for an MMC with 20 SMs per arm is shown in Table 4.1.

Table 4.1: Number of possible control options for different FCS-MPC
strategies (p=3, 20 SMs/arm)

Full Indirect FCS-MPC | Reduced Indirect FCS-MPC | Modified Reduced Indirect FCS-MPC
(N +1)% (3)% 25 - (3)2-D)
85,766,121 729 2,025

It can be noted from Table 4.1 that the proposed method has slightly
more computational complexity than reduced indirect FCS-MPC but much
less computational complexity as compared to full indirect FCS-MPC. This
added computational complexity to reduced indirect FCS-MPC is needed
to improve the dynamic response of the system.

4.3.1 Modified Cost Function

The cost function in (4.3) or similar cost functions which try to regulate
instantaneous summation voltages to V. in each arm have a certain draw-
back. This is because the ripple in the capacitor voltages cannot be elimi-
nated completely, and therefore the instantaneous summation voltages can-
not have a constant reference. The actual goal is to regulate the average
of summation voltages to Vy.. From the theory on MMCs [4], it is well
known that there are two inputs and four outputs. Therefore, all the four
objectives cannot be met at the same time. The output ac-current tracking
is the most important task and no compromise can be made on its perfor-
mance. Thus, it is the circulating current that should be altered in order to
regulate the average of summation voltages to V. in each arm. Therefore,



the cost function (4.3) with the circulating current reference as in (4.2)
cannot result in regulation of summation voltages on average to V.. It will
be shown in the simulations that using such a cost function would result
in a slow drift of summation voltages away from the reference. Therefore,
an outer loop as in [5] on circulating current reference or the equivalent of
outer loop within MPC implementation as in [6] have been proposed to be
used with MPC.

During this PhD, a novel cost function was proposed that meets all the
objectives of MMC without the need of an outer loop or its equivalent within
MPC implementation. The proposed cost function is given as follows:

Ji = My jref(k+1) =iy j(k + 1)) + Xe(icirref — deiry(k + 1))

+ >\3(2vdc,'ref - Uz%,j,avg - UlE,j’aUg>(iC'iT,7'€f - icir,jaf + 1))
+ MV javg — Vi javg) AW (R + 1) (4.4)

The XN’s are the weighting factors for setting the relative importance
between the control objectives. The first term is to regulate the ac-side
current to its reference, the second term ensures that the ac-components in
the circulating current are minimized, the third and fourth term regulate
the total leg voltage to 2V, and arm voltage difference to zero respectively.
AW is the instantaneous energy difference between the lower and upper
arm. The third and fourth term in (4.4) are the new terms that have
been introduced. It is easy to see from (4.4) that the third term will have
an effect only when the total leg voltage on average is not regulated to
2Vge. Similarly, the fourth term would have an effect on optimization if
the average difference between the arm voltages is not regulated to zero.
The average voltages are obtained through moving average filters. The
third term results in an increase in the circulating current if the sum of
average summation voltage of arms is less than 2Vy.. As a result, the SMs
capacitors will be charged more. Similarly, the third term would decrease
the circulating current if the sum of average summation voltages of arms
is more than 2Vy.. In a similar fashion, the last term in the cost function



would try to minimize the average summation voltage difference between
the arms. The change in AW can be expressed as [7]:

% = (n;\tf’] vfyj + Ty\’fj UZEJ-) 221)’] + (n;\}’] vij - TX’[J vl%j) icirj  (4.5)

In the above expression, it is easy to see that the first term in (4.5) would
be predominantly sinusoidal at the fundamental frequency. This is because
the sum of voltages of both arms would be close to 2V, i.e., a constant,
if the second harmonic component is ignored and %, ; has a fundamental
frequency sinusoidal component. The second term in (4.5) would also be
predominantly sinusoidal because the voltage difference of the two arms is
sinusoidal at the fundamental frequency, while 7. ; would be close to a dc
component. Therefore, (4.5) would be a predominantly sinusoidal signal
unless the first and second term cancel each other perfectly. This implies
that the integral i.e. Wa would be a sinusoidal signal. With this in mind,
it is easy to see that the last term in the objective function becomes a
sinusoidal term if vi javg — vlz’j,(w ; 1s not equal to zero. This sinusoidal
term is then indirectly compensated by the minimization converging to a
situation with a corresponding (transient) sinusoidal term in the circulating
current. It is further noted that sign of ¢4 needs to be reversed when active
power changes direction as the sinusoidal term in (4.5) would also change
phase by 180°.

4.3.2 Summary

The working of modified reduced indirect FCS-MPC can be summarized
as:

e Predict the states for the reduced set of insertion indices i.e. 25
options in total using (2.15).

e The option that minimizes the cost function (4.4) is selected

e Application of sorting algorithm by a local controller for capacitor
voltage balancing



The flowchart for the modified reduced indirect FCS-MPC implemen-
tation is shown in Fig. 4.5.

measured x,
LNy

X, by (2.15) by (43) or (44) |

Apply nand n,

Figure 4.5: Modified Reduced Indirect FCS-MPC flowchart

4.4 Simulation Results

The performance of the proposed strategy is validated by performing sim-
ulations on a three-phase MMC with 20 SMs per arm, as shown in Fig.



4.6, and compared with the strategies proposed in [1].The synchronization
of the system with grid is achieved by using a dg-frame phase locked loop
(PLL). The PLL is working to align the d-axis to the grid voltage vector in
steady state. All the references and measurements are sent to the proposed
MPC controller which outputs the optimal insertion index for each phase.
These insertion indices are then sent to the voltage balancing module which
determines the gating signals for the MMC.

3-phase MMC . Filter . Transformer = Utility Grid
p N T T T
vdc/2 | R e L bcc L V,
| T— Q@ Y
vdc/2 '
"""" ~ mEmm-m—————— """"J"""'s‘lI'"\I'z"""""'""'""""""""'""""""""'""""""'Q
Gating [ Signals
— a

: _miyl Sorting
i Vem,j Algorithm

................................

FCS-MPC
Controller

Figure 4.6: Control Block Diagram

The scenario used for simulation is such that at t=0s the reference values
of active and reactive power are set to 256 MW and 0 MVar , respectively
and at t = 0.5s a real power reversal command is applied by changing active
power set point to —25 MW. The weighting factors of the cost function in
(15) are set to Ay = 1, Ao = 0.3, A3 =0.016 and A4 = 0.0015. The parameters
used for simulation are summarized in Table 4.2.

............................................................

.......



Table 4.2: Simulation Parameters

Parameter Value
MMC nominal power (base power) 50 MVA
AC system nominal voltage (base voltage) | 138 kV
Short circuit ratio at PCC 5
AC source inductance (Ls) 150 mH
Nominal frequency 60 Hz
Arm inductance (L) 3 mH
Arm resistance (R) 10
Submodule capacitance (C) 14000uF
Transformer voltage rating (T) 138 kV / 30 kV
Transformer power rating 55 MVA
Transformer inductance 0.05 pu
Transformer resistance 0.01 pu
Grid side converter inductance (Lc) 5 mH
Grid side converter resistance (Rc) 0.03Q2
DC side reference voltage 60 kV
Number of SMs per arm (N) 20
Sampling time (Ts) 100us

Figure 4.7 shows the performance of all the state variables being con-
trolled by the modified reduced indirect FCS-MPC under active power re-
versal command. In Fig. 4.7(a,b) the tracking of active power and ac-
current is shown which indicates very good tracking. The circulating cur-
rent tracking is shown in Fig. 4.7(c). It can be observed that a sinusoidal
component and a small dc-component is added to circulating current under
a transient till the summation voltages are balanced. This feature is due to
the cost function proposed in (4.4). The summation of capacitor voltages
in the lower arm of phase a are depicted in Fig. 4.7(d). It can be seen
that the average value of summation voltages regulate themselves to V..
Overall it can be said that the tracking of all the state variables is very
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In Fig. 4.8 the d-axis current component of the ac-side current of the
proposed method is shown in comparison with full indirect and reduced
indirect FCS-MPC. This validates the superior dynamic performance of
proposed modified reduced indirect FCS-MPC in comparison to the reduced



Id[A]

indirect FCS-MPC in [5] and shows similar dynamic performance to full
indirect FCS-MPC.

800 . . . .
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Figure 4.8: Comparison of Results for d-axis component of ac-side current

Figure 4.9 depicts the behavior of the summation capacitor voltages if
cost function in (4.3) is used with constant reference of circulating current.
It can be seen that on the longer run the summation voltages will become
unstable as they are slowly drifting away from the reference.
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Figure 4.9: summation of the capacitor voltages in the lower arm of phase
a under cost function (4.3)

Figure 4.10 shows the overall response of the system if the equivalent
of outer loop on circulating current reference as proposed in [6] is used.
The drawback of this approach can be seen from Fig. 4.10(c,d) i.e. the
circulating current has ripples/adjustment even after the summation volt-
ages have been balanced. Therefore, the equivalent of outer loop within
the MPC framework as proposed in [6] is not correct because if an actual



outer loop would have been used then these ripples in circulating current
would vanish as soon as the summation voltages would become balanced.
The interested reader can see the results in [5] using an explicit outer loop
to note that the circulating current reference becomes constant as soon as
the summation voltages become balanced.

From the above discussion and results of summation voltages, it is clear
that the proposed new cost function is better than the techniques in [5, 6]
because it avoids the outer loop and the ripples vanish as soon as the
summation voltages become balanced.

4.5 Conclusion

In this chapter, a modified reduced indirect FCS-MPC strategy was pro-
posed for MMC with low computational complexity that achieved nearly
similar dynamic performance as full indirect FCS-MPC. In addition, a novel
cost function was proposed that eliminated the need of an outer loop or any
kind of its equivalent within MPC framework for regulation of summation
voltages. It was demonstrated that summation voltages drift slowly away
from the reference if no outer loop is used. Embedding the outer loop within
the MPC while using the conventional cost function (as in [6]) causes un-
necessary ripples in the circulating current at steady state.
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Chapter 5

Bisection and Backstepping
based Model Predictive

Control for the Modular
Multilevel Converter

In this chapter, two methods are proposed to make the selection of the in-
sertion index independent from the previous sampling instant. This feature
enables these methods to achieve nearly similar dynamic performance as
full indirect FCS-MPC' at a much lower computational burden and also re-
moves the need to have a pre-defined large step in the insertion index as in
the modified reduced FCS-MPC.

First, the bisection algorithm-based indirect FCS-MPC' is presented.
The proposed method greatly reduces the search space for reaching the op-
timal insertion index (number of submodules to be inserted) thus reducing
the computational complexity. The second method that is presented here
is based on backstepping and indirect FCS-MPC. In this method, backstep-
ping is applied as the first step of modulation control in the abc reference
frame for modular multilevel converters (MMCSs). In the second step of
both methods, reduced indirect FCS-MPC' is applied where the number of
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inserted modules is allowed to change by a mazximum of two and one from
the rounded result of the continuous outcome from bisection and backstep-
ping, respectively. Both methods offer nearly similar dynamic performance
as compared to full indirect FCS-MPC with low computational complex-
ity. The results of the proposed methodologies are validated and compared
through simulations for a 21-level MMC' in MATLAB/Simulink.

5.1 Bisection Algorithm based Indirect Finite Con-
trol Set Model Predictive Control for Modu-
lar Multilevel Converters

In this method, the bisection algorithm is employed to reduce the search
space for finding the optimum insertion index. The algorithm can be sum-
marized as:

1. Evaluate n,; = 0,n;; = N and n,; = N,n;; = 0 i.e. the extreme
on both ends

2. if ny,; = 0,my; = N gives lower cost then evaluate n, ; = N/4, ngj =
N —ny; else evaluate n, ; = N — N/4,n;; = N —ny,j

3. Then evaluate n,; = N/4+ N/8,n;; = N —n,; and n,; = N/4 —
N/8,n;j = N—ny else evaluate n, j = N—N/4—N/8,n;; = N—ny
and nyj =N —N/44+ N/8 njj =N —ny

4. if from above n,; = N/4 + N/8 gives minimum cost then evaluate
Nu; = N/4+ N/8+ N/16 and n,;j = N/4+ N/8 — N/16 with n ; =
N — Ny, 5

5. Stop this procedure when N/(2%) is <= 1 for some k, where k is an
integer

6. Finally, once the insertion index that minimizes the cost function is
found then apply reduced indirect FCS-MPC [1] with a maximum



change of two in the insertion index obtained from the bisection algo-
rithm. This is done only for the first time step within the prediction
horizon. For the following time steps, a maximum change of one is
allowed in the insertion index. Note that the bisection algorithm only
provides a very good estimate of the insertion index to reduced indi-
rect FCS-MPC method and it is not applied at each time step within
the prediction horizon.

Note that, if n,; = 0,m;; = N gives a lower cost in step 2 then the
whole region where n, ; > n;; does not need to be considered. Similarly,
if n,; = N,n;; = 0 gives a lower cost in step 2 then the region where
ny,j < n; does not need to be evaluated. This effectively reduces the
search space to half. This can be understood by keeping in mind that
ac-current tracking is the most important objective. Now, the ac-current
dynamics depend on the internal voltage of the MMC which is defined as:

% b
nlvjvld - n“?jU’U/,j
€y = 5N (5.1)

To simplify the description, it is assumed that summation voltages have no
ripple and are following a constant reference i.e., V.. Then (5.1) can be

rewritten as:

€v,j = (g = Puj)Vae 27\;"7) de (5.2)

The above expression can be zero, positive or negative depending on the
values of the insertion indices n; ; and n,, ;. Assuming the above expression
should be positive for the accurate ac-current tracking then the combination
ny; = 0,155 = N would always give a lower cost than n,; = N,n;; = 0.
Consider the worst case i.e., e, j should be +Vg./2N for accurate ac-current
tracking. Even in this case the combination n,; = 0,n;; = N would have
a lower cost than n,; = N,n;; = 0 as it is closer to the desired e, ;. It
implies that if n, ; = 0,7, ; = N gives lower cost then e, ; must be positive,
and the region n, ; > n; ; does not need to be considered and vice versa.
The flowchart of the bisection algorithm is shown in Fig. 5.1 where J is
the cost function. The option that minimizes the cost function is forwarded



to reduced indirect FCS-MPC where a maximum change of two is allowed
from the rounded-off solution of the bisection algorithm.
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Figure 5.1: Flowchart for bisection-based indirect FCS-MPC

It is noted that in the proposed method n,; = N/2 is not evaluated
on purpose as the algorithm will automatically converge to it if this is the
optimal solution. This will happen because in the last step a maximum
change of two is allowed in the insertion index. This approach significantly
reduces the search space for reaching the optimal insertion index without
compromising on the performance. The proposed approach has similar
dynamic performance as compared to full indirect FCS-MPC which will be



demonstrated by simulations later. Moreover, this approach can easily be
extended to MMCs with a large number of SMs as compared to [2] without
much increase in computational burden. For instance, for N = 100, the
number of options to be evaluated for the proposed method in the first
time step will be just 13 + 25 = 38. However, if [2] has to include even one
more option in the first time step for N = 100 then it has to evaluate 49
options in the first time step within the prediction horizon.

The cost function (4.4) used for reduced indirect FCS-MPC implemen-
tation was presented and explained in detail in the chapter 4.

5.2 Backstepping based reduced indirect FCS-MPC

5.2.1 Backstepping Design

In this work, the ac-side current i, ;, circulating current i j, summation
of upper and lower arm capacitor voltages vE j,vlzj are used as the state
variables. Then based on these state variables, the error variables for back-

stepping are given as follows:

€1 = lcirref,j — leir,j (5.3)
e = Vieref — UEJ (5.4)
e3 = Vieref — V) (5.5)
e4 = lyref,j — lu,; (5.6)

Based on the above errors, the following four Lyapunov functions (LF)
were formed for backstepping design:

‘/1 = 561 (57)
1

Vo=V + 56% (5.8)
1

Vs =Va+ €3 (5.9)



1

Before proceeding with the backstepping design, it is noted that the
reference for summation voltages is constant. Moreover, the reference for
circulating current is also constant for a fixed power. Therefore, their
derivatives would be zero in steady state. Only the reference of ac-side
current would be varying and its derivative would be non-zero.

It can be observed that the LFs are positive in (5.7-5.10). Based on
Lyapunov theory, the time-based derivative of these functions must be neg-
ative to ensure stability. Using (2.12) and (2.13) and taking derivatives of
the LF's the following expressions are obtained:

. R (nU,jUEj + ”l,jvlzj) Ve
- - bcir j : — = A1
Vi = en(Fdeing + INL or) (5-11)
Vy = 62(”“2%”4 - ”“’Jéf“”j) T (5.12)
Vs = ey~ — T 1 v (5.13)
- : (R+2Re) . MugVy; —mgvi;  2up; -
V4 = 64(Zvref,j + — ) =+ V3 (514)

L+2L, " N(L+2L.) L+2L

The LF in (5.14) includes the effect of all the LFs. Therefore, ensuring
negativity of (5.14) would guarantee that the system is indeed stable. So,
the designed controller should ensure that Vj is negative.

It is noted that there are two control inputs for each phase of the MMC
i.e. nyj and ny; for each arm. However, there is only one equation i.e.
(5.14), therefore a relation between these two controllers is required to
proceed further with the design. In [3] different control choices for these
controllers are shown. In this work, the following relation between the two
controllers is utilized.

Ny, = N — ny; (5.15)



It is noted here, that (5.15) may not result in optimal performance of
the MMC in the absence of an explicit modulator. This is because (5.15)
is the ideal case for continuous approximation of insertion indices and does
not consider the need for controlling the circulating current. Therefore, an
idea from indirect FCS-MPC is presented later to deal with this. By using
(5.15) in (5.14) and after some simplification the following expression is
achieved.

Vi=nuH+ 1y b egN(Zwd _ teingy | €4y,
4= Mg or, " M\%e T o) T Iy eL,
R. Vd . (R+2R) 2’Uf"
+ 61(flcz‘r,j - TIT) + eq(lvref,j + I+ 2LCC Wi T T 2]Lc) (5.16)
where
. el/UE’j Z.U’j icir,j 641)5:7]-
H= telsy——=)—
oNL T 9c T "¢ )T N(L +2Ly)
P . . P
€10 —luyg  leiryg e4v;’;
- = — == =) — : A7
ot @5 e T Ngery O

So, now the control law n,, ; that will guarantee system stability and neg-
ative time derivative of the LF is selected as:

n i(_@ _ N( _ivvj o 7:07;7‘7]') o 64/0[2,:]'
u,j H 2L 2C C L+2L,
R. Vdc - (R + QRC) 2vf,j
61(L'lc7,'r,] 2L) 64(21)746.}“7] + L—|—2LC v,j A 2LC)

The above control law will give the following expression:
Vi = —cle% — 6265 — 03652)) — 646?1 (5.19)

Therefore, to ensure that (5.19) is negative all the coefficients ¢; must be
positive. These coefficients can also impact the control design. In this work,



no specific criteria is used to determine them. However, it was noted that by
increasing the values of these coefficients (up to a certain limit) the errors
were reduced. In this paper, all coefficients are kept equal to a value of 250
as increasing beyond this value resulted in an increase in the errors. It is also
noted that if the expression for H results in a very small number then there
is a possibility of using excessively large control inputs. On analyzing H, it
is noted that only e4 terms will have a significant contribution. Therefore,
whenever the absolute value of e4 is small, its absolute value is increased by
1 or -1 depending on the sign of e4, to avoid excessively large input values.
It is also worth mentioning here that the above design can be simplified
further by only considering e; and e4 and setting e, e3 equal to zero. This
can be seen from (2.12) where the summation voltages are depending on the
other two state variables and control input. Therefore, if the other two state
variables are well regulated then summation voltages should automatically
regulate themselves. The same is done in this work. This simplifies (5.18)
significantly. However, this requires the use of a modified cost function as
presented in the previous chapter to ensure regulation of the average of
summation voltages or the use of an outer loop or its equivalent within
MPC.

The controllers returned by the above design would be continuous. How-
ever, the voltage levels of the MMC can only be discrete without an explicit
modulator. Therefore, the above solutions are rounded off to the nearest
integer. Then (5.15) can be utilized to find the other controller. How-
ever, as previously mentioned, (5.15) will not necessarily result in optimal
performance. Thus, the idea from indirect FCS-MPC is utilized.

5.2.2 Reduced Indirect FCS-MPC Stage

Again the cost function (4.4) is used. However, as opposed to the bisec-
tion algorithm, the maximum change in the rounded-off insertion index ob-
tained from the backstepping stage is set to one instead of two. Therefore,
this approach just has to consider 9 options for the FCS-MPC stage and
results in nearly similar dynamic performance as full indirect FCS-MPC.
The flowchart of the overall proposed approach is shown in Fig. 5.2.
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Figure 5.2: Flowchart for backstepping based indirect FCS-MPC

5.3 Discussion and Comparison of the Strategies

The computational requirement comparison between the different FCS-
MPC strategies is shown in Table 5.1. It can be observed that the least
number of control options evaluated are for reduced indirect FCS-MPC and
backstepping-based indirect FCS-MPC. However, the added advantage of
backstepping-based indirect FCS-MPC strategy is that it provides nearly
similar dynamic performance as full indirect FCS-MPC while reduced in-
direct FCS-MPC has a sluggish dynamic response. Then the modified re-



duced indirect FCS-MPC strategy has a low number of computations which
are nearly similar to bisection-based indirect FCS-MPC. The advantage of
the bisection-based method is that its number of computations increases
slowly as compared to modified reduced indirect FCS-MPC with the in-
crease in the number of SMs of MMC.

Table 5.1: Number of possible control options for different FCS-MPC
strategies (p=3, 20 SMs/arm)

Methodology (N=20) No. of Cosir;)l Options
Full Indirect FCS-MPC 85,766,121
Reduced Indirect FCS-MPC 729

Modified Reduced Indirect FCS-MPC 2025
Bisection based Indirect FCS-MPC 2592
Backstepping based Indirect FCS-MPC 729

Note that the calculation of backstepping control input is insignificant
compared to the evaluation of a control option for indirect FCS-MPC. How-
ever, to provide some details the comparison in terms of the total number
of floating point operations (FLOPS) is made. The total number of FLOPS
required for the backstepping based method is 1413 whereas the FLOPS
for just implementing the reduced indirect FCS-MPC method is 1242. In
terms of elapsed time, the backstepping method takes 3.5 ms and the re-
duced indirect FCS-MPC method takes 3.4 ms. It is noted that both these
comparisons are made for a prediction horizon of 1 and the elapsed time
was calculated using MATLAB R2019b on Intel® Core i7, 3.20 GHz, with
16 GB RAM



5.4 Simulation Results

Similar scenarios and simulation parameters as in the previous chapter are
used. Figs. 5.3 and 5.4 show the overall performance of bisection and
backstepping based indirect FCS-MPC respectively. It can be observed
that all the state variables are being tracked very well.
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Figure 5.3: Bisection-based indirect FCS-MPC: (a) real power, (b) phase-a
current, (c¢) phase-a circulating current, (d) summation of the capacitor
voltages in the lower arm of phase a,
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Figure 5.4: Backstepping based indirect FCS-MPC: (a) real power, (b)
phase-a current, (c) phase-a circulating current, (d) summation of the ca-
pacitor voltages in the lower arm of phase a,

Figure 5.5 shows that the dynamic response of both backstepping and
bisection-based indirect FCS-MPC strategies is nearly similar to the full
indirect FCS-MPC strategy. It appears that the bisection method has a
slightly better dynamic response than the backstepping method. This is due
to the coefficients ¢;. A different selection of ¢;s improves the performance
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of the backstepping method which is shown in Fig. 5.6.
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Figure 5.5: Comparison of Results for d-axis component of ac-side current
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5.5 Conclusion

In this chapter, two methods based on reduced indirect FCS-MPC using
a bisection algorithm and backstepping were presented. Both methods
make the selection of the insertion index independent from the previous
sampling instant. This independence resulted in a nearly similar dynamic
performance as a full indirect FCS-MPC strategy with low computational



complexity. In addition, both methods can be easily extended for MMCs
with a high number of SMs without much increase in computational com-
plexity.
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Chapter 6

Active Set Method based
Modulated Model Predictive
Control for Modular
Multilevel Converters

The computational complexity of finite control set model predictive con-
trol (FCS-MPC) for modular multilevel converters (MMCs) is dependent
on the number of submodules (SMs) per arm. Moreover, the steady-state
performance of FCS-MPC is slightly degraded due to the absence of a mod-
ulator. In this chapter, a modulated model predictive control based on the
enumeration of all active sets is proposed. A per-phase model of MMC is
considered, therefore the valid active sets are just nine irrespective of the
number of SMs. The proposed method offers better steady-state and dy-
namic performance as compared to full indirect FCS-MPC with much lower
computational complexity and is independent of the number of SMs. The
steady-state and dynamic response of the proposed method is verified by both
simulations and experiments.
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6.1 Introduction

The FCS-MPC techniques suffer from degraded steady-state performance
due to their discrete nature and the absence of modulator. In addition, their
computational complexity is dependent on the number of SMs. In order to
address both of these issues, continuous control set model predictive control
(CCS-MPC) can be used. However, many of the methods based on CCS-
MPC rely on linearization of the MMC model [1,3] in order to make the real-
time application simple. Unfortunately, linearization leads to errors. The
real-time application of the methods based on non-linear model predictive
control [2,4] is complicated due to high computational complexity resulting
from a non-convex optimization problem and very short sampling times.

The steady-state performance of indirect FCS-MPC methods has been
improved by developing modulated MPC methods [5,6]. In these methods,
the two or three voltage levels that minimize a pre-defined cost function
are first identified and then duty cycles are calculated for each voltage
level. However, in the aforementioned methods circulating current control
is not very good, due to the limitation of the duty cycle of the selected
voltage levels. Although these methods improve the steady-state response,
the computational complexity is still dependent on the number of SMs.

Another method based on modulated MPC having computational com-
plexity independent of the number of SMs was proposed by Wang et al. [7].
This method first determines two voltage levels to control the ac-current
and circulating current at the same time but without evaluating all voltage
levels. Then it determines the arm voltage modulation references.

In order to address both issues i.e., steady-state performance and com-
putational complexity, a modulated model predictive control is applied us-
ing the active set method which is widely used in non-linear optimization
problems. This work considers a per-phase model of MMC and therefore,
the total number of valid active sets is just nine. The conditions for these
nine cases are solved offline and equations are formed for each case. The
case which satisfies the KKT conditions online is then used to implement
the modulated MPC. The proposed method’s computational complexity
is independent of the number of SMs and it also offers a better steady-



state response due to the presence of a modulator. It is noted that the
active set method always results in an optimal solution and respects the
constraints. Thus, both the steady-state and dynamic performance of the
proposed method outperforms full indirect FCS-MPC.

It is worth mentioning here that there are some methods based on active
set enumeration [8,9] but they are for a three-phase model of MMC. Hence,
they still have high computational complexity.

6.2 Problem Formulation

The minimization of the cost function (4.4) subject to the model (2.15)
and constraints on the insertion index for the upper and lower arm can be
expressed as:

min Jj

2
st w1 = Az + Z(Bmuz) +d (6.1)
i=1

OS'LLlSN
0<us <N

where u = [u; ]! = [T, nlJ]T, By = [lek ngk] and defini-
tions of A, By, Ba,d can be found in (2.15).

From (6.1), it is observed that each input is bounded below from 0 and
bounded above by N. The upper arm input can have the following three
cases:

e Upper bound is active constraint (denoted by UB, ;)
e Lower bound is active constraint (denoted by LB, ;)

e Both upper and lower bounds are inactive constraints (denoted by



Similarly, the input for the lower arm can have the above three cases.
Therefore, the total number of active sets would be nine for each phase.
The list of active sets is as follows:

1. NB,;,NBy;
2. UB,;,UB,;
3. UB,;,LB,;
4. UB, ;,NB ;
5. LB, ;UB,;
6. LB, ;,LB,;
7. LB, ;,NDBy;
8. NB,;,UB;

9. NB,;,LBy;
Before the formulation of the Lagrangian function, it is clarified that
the equality constraints (the model equations (2.15)) have been substituted

into the cost function (4.4). Let the resulting cost function be denoted by
Jsj. Then the optimization problem can be rewritten as:

min J ;
u
0<u <N (6.2)
0<us <N

Now, the Lagrangian can be formulated as follows:
Lj=Jsj—qnu+q(nu — N) —gsng + qa(n — N) (6.3)

where ¢; are Lagrange multipliers. In the proposed method, all the ac-
tive sets are evaluated and the active set which satisfies the KKT condition



is then used to implement modulated MPC. The KKT conditions are given
as follows:

oL

ony, =0

oL

o "

01(0—ny) =0 (6.4)
g2(ny — N) =0

q3(0—mny) =0

qa(ni—N) =0

0<u<N,g =0

Now, the conditions in (6.4) can be set up and solved for the unknown
variables for each case. It is noted that the prediction horizon is one. The
explicit expressions for n, ; and n, ; and Lagrange multipliers for each case
are provided below:

6.2.1 Case 1l (q1 =2 =(3 = Q4 = 0)

B A1By — AsBs

Ny,j = (BlB4 “B,B, (6.5a)
o A1Bs — Ay By

TLZJ = — <3233 — 3134) (6.5b)

6.2.2 Case2 (n,=nm=N, ¢ =q=0)

Ay + Ay + (By + B+ Bs + By)N
g =— 5 U (6.6a)
_Al—A2+(Bl+BQ—Bg—B4)NUE

9 l,j

q = (6.6b)



6.2.3 Case3 (ny,=N,n =0, ¢ =q=0)

A+ A+ (Bi+By)N

qo = 2 Uu,j (67&)
A — A By — B3)N
= A +; 1 — B3) o, (6.7b)
6.2.4 Case4d (n,=N, ¢ =q=qs=0)
Ay — Ay + (B1 — B3)N
ny; = — 1 2BQ E é4 3) (683)
g2 = —(A1+ B1N + B2nl7j)7}§j (6.8b)
6.2.5 Caseb5 (n,=0,m =N, g =q=0)
A A B By)N
o= 1+ A +é 2 + By) UE,j (6.9a)
A —A By — By)N
@p=——"" +; 2= B UL (6.9)
6.2.6 Case6 (n,=n =0, ¢p=q=0)
A+ A
@ ! 5 20, (6.10a)
A —A
a5 =gy (6.10D)
6.2.7 Case7 (n,=0, @=@g=q=0)
Al — A
= 6.11a
l,j 32 — B4 ( )

q1 = (Al + BQTL[J)’UEJ (Gllb)



6.28 Case8 (m=N, ¢g=¢=qg=0)

A1+ Ay + (B + BN

;= 12
nuv] Bl +B3 (6 a‘)
qqs = (A2 + B3nu’j + B4N)Ulz7:j (6.12b)
6.29 Case9 (=0, ¢1=¢=qs=0)
A+ A
Nu,j = _31TB§ (6.13a)
g3 = (A1 + Binyj)vp; (6.13b)

where
Ag = (g U+ 1) — i () + T 23R 5 (k) — BT ) o 2L
B3 = (icir,ref(k + 1) — icirj (k) + %icir,]'(k) - VécLTS) Aﬁf%
O =X (2Waeres = 07 0u (k) = 0 00 (K)) 2Hiz
D = A4 (0 009 (B) = U5 0y (F))

272
E= yaery
_ 2012
P =55

Ay = 2B3 + 20, + DTy, (k)
Ay = —2A3 — 2DTyicir (k)

By = P ) DOTE (—iny(k) | ey (k)
1= 7NL vy (k) 2C C

Foli(k) | DCT? (iug(k) | ieiny(k))?
By = —xr v (k) \ 720 Ao

By = 2Ev3’j(k) _ DOTZ [ —iv,; (k) + feir,j (k) 2
37 N(Z+2Le) — v (k) 2C C

B, — —2Bv; (k)  DCT2 (g (k) 4 feirg (k) 2
47 N(I+2L) ~ W5 (k) \ 20 C

The equation for each case can be evaluated with measurement data
when the system is running. Then the equation among these nine cases that



satisfy KKT conditions is used for the modulation stage. It is to be noted
here that the solution obtained from the above process will be continuous
and therefore a PWM stage is required. In this case, SM unified pulse
width modulation (SUPWM) is utilized where PWM is only applied to one
SM in each arm. As a result, of this PWM stage, the steady-state response
of the proposed method is better than finite control set MPC methods for
MMCs.

It is further noted here that the evaluation of all the nine cases is the
worst case scenario i.e. if any case satisfies the KKT conditions, then it
is the optimal solution and then there is no need to evaluate the other
cases. In the author’s opinion mostly just one case is evaluated during
normal/steady-state operation i.e. case 1 which corresponds to the uncon-
strained solution. During a transient, more cases are evaluated and the
case satisfying KKT conditions is then used for the modulation stage. It
is further noted that the optimal solution is guaranteed by the proposed
method and the computational complexity is independent of the number of
SMs.

6.2.10 Summary

The overall strategy is summarized as below:
e Evaluation of all the active set cases for KKT conditions (6.4)
e Selection of the case which satisfies KKT condition

e Perform modulation and capacitor voltage balancing task based on
SUPWM and sorting algorithm

6.3 Simulation Results

Similar scenarios and simulation parameters as in the previous chapter are
used. Fig. 6.1 show the overall performance of the proposed method. It
can be observed that all the state variables are being tracked very well.
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Figure 6.1: Active Set Method based Modulated Model Predictive Control:
(a) real power, (b) phase-a current, (c) phase-a circulating current, (d)
summation of the capacitor voltages in the lower arm of phase a,

Figure 6.2 shows the dynamic response of the active set method in
comparison with full indirect FCS-MPC strategy and unconstrained satu-
rated solution i.e., Case 1 saturated to either N (when higher than N) or
0 (when less than 0) whenever it violates the constraints. It can be ob-
served that active set method overlaps full-indirect FCS-MPC. However,



the unconstrained saturated solution is slightly slower. This shows that
the unconstrained saturated solution is not optimal during the transients.
Moreover, there is no guarantee of optimal solution with unconstrained
saturated solution and it may lead to undesirable operating points in some
other application.
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Figure 6.2: Comparison of Results for d-axis component of ac-side current

The THDs are already very low for both full-indirect FCS-MPC and
active set methods. Still, the active set method offers better THD because
PWM is applied to one SM. The THD for the active set and full-indirect
FCS-MPC are 0.38% and 0.61% respectively as shown in Fig. 6.3 & 6.4.
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6.4 Conclusion

A method based on an exhaustive enumeration of the active set was pre-
sented for the per-phase model of MMC. The proposed method made the
computational complexity independent of the number of SMs, and can
therefore be applied to MMCs with any number of SMs. The method
presented offered better steady-state and similar dynamic performance as
compared to full indirect FCS-MPC at a much lower computational burden.
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Chapter 7

Circulating Current
Reference Based on Average
and Instantaneous
Information of Summation
Voltages

In this chapter, first it is analytically shown that model predictive control
(MPC) with the conventional cost function for modular multilevel convert-
ers without an outer loop or additional control over circulating current ref-
erence results in a marginally stable system. Note that this marginal sta-
bility is shown by using the results of a previous work. As a result, long
term stability of summation voltages cannot be guaranteed. Then a proper
circulating current reference based on the average and instantaneous infor-
mation of summation voltages is proposed to ensure summation voltages
stability. The proposed method does not require an explicit outer loop, nor
knowledge of amplitude and phase angle of the ac current. Finally, this
reference is used in the conventional cost function to show that summation
voltages are regqulated by the proposed circulating current reference. The
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steady-state and dynamic response is verified by simulations.

7.1 Introduction

This work identifies an issue in the indirect FCS-MPC strategies. The cost
function in many of the indirect FCS-MPC strategies just include ac-current
and circulating current tracking as objectives [1-7] with constant circulating
current reference. As shown in earlier chapters, with constant circulating
current reference these methods cannot ensure long term stability of sum-
mation voltages. Now, this will be shown analytically in this chapter. It is
noted that there are some other works with the same cost function but with
an outer loop on circulating current reference [8-11]. These works regulate
the summation voltages accurately but have the disadvantage of using an
outer loop where the phase information of each phase is required.

It is further noted that there are also works based on indirect FCS-MPC
which include summation voltages or the energy of each arm as objectives
in the cost function [12-15]. These terms are based on instantaneous sum-
mation voltages/energy whereas their reference is set as average summation
voltages/energy. Therefore, these works need a very long prediction hori-
zon. It would have to be long enough to cover a significant fraction of the
slow time constants i.e., the slow dynamics of the summation voltages. As-
suming a 50Hz grid, a horizon of 5 to 10ms might be required. However, the
techniques based on indirect FCS-MPC for MMC have a very high compu-
tational complexity and cannot be extended easily for such long prediction
horizons. It was earlier shown in Fig. 4.9 that these cost functions with a
shorter horizon cannot ensure stability of summation voltages.

In this chapter, a method to determine the circulating current reference
without an explicit outer loop is proposed. The reference is determined
from average and instantaneous information of summation voltages and
does not require the phase information of ac-current in each phase. This
reference is used with conventional cost function of indirect FCS-MPC and
it is shown that all the states of MMC are well regulated.



7.2 Proposed Approach

7.2.1 Analytical Proof of Marginal Stability when using the
Conventional Cost Function with indirect FCS-MPC
for MMC

The conventional cost function under consideration can be given as follows:
Ji = M (iyjref(k+ 1) =iy j(k + 1)) + Xaligirrer — deiri(k+1))%  (7.1)

Ignoring the constraints of the MMC, it is clear that the unconstrained
minimum of (7.1) is 0. This can only happen if:

ivjref(k+1) —iv(k+1)
icir,ref - Z.cir,j(k + 1)

(7.2a)

=0
=0 (7.2b)

Solving (7.2) using discrete model of the MMC in (2.15) results in the
following expression of the controllers:

H,y

Ny = 50T (7.3a)
Hy

L 4 7.3b
nlv] QUZZ ( )

where
Hy = Dy + Ds (7.4a)

and
L+2L.)N . . .

Dy = EF2LIN bt 1) — iu () + iu (k) (R + 2RN — 20N (7.5)
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The controllers (7.3) would lead to a marginal stable system. This can
be understood by substituting (7.3) into (2.15). As a result, summation
voltages would completely disappear from the dynamics of the ac-current
and circulating current as they will be cancelled by the denominator of the
controllers [16]. Although marginal stability is claimed in [16,17], no for-
mal proof has been given. However, observations from simulations verify
the claim of marginal stability of summation voltages. Therefore, an open
loop control approach (based on estimated summation voltages instead of
measured) or a closed loop approach based on an outer loop for the circu-

lating current reference are required to achieve asymptotic stability [17].

7.3 Proposed Circulating Current Reference

It is well known that it is the circulating current that acts as a driving
agent to regulate the summation voltages to their reference [16]. There are
two control goals with respect to summation voltages i.e., first being the
regulation of leg voltage in each phase to 2V, on average and second being
the regulation of average arm voltage difference in each phase to 0.

The first objective can be met by adding a dc-component into the
circulating current reference, while the second objective can be met by
adding a fundamental frequency component to the circulating current ref-
erence [18,19]. Therefore, these two components must be added to the
otherwise constant circulating current reference i.e. I4./3 which is respon-
sible for power transfer between the ac and dc side of the converter.

This is achieved as follows in the proposed work:

Idc
. _ b by b b ,
leirref.j = = + @1 (2Vae — Vu,avg,j — ”l,avg,j) + 2 (”u,avg,j - “l,avg,j) AW

3
(7.7)
where ¢}s are the weighting factors/gains for the two objectives and
AWj is the instantaneous energy difference between the upper and lower
arm of phase j and is given as:
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The second term in (7.7) adds the dc component whereas the third term
adds the ac-component which will be explained later. For the following
discussion it is important to keep in mind that (7.1) will be used as a
cost function later in the MPC stage. Now, coming to the second term
of (7.7) it can be seen that if the total leg voltage is less than 2V, then
the cost function would only decrease if the circulating current increases.
This increase will result in more charging of the capacitors thus increasing
the average summation voltages as required. Similarly, if the total leg
voltage is higher than 2V, then the cost function would only decrease if
the circulating current decreases.

To explain the third term, the following representation of arm energy
difference is considered.

% = (nj\}j Vi n]l\}J UEj) Z;’J + (n;\}] Vi~ %] “lz,j) icirj  (7.9)

In this expression, it is easy to see that the first term would be predom-
inantly sinusoidal at the fundamental frequency. This is because the sum
of voltages of both arms would be close to 2V, i.e., a constant, if the sec-
ond harmonic component is ignored and 4, ; has a fundamental frequency
sinusoidal component. The second term would also be predominantly si-
nusoidal because the voltage difference of the two arms is sinusoidal at the
fundamental frequency, while 7. ; would be close to a dc component in
normal operation. Therefore, (7.9) would be a predominantly sinusoidal
signal unless the first and second term cancel each other perfectly. This
implies that the integral i.e. W would be a sinusoidal signal. With this
in mind, it is easy to see that the last term in (7.9) becomes a sinusoidal
term if vi javg ’UEj’ avg 18 10t equal to zero. Therefore, this term adds the
required ac-component in circulating current reference. It is further noted
that the sign of g4 needs to be reversed when active power changes direction
as the sinusoidal term in (7.9) would also change phase by 180°.



It is noted that the added sinusoidal component should be in phase
with the corresponding phase. This can be achieved by delaying (7.8) by
90 degrees as the voltages in the arms would lead the currents by 90 degrees
due to the inductor.

It should be added that the second and third terms in (7.7) would only
act when the summation voltages are not regulated to Vy.. Finally, it is
noted that the modified reduced indirect FCS-MPC method is used for
verification.

7.3.1 Summary

The overall strategy is summarized as below:

e One step ahead prediction with delay compensation using the modi-
fied reduced indirect FCS-MPC method i.e., for only 25 control op-
tions at the initial time step, followed by nine control options at next
time steps using (2.15). This makes the total control options for a
prediction horizon (denoted by p) = 25 - (3)2(°—1)

e The correct reference determination for circulating current using (7.7)

e Selection of insertion indices which minimize the cost function (7.1) ,
with circiulationg current reference as specified above.

e Perform capacitor voltage balancing task based on some sorting algo-
rithm and the selected insertion indices.

7.4 Simulation Results

The same scenario and simulation parameters are used as in chapters Chap-
ters 4,5,6. Figure 7.1 shows that the steady-state and dynamic performance
of the active power and ac-current tracking is very good. In Fig. 7.2 circu-
lating current tracking along with summation voltages is shown. It is noted
here that due to the proposed reference, the circulating current adjusts it-
self whenever the summation voltages are not balanced. For example, the



sinusoidal component in circulating current is clearly visible at the tran-
sient and as soon as summation voltages balance themselves this component
vanishes completely. It can also be observed that the average of the sum-
mation voltages of each arm is at their reference. Thus the total leg voltage
is regulated to 2V, on average and arm voltage difference is regulated to
zero on average. This is in contrast to Fig. 4.9 where the constant circu-
lating current reference was used with conventional quadratic cost function
and without any outerloop. It can be seen in Fig. 4.9 that the summation
voltages are diverging away from the reference. The dynamic response of
the summation voltages can be further improved by increasing ¢o in (7.7).
However, this will result in an increased ripple in circulating current during
the transient.
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Figure 7.1: Proposed Method: (a) real power, (b) phase-a current,
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Figure 7.2: Proposed Method: (a) phase-a circulating current, (b) summa-
tion of the capacitor voltages in the lower arm of phase a, and (c) summa-
tion of the capacitor voltages in the upper arm of phase a



7.5 Conclusion

In this work, it is shown that a proper reference for the circulating current is
required when using conventional cost function (7.2) (without any outer PI
loop) with predictive control techniques to ensure regulation of summation
voltages. A constant circulating current reference leads to a marginally
stable system and leads to summation voltages that slowly diverge away
from their reference. Therefore, a new reference for circulating current
based on instantaneous and average summation voltages was proposed that
regulates the average summation voltages to their reference without the
need of outer loop.
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Chapter 8

Nonlinear Model Predictive
Control of Modular
Multilevel Converters

In this chapter, non-linear model predictive control (NMPC) without an ex-
plicit modulator is presented for modular multilevel converters (MMCs). To
avoid the modulator, two strategies are presented to handle the continuous
solution of NMPC. In the first strategy, the number of submodules (SMs)
to be inserted for each arm is obtained by rounding the continuous solution
for the insertion index from the NMPC' to the nearest integer value. In
the second strategy, the optimal solution obtained from the NMPC is fur-
ther evaluated by rounding it up and down for both arms. This leads to
evaluating the cost function (same as NMPC stage cost) for four discrete
cases, independently from the number of SMs per arm. This evaluation
is conducted only for the initial time step within the prediction horizon.
Then the solution that minimizes the cost function is applied to the MMC.
It is demonstrated that both strategies offer almost identical dynamic and
steady-state results as full indirect FCS-MPC.
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8.1 Introduction

Contrary to FCS-MPC based methods, the computational complexity of
continuous control set model predictive control (CCS-MPC) is independent
of the number of SMs and can be easily extended for longer prediction
horizons. Previous works based on CCS-MPC for MMC [1-3] are mostly
based on the linearized model of MMC and use explicit PWM modulators.

In this paper, a non-linear model predictive control (NMPC) is proposed
for the MMC with delay compensation. To avoid the explicit modulator,
two strategies have been proposed to deal with the continuous solution of
NMPC. In the first strategy, the solution from NMPC is simply rounded off
and sent to the balancing algorithm. In the second strategy, the solution
obtained is tested by rounding it down and rounding it up for both the
upper and lower arms. The second strategy requires only four simulations
per time step, independently of the number of SMs/arm. Both strategies
offer similar steady-state and dynamic performance as compared to full-
indirect FCS-MPC.

8.2 Proposed Approach

8.2.1 Problem Formulation

The references for all the state variables are the same as presented in Section
4.1.1 and the cost function used for this work is (4.4)
The constraints on the inputs of the system are linear and given as:

0§U1SN

0<us <N
up +ug < N +2
UL +ugy >N —2

where N is the total number of SMs in each arm of the MMC. The
first two constraints are physical constraints i.e., the number of inserted
modules per arm cannot be negative and cannot be more than the total



number of SMs in that arm. The other two constraints ensure that the total
number of switched-on modules is not too far from N because in normal
operation the total number of voltage levels should be near V. Note that
the reference of summation voltages is fixed to Vy. for this work. If the
reference is not fixed then constraints three and four need to be modified.
Moreover, in addition to the constraints defined above, linear constraints
can also be imposed on state variables.
The optimization problem can then be written as:

P
min E Jj
u
n=1

2
st. @(t) = Ax(t) + > _(Bius) + d(t)
i=1 (8.1)
0<u <N
0<us <N

up +ug <N +2
up +ug >N —2

where the model in (2.14) is discretized by the Runge-Kutta 4 method,
p is the prediction horizon, and the control horizon is kept equal to the
prediction horizon.

With the above problem, NMPC is applied using CasADi in MATLAB
to get the continuous optimal solution. In order to avoid the modulator,
two strategies are presented to deal with the continuous solution of the
NMPC. In the first strategy (Case I), this solution is simply rounded off
to the nearest integer and is sent to the voltage balancing module. In the
second strategy (Case II), the solution obtained from NMPC for both arms
is rounded up and rounded down. This leads to evaluating the cost function
(4.4) for four discrete cases, independently from the number of SMs per arm.
It is noted here that the rounding operations are only performed for the
solution in the first step of the prediction horizon.

Case I can be summarized as:



1. Continuous-valued optimal insertion index based on the minimization
of the cost function (4.4) is obtained by NMPC

2. Round off the solution to the nearest integer from step 1

3. Perform capacitor voltage balancing using the sorting algorithm

Case II can be summarized as:

1. Continuous optimal insertion index based on the minimization of the
cost function (4.4) is obtained by NMPC

2. Round up and down the solution from 1

3. Select the insertion index from 2 that minimizes the cost function
(4.4)

4. Perform capacitor voltage balancing in voltage balancing module

8.3 Simulation Results

Similar scenarios and simulation parameters as in the previous chapter are
used. Figures 8.1 & 8.2 shows the overall response for all states using Case
I and II respectively. It can be observed that both methods offer almost
identical performance.

The dynamic response comparison of both methods to full indirect FCS-
MPC is shown in Fig. 8.3 which shows that both methods result in identical
dynamic performance as full indirect FCS-MPC.
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Figure 8.1: Proposed Method-Case I: (a) real power, (b) phase-a current,
(c) phase-a circulating current, (d) summation of the capacitor voltages in
the lower arm of phase a,
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8.3.1 Computational Requirements Discussion

Simulations

The simulations were made using MATLAB R2019b on Intel® Core i7,
3.20 GHz, with 16 GB RAM. The time taken by full indirect FCS-MPC
and NMPC for a one-time step for 18SMs/arm and a prediction horizon



p = 2 are on average 0.9321 and 0.5401 seconds respectively. It can be
observed that the time taken by FCS-MPC is almost twice that of NMPC
in this scenario. Therefore, for longer prediction horizons, NMPC should be
the automatic choice. However, for p = 1 full indirect FCS-MPC (0.0185s
) is faster as compared to NMPC (0.4997s). Therefore, due to the bilinear
model and short sampling time, the computational complexity of NMPC
for MMC is high thus complicating its real-time application. It is expected
that with ongoing research the computational complexity of NMPC will be
reduced in the near future.

Dedicated Hardware Platform

The time taken by both FCS-MPC and NMPC is expected to be much
shorter with efficient implementation on a dedicated real-time platform
(without much of the overhead of the operating system on a general-purpose
computer). Although the experimental results are discussed in the next
chapter, some computational loading is discussed here.

It is noted that for the experiments the loading on the system includes
both the loading by the conventional PI control and by the MPC methods.
The following summarizes how much the system was loaded with a Ty =
100ps.

Table 8.1: System Loading Comparison

Methodology System Loading
Conventional PI based Control 52%
PI + Modified Reduced indirect FCS-MPC 1%
PI + Nonlinear Model Predictive Control 128%

The comparison in Table 8.1 shows that the conventional PI-based con-
trol implementation requires around 52us for one time step, whereas mod-
ified reduced indirect FCS-MPC (MRI-FCS-MPC) requires an additional
19ps and nonlinear model predictive control (NMPC) requires an additional



T6us as compared to Pl-based control. This means that if implemented
alone then MRI-FCS-MPC and NMPC would require 19us and 76us for
one time step (horizon 1). However, NMPC experiments could not be im-
plemented in the lab with Ty, = 100us as PI based control was required for
start up.

8.4 Conclusion

In this work, an NMPC strategy without an explicit modulator is proposed
for MMC. Two methods were presented to deal with the continuous solution
of NMPC. It was shown that it is enough to simply round off the solution
from NMPC to avoid the explicit modulator. The NMPC problem was
formulated and solved using CasADi in MATLAB with a per-phase cost
function and linear constraints. Simulations demonstrate that the proposed
method gives similar performance as full indirect FCS-MPC. Moreover, as
compared to indirect FCS-MPC techniques the proposed method can easily
be extended for longer prediction horizons. It should be noted, though,
that a longer prediction horizon will require longer calculation times also
for NMPC. However, for NMPC this increase can be expected to be much
less than for full indirect FCS-MPC.
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Chapter 9

Experimental Verification

In this chapter, the necessary modifications in the proposed methods for
experimental verification will be presented. The modifications include de-
lay compensation i.e. forward and feedback delays. In total, a delay of
67 is compensated. In the existing literature, only a computational (for-
ward) delay of 1T is considered. The extended delay compensation leads
to a problem in ac-side voltage prediction. This problem is detailed and as
a remedy for that, a very simple method for grid voltage estimation or a
virtual ac side voltage approach is proposed as an alternative to using mea-
sured ac-side voltage. The steady-state and dynamic response is verified
and compared with PI-based control both by simulations and in laboratory
setup using an MMC with 18 half-bridge sub-modules per arm.

9.1 Introduction

The methods proposed in previous chapters addressed different issues, how-
ever only simulation results were presented and no practical delays were
considered.

The existing papers in the literature consider only a computational delay
of one sampling instant and handle it by finding the state variables at k+ 2
instant instead of £ + 1 [1]. However, a solution closer to reality should
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consider both the forward (control) delay and the feedback (measurement)
delay. The forward delay compromises two delays i.e., the delay from the
central controller to arm level control and the delay from arm level control
to module level modulation output.

In this chapter, the works presented in earlier chapters are extended
by incorporating actual experimental time delays and compensating for
them. A total time delay of 675 is compensated. The performance is
evaluated both by simulations and experiments. The cost function adopted
is given in (4.4). In addition, a problem with ac-side voltage prediction was
encountered when considering such a large time delay compensation. This
issue is also presented and as a remedy for that, a very simple method for
grid voltage estimation or a virtual ac side voltage approach is proposed.

9.2 Proposed Method

9.2.1 Delay Compensation

As already mentioned, the existing papers on time delay compensation for
FCS-MPC only compensate for a time delay of one sampling instant i.e.
the computational time delay. However, in the actual experimental setup,
there are other delays that need to be considered as well. In this work,
all such time delays are considered and compensated for. The total delay
compensated in this paper is 675. The details of each delay are discussed
later in the hardware setup section.

The delay compensation method is similar to as detailed in [2]. However,
due to a longer time delay, it is modified as follows:

e measurement received x(k-1)

e application of u(k-6) to find x(k)

e application of u(k-5) to find x(k+1)
e application of u(k-4) to find x(k+2)
e application of u(k-3) to find x(k+3)



application of u(k-2) to find x(k+4)

application of u(k-1) to find x(k+5)

prediction of states x(k—+6) using any one of the proposed methods

evaluation of cost function for each insertion index

e selection of insertion index that minimizes the cost function

9.2.2 Problem with Prediction of AC-side Voltage

Before explaining the prediction problem associated with ac-side voltage, it
is important to highlight that in practice the MMC is mostly connected in
a three-phase three-wire system. Therefore, zero sequence voltage cannot
cause zero sequence current. However, the model in (2.14) was derived for
a three-phase four-wire system. As a result, zero sequence current would
appear. Hence, zero sequence voltage compensation is required. It is noted
that zero sequence voltage compensation is only required for the delay com-
pensation part i.e., for the actual execution of MPC per-phase model given
by (14) will be used. The detailed derivation for this compensated term
can be found in [3]. The modified ac-current dynamics after compensation
can be given as:

div,jcomp _ i,

i dp Ve (0-1)
where
1 c
Veomp = M(; Ey) (9.2)
and
E,;= nlJleJ — nquEJ (9.3)

Coming back to the problem with the prediction of ac-side voltage, it is
noted that to reach z(k + 6), the prediction model of ac-side voltage v is
also required. A simple sinusoidal model cannot be used for predicting v in



the presence of grid/ac-side impedance. This is due to the discrete nature of
MPC that results in an instantaneous step in vy whenever the total number
of inserted SMs will change. It is noted here that this problem does not
appear with the existing MPC techniques in literature because they only
consider delay compensation of 17;. Therefore, ignoring a single step in
vy does not have a significant effect on the performance of the system.
However, because the actual real system delay is longer (in this case 67%)
so there would be a step in vy for each compensation (six times) and the
sinusoidal model would fail to accurately predict v six steps ahead.

To understand this better, it is first assumed that there is no transformer
between the grid and MMC. It is noted here that L. is the equivalent grid
inductance and the measured ac voltage is v; ; as indicated in Fig. 2.1 for
this simplified case. The MMC output voltage can be written as:

oy = By Dding (Sia Bos) | Mg ~ Mgy
Jo2 T dt 6N 2N

For the purpose of simplification, the internal voltage of MMC (last
term in above equation) is denoted by e, ;. After some simplification and
using e, j, (9.4) can be rewritten as:

Vy s = EZ . £ divaj _ (Z?:a e’U,i)
BT g gt 3
Now, the instantaneous change in MMC output voltage under the change

in insertion index using (9.5) can be expressed as:

L\ Adi, e Aey;
o= (B) Mty - b g

(9.4)

+ €v,j (9.5)

The first term in (9.5) will have negligible contribution in Av; ; because the
current will not have a significant change instantaneously. Now, to find an
diy,

exact expression for Aw ;, it is required to find an expression for 7

Using (9.1), this can be expressed as:

Adiy, ; 2 (> i—a Aewi)
Jo_ i=a Y Aey. i )
dt (L+2Lc>< 3 cv (8.7)




Following the same reasoning, the first and last term of (2.13a) will

U7

have negligible contribution in =9 ynder the change in insertion in-

dex because the grid voltage and current will not have significant change
instantaneously. Now, substituting (9.7) into (9.6) following is obtained:

L (> i—a Aeui) (Xieq Aew,i)
Avy ;= (L T 2Lc> < 3 — Aev,j> + <A€v,j - 3
(9.8)

So, the instantaneous change in MMC output voltage can be represented
by the above equation. Once this change has occurred, then the MMC
output voltage follows a sinusoidal model until another change of insertion
index occurs. Therefore, it is important to take this instantaneous change
into account while predicting the ac-side voltage of MMC. It can be noted
that if L. = 0 then there would be no instantaneous jump in ac-side voltage.

In the above derivation, it was assumed that there is no transformer
between the MMC and the grid. The only modification required in (9.8) to
include the impact of the transformer is to add the transformer equivalent
inductance into L.

Therefore, in order to predict ac-side voltage accurately the instanta-
neous change in (9.8) needs to be accommodated. The method described
above would work fine for the delay compensation part as the change in
insertion indices is known from the past. However, a problem would arise
when predicting the state x(k+6) for the possible insertion indices. This
can be seen from (9.8) i.e., the instantaneous jump depends on the change
of insertion index in all phases. As a result, one cannot use independent
cost functions for each phase. The use of a single cost function would re-
quire evaluating all the combinations of insertion indices among the phases
thus resulting in a very high computational complexity i.e., (N + 1)°.

In order to avoid the above problem, an estimated grid voltage or a
virtual ac-side voltage can be used instead of measured ac-voltage. These
voltages would follow a sinusoidal path and are independent of the changes
in insertion indices of MMC. Hence, they can be predicted very accurately
using a sinusoidal model.




9.2.3 Estimated Grid Voltage

Within the MPC framework, it is very simple to estimate the grid voltage.
The discretized version of the grid voltage using (9.1) can be given as:

. . L+2L. R.
0 (k) = (i (k + 1) = i, (k) T2 + S (k)
(0%, (k) = mu o (k) . Veomp(k)(L + 2L,)

+ 2N 2T

(9.9)

It is noted that L. is the equivalent grid side impedance. In (9.9), if the
actual measured value for i, j(k 4 1) is known then the grid voltage can be
estimated very accurately. However, there is no way to know the measured
value of i, j(k + 1) before its measurement. Therefore, the past values of
the ac-current, summation voltages, and zero sequence voltage are stored.
Then using measured value i, j(k) and the stored past values i, j(k — 1),
vf’j(k - 1), vlz,j(k: — 1), Veomp(k = 1), ny j(k — 1) and ny ;(k — 1), it is very
easy to find the estimated grid voltage at (k — 1) instant. Once this is
known, a sinusoidal model is used to predict it into the future. The ninety-
degree delayed version of the estimated grid voltage is given as feedback
to MPC for the sinusoidal model to work. It is noted that the estimate of
the grid voltage is updated at each sampling instant. An issue associated
with the presented grid voltage estimation is its sensitivity to measurement
noise. Therefore, a bandpass filter [4] is used on (9.9) to eliminate the
measurement noise.

9.2.4 Virtual AC-Side Voltage

Another method to avoid the problem with the prediction of AC-side volt-
age is to create a virtual AC-side voltage (denoted by V7). This is achieved
by setting L. = 0 in (9.9). It is noted that the value obtained for Vj,, is
also for the (k — 1) time instant, and a sinusoidal model is used to predict
it into the future. Again a bandpass filter is essential to nullify the impact
of measurement noise and the steps in ac-side voltage.



This method is better than the estimated grid voltage approach as the
equivalent grid side impedance knowledge is generally not available and
this impedance in itself is estimated. Therefore, in this work, the virtual
ac-side voltage approach is utilized.

9.3 Hardware Setup for Experimental Validation

The tests are performed in the laboratory on a reduced-scale MMC proto-
type with controllable ac- and dc-side voltage sources. A brief description
of the hardware setup is provided next.

9.3.1 Hardware Setup

The validation of the proposed method is done on an experimental setup
consisting of an MMC with 18 modules per arm. The MMC operating
limits for ac and dc voltage are 400 V and 700 V respectively [5]. The SMs
are rated for a dc voltage up to 80V and MOSFETSs are used as switching
devices.

The main control loops of the MMC are implemented on an OPAL-RT
OP5600 real-time simulation platform used for rapid prototyping of the
control system. For the conventional control, these loops consist of a circu-
lating current suppression controller and grid current regulator. The circu-
lating current controller is based on [6]. The ac-side currents are controlled
by using a standard decoupled dq current control in the synchronously ro-
tating reference frame [6]. In the case of MPC, only a MATLAB function
block is used which receives the measurements from the actual system. It
is also to be noted here that MPC is working in the abc reference frame.

The modulation of each arm and the processing of the individual cell
voltage measurements are handled by a distributed control system based on
FPGAs [5,7]. The sorting algorithm as described in [10] is used to perform
the SM capacitor voltage balancing task in combination with SM unified
PWM (SUPWM) where only one SM is modulated. Based on the direction
of arm currents, the appropriate SM capacitor is inserted or bypassed. The
modulation technique used compensates for cell voltages [8].



9.3.2 Delays

The different delays that exist for an MMC experimental setup considered
in this work are summarized as follows:

e Forward delay — from a central controller (OPAL-RT) to arm-level
control (Zync control board): 2T

e Forward delay — from arm-level control (Zync) to module-level mod-
ulation output: 27 (175 for communication and 17 for the modula-
tion)

e Feedback delay — from capacitor voltage measurements to OPAL-RT:
2T

e Feedback delay — from arm current measurements to OPAL-RT: 175

This implies that there is a total delay of 475427} (forward + feedback)
in addition to a one-time step for actuation. However, the voltage dynamics
are quite slow as compared to current dynamics. Therefore, the feedback
delay is considered to be 17§ i.e., it is assumed that there is no significant
change in the capacitor voltages within 17%.

9.4 Results

9.4.1 Simulation Results

The performance of the system is validated by performing simulations on
a three-phase MMC with 18 SMs per arm, as shown in Fig. 9.1 using the
strategies proposed in earlier chapters and compared with the conventional
PI based control.The synchronization of the system with grid is achieved
by using a dg-frame phase locked loop (PLL). The PLL is working to align
the d-axis to the grid voltage vector in steady state. All the references and
measurements are sent to the MPC controller which outputs the optimal
insertion index for each phase. These insertion indices are then sent to



WRISRI(] YO0[¢ [0IJU0)) :T°G 9INII]

WY . ..‘ ................................ ,"
A 19]|043U0D |BIJUD) ; ' (paeog "
) : " !
19)|y ssedpueg Guv m :[043u0) 5uAZ) Ja]j013u03 [€07;
25 (Lt-ed0) m 5
) | o
JdIN-SD4 munm.:c ' m
wmm_ %> unmwf uan> m

oqeY
s J)d 1 ﬂv d ulm\ug

~—

PUO AN Jswlojsuel] | ICME! | DWW 3seyd-¢



the voltage balancing module which determines the gating signals for the
MMC.

The scenario used for simulation is such that at t=0s the reference values
of d and q component of current are set to 50 A and 0 A respectively, and
at t = 0.3s the reference for d-component of current is changed to -50 A
and finally at t=0.6s the reference is changed back to 50 A. The parameters
used for simulation are summarized in Table 9.1.

Table 9.1: Simulation Parameters

Parameter Value
MMC nominal power (base power) 50 kVA
AC system nominal voltage (base voltage) [400 V
Nominal frequency 50 Hz
Arm inductance (L) 1.55 mH
Arm resistance (R) 0.01Q
Submodule capacitance (C) 20000uF
Transformer voltage rating (T) 400 V / 400 V
Transformer power rating 50 kVA
Transformer inductance 0.04 pu
Transformer resistance 0.006 pu
DC side reference voltage 700 V
Number of SMs per arm (N) 18
Sampling time (Ts) T0us

To start with the overall response of modified reduced indirect FCS-
MPC in comparison with PI based control [9] is shown in Fig. 9.2. The
figure shows the performance of all the state variables being controlled
by the proposed method and Pl-based control. It can be observed from
the results that the proposed method has better dynamic response for all
the state variables. For instance, in Fig. 9.2(b) the PI-based control has
large overshoots at transient in one direction and is slow to settle at the
reference in the other direction. Whereas the proposed method has fast



dynamic response without overshoots in both directions. The circulating
current tracking comparison can be seen from Fig. 9.2(c). Here again, the
Pl-based control has large ripples at transients which die out slowly thus
resulting in a slower dynamic response of summation voltages tracking as
shown in Fig. 9.2(d). On the other hand, with the proposed method, a dc
and sinusoidal component is only introduced at the transient momentarily
before settling at the new reference. Therefore, with the proposed method
the summation voltages are also regulated fast as compared to Pl-based
control. The ripple in circulating current with the proposed method is
introduced due to the use of the third and fourth terms in the cost function
(4.4).

The overall response of all the other methods presented in previous
chapters are more or less the same as MRI-FCS-MPC. Their results will
be presented in the experimental results section. However, each method
has certain advantages. As highlighted in Chapter 5, the added advantage
of bisection and backstepping methods is reduced computational complex-
ity and easy scaling up for MMCs with high number of SMs. Then, the
active set method advantages are improvement of steady-state response
and making computational complexity independent of the number of SMs.
The method presented in Chapter 7 can be used with any of the proposed
methods and its main advantage is the utilization of simple quadratic cost
function as compared to 4.4. Finally, the advantage of NMPC is that it
can be extended easily for longer prediction horizons. It is noted that the
proposed active set method is only for a prediction horizon of one as it
would be impossible to get the analytical expressions for higher prediction
horizons due to the bilinear model of MMC.

Therefore, the main comparisons with PI-based control for each of the
proposed methods would be same. The other meaningful comparison that
can be made is of the dynamic response and total harmonic distortion
(THD) with PI-based control. The dynamic response comparison of all the
methods except Chapter 7 along with PI-based control is shown in Fig. 9.3
where
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Figure 9.2: MRI-FCS-MPC vs PI Based Method: (a) real power, (b) phase-
a current, (¢) phase-a circulating current, (d) summation of the capacitor
voltages in the lower arm of phase a
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Id,c;: Reference Current

Idpyrr : Modified Reduced Indirect FCS — MPC
Idgr : Reduced Indirect FCS — MPC

Idpr : Full Indirect FCS — MPC
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Idyypo—r : Nonlinear Model Predictive Control — Casell
Idyypo—op : Nonlinear Model Predictive Control — Casel
Idnyvipo—c : Nonlinear Model Predictive Control — Continuous

Idpy : PI based Control
Idgs_ypo @ Higher steps based method

Before, discussing this figure a comment is made on the Idggs_ppc i.e.,
higher steps based method. This method has not been explicitly presented
in the thesis before. This method overcomes the disadvantage of modified
reduced indirect FCS-MPC i.e., having the changes other than 0,4+ /-1 fixed
to +/-5. In HS-MPC an estimate of what should be the larger steps than
0,+/-1,4/-2 is obtained by using the unconstrained solution and comparing
it with the insertion index of the previous sampling instant. This difference
is then used as a larger step. As a result, the large step is no longer
fixed but it has become dynamic. In normal (steady-state) conditions, this
difference would not be higher than 1 or 2. At transients, it could take
higher values. Therefore, the computational complexity of this method
becomes independent from the number of SMs.

As expected, reduced indirect FCS-MPC has the slowest dynamic re-
sponse among the MPC based methods followed by modified reduced in-
direct FCS-MPC (MRI-FCS-MPC). All the other MPC based methods al-
most overlap with the full indirect FCS-MPC (where all the discrete voltage
levels are considered). The MRI-FCS-MPC fails to achieve identical perfor-
mance as full indirect FCS-MPC because the changes other than 0,+/-1 are
fixed to 4+ /-5 as explained earlier. Finally, coming to the PI based control.
It appears that PI based control has the fastest dynamic response but this
fast rate results in a large overshoot resulting in a slow convergence to the
reference. Therefore, the response of all MPC based methods is better than
the PI based method.

The THD of all the proposed methods are presented in Table 9.2. As
claimed earlier the THD of active set method and nonlinear model predic-
tive control are the best because they output continuous insertion index.
These methods THDs are even better than the PI based method with the
SUPWM method. There is no significant difference between the THDs of



Table 9.2: THD Comparison

Method THD
Reduced Indirect FCS-MPC 0.36%
Modified Reduced Indirect FCS-MPC 0.33%
Full Indirect FCS-MPC 0.33%
Active Set Method 0.15%
Backstepping Method 0.33%
Bisection Method 0.33%
Non linear Model Predictive Control-Continuous | 0.16%
PI based Method 0.24%
Higher Steps Method 0.34%

all the other methods which shows that in steady-state all of them have
approximately same performance.

9.4.2 Experiment Results

The only difference between the simulation parameters and the experiment
parameters is of the sampling time i.e., a sampling time of 100us is used
for experiments instead of 70us.

Here, again the overall response of the HS-FCS-MPC and MRI-FCS-
MPC technique is presented in comparison with PI based control as shown
in Figs. 9.4 and 9.5. As noted in simulations, it can again be noted that
the MPC based methods offer better dynamic performance for each state
variable. Moreover, the MPC based methods have little to no overshoots
whereas the PI based method has overshoots and it also does not have a
good performance when the reference is changed from -50 A to 50 A i.e.,
it takes a long time before settling at the desired reference as compared
to MPC based methods. Regarding the comparison of HS-FCS-MPC and
MRI-FCS-MPC it can be observed through Fig. 9.4 that the HS-FCS-MPC
method has a slightly better dynamic response. This difference would have



been more visible if an MMC with a large number of SMs was used.
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Igrep from 50 A to -50 A (a) real power, (b) phase-a current, (c) phase-a
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Now, the overall results for all the other proposed methods are pre-
sented. First the results of backstepping and bisection methods are shown
in Figs. 9.6 and 9.7. It can be observed that both the methods have almost
overlapping results which shows that both methods are equally good. The
main reason behind the overlapping results is that both methods make the
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selection of the insertion index independent from the previous sampling in-
stant and provide a very good continuous estimate of the insertion index in
the first stage. Finally, in the second stage they look in a small neighbor-
hood around this rounded estimate to find the discrete optimal insertion
index.
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current, (d) summation of the capacitor voltages in the lower arm of phase
a

Next, the overall results for the active set method and the unconstrained
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saturated solution method are presented in Figs. 9.8 and 9.9. Here, as
expected both methods have overlapping results in the steady-state as it is
the unconstrained solution that will be followed in steady-state.
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arm of phase a

To illustrate the difference between the active set method and the un-
constrained saturated solution method the d-component of ac-current is
shown in Fig. 9.10.
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Here one can see that the active set method offers slightly better dy-
namic response which confirms the fact that the unconstrained saturated
solution is not the optimal one. In comparison to MRI-FCS-MPC, bisection
and backstepping based methods, the active set method offers better steady
state performance as it results in continuous insertion index and SUPWM
is being used at modulation stage. However, the ripple in the circulating
current at the transient is higher in the active set or unconstrained satu-



rated solution method as compared to the MRI-FCS-MPC, bisection and
backstepping based methods.
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Figure 9.10: Active Set Vs Unconstrained Saturated Solution: Comparison
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The results for the method presented in Chapter 7 are shown in Figs.
9.11 and 9.12. The method successfully regulates the summation voltages
at their reference with a simple quadratic cost function and all the other
state variables tracking is also good. As compared to MRI-FCS-MPC,
bisection and backstepping methods this method has a slightly large ripple
in circulating current at transient and also takes a bit more time to settle



at the constant reference for circulating current. The circulating current
response can be improved by tuning the ¢; and ¢y terms in (7.7).
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Figure 9.11: Novel Circulating Current Reference Method for change in
Igrep from 50 A to -50 A: (a) real power, (b) phase-a current, (c) phase-a
circulating current, (d) summation of the capacitor voltages in the lower
arm of phase a

The experimental results for d-component of ac-current for all the meth-
ods are shown in Fig. 9.13 to show dynamic response comparison. Similar
conclusions as from simulation results can be made here.
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Figure 9.13: Comparison of Results for d-axis component of ac-side current

9.5 Discussion on Experimental Verification of NMPC

The experimental verification of NMPC method was not successful. Ini-
tially, the method had very high computational complexity for a sampling
time of 100us and was causing significant overruns when tested in real time.
After that, some efforts were made to successfully reduce the computational
complexity and avoid overruns at startup.



However, the developed algorithm did not give overruns only for a range
of input voltage. The method starts to give significant overruns as soon as
the input DC voltage is increased beyond a certain range. In this author’s
opinion, the most probable reason for this behavior is numerical issues in the
C code generated by CasADi and not due to the computational complexity
of the method. This reasoning is supported by the fact that the same
algorithm works without overruns for a range of input values. If the issue
was linked to the computational complexity of the method then the system
should have reported overruns for all values.

In this author’s opinion, these issues might be resolved by providing
stable states to the NMPC algorithm at startup. Because the supplied
dc voltage in the lab increases as a ramp and that might result in very
large derivatives/jacobians calculated by the C code generated by CasADi.
So, enabling NMPC when the DC voltage has stabilized might resolve this
issue. Efforts and debugging are still being done to identify the exact source
of the problem.

9.6 Summary

The key aspects of different MPC methods in this thesis are presented and
compared as shown in Table 9.3.

9.7 Conclusion

In this chapter, the required modifications in the proposed methods for
experimental verification were highlighted. A very simple method for grid
voltage estimation or virtual ac-side voltage was proposed to deal with the
problem of ac-side voltage prediction with long time delays. Finally, both
simulation and experimental results of the proposed methods in this the-
sis are compared with the conventional PI-based control and it is shown
that the dynamic response of the proposed methods is far better than the
conventional control. A comparison of all the methods suggest that non-
linear model predictive control with explicit modulator is the best method,



however, its real-time implementation is complicated due to its very high
computational complexity. Therefore, from a practical point of view, the
proposed active set method can be considered as the best.
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Chapter 10

Modified Sorting Algorithm

In this chapter, a modified sorting algorithm is proposed that ensures an
equal switching frequency for each SM on average, in addition to reducing
the switching frequency as compared to the conventional sorting algorithm
thus distributing the losses equally among the SMs. Simulations are per-
formed to validate the performance of the proposed methods compared to the
conventional and reduced switching frequency sorting algorithms.

10.1 Introduction

An issue with the MPC strategies for MMC is the variable (if an explicit
PWM modulator is not used) and high (with conventional sorting) switch-
ing frequency. Many solutions have been proposed to address the issue
of high switching frequency [1-5]. For instance, in [1] it is proposed to
sort only the bypassed SMs if more SMs need to be inserted and sort only
the inserted SMs in the previous sampling instant if some SMs need to
be removed. The methods in [3-5] are based on maximum and minimum
SM capacitor voltages. These methods may suffer from reduced dynamic
performance as they limit the change in SMs to be one or two.

Although the methods mentioned above address the issue of high switch-
ing frequency but they do not consider the variability issue. Also, a draw-
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back of these methods is that they lead to an individual imbalance between
the capacitor voltages if some tolerance band is not considered. The meth-
ods that ensure fixed switching frequency require PWM modulators such
as phase-shifted carrier PWM (PSC-PWM). A drawback of these methods
is that for each SM a separate carrier is allocated. Therefore, the number
of carriers grows proportionally with the number of SMs, and generating
the precise phase difference between carriers can become a problem for
hardware implementation.

In this work, a modified sorting algorithm without an explicit modulator
is proposed that not only results in reduced switching frequency but also
ensures fixed switching frequency for each SM over an average of a few
cycles. As a result, the losses are evenly distributed among the SMs.

10.2 Modified Sorting Algorithm

To achieve low switching frequency, the same method as in [1] is applied
where only the bypassed SMs and the inserted SMs in the previous sampling
instant are considered if a new SM is to be inserted and if an SM is to be
removed, respectively. For achieving a fixed switching frequency on an
average of a few cycles the following is proposed:

e keep track of previously inserted and bypassed SMs
e Keep a count of the number of commutations of each SM
e If a new SM is to be inserted

— Sort the bypassed SMs in ascending order according to the num-
ber of commutations

— if the number of commutations of first |ASM,,| are unique then
insert these and no need to do voltage sorting

— Else insert the first ‘n’ sorted SMs with unique commutation
number. For |n — ASM,,| SMs under consideration having the
same commutation number do voltage sorting according to arm
current direction and SM voltages



e if an SM is to be removed

— Sort the inserted SMs in ascending order according to the num-
ber of commutations

— if the number of commutations of first |ASM,,| are unique then
bypass these and no need to do voltage sorting

— Else bypass the first ‘n’ sorted SMs with unique commutation
number. For |[n — ASM,,| SMs under consideration having the
same commutation number do voltage sorting according to arm
current direction and SM voltages

where ASMyy, = SMy, — SMop, and SM,, are the number of SMs to
be inserted and SM,,, are the number of SMs that were inserted in the
previous sampling instant.

With the proposed approach, after a few cycles, each switch would have
the same number of commutations and on average the switching frequency
would be fixed for each SM. It is noted here that the individual capacitor
voltages will not be far from their reference and will be approximately
balanced among themselves because each SM average switching frequency
over a few cycles would be fixed. This will be demonstrated in the results
section. Note that for long-term operations, the number of commutations
will eventually overflow. Therefore, the number of commutations of each
SM is set back to zero after 20 cycles.

It is noted that the count of commutations of each SM can easily be kept
by monitoring if the SM has changed its state from the previous sampling
instant. The proposed modified sorting algorithm is shown in Fig. 10.1. It
is important to highlight that voltage sorting based on arm current direction
is still required because if the count of commutations for SMs is the same
then the SMs with the least or highest voltage according to arm current
direction should be selected.
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Figure 10.1: Modified Sorting Algorithm

10.3 Simulation Results

The results of the proposed sorting method are compared with the con-
ventional sorting algorithm and the method of [1] that only considers the
bypassed/sorted SMs from the previous sampling instant. The average
switching frequency over 20 cycles for all the SMs in the upper arm of phase
a for the conventional sorting algorithm is shown in Fig. 10.2. Whereas



the proposed modified sorting algorithm in comparison with [1] is shown in
Fig. 10.3. It can be observed that the proposed sorting algorithm not only
reduces the switching frequency but also ensures that every SM is switch-
ing at approximately the same frequency in the long run as compared to
the conventional sorting algorithm. It is to be highlighted here that this
equal switching frequency is attained without the use of phase-shifted car-
rier PWM or other modulation techniques. It is also noted that if the
number of cycles to calculate the average switching frequency is increased
then the proposed sorting algorithm would result in even more close and
the same switching frequency of all the SMs. The method of [1] on the other
hand only results in reduced switching frequency. Therefore, the switching
frequency of SMs is not balanced among themselves with [1].

In Fig. 10.4, the switching states of two random SMs i.e., SMj5 in the
upper arm of phase a and SMys in the lower arm of phase a are shown for
the proposed and reduced switching frequency method of [1] for one cycle.
It can be observed that both methods offer lower switching frequencies.

Figure 10.5 demonstrates the behavior of the individual capacitors in
each arm for the proposed, reduced switching frequency and conventional
sorting method. As expected the best balancing is achieved with the con-
ventional sorting algorithm. There does not seem much difference between
the proposed and reduced switching frequency method [1]. However, the
reduced switching frequency methods such as [1] require a tolerance band in
the long run whereas the proposed method would not require that because
every SM is switching approximately at a similar frequency. Therefore, no
SM capacitor voltage can diverge farther away from other SMs with the
proposed method.

10.4 Conclusion

In this chapter, a modified sorting algorithm was proposed that resulted in a
nearly fixed switching frequency of each SM without the use of an explicit
modulator in addition to reduced switching frequency thus resulting in
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equal distribution of losses among the SMs.
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Chapter 11

Enhancement of Steady

State Response of Indirect
Finite Control Set Model
Predictive Control

In this chapter, a simple method is presented to improve the steady-state
response of indirect finite control set model predictive control (I-FCS-MPC)
techniques. The I-FCS-MPC methods return the discrete optimal solution,
and this solution will be closest to its continuous counterpart in steady-state
i.e., at maximum £0.5 away from the actual continuous solution. Based on
this observation, a few more continuous options within the range +0.5 are
evaluated on the solution from I-FCS-MPC. Then the option among these
which gives the minimum cost is used for the modulation stage. Simula-
tions demonstrate that for a 19-level modular multilevel converter, the total
harmonic distortion is reduced by 56% by the proposed method as compared
to full I-FCS-MPC and 55% as compared to one of the computationally
efficient versions of I-FCS-MPC.
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11.1 Introduction

A short background is presented below to make this chapter independent.
Readers who have covered the preceding chapters may go directly to section
11.2.

Model predictive control (MPC) has emerged as a promising control
technique as it can easily handle multi-input multi-output systems, non-
linearity, time delays, and constraints [1]. For power converters, typically
finite control set model predictive control (FCS-MPC) is used [2]. In FCS-
MPC, all the possible switching states are evaluated with a predefined cost
function, and the state that minimizes this cost function is then applied to
the power converter. FCS-MPC is suitable for power converters with a low
number of switches as its computational complexity grows exponentially
with the increase in the number of switching states. Therefore, indirect fi-
nite control set model predictive control (I-FCS-MPC) techniques have been
proposed in literature [3-5]. In I-FCS-MPC optimization is performed over
voltage levels instead of switching states. As a result, I-FCS-MPC has a
much lower computational burden as compared to direct FCS-MPC. How-
ever, an issue common to both direct and indirect FCS-MPC is the reduced
steady-state response because of the discrete nature of these algorithms and
the absence of an explicit modulator.

This issue can be resolved by using MPC methods such as continu-
ous control set MPC (CCS-MPC) [6-8] and deadbeat predictive control [9]
that generate a continuous solution and can easily incorporate the modula-
tor. However, CCS-MPC has high computational complexity which makes
its real-time application complicated, and deadbeat predictive control does
not employ a cost function and therefore cannot handle multiple objec-
tives. Therefore, modulated FCS-MPC techniques have also been inves-
tigated [10-12]. In these techniques, the two or three voltage levels that
minimize a predefined cost function are first identified and then duty cycles
are calculated for each voltage level. Finally, these duty cycles are applied
to a suitable modulator.

In this chapter, a method to improve the steady-state response without
the explicit calculation of duty cycles is proposed. The proposed method is



based on the idea that the discrete solution generated by the I-FCS-MPC
method will be closest to its continuous counterpart i.e., at maximum +0.5
away from the actual continuous solution in steady-state. Based on this
observation, a few more continuous options are evaluated within +0.5 of
the solution returned by I-FCS-MPC. Note that, these additional options
are independent both from the prediction horizon and the total number of
voltage levels. Therefore, the total computations would just increase by the
number of these options. The option among these which gives the minimum
cost is used for the modulation stage. The proposed method is applied to
a 19-level modular multilevel converter (MMC).

11.2 Proposed Method

The discrete solution from I-FCS-MPC is at a maximum +0.5 away from the
solution that would be obtained by an MPC treating the insertion index as
a continuous variable. This is clearly valid for full indirect FCS-MPC where
all the voltage levels are considered. For example, if the actual continuous
solution was n, = 12.345 and n; = 5.655 for N = 18 then the discrete
solution returned by full indirect FCS-MPC would be n,, = 12 and n; = 6
as all the other discrete combinations would give higher cost. If modified
reduced I-FCS-MPC as in [13] is applied where only a neighborhood of
voltage levels w.r.t the previous sampling instant are considered, then the
validity of this observation may be questioned. However, in the steady state,
the solution from both [3] and [13] would be approximately the same as in
the steady state the voltage level does not change significantly from one
sampling instant to the next. Therefore, this observation is good enough,
as will be demonstrated by the simulation results.

Based on the above discussion, further continuous options are consid-
ered on the solution obtained from the I-FCS-MPC methods. Let the in-
sertion indices obtained from I-FCS-MPC methods be denoted as n, s and
n;y then the extra options evaluated for both arms are given as follows:

Mgy Muf £ 0.5, 1y p £ 0.375, myp £ 0.25, 0,5 £0.125 (11.1a)
nig,nyp £ 0.5, £ 0.375,np £0.25, 0y + 0.125 (11.1b)



The total number of combinations between upper and lower arm inser-
tion indices resulting from (11.1) would be 81. It is noted that these options
would only be evaluated on the solution of the first step within the predic-
tion horizon from the I-FCS-MPC method. Further note that the proposed
method does not lead to the exact continuous solution. Therefore, more
options such as +0.0625 and others can be added in (11.1) to get closer to
the actual continuous solution.

Let the number of extra continuous voltage levels evaluated by the pro-
posed method be denoted by nezirq- Then the total extra options evaluated
are (Negtrq +1)? — 1 since the combination (n,, #,nyr) has already been cal-
culated in the I-FCS-MPC.

In this work, only eight additional voltage levels are considered because
simulations showed that there is little to gain by adding more voltage levels.
Therefore, the total number of evaluated options by the proposed method
applied to [13] would be 25 - 32(P~1) 4 80 where p is the prediction horizon
and 25 - 32?1 are the number of options evaluated by [6], 80 are the
additional options evaluated by the proposed method. Similarly, for full I-
FCS-MPC [3] the total number of options evaluated will be (N -+ 1)% + 80
where N is the total number of submodules (SMs) in each arm of MMC.
The option among these 80 that minimizes the cost function is then sent
to the modulator. In this work, SM unified PWM (SUPWM) where only
one SM is in PWM mode is used [14]. Note that the SM in PWM mode
is not fixed and changes based on the sorting algorithm at each time step.
The comparison of the number of control options considered by different
I-FCS-MPC strategies with and without the proposed method is shown in
Table-I for a prediction horizon of three steps for an MMC with 20 SMs
per arm. From Table 11.1 it can be concluded that additional evaluations
added by the proposed method are negligible.

The flowchart for the proposed method is shown in Fig. 11.1 where
Nud,opt and 14 ope are the discrete optimal insertion indices returned by
I-FCS-MPC and J; ; is the cost function to be minimized.As indicated in
Fig. 11.1 the discrete solution obtained from I-FCS-MPC will be further
evaluated. The implementation shown in the flowchart can easily be im-
plemented using a nested for loop. FEach option of the upper arm as shown



Table 11.1: Number of possible control options for different I-FCS-MPC
strategies with and without Proposed Method

Method CB without CB with
Proposed Method | Proposed Method
FI-FCS-MPC 85,766,121 85,766,201
RI-FCS-MPC 729 809
MRI-FCS-MPC 2025 2105

* FI=Full Indirect, RI=Reduced Indirect, MRI=Modified Reduced Indirect,
CB=Computational Burden

measured x,

measured x,

»<j=2'
R

Apply nand n,

Figure 11.1: Flowchart for the proposed method



in (11.1) would be tested in combination with all the options of lower arm
to evaluate the cost function. The combination resulting in minimum cost
would be sent to the modulator.

11.3 Simulation Results

The performance of the proposed strategy is validated by performing sim-
ulations on a three-phase MMC with 18 SMs per arm, as shown in Fig.
11.2.

3-phase MMC . Filter . Transformer = Utility Grid

Vdc/z_r '_b> V,
&

E ‘: E Vu,abc V[,zabc Vdc i(riecf

Gating | Signals Vi

A P ke

boim,g Sorting | . ‘lv,abc

E Vcm,j Algorithm & ¢ Do sbe | Proposed idiffbc gy

— PWM |  Miabe Method  [€~ | 0

i - * B
‘Local controller | : . Central controller

Figure 11.2: Control Block Diagram

The scenario used for simulation is that the converter is operating with
an active current reference set to 50 A. The parameters used for simulation
are summarized in in Table 11.2.



Table 11.2: Simulation Parameters

Parameter Value
MMC nominal power (base power) 50 kVA
AC system nominal voltage (base voltage) [350 V
Nominal frequency 50 Hz
Arm inductance (L) 1.55 mH
Arm resistance (R) 0.01Q
Submodule capacitance (C) 20000pF
Transformer voltage rating (7T) 400 V / 400 V
Transformer power rating 50 kVA
Transformer inductance 0.04 pu
Transformer resistance 0.006 pu
DC side reference voltage 700 V
Number of SMs per arm (N) 18
Sampling time (Ts) 70us

The THD results for the full I-FCS-MPC method from [3] and full I-
FCS-MPC with the proposed method are shown in Fig. 11.3 and Fig.
11.4 respectively. Similarly, the THD results for the modified reduced I-
FCS-MPC method from [13] and modified reduced I-FCS-MPC with the
proposed method are shown in Fig. 11.5 and Fig. 11.6 respectively.

These results show that there is 56% reduction of THD with the pro-
posed method as compared to [3] and 55% reduction of THD as compared
to [13]. The increased reduction of THD with the use of the proposed
method with full I-FCS-MPC [3] as compared to [13] shows that the obser-
vation that the solution from modified I-FCS-MPC method (which do not
consider all the voltage levels) is at maximum 0.5 away from the discrete
solution is not always valid. However, it is still a good approximation as
there is not a significant difference in the THDs of both methods as evident
from Fig. 11.4 and Fig. 11.6.

The impact of including options such as +0.0625 on THD for modified
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I-FCS-MPC is shown in Fig. 11.7. It can be observed that there is little to
gain by adding these options as the THD improvement is not significant as
compared to without £0.0625 options.
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Figure 11.7: THD Modified Reduced Indirect FCS-MPC with Proposed
Method using additional options £0.0625

The results of the proposed method with modified reduced I-FCS-MPC
for all the state variables under active power reversal at t=0.5s are shown
in Fig. 11.8 which shows that all of them are tracking their reference



accurately.

Tls]

Figure 11.8: Proposed Method with Modified Reduced Indirect FCS-MPC:
(a) real power, (b) phase-a current (c) phase-a circulating current, (d) sum-
mation of the capacitor voltages in the lower arm of phase a

The impact of the proposed method on the switching frequency is illus-
trated in Fig. 11.9 where a comparison of the switching frequency of each
SM in the upper arm of phase a is shown for the proposed method and mod-
ified reduced I-FCS-MPC [13]. The results show that the reduction of the



THD is obtained at the cost of an increase in the switching frequency. This
increase is due to the non-integer levels and the use of a PWM modulator.
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Figure 11.9: Average Switching Frequency over 20 cycles of all the SMs in
the upper arm of phase a using proposed method and [13]



11.4 Discussion on the Application of the Pro-
posed Method

The proposed method gives a general framework to improve the steady-state
response of the FCS-MPC based methods where optimization is performed
over voltage levels. Therefore, it can also be applied to power converters
with low number of voltage levels i.e., two or three. However, with very few
voltage levels a higher non-integer resolution may be required as in this case
it would become more important to get closer to the continuous solution.
Then, for power converters with a high number of voltage levels there might
be little to gain as the THD would already be very low. Therefore, the main
application of the proposed method could be for power converters with a
medium number of voltage levels.

The impact on the THD results for modified reduced I-FCS-MPC [13]
and proposed methods when the number of SMs is reduced to 12 is shown
in Fig. 11.10 and Fig. 11.11, respectively. These results are for the same
simulation parameters as in Table I except the number of SMs per arm is
now 12. As expected, the THD is higher as compared to the case when
there was 18 SM/arm as the total number of voltage levels are reduced
from 19 to 13. However, in terms of improvement, these results show that
the proposed method offers more advantage when the number of voltage
levels is low as in this case the THD is reduced by 65% by the proposed
method as compared to [13].
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11.5 Conclusion

In this chapter, a very simple method for improving the steady-state re-
sponse of the I-FCS-MPC technique is presented. The proposed method
improves the THD response significantly as compared to I-FCS-MPC with
just a slight increase in the computational burden. This increase in compu-
tational burden is independent of the prediction horizon and the number of
voltage levels. Moreover, the presented method does not require the explicit
calculation of duty cycles. However, it increases the switching frequency.
The proposed method can find applications in medium voltage converters
where the number of voltage levels is not very high.
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Chapter 12

Fault Detection, Localization
and Clearance for MMC
based on Indirect Finite

Control Set Model
Predictive Control

In this chapter, indirect finite control set model predictive control (I-FCS-
MPC) is used for detecting, localizing, and tolerating open-circuit failures in
the transistors without the use of arm voltage sensors. The fault is detected
by the main controller whereas the localization is performed in the local con-
troller which is used for the sorting algorithm. The main controller utilizes
the discrete mathematical model to estimate the arm wvoltages using state
measurements from present and previous sampling instants. The arm volt-
age command given by the main controller in the previous sampling instant
is then compared with the estimated arm voltage to detect the fault. The
fault signal is sent to the local controller where a counter is increased for
the potential faulty SMs. The fault is then localized to the specific SM whose
count first goes above a threshold value. Finally, this SM is bypassed using
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a bypass switch and a redundant SM is inserted in its place. The proposed
fault detection and localization method does not require any additional sen-
sors. Simulation results demonstrate that the fault can be detected, localized,
and cleared within one fourth of the fundamental period.

12.1 Introduction

Modular multilevel converters (MMCs) have many excellent features such
as modular structure, reduced filter requirements, reduced voltage stress
on switches, redundancy, and high-quality output voltage [1-5]. These fea-
tures have made them as one of the most promising technology for high
voltage applications such as high voltage direct current transmission sys-
tems (HVDC).

One of the main concerns for MMC is reliable operation as it consists of
a large number of power semiconductor switches which are the most frag-
ile components in power electronics systems [6]. According to an estimate
38% of the faults in power systems are due to the failure of these power
semiconductor devices [7]. It is desirable that MMC operation is not inter-
rupted especially for HVDC applications, even if some of the SMs fail [9].
Therefore, an efficient fault tolerant control strategy that detects and tol-
erates the SM faults quickly is required to ensure reliable operation of the
MMC. Various methods of fault detection and tolerance for MMCs have
been studied in literature [8-25]. Some of these methods use redundant
SMs for instance [8,9] and some do not utilize redundant SMs [12,25] for
fault tolerant operation. In strategies that do not utilize redundant SMs,
the loss of a faulty SM will generally cause an increase in the voltage of all
other SMs to compensate for the faulty SM. These strategies increase the
stress on SM components and would not work if this increased voltage is
higher than the rated value for SM capacitor voltage. The methods that
use redundant SMs simply bypass the faulty SM and insert the redundant
SM in its place.

Most of the existing methods on fault tolerant operation of the MMC are
proposed for conventional cascade based control of MMCs. In recent years,



model predictive control (MPC) has emerged as a promising control tech-
nique for MMCs as it can easily handle multi-input multi-output (MIMO)
nature, non-linearity of MMCs, time delays, and constraints. However, the
study of fault-tolerant operation for MMC based on the MPC approach is
limited [26] and only a few [6,22,24,25] have considered MPC for fault-
tolerant operation. Among these, the MPC techniques for fault detection
and tolerance proposed in [6,22] are based on the switching states. There-
fore, its computational complexity would become very high when the num-
ber of SMs in each arm of MMC are high such as for HVDC applications,
thus making their real time application impractical. The method proposed
in [24] tolerates a single SM fault by adding an extra switch in the MMC
structure. However, this modification changes the location of arm induc-
tance and thus the mathematical model of MMC. In [25], it is assumed that
the fault is detected and only fault tolerant operation is considered with-
out redundant SMs. As it does not consider redundant SMs, the operating
range would be limited.

In recent years, many works based on MPC have been proposed for
MMC [26]. The main research efforts have been to reduce the computa-
tional complexity for making the real-time application of MPC for MMC
possible. Therefore, the MPC strategy that is preferred for MMC is indi-
rect FCS-MPC where optimization over voltage levels instead of switching
states is performed. In this chapter, the fault detection, localization, and
tolerance scheme based on indirect FCS-MPC [27] for MMC using redun-
dant SMs is proposed.

The fault detection is performed by the main controller where MPC
generates the optimal insertion index (number of SMs to be inserted). The
fault detection is based on the comparison of the estimated arm voltage
with the arm voltage commanded by the MPC in the previous sampling in-
stant. The estimated arm voltage using the mathematical model of MMC
is calculated from the state measurements in the present and previous sam-
pling instant. The main controller is sending the fault signal to the local
controller where sorting is being performed. Once, the fault signal is true,
then the counter for the potential faulty SMs is increased. The SM whose
count first goes above a threshold value is the faulty one and it is then



bypassed using the bypass switch and replaced by some redundant SM. It
is further noted that the open-circuit fault in an SM can be due to any of
the two switches. Therefore, a separate counter for each type of fault is
used. The main contributions can be summarized as:

A fault detection and tolerance method for open-circuit fault in SM
based on indirect FCS-MPC is proposed

e The proposed method does not require any additional sensors.

The proposed method can be used to detect faults in multiple SMs

The proposed algorithm can distinguish between faults caused by the
two switches of the SM.

12.2 MMC Behavior Under Open Circuit Faults

The SM configuration is shown in Fig. 12.1. There are two switches,
therefore there can be two types of faults i.e., fault due to S; and fault due
to Sa. The characteristics of SM with and without fault are summarized in
Table 12.1.

It can be observed from Table 12.1 that the S fault impact occurs only
when the arm current is negative and Sy fault impact occurs when the arm
current is positive. Both types of faults will result in increased voltage of
that SM with respect to normal SMs i.e., during S; fault the capacitor
cannot discharge, and under S, fault capacitor overcharges.

12.3 Proposed Fault Detection and Fault Toler-
ance Method
12.3.1 Fault Detection

From Table 12.1 the following two main observations are used for fault
detection:



Figure 12.1: SM Configuration

Table 12.1: SM capacitor Characteristics under normal and faulty condi-

tions
Operation iu,l SM State | Capacitor | Output Voltage

>0 Inserted Charged VS M

Normal <0 Inserted Discharged VSM
>0 or <0 | Bypassed Unchanged 0

>0 Inserted Charged VSM
S fault <0 Inserted Unchanged 0
>0 or <0 | Bypassed Unchanged 0

>0 Inserted Charged VSM

<0 Inserted Discharged VS M

Sz fault >0 Bypassed Chargfd VSM
<0 Bypassed Unchanged 0




e Obsl: if the fault is due to S7 then the actual arm voltage would be
less than the commanded arm voltage from the MPC whenever the
faulty SM is in inserted state and arm current is negative.

e Obs2: if the fault is due to S5 then the actual arm voltage would be
more than the commanded arm voltage from the MPC whenever the
faulty SM is in bypassed state and arm current is positive.

It is noted here that the main controller does not need either the information
of arm current direction nor whether an SM was inserted or bypassed to
detect the fault.

The proposed method utilizes the mathematical model of the MMC
for fault detection. Discretizing (2.13a) and (2.13b) and solving for arm
voltages with measurements at present and previous sampling instants, the
following expressions are obtained for estimated arm voltage at the previous
sampling instant:

_ Hy—H

Vujest(k —1) = ———= (12.1a)
H; + H
i jest(k—1) = % (12.1b)
where
. . L+2L
Hy = (iy,(k) —ivi(k — 1)) TC
+ Riyj(k—1)—2Vy,;(k—1) (12.2)
) ) 2L )
H2 = (Zcinj(k) — 'Lcir,j(k — 1)) ﬁ —+ 2Rlcir,j(k — 1) — Vdc (123)

The estimated arm voltages in (12.1) are compared with the commanded
arm voltage by the main controller (MPC) in the previous sampling instant.
The commanded arm voltages are given as:

N, (k — 1)”5,]'(]“7 —-1)
N+ M- F,
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vl 4 —-1) =
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Vujemd(k — 1) = (12.4a)

(12.4b)




where M is the number of redundant SMs and F,, /; are the number of faulty
SMs in the upper and lower arm.

Based on the observations Obsl and Obs2, whenever (12.1) is less than
(12.4) by at least Vg./N + ripple then the fault is detected and it is due to
S1 and whenever (12.1) is more than (12.4) by at least Vy./N £ ripple then
the fault is detected and it is due to Ss. It is noted here that the difference
between (12.1) and (12.4) should be at least |V./N + ripple| for the fault
to be valid.

12.3.2 Fault Localization and Clearance

Although the fault has been detected by the previous method, the infor-
mation about which SM is faulty is still unknown and therefore the fault
cannot be cleared yet. The fault localization is performed in the local con-
troller where sorting is performed. The fault signal from the main controller
with the information about the fault type i.e., due to S; or Sy is sent to
the local controller. The local controller maintains two counters for each
SM. If the fault was due to S; then the counter 1 of each inserted SM
in the previous sampling instant is increased. If the fault was due to S
then the counter 2 of each bypassed SM in the previous sampling instant
is increased. Then the SM whose count first goes above a threshold value
is identified as the faulty SM and F, ; is increased. The faulty SM is then
bypassed using the bypass switch and is replaced by one of the redundant
SMs. Thereafter the counter of each SM is set to zero again so that any
other faulty SM can be identified as well. The information about the faulty
SM is preserved by keeping an array of bypass switch states.

It is noted here that the MMC is operated in hot reserve mode where
the redundant SMs are also equally treated by the control algorithm i.e.,
kept at Vg./N. The overall flowchart for the proposed method is shown in
Fig. 12.2 where Fy; and Fj are fault flags for S1 and Ss faults, respectively.
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Figure 12.2: Flowchart for the proposed method

12.3.3 Selection of Threshold Value

In this work, the threshold for the counter is fixed to N/2 4+ 3 where N
is the total number of SMs without redundant SMs. Therefore, the SM
whose count reaches this threshold first is the faulty one. The threshold
value chosen will ensure that no healthy SM is mistaken for a faulty SM.
As in the worst case for Sp fault, the initial fault could happen when the
insertion index is equal to N then the insertion index needs to be less than
N for at least N/2 times under fault conditions so that all the healthy SMs
have been put out of operation at least once by the conventional sorting



algorithm [5]. As there can be cases when the insertion index remains N
for one or two sampling instants under fault conditions so an additional 3
is added to N/2. Similarly, for the worst case of Sy fault, the initial fault
could happen when the insertion index is 0 and then the insertion index
needs to be more than 0 for at least N/2 times under fault conditions so
that all the healthy SMs have been put in operation at least once by the
sorting algorithm. The additional 3 is added for the same reason that the
insertion index can remain 0 for one or two sampling instants under fault
conditions.

It is worth pointing out that although the threshold value is dependent
on the total number of submodules, the fault can be still detected and
cleared within one fundamental period. This is due to the advancement in
processor technology which has made possible the realization of much lower
sampling times for instance 50us which means for an ac wave of 50 Hz a
fundamental period will be completed in 400 sampling instants. Typically
for high voltage applications the number of SMs ranges from 200 to 400
SMs/arm [2] thus resulting in an N/2 of 200 for worst case scenario which
is half of the sampling instants required for completing one fundamental
period of a 50 Hz wave.

12.4 Comparison with Other Strategies

The comparison of the proposed method with other strategies considering
open circuit switch faults is shown in Table 12.2. Only MPC-based strate-
gies are considered to make a fair comparison. The proposed method has
one or more advantages over all the existing MPC-based methods. More-
over, the existing MPC based methods do not consider redundant SMs and
as a result, the SM capacitors need to be oversized as they have to handle
more voltage in fault-tolerant operation. Furthermore, if this higher volt-
age in tolerant mode becomes more than the rated voltage then the SM
capacitors would be damaged and may even explode.



Table 12.2: Comparison with other MPC based Strategies

Method R Features
FD | FL | FT | Computational Speed Additional Redundant SMs Distinguish b/w
Sensors/Components S_1 and S_2 fault
Burden

Proposed | Y | Y | Y Low within fundamental period N Y Y

[6],[22] Y|Y|Y Very High within fundamental period N N Y

24 Y | Y |Y Low at least 5 fundamental periods Y N N

25 N|N|Y Low NA N N N

* FD=Fault Detection, FL=Fault Localization, FT=Fault Tolerance, Y=Yes, N=No, NA=Not Applicable




12.5 Simulation Results

The performance of the proposed strategy is validated by performing sim-
ulations on a three-phase MMC with 18 SMs per arm, as shown in Fig.
12.3. Among these 16 SMs are used in normal operation and the remain-
ing two SMs serve the purpose of redundant SMs. The scenario used for

3-phase MMC . Filter , Transformer  Utility Grid
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...............

Figure 12.3: Control Block Diagram

'
.

Central controller

simulation is that initially, the converter is operating in normal mode with
an active current reference set to 40 A. The parameters used for simulation
are summarized in Table 12.3.

...........................................................



Table 12.3: Simulation Parameters

Parameter Value
MMC nominal power (base power) 50 kVA
AC system nominal voltage (base voltage) [ 150 V
Nominal frequency 50 Hz
Arm inductance (L) 1.55 mH
Arm resistance (R) 0.019
Submodule capacitance (C) 20000pF
Transformer voltage rating (T) 400 V / 400 V
Transformer power rating 50 kVA
Transformer inductance 0.04 pu
Transformer resistance 0.006 pu
DC side reference voltage 400 V
Number of SMs per arm (N) 16
Number of redundant SMs per arm (M) |2
Sampling time (T's) T0us

In the following discussion, the open-circuit switch faults were generated
by emulating the behavior of open-circuit faults as given in Table 12.1. At
t=0.23s the S; fault is applied to the first SM in the upper arm of phase
a. Figs. 12.4 and 12.5 shows the overall response of all the state variables
for both cases i.e., if the fault is left uncleared and if the fault is cleared by
the proposed method. The results show that none of the state variables is
being tracked accurately if the fault is not cleared i.e., the ac-current and
circulating current have distortions, and the resulting summation voltages
would create energy imbalance between the upper and lower arm.

Results for the scenario when S fault is applied at t=0.23s, are shown
in Figs. 12.6 and 12.7. In this case, the distortions in circulating current
are more severe as the faulty SM capacitor would always be inserted when
the arm current is positive. This results in voltage increase at a faster rate
for Sy fault as compared to S; fault because in S7 fault the SM voltage



is unchanged on faulty condition whereas under Sy fault the SM capacitor
gets charged and voltage increases (see Table 12.1).
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Figure 12.4: S; Fault Uncleared (a) AC-current (b) circulating current (c,d)
Summation voltages upper and lower arm phase a
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Figures 12.8 and 12.9 shows individual SM capacitor voltages in the
upper arm of phase a under both types of faults with and without the
proposed method. The faulty SM voltage keeps on increasing for both
faults if the faults are not cleared as already discussed. Therefore, if faults
are left uncleared then the faulty SM voltage would eventually become
higher than the rated voltage of the capacitor and damage the capacitor or
might even explode the capacitor if the voltage becomes too large. With
the proposed method, as soon as the fault is localized to the faulty SM
then it is bypassed using the bypass switch B as shown in Fig. 12.1 and a
redundant SM takes its place.

In Fig. 12.10 the fault detection (denoted by FD) and localization
(denoted by FL) signals for both faults are shown for the positive direction
of power flow. It can be observed that fault detection and localization for



So fault is quicker than Sy fault. This is due to the direction of power flow
which was positive for this simulation scenario. As a consequence, the arm
current is more positive during one fundamental period. Therefore, under
this scenario, Sy fault occurs more often as its impact occurs when the arm
current is positive (see Table 12.1). So, the count associated with Sy fault
reaches the threshold faster and gets cleared early as compared to S fault.
In the case of negative power flow, the arm current would be more negative
in one fundamental period. As the S7 fault impact occurs when the arm
current is negative (see Table 12.1), it would occur more often as compared
to Sy fault in this scenario. Therefore, S; fault would be detected and
cleared early as compared to So fault for this power direction.
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Figure 12.8: Individual SM Capacitor Voltages under both types of faults
without proposed method

It can also be observed that fault detection is very fast i.e., the fault is
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detected in less than 5ms even for 57 and is localized to the faulty SM in
around 5ms. As soon as the fault is localized, the faulty SM is removed by
the bypass switch and is replaced by a redundant SM. Therefore, the fault
has been cleared and no fault is detected afterward. It is noted here that
the fault detection signal switches between 0 and 1 because the faulty SM
is not always inserted/bypassed by the sorting algorithm.

The fault detection and localization signals in the reverse power direc-
tion are shown in Fig. 12.11 under both types of faults. As explained
earlier, in this power direction S7 fault is detected and cleared earlier as
compared to Sy fault.
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Figure 12.9: Individual SM Capacitor Voltages under both types of faults
with proposed method
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12.6 Conclusion

In this chapter, a method for fault detection, localization, and clearance
based on indirect finite control set model predictive control is presented for
MMCs. It is shown that the proposed method detects, localizes, and clears
the fault within just around 5ms i.e., 1/4th of the fundamental period. The
proposed method also provides information regarding the fault typei.e., due
to S1 or S2. Moreover, no additional sensors are required to execute the
developed method.
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Chapter 13

Conclusion & Potential
Future Directions

In this thesis, five methods have been proposed to address the issue of
computational complexity and dynamic performance of the modular multi-
level converter. The main goal of these methods was to offer high dynamic
performance while keeping the computational complexity low so that the
real-time implementation remains possible. In addition to these methods,
a novel circulating current reference is also proposed to regulate the sum-
mation voltages without the need of an outer loop. Moreover, an open
circuit switch fault detection, localization and tolerance method based on
MPC for MMC is proposed. Further, a method to balance the switching
frequencies of SMs of MMC with only sorting algorithm i.e., without the
need of an explicit modulator, and a general framework to improve the
steady-state response of finite control set model predictive control with an
explicit modulator is also suggested. The main conclusions are as under
and it also highlights how this thesis moved forward:

e In the modified reduced indirect FCS-MPC (MRI-FCS-MPC) method
the large step is fixed to a specific number. Therefore, this number
needs to be tuned for MMCs with different number of SMs. Moreover,
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for MMCs with a very high number of SMs changes of 0,+/—1,4+/—5
will not be enough.

The high steps based MPC (HS-MPC) discussed in chapter 9 makes
the calculation of large step dynamic as opposed to MRI-FCS-MPC.
However, again for MMCs with a very high number of SMs changes of
0,+/—1,+/—large—step will not be enough. This will be mainly due
to the requirement to increase the small neighborhood i.e., changes of
0,+/ — 1 will not be enough then for operating at or near the steady
state.

Another drawback of the previous two methods is that the calculation
of insertion index is dependent on the insertion index of the previous
sampling instant. As a result, if the neighborhood of insertion indices
to be investigated is kept small then the dynamic response becomes
slower and if this neighborhood is enlarged then the computational
burden increases.

In order to address above, the bisection and backstepping based MPC
methods were proposed. These methods make the selection of in-
sertion index independent from the insertion index in the previous
sampling instant. As a result, only a small neighborhood needs to be
considered around the rounded off result (insertion index) obtained
from backstepping and bisection algorithms. Both of these methods
would also work well with MMCs with high number of SMs. How-
ever, their computational complexities would slightly increase because
of the assumption used in bisection and backstepping stage.

All of the previous methods, computational complexity is still depen-
dent on the number of SMs. Moreover, due to their discrete nature
they have reduced steady state performance where the number of SMs
are in low to medium range. Therefore, the active set method was
proposed to make the computational complexity independent of the
number of SMs. In addition, this method results in continuous out-
put (modulation index). Therefore, a PWM modulator is used which



then results in reduced THD. The advantages of this method are that
it’s computational complexity is independent of the number of SMs
and it offers better steady state response. A disadvantage is that it
requires the use of explicit PWM modulator due to it’s continuous
nature. Moreover, it is only for a prediction horizon of one as it is
based on analytical expressions.

Nonlinear model predictive control (NMPC) makes the computational
complexity independent of the number of SMs and can also be ex-
tended for longer prediction horizons easily. Therefore, it can be
concluded that NMPC approaches are the best for MMC. Two ap-
proaches were presented to deal with the continuous nature of NMPC.
The experimental validation of NMPC will be done as future work.

To equally distribute the losses among the SMs, a modified sorting
algorithm was proposed. The advantage of this method is that it
achieves the fixed switching frequency without the need of an explicit
PWM modulator.

A general framework to improve the steady state response of indi-
rect FCS-MPC approaches was also proposed. The advantage of this
method is that it improves the steady state response without the need
to calculate duty cycles as opposed to existing methods in literature.

The indirect FCS-MPC method for open circuit switch fault detec-
tion, localization and tolerance was proposed as the existing literature
on this topic was rare. The proposed method showed that fault de-
tection, localization and tolerance using MPC is very fast.

The modifications required for real-time implementation highlighted a
problem associated with ac-side voltage prediction. This was rectified
by proposing a very simple method of grid voltage estimation or a
virtual ac-side voltage approach. This shows that traditional MPC
based methods which only consider a time delay compensation of
one sampling instant may run into problems as the ac-side voltage



prediction does not appear (as it’s impact is very low) when just
considering a time delay of one sampling instant.

13.1 Future Research Directions

Some of the possible future research directions are provided below:

e In practice the MMC is mostly connected in three-phase three wire
system. Therefore, zero sequence voltage cannot cause zero sequence
current. However, usually the model for MMC is derived for a three-
phase four wire system. As a result, zero sequence current would ap-
pear. Hence, zero sequence voltage compensation is required. When
this zero-sequence voltage compensation is considered then the phases
cannot be treated independently i.e., instead of independent cost func-
tions for each phase, a single cost function for the whole system is re-
quired. Methods based on single cost function for three-phase model
of MMC exist in literature. However, their computational complexity
is very high. New methods need to be investigated in this direction
as three phase model based MPC methods are more accurate.

e The stability proof of FCS-MPC was tried in this work by approx-
imating FCS-MPC with a polynomial and then proving stability of
these polynomial controllers using sum of squares programming and
MMC model. However, the attempt was not successful. The reason
is most probably the formulation of the model for SOS problem. This
could be another research direction. Moreover, there is no generic
stability proof for FCS-MPC in the existing literature. A generic
stability proof would be a valuable contribution in this regard.

e Although methods were proposed in this thesis that reduced the com-
putational complexity while giving high performance, these methods
(except NMPC) still cannot be extended beyond a prediction hori-
zon of 5 or 6. Therefore, methods based on sphere decoding [1-4]
which can easily be extended to a prediction horizon of 50 or 100 for



power converters with linear models should be expanded to non-linear
models.

When this thesis was being conducted many methods based on arti-
ficial intelligence/machine learning have been proposed [5-13]. These
methods have a very big advantage as they make the problem inde-
pendent from model parameters mismatch. However, these methods
still have a higher computational complexity and need more research.
The methods that mimic FCS-MPC have a high computational com-
plexity at the design stage whereas the methods that add an online
system identification stage have a high computational complexity dur-
ing the operations stage.

The backstepping method proposed in this thesis did not provide an
analysis on how the coefficients in the controller should be selected.
An optimal way to select these can be a potential research direction
as it will lead to improved performance of the backstepping method.

The MPC based methods for power converters have already been
adopted by industry in some capacity and it is expected that their
share would gradually increase. In this regard, an interesting re-
search direction could be to check interoperability between different
power converters operating with different algorithms. For instance,
one MMC may be operated by conventional PI based control and
another MMC could be operating with MPC based method.

While conducting experiments for this thesis, it was noted that the
transition from PI based to MPC control was okay. However, from
MPC to PI transition the system tripped. This could be investigated
and it would be interesting if some method is proposed to deal with
this issue. As one could then try to operate with a hybrid method i.e.
application of MPC during transients and application of PI during
steady state operation.

The poor performance of PI based control when the power is changed
from negative to positive as shown in Chapter 9 in this thesis could



also be investigated and an improved PI control design can be devel-
oped that offers good performance in both directions. For example,
gain scheduling can be tried.

One of the issues with MPC based methods in practical applications
would be at startup. Because of large time delays in practical sys-
tems, the MPC would initially have poor performance but once the
converter starts its operation then MPC would work fine for all the
later reference changes. A proper startup method for MPC based
methods could be developed as a future work.
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