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Abstract 

As we move through our environment, we experience a constantly changing optic array. This 

dynamic scene, called optic flow, gives us information about our position relative to the 

environment around us. However, we process different types of optic flow with various 

efficiency. This study used high-density EEG to examine the N2 component’s latencies in 

response to optic flow stimulation in an adult population. This was done by examining the 

visual evoked potentials (VEPs) to three conditions: forwards optic flow, reversed optic flow, 

and random visual motion. The analysis revealed shorter latencies in both optic flow 

conditions compared to random visual motion, and shorter latencies in the forwards optic 

flow conditions compared to reversed. As the latencies indicate signal processing efficiency, 

our visual pathways seem to be better in processing ecologically relevant information. A 

main implication is that our latencies may mirror the environments we have actively engaged 

in. If we manage to change the environment we act in, we might also be able to lower the 

latencies. In turn, this can potentially be helpful in populations struggling with motion 

categorization.   
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1. Introduction 

1.1. Optic flow’s role in navigation 

As the toddler walks toward her parent, she knows when she is close enough to start reaching 

her arms out, wanting to be lifted. When she, as an adolescent, rides downhill on her bicycle, 

she sees an obstacle and avoids it. Finally, as an adult, she smoothly breaks her car as the 

traffic light ahead becomes red. In all these cases, prospective control, meaning the ability to 

perceive what is just about to happen (van der Weel et al., 2022), is crucial to make the right 

adjustments to reach one’s destination. In order to make the right adjustments, however, one 

needs to use information coming from the ever-changing pattern of visual information, called 

optic flow (Gibson, 1966). This is a central term in the field of ecological psychology, where 

researchers investigate at perception and action in natural environments (Gibson, 1979/2015; 

Fajen et al., 2008). Fittingly, Lee (1980) described optic flow as spatio-temporal: as we move 

in space, the optic flow changes. And being able to spot these changes is fundamental if we 

successfully want to navigate our environment.  

Early studies investigating optic flow’s role in navigation did not manage to isolate it from 

other navigation strategies (Li & Niehorster, 2014). Conversely, some questioned optic 

flow’s role in guiding our locomotion, arguing instead for results consistent with egocentric 

direction strategies (Harris & Rogers, 1999; Wann & Land, 2000), where one is thought to 

use own motion as a reference to the goal to navigate (Rusthon et al., 1998). However, with 

new technology, researchers could isolate optic flow from to other stimuli and thus examine 

its role in locomotion. For instance, Warren et al. (2001) used a virtual environment where 

they were able to separate whether participants relied on egocentric motion strategies or optic 

flow in steering their walking. They found that as they added optic flow to the environment, 

participants increasingly relied on it to guide their locomotion. Said differently, while we 
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may use ego-centric direction strategies when there is little optic flow, we rely increasingly 

on it as it becomes available (Fajen & Warren, 2000; Warren et al., 2001). Later studies have 

gotten similar results, supporting optic flow’s role in steering our locomotion (Sarre et al., 

2008; Salinas et al., 2017). Even if we could use egocentric direction strategies, we seem to 

use optic flow to steer towards a target (Li & Cheng, 2013), especially if the travel speed and 

thus magnitude of flow increases (Chen et al., 2018).  

Steering towards a target is, however, only one aspect of how we use optic flow. For 

example, consider the complex situation of intercepting a ball. The literature suggests that we 

will use optic flow to adjust our movement speed (Ludwig et al., 2017), modify our posture 

(Stoffregen, 1985), and use our own motion relative to the target motion to anticipate time-to-

contact (TTC) with the ball (Geri et al., 2010). In learning perceptual-motor skills, a central 

part is also learning to combine novel patterns of optic flow with specific movement (Fajen, 

2008). Building on this, Fajen (2005) also suggests that the optic flow gives rise to different 

action possibilities (affordances) for each individual. That is, we use optic flow relative to our 

own abilities. Ultimately, the information that optic flow provides us with, which we use to 

make complex decisions, is based in our previous experiences. To put it simply: a Formula 1 

racing driver and an average commuter may experience the same optic flow while driving, 

but they will perceive different possibilities for when and how they should break. 

 

1.2. Neural basis and the use of EEG 

Given the role of optic flow in everyday life, much research has also investigated the neural 

underpinnings. Here, the dorsal stream, responsible for motion information processing, is 

crucial (Perry & Fallah, 2014). Many papers have found that the dorsal medial superior 

temporal (MST) in the dorsal stream is central in processing optic flow in both primates and 
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humans (Smith et al., 2006; Wall & Smith., 2008; Yu et al., 2010; Perry & Fallah, 2014). 

Later parts in the dorsal stream, for instance the posterior parietal cortex, processes more 

complex aspects of optic flow (Perry & Fallah, 2014) such as forwards or backwards flow 

(Siegel & Read, 1997) and integrates the flow with regard to the position of the head and the 

eyes (Raffi et al., 2014). Furthermore, other parts of the dorsal stream, such as the human 

temporal/visual area 5 (hMT/V5) processes radial motion (Tohyama & Fukushima, 2005; 

Sack et al., 2006), while global motion elicit responses in visual area 3a and visual area 6 

(V6) (Wattam-Bell et al., 2010; Furlan & Smith, 2016; Nakhla et al., 2021). In sum, then, the 

dorsal stream is central in processing motion, and while some areas seem to be more 

responsive to movement types such as radial flow or global motion, others are more 

specialized in processing optic flow. 

To understand the cortical responses to optic flow, it is not only important to look where it is 

processed, but also how. Many researchers have used electroencephalography (EEG) to do 

this. While EEG has poor spatial resolution and therefore cannot accurately infer the source 

of signals (Srinivasan, 1999; Luck, 2005, p. 10), its strength lies in the high temporal 

resolution which allows it to accurately monitor specific patterns of task-dependant activity 

(Luck, 2005, p. 10). This means that EEG allows researchers to look at the responses in 

neural networks to specific tasks as they happen. More accurately, researchers can see the 

response of pyramidal neurons within those networks (Cohen, 2017). This can be useful 

information, as for instance looking at changes in latencies and amplitude to different kinds 

of stimuli can indicate in difficulty in processing (Agyei et al., 2015), which in turn can give 

indication of how one’s brain is developing (Blystad & van der Meer, 2022). 

EEG studies looking at visual evoked responses (VEPs) have found that the N2 component 

dominates the response in responsive optic flow (van der Meer et al., 2008; Agyei et al., 

2015; Rasulo et al., 2021). This component is involved in categorization of visual stimuli 
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(Woodman, 2010) and is sensitive to changes in visual motion (Kuba et al. 2007). One can 

mostly observe it in the parietal and occipital areas, peaking after stimuli onset between 225-

250 ms in adult participants (Woodman, 2010). Further research suggests that its origin is in 

the hMT/V5 area (Probst et al., 1993). Van der Meer et al. (2008) have also argued that this is 

the origin due to transcranial magnetic stimulation (TMS) studies which have found impaired 

motion perception when putting it over the MT area. Such impairments have included a 

reduced perceptual ability when it comes to speed perception (McKeefry et al., 2008), 

accuracy in motion-directed tasks (Laycock et al., 2007), and motion prediction (Vetter et al., 

2015), all of which are related to changes in visual motion. 

 

1.3. The present study 

Many of the mentioned studies have focused on infants’ development (e.g. Agyei et al., 2015; 

Rasulo et al., 2021) and those who have studied adults have often looked at responses to 

different optic flow velocities (e.g. Vilhelmsen et al., 2015; Vilhelmsen et al., 2019). This 

study, however, aimed the spotlight on adults’ N2 responses to different types of optic flow 

versus random motion. Now, previous studies, both in infants and adults, show shorter 

latencies for the N2 component in optic flow simulations compared to random motion (van 

der Meer et al., 2008; Agyei et al., 2015; Blystad & van der Meer 2022). Additionally, the 

same studies have also found shorter latencies for forward optic flow compared to reversed. 

Aligned with principles of experience-dependant neuroplasticity (Kleim & Jones, 2008), the 

interpretation of the shorter latencies has been that we are more efficient in detecting stimuli 

which we often encounter. That is, latencies are shorter for structured optic flow than random 

motion as we encounter the former more often. Similarly, because we move more forwards 

than backwards, we are also more efficient in detecting forward optic flow. In sum, there 
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seems to be a difference in how efficiently we process visual motion, with motion that we 

often encounter being easier to detect.  

While several studies have gotten similar results regarding the N2 component’s involvement 

in detection of optic flow (e.g. van der Meer et al., 2008; Agyei et al., 2015; Rasulo et al., 

2021), there is still a need to replicate such findings. Some might argue against the need for 

replication, arguing that these results have been found multiple times and are robust. After 

all, what is the point in using resources when we are quite sure what will happen? At the 

same time, however, it is important to consider the lack of replication in psychology. A 

known example is Open Science Collaboration (2015), who, in short, found that most 

psychological findings could not be replicated. This is also relevant for experiments done in 

cognitive neuroscience, such as the present study. EEG analysis can easily give significant, 

yet false effects (Luck & Gaspelin, 2016). The analytical freedom might also steer results into 

the wanted results (Pavlov et al., 2021). Considering such challenges, there is always a need 

for replications even for well-established results such as the characteristics of the N2 

component. Said differently, even studies which investigate simpler aspects of VEPs have 

their use.  

The goal of this study was to try to replicate previous findings regarding the N2 component. 

Specifically, the hypothesis was that structured optic flow would elicit shorter N2 latencies 

compared to random motion. Within this, that the N2 latencies for forward optic flow would 

be shorter compared to reversed optic flow. As described, the rationale behind this is that we 

encounter more structured optic flow than random motion, and more forward optic flow than 

reversed. Thus, there should be a difference in the processing efficiency.  

Support for this hypothesis will suggest, as other studies have argued, that we process 

patterns of motion that we encounter in everyday life faster than less-encountered stimuli 
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(van der Meer et al., 2008; Agyei et al., 2015; Vilhelmsen et al., 2015). As neurons become 

more specialized and effective in response to repeated stimuli (Kleim & Jones, 2008), a more 

basic interpretation would also be that our neurons specialize on stimuli which we encounter 

in our environment. Some would also argue that such data would support the ecological view. 

That is, if our visual system is highly specialized to detect stimuli we often encounter, it 

would support the proposed tight link between the subject and environment put forward by 

Gibson (1979/2015). All these perspectives would ultimately endorse, however, that support 

for this hypothesis would suggest that we pick up ecological relevant information more 

easily. Thus, this would give support to the notion that a subject’s perception is shaped by the 

environment, meaning that we are more effective in detecting stimuli that we often encounter. 

 

2. Methods 

2.1. Participants 

The study had a cross-sectional design with 10 participants tested (7 woman, 3 men). All 

were adults and had either corrected-to-normal or normal eyesight. None had any known 

neurological defects. The participants were recruited from the university campus and the age 

range was 21- 37 years (M = 28, SD = 6). 

We, meaning the project leader and students involved, used high-density 

electroencephalography (HD-EEG) to conduct a series of repeated measures using the optic 

flow paradigm. As a measurement tool for psychological research, EEG is non-invasive and 

does not have any known negative effects. The participants had signed an informed consent 

form and could withdraw from the experiment at any time. Both the Norwegian Data 

Services for the Social Sciences (NSD) and the Norwegian Regional Ethics Committee (REC 

Central) had approved the study. 
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2.2. Experimental stimuli and paradigm 

E-Prime software (Psychological Software Tools, Inc.) showed an optic flow pattern on a 

Microsoft Surface Hub 84” (108 cm width x 70 cm height) with a 60 Hz refresh rate. The 

participants sat 80 cm from the screen with a 70 cm distance from the screen to the eyes. 

Furthermore, they looked at the screen with an approximately 90° degree angle at a fixation 

cross with a width of 1.69 mm (1 pixel). The fixation cross was at the horizontal centre and 

around 3/4th of the screen’s height. The angle by the fixation cross was 0.161°, the angle by 

the width of the screen was 68.0° with the height at 46.7° (see Figure 1).  

 

Figure 1: Physical dimensions of the experiment. Illustration of a participant resting her vision on the 

fixation point in the optic flow paradigm. 

 

There were four conditions in the optic flow experiment: forwards optic flow, reversed optic 

flow, random non-flow, and static non-flow. They were presented in a random order and 

lasted for 1500 ms each. All four conditions had the appearance of 100 black dots on a white 

surface, and a red dot representing the fixation cross. While each had a radius of 5 mm in the 

virtual space, they appeared as big as 17 mm when they were “close” and as small as 2 mm 

when they were “far away”. For the forwards optic flow, 100 dots moved towards the 
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participant with a constant speed (30 mm per frame with a rate of 60 fps) from the centre of 

the screen, giving the impression of forward self-movement. The effect is comparable to 

looking through the front window when in a moving car while it is snowing. Dots that 

“passed” the participant were immediately replaced at the back, keeping the number of dots 

on the screen at a constant (100 dots). The second simulation of optic flow was the reversed 

condition. In contrast to forwards optic flow, the dots moved towards the centre of the screen 

and gave the participant the impression of moving backwards. To use the snow analogy 

again, this gave the impression of looking through the back window while in a moving car. 

The speed was the same as the forward conditions and there were always 100 dots present; 

Those that disappeared in the horizon spawned in front of the participant.  

The last two simulations were non-flow conditions. One of these, random non-flow, did have 

constant movement, yet there were not any structure or coherence in the dots’ movement. The 

motion was completely random and hence gave no impression of self-movement. Lastly, in 

between each otherwise randomly presented condition, there was a static non-flow condition 

where there was no movement at all. This frozen state was designed to avoid motion 

adaptation and functioned as a baseline condition for the later analyses. In total, the 

experiment had 40 trials for each motion condition with a total of 120 static trials.  

 

2.3. Data acquisition 

EEG activity was recorded with a Hydrocel Sensor Net 200 (Electrical Geodesics). The net 

consisted of an arrangement of 256 Ag/AgCl sponge sensors, spread out evenly over the 

participant’s scalp. Consistent with the optimal signal-to-noise ratio, the high-input EGI 

amplifier connected to the net was set at a maximum of impedance at 50 kΩ (Picton et al., 

2000; Ferree et al., 2001). The amplifier was further connected to a Macintosh computer 
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which used NetStation software to record the signals with a sampling rate of 500Hz. The 

filters were set at a 0.1 Hz high pass and 200 Hz low pass.  

To record the participants’ gaze, an infrared Tobii X50 camera was used. This tracked where 

the participants were looking during the experiment. ClearView software processed this data. 

There was also a video camera which recorded the participant’s behaviour. This gave the 

experimenters the opportunity to ensure that the participants did not move in a way which 

distorted the EEG-signals too much. Additionally, the video could also be of help to explain 

noise in the data set (if a participant scratched her head, for instance). 

 

2.4. Procedure 

Before every trial, the experimental room was prepared. This included ensuring that the chair 

and table were placed on the marked spots, that the Microsoft Hub screen functioned, and 

that the computer used for viewing the impedance of the electrodes was functional. In short, 

it was checked that each experiment had the same standardized conditions set by the lab. 

When preparing the EEG net, the participant’s head size was first measured and the suitable 

net was selected. The net was then soaked in an electrolyte solution consisting of potassium 

chloride and baby soap for a minimum of minutes to optimize electrical conductivity. 

Additionally, the participant’s inter-aural and inter-pupillary distance was measured, trying to 

find the approximate centre of the skull as the point of the reference electrode. After marking 

the middle part where they crossed, the participants were asked to point at the centre of their 

skull. If it deviated from the previous markings, a new mark in the middle of these two points 

was made. This new point was then used at the point of the reference electrode.  

After soaking, the net was slightly padded with a dry towel and put carefully on the 

participant’s head. To ensure good impedance, the electrodes were fastened, focusing on the 
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backside of the head where the visual cortex is as it was the main area of interest for the 

study. When satisfied, the participant was taken to the experimental room and the net was 

connected to the amplifier. Then, the impedance was checked to ensure that the net showed a 

minimum requirement of 90% electrodes of adequate impedance. If needed, electrodes were 

adjusted, and in some cases, extra electrolyte solution was added with a pipette.  

When the EEG net had the required impedance, it was checked that the ClearView settings 

for eye tracking were according to the lab’s standard. Afterwards, the eye movement was 

calibrated using five different reference points. Several assistants were always in the control 

room and could respond to issues regarding if the participant moved too much, had any 

questions, or if there were any technical issues. To limit external artefacts, the experimental 

room were lit only by the screen. The chair, which was electric, was unplugged. The 

participant left any electrical equipment outside the experimental room.  

Although this study focuses on the optic flow paradigm, the session for each participant 

consisted of four different paradigms. Each of the paradigms were related to perception of 

visual motion. Of these, optic flow was shown first. After finishing the testing, the net of the 

participant was soaked for 10 minutes in an anti-bacterial solution. When the time was up, it 

was rinsed with water from the sink, patted, and lastly hung up for drying.   

 

2.5. Analyses 

2.5.1. Data analyses 

To analyse the raw EEG data, the 7.1 version of the research software Brain Electrical Source 

Analysis (BESA, GmBH) was used. To facilitate the analyses, the NetStation software first 

segmented the EEG datasets which then were exported to a different offline server. Likewise, 
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the data eye tracking data from ClearView and E-Prime data containing the information of 

the optic flow paradigm was transferred to the offline server.  

Averaging epochs were set from -200ms to 800 ms with the baseline definition was at -100 to 

0 ms. To remove both the channels which were contaminated high frequency activities, and 

those with slow drift in the data, the high and low cut off-filter were at 80 Hz and 1.6 Hz, 

respectively. To avoid line interference, the notch filter was at 50 Hz. Artefact-contaminated 

electrodes caused by head/body movement were visually inspected, and either removed from 

further analysis or re-estimated using spherical line interpolation (Perrin et al., 1989; Piction 

et al., 2000). While bad channels were excluded, there was always a maximum of 10% 

exclusion. When doing manual artefact correction to separate the eye movement artefacts 

from the brain signals, the threshold values were 0.1 μV for the low signals and 75 μV for 

gradients and the maximum amplitude was at a threshold of 120 μV (Berg & Scherg, 1994; 

Ille et al., 2002).  

 

2.5.2. VEP peak analyses at electrode level 

To be able to do the VEP analysis, the EEG-data was exported into the standard 81-electrode 

configuration of the 10-10 international system. To get the reference-free (10-10) montage 

signal, spherical line interpolation was used to estimate the signal (American 

Electroencephalographic Society, 1991). To obtain a grand average, the individual averages 

were first analysed and then combined. This functioned as a reference for the selection of the 

individual N2 components. By showing the maximum N2 activity for the waveform which 

was most dominant over the occipito-parietal areas, the 3d spherical whole head voltage maps 

allowed the identification of the individual averages of the N2 components (Perrin et al., 

1989). In other words, the maps showed spatially where the N2 activity was the strongest.  
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The latency of the individual averages was recorded from the stimulus onset to the peak of 

the N2 component. These latencies were used in the further analyses.  

 

3. Results of VEP analysis 

To find channels to use for the analysis, the method as put forth by van er Meer et al. (2008) 

was used. This included first using the individual participant averages and then combining 

them into a grand average. This functioned as a reference for picking the four electrodes in 

the forward optic flow condition which had the highest N2 amplitudes for further analysis. Of 

these four, when choosing one electrode from each participant, the one with the highest mean 

N2 amplitudes in the forwards optic flow condition was chosen. Thus, while the electrode 

varied with the different participants, it was always one of the following four: PO4, PO8, O2, 

Oz. In the electrodes used, the mean latencies for forwards optic flow were 227.00 ms (SD = 

45.03), reversed had a mean latency of 268.4 ms (SD = 53.37), and random visual motion had 

344.60 ms (SD = 70.56). When it comes to amplitude, the mean for forwards optic flow was -

0.49 μV (SD = 0.40), -0.42 μV (SD = 0.65) for reversed optic flow, and -0.11 μV (SD = 0.45) 

for random visual motion.  
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Figure 2: Grand average VEPs for the different motion conditions in the four electrodes with the 

highest mean amplitude (Top row: PO4, PO8. Bottom row: O2, Oz). The X-axis shows the epoch 

from -200 ms to 800 ms, while the Y axis shows amplitude in μV. The vertical arrow shows where the 

N2 component was judged to be based on both amplitude and the signature of the activation 

distribution in the head model in the BESA analysis. The forwards optic flow is shown in green, the 

reversed optic flow in blue, and the random visual motion in red. On the right is the scalp localization 

of the standard 81 electrodes with the mentioned electrodes marked as black circles. Oz is in the 

bottom left, with O2 on its right. PO8 is on the furthest right and PO4 on is on the top.   

 

A repeated measures analysis of variance (ANOVA) was used with the conditions (forwards, 

reversed, random visual motion) as within-subject variables and latencies of the N2 

component as between subject variable. To adjust for multiple corrections, Bonferonni 

correction was used. The analysis showed a main effect of group, F(2, 9) = 18.97, p < .001, 

indicating significant differences between the different conditions. Further post hoc tests (see 

Figure 3) showed that the biggest difference was between forwards optic flow and random 
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visual motion, ΔM = -116.60, p = .002, followed by reversed optic flow and random visual 

motion, ΔM = -76.20, p = .012. Lastly, forwards optic flow also had shorter mean latencies 

compared to reversed optic flow, ΔM = -41.40, p = .044. This means that forwards optic flow 

and reversed optic flow had on average 117.60 ms and 76.20 ms shorter latencies, 

respectively, compared to random visual motion. This indicates an enhanced ability to detect 

the optic flow conditions. Meanwhile, the participants were also more efficient in detecting 

forwards optic flow compared to reversed optic flow, with forwards optic flow having on 

average 41.40 ms shorter latencies. Similarly, this also indicates a different in efficiency of 

processing the two conditions.  

For the amplitudes, a repeated measures ANOVA was used with the conditions (forwards, 

reversed, random visual motion) as within-subject variables and the amplitude as between-

subject variables. This revealed no significant differences between the conditions, F(2, 9) = 

1.98, p = .167. However, a post hoc analysis (see figure 3) showed a significant difference 

between in amplitudes between the forwards optic flow and random visual motion, ΔM = -

.38, p = .043.  
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Figure 3: Group mean latencies and group mean amplitudes for the different motion conditions. The 

X-axis shows bars representing the different conditions. Forwards optic flow is shown in green, 

reversed optic flow in blue, and random visual motion in red. Meanwhile, the Y-axis is the latencies. 

The bars thus show the differences in mean latencies between the conditions, with significant 

differences at the, p < .001, level between forwards optic flow and random visual motion, and 

significant differences at the, p < .05, level between forwards optic flow and reversed, and reversed 

optic flow and random visual motion. * Significant at the, p < .05, level, *** at the, p < .001, level.  

 

4. Discussion 

This study used high-density EEG in an adult population to investigate differences in 

responses for structured optic flow and random visual motion. VEP analyses were used with 

the focus being on latencies of the motion sensitive N2 component. The main results were 

two-part. First, both structured optic flow conditions had shorter latencies compared to 

random visual motion. Second, forwards optic flow had shorter latencies compared to 

reversed. Both results were in accordance with the previous described hypothesis. As 

mentioned, there was also a significant difference between the forwards optic flow amplitude 

and random visual motion. However, given that both other studies looking at N2 responses to 

optic flow have had no significant within-group differences in amplitude (e.g. van der Meer 

et al., 2008; Agyei et al., 2015) and that the N2 component peak’s amplitude seems less clear 
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compared to such studies (see figure 2), this may suggest that the results are due to distortions 

in the data set. Therefore, my focus in this discussion will be on the latency differences.  

 

4.1. Neuroplasticity and latencies  

When it comes to the shorter latencies for both optic flow conditions compared to random 

visual motion, my interpretation is that this represents more efficient processing of the optic 

flow stimuli. This means that we detect the optic flow structures faster. The literature also 

seems to agree when it comes to what such shorter latencies means, both in the optic flow 

paradigm (van der Meet er al., 2008; Agyei et al., 2015; Blystad & van der Meer, 2022) and 

in other fields (e.g. Ellemberg et al., 2003; Hülsdünker et al., 2018). While there may be a 

consensus, it is also important to discuss why we see the differences in this study. Based in 

experience-dependent plasticity, meaning how the brain reorganizes its function and structure 

as a response to internal and external pressure (Kleim & Jones, 2008), there are two main 

points which I want to highlight here: importance and action. Both are central in explaining 

why we see the differences in latencies, yet they differ in meaningful ways.  

As van der Meer et al. (2008) discusses, the differences in latencies may reflect the 

importance of optic flow. Another way to look at “importance” is high ecological relevance, 

meaning that we use and encounter the stimuli often. We know that the brain adapts through 

environmental pressures and experiences (Pascual-Leone et al., 2005), with high use, 

repetition, and intensity of stimuli being crucial (Kleim & Jones, 2008). Now, part of the 

reason why we use optic flow so much may be because it has a reliable structure which gives 

meaningful information. As mentioned, we use it in various ways as we drive (Lee, 1980), 

walk (Warren et al., 2001) and adjust our posture (Stoffregen, 1985). By allowing us to, for 

example, reliably predict time-to-collision with an object (Fajen et al., 2005), we rely on optic 
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flow to adjust our behaviour correctly. There seems, in other words, to be enough incentive 

for the brain to induce plasticity when it comes to the pathways involved in detecting optic 

flow based on what we know sparks such changes. On the other hand, the explanation for 

random visual motion’s reliably longer latencies (van der Meer et al., 2008; Agyei et al., 

2015; Blystad & van der Meer, 2022) may be that it lacks this ecological relevance. Random 

visual motion may still have a structure which we are able to detect, yet it is unreliable by 

nature. It is true that the pathways become more effective in detecting the structure, as the 

latencies are lower from early infancy to late infancy (Agyei et al., 2015; Agyei et al., 2016a) 

and from late infancy to adulthood (van der Meer et al., 2008). However, this might be due to 

general brain maturation, which enhances visual motion perception (Agyei et al., 2016a), and 

may not benefit from the further efficiency which comes due to experience with using the 

information embedded within optic flow (Agyei et al., 2016b; Blystad & van der Meer, 

2022). Either way, the high frequency and intensity of the optic flow conditions seems to 

have a higher ecological relevance to us. Meanwhile, outside normal neurobiological 

development, there is less incentive for increasing the efficiency of detecting random visual 

motion. Thus, the latency differences between the optic flow conditions and random visual 

motion can be partly explained by how important the types of stimuli are to us. 

A second explanation which can explain the latencies in this study is previous action. This 

overlaps with the latter point, where I discussed that we gain more experience in using optic 

flow as it is more important to us. However, action is crucial as it highlights that we must 

actively engage in our environment, and not just passively experience it. For instance, when it 

comes to infants, they might be able to react at approaching motion at 1-2 months of age 

(Nanez & Yonas, 1994) and discriminate between large changes in optic flow when they are 

3-4 months old (Gilmore et al., 2004). However, pre-locomotor infants at 3-6 months of age 

infants have a minimal improvement in optic flow discrimination (Gilmore et al., 2004) until 
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they gain experience in self-generated locomotion, where the latencies in response to optic 

flow show a similar patten to that of adults (van der Meer et al., 2008; Agyei et al., 2015; 

Agyei et al., 2016a; Agyei et al., 2016b). This suggests that self-generated locomotion is an 

activity with a high enough rate of repetition and intensity that it helps induce developmental 

changes, such as increased white matter myelinization (Bells et al., 2019), local glucose 

metabolic rate maturation (Klaver et al., 2011), and axonal pruning (Low & Cheng, 2006). 

Again, I want to emphasize that part of the explanation shortened latencies in infants is due to 

rapid maturation of the pathways that processes motion information (Agyei et al., 2016a; 

Agyei et al., 2016b). Still, as I’ve argued, self-generated action is crucial for enhancing the 

effectiveness of such processing (James & Swain, 2011; Agyei et al., 2016a). Consequently, 

this results in more efficient neural pathways responsible for detecting optic flow but not 

random visual motion. Overall, I would argue that this helps explain why this study observed 

the differences between the optic flow conditions and random visual motion. Action seems to 

be a catalysator for the infants to get a response pattern to optic flow similar to adults’. As we 

as adults have more experience with optic flow than random visual motion, this suggests that 

previous action is an important reason behind why we see the relative differences in latencies. 

 

4.2. Differences between forwards optic flow and reversed optic flow  

The second finding was that forwards optic flow induced shorter latencies compared to 

random visual motion. Just as with the previous result, my interpretation is that this reflects a 

difference in signal processing efficiency due to a different amount of experience. Previous 

studies have also come to the same conclusions (van der Meer et al., 2008; Shirai et al., 2009; 

Agyei et al., 2015), arguing for the importance of experience. As with the last result, what I 

have called importance and action is just as important in explaining the differences. However, 

I also want to highlight another factor which is useful in explaining the latency differences: 
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specificity. Combined with importance and action, specificity also has especially important 

implications.  

Specificity is important as the latencies for forwards and reversed optic flow are experience-

dependent (Agyei et al., 2015; Blystad & van der Meer, 2022). Thus, it seems likely that the 

latencies for each can change based on our actions in our environment. In fact, we do see 

such specific changes due to actions in other parts of the visual system (Schoups et al., 2001; 

Draganski et al., 2004; Sigman et al., 2005; Baroncelli et al., 2013). And, though it would be 

difficult to conduct a study where one experiences more reversed optic flow than forwards 

over a longer period of time, one can find support that it is similar for the N2 latencies in the 

study by Blystad and van der Meer (2022). Here, among other things, they found shorter N2 

latencies for infants which had received extra visuo-motor stimulation compared a control 

group. The extra-stimulated group went to baby swimming once a week and the authors 

argued that this had an indirect effect: Because of more motor training, the infants achieved 

earlier self-produced locomotion. As I will discuss, this is relevant for this study as it 

indicates that specific practice in using optic flow may underly the found differences in 

latencies. 

Although both mentioned groups had shorter latencies for forward optic flow compared to 

reversed, the extra-stimulated group had reversed optic flow latencies comparable to the 

control group’s latencies for forward optic flow. This means that the extra-stimulated group 

was as efficient in detecting reversed optic flow as the control group was in detecting 

forwards optic flow. I would argue that this suggests that there does not have to be an 

asymmetry in our ability to detect the two conditions. While we may be prone to 

experiencing more forwards optic flow relative to reversed (Shirai et al., 2009; Agyei et al., 

2015), the results gotten by Blystad & van der Meer (2022) emphasize that our actions in the 
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environments we are in shape our latencies. However, as most will use forwards optic flow 

more than reversed, we are more efficient in detecting the forwards optic flow structure.  

In short, by demonstrating that our actions in our environment can shape the N2 latencies, the 

study by Blystad & van der Meer (2022) can help explain the relative shorter latencies for 

forwards optic flow compared to reversed in this study. Indeed, a central reason seems to be 

one’s active engagement with the stimuli. The alternative is that the difference is innate, but 

as I have discussed, it seems more likely that they reflect our experience in different 

environments. In turn, this has several important implications considering that we use optic 

flow in a wide arrange of activities (Stoffregen, 1985; Fajen, 2005; Geri et al., 2010; Ludwig 

et al., 2017). Some specific examples are that this can potentially be useful to intervene with 

pre-terms (Agyei et al., 2016a), whose dorsal stream specialisation may be disrupted (Taylor 

et al., 2009). Additionally, this might also be helpful for older people, who are less sensitive 

to global motion (Conlon & Herkes, 2008). Other groups, such adults who want to improve 

their decision making in sports, might also benefit. As mentioned, the neuroplastic changes 

come partly due to use, frequency, and intensity of the stimuli (Kleim & Jones, 2008). If we 

can manipulate these factors, the study by Blystad & van der Meer (2022) may suggest that 

we can lower the N2 latencies.  

Yet the critical reader will probably point out that the findings in Blystad & van der Meer 

(2022) is based on infants. While this may show that the N2 component is malleable with 

practice in infants, it does not necessarily translate to an adult population. While I concede 

that infants’ N2 latencies may be more malleable due to a general higher capacity of 

plasticity (Gao et al., 2017), I also want to point out that there is evidence to suggest that this 

is the case for adult population as well. Clark et al. (2015) found, for instance, that the N2 

latencies shortened after a five-day period of practice in a discrimination task. They 

concluded that these changes represented a faster shift of attention to the relevant target. 
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Though this did not look explicitly on the optic flow paradigm, it does coincide well with 

Blystad & van der Meer (2022), showing that one can enhance the ability to discriminate 

stimuli with deliberate practice. Considering how many findings in psychology that have not 

replicated (Open Science Collaboration, 2015), I am of course open to the possibility that the 

findings may not generalize and more studies are without a doubt needed. Yet, combining 

what we know induces plasticity and that Clark et al. (2015) found the N2 latencies in adults 

to be trainable, it does seem likely that the findings in Blystad & van der Meer (2022) are 

generalizable to an adult population.  

 

4.3. N2 latencies and ecological psychology  

Overall, the notion that the ability to detect optic flow depends on one’s previous experience 

with different environments may support the ecological perspective of a tight link between 

the subject and the environment. That is, how good we are at detecting optic flow depends on 

how we have used it previously. This also combines an ecological view of psychology and 

neuroscience, a combination which has been understudied (de Wit & Withagen (2019). 

Neuroscience has had a more mechanistic view (de Wit et al., 2017), meaning that the field 

have focused on more narrow neural circuits or cells. In these studies, the ecological focus 

points, such interaction between the subject and environment, has been largely ignored (de 

Wit & Withagen, 2019). The ignoring has also been reciprocal: the ecological view has 

historically not been interested in the neural underpinnings (de Wit & Withagen, 2019). In 

other words, while two fields are highly relevant for each other, have not paid attention to the 

opposite part. 

Until recently, that is. This study is part of an emerging literature (e.g. van der Meer et al., 

2008; Agyei et al., 2015; van der Weel et al., 2022) that tries to combine the two 
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perspectives. For instance, from an ecological perspective, when Agyei et al. (2015) show the 

close association between being able to detect optic flow and engaging in self-generated 

locomotion, this may suggest that action is central in the interaction between the environment 

and the subject. Blystad & van der Meer (2022) further develops this, showing evidence for 

that action can further enhance the link by making optic flow more available following extra 

stimulation. The present study’s replication of more basic findings regarding the N2 

component and optic flow is important as it further increases the validity and reliability of 

these studies. That is, an assumption in the mentioned studies is that the latencies for the 

different motion conditions will vary based on how ecological relevant the stimuli are to us. 

In getting results consistent with this, this study helps making those findings more robust. 

Importantly, the present study also supports a major implication from such studies with an 

ecological perspective of psychology: we seem to attune to our environment. In short, based 

on the literature in neuroplasticity and optic flow, is seems likely that the N2 can change if 

our active engagement in our environment changes.  

Now, as I mentioned in the introduction, one can go away from an ecological perspective and 

rather look at the results from a more mechanistic neuroplastic perspective. As specific, 

intensive, and frequent stimulation is known to induce neuroplasticity (Kleim & Jones, 2008), 

this may spark the question if we need the ecological perspective with its focus on how the 

one can attune to the environment through actions. However, by examining the neural 

underpinning from an ecological perspective, one can gain more practical insights for how to 

use such principles. We do need knowledge of what drives plasticity in general, but it is 

equally important to understand which specific neural processes which underly our 

perception. For instance, take my argument regarding the latencies reflect our previous active 

engagement with optic flow stimuli. If extra optic flow stimulation can shorten the N2 

latencies, this may give a suggestion how we can more mechanistic principles of experience-
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dependent plasticity if one encounter cases where someone lacks an ability to categorize 

motion. Ultimately, my point here is the ecological view gives an important perspective in 

suggesting that behaviour is central in neurally attuning to our environment. Further, this may 

enhance our understanding of how to intervene in specific situations. Subsequent studies of 

the N2 component should look at the different ways to see how optic flow stimulation and its 

effect on the latencies may help various groups of people. If researchers are interested in 

longitudinal effects, it would be interesting to investigate if adults still benefit from extra 

stimulation as a child. As the brain operate on a “use it or lose it" principle (Kleim & Jones, 

2008), this might indicate that one has to continue with active engagement with optic flow to 

keep the latencies relatively short. However, even if one is more passive as an adult, it is also 

possible that extra stimulation as child could have protective effects. 

 

5. Conclusion 

This study further supports that we vary in how efficiently we process various motion 

conditions. As the shorter N2 latencies show, we seem to be more efficient in processing 

optic flow conditions compared to random visual motion, and more efficient in processing 

forwards optic flow compared to reversed. A main reason for this may be the asymmetry in 

the amount of experience. From infancy, optic flow is fundamental to predict the best option 

for action. Deciding when to turn on a bicycle, stretch out our foot to intercept a ball, or break 

our car, are all dependant on the incoming visual array. In these processes, we also use more 

forwards optic flow than reversed, which may explain the relative shorter latencies. As 

random visual motion may not provide any information which we can use regularly, we seem 

to be less efficient in detecting such stimuli. Thus, the pathways which process the different 

conditions vary in how efficient they are. These results are also a part of an emerging 
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literature looks at the neural aspect of ecological psychology. From this perspective, the 

differences in latencies may ultimately reflect how attuned we are to different kinds of 

environments. Taking into considerations how much we use optic flow, the suggestion that 

the N2 component is malleable might have several important implications. To conclude, we 

differ in our ability to detect the structure in different types of visual array. A central reason 

for this might be that our previous active engagement in our environment shape how effective 

our neural processing is.  
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