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A B S T R A C T

This thesis presents our work on the theory of spin-dependent effects and transport in
heterostructures involving superconductors, magnets, and non-centrosymmetric materi-
als. The results are roughly divided into those concerning i) the superconducting phase
transition and its influence on adjacent materials, and ii) spin transport. Our study
of the superconducting phase transition is focused around spin-valve effects where the
superconducting critical temperature can be controlled by the magnetic configuration
or inversion symmetry breaking in materials in proximity to the superconductor.
We also consider the reciprocal effect where decreasing the temperature below the
superconducting transition temperature alters the magnetic anisotropy of an adjacent
magnet. Furthermore, we consider how the superconducting critical temperature of
an unconventional p-wave superconductor can be enhanced by proximity-coupling
it via a ferromagnetic interlayer to a conventional superconductor with a higher
critical temperature. Finally, we study the magnetic field-driven superconducting
transition in a highly disordered hole-overdoped d-wave cuprate superconductor where
superconducting pairing remains above the critical field where phase coherence is lost.
Our work on spin transport includes the study of both dissipationless Cooper pair
and resistive quasi-particle transport. We predict that due to interfacial exchange
coupling, a supercurrent of spin-polarized Cooper pairs can induce a non-reciprocity
in the magnon dispersion of a ferromagnetic insulator giving rise to magnon spin
currents. We also study how non-equilibrium quasi-particle transport is affected by
the pairing symmetry of the superconductor, how the inverse spin-Hall effect and
spin-swapping are renormalized by a spin-splitting field, and how the coupling between
two ferromagnetic insulators can be mediated by a superconductor thus affecting
spin-pumping.
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1
I N T R O D U C T I O N

This chapter gives a brief introduction to some of the concepts that will be discussed
in this thesis. We try to explain these in terms of simple pictures. For a complete
review and derivation of the fundamental concepts, see e.g. Refs. [2, 3]. For the more
specialized topics, many good review articles have published over the years. The most
central ones to the discussion below are Refs. [4–7].

1.1 conventional superconductors

Since its discovery in 1911 [8], superconductivity has been one of the main research
topics within condensed matter physics. Even today, the field is constantly evolving
with new directions being pursued. In the initial experiment by Kamerlingh-Onnes,
mercury was cooled down in liquid helium resulting in the remarkable discovery of
near zero resistance below 4K [8, 9]. In the metallic state, each individual electron
taking part in the electric current can be scattered, thus causing a finite resistance. In
superconductors, electrons instead condense into a collective state where all electrons
and holes within an certain energy interval take part. In this case, the behavior of each
individual electron is less important since the current is carried by the condensate as
a whole. Superconductors can therefore carry supercurrents with perfect conductivity
[2, 3].

The second characteristic trait of superconductors is the Meissner effect – the expul-
sion of magnetic fields [10]. This perfect diamagnetism is related to the supercurrents
screening the external magnetic field by inducing an equal and oppositely oriented
magnetic field. However, if these sheilding currents were to explain the Meissner effect
alone, flux might as well be trapped inside the superconductor instead of expelled
upon lowering the temperature through the superconducting transition. The complete
expulsion of the magnetic field is quantum mechanical in nature, and has no classical
analogue [3].

These two characteristics were first described by F. and H. London [11] through the
equations

E = ∂tΛJS, (1)
H = −c∇r × ΛJS. (2)

The first equation describes the supercurrent through resistance-free acceleration by a
local electric field E, and allows for a constant current JS at E = 0. The second equa-
tion together with the Maxwell equation ∇r × H = 4πJS/c describes the exponential
decay of the local magnetic field H inside the superconductor, characterized by the
penetration depth λ =

√
c2Λ/4π. Here, c is the speed of light. The penetration depth

diverges at a critical temperature Tc as the superconductor transitions to the normal
state [3].

While the London equations are a good starting point for describing the basic
properties superconductors, they are subject to several assumptions such as the

1



2 introduction

external magnetic field being weak [2]. When increasing the external magnetic
field, we have to separate the superconductors into two different classes. In type I
superconductors, superconductivity vanishes abruptly at a critical field Hc. In type II
superconductors [12–14] , there is an intermediate regime between the two critical field
strengths Hc1 and Hc2, where the magnetic field punches holes into the superconducting
condensate. Through each such hole, called a vortex, a field corresponding to a single
superconducting flux quanta ΦSC = hc/2e can penetrate the superconductor. Here,
h is Planck’s constant and 2e is the twice the electron charge. The field through the
superconductor increases gradually between Hc1 and Hc2 as the number of vortices
increases [15, 16]. As a consequence, a current exerts a Lorentz force pushing the
vortices sideways thus causing a finite resistance [17].

Having defined the most fundamental experimentally observable properties of super-
conductors takes us next to the microscopic origin. The most important development
on this front was the Bardeen-Cooper-Schrieffer (BCS) theory [18] which was pub-
lished in 1957, but still stands as a main building block for the description of many
conventional materials studied to this date. While a gap around the Fermi level of
the superconducting energy spectrum had already been proposed and observed [2, 19,
20], the BCS theory explained this by proposing that electrons are attracted to each
other and form pairs. From a classical perspective, this attraction can be illustrated
as a two-step process where an electron attracts the positively charged ions in a
lattice, and the slower-moving ions attract a second electron, as illustrated in Fig. 1(a)
and (b). In the quantum mechanical picture, the lattice vibrations are quantized
and represented by phonons which mediate the attractive interaction between two
electrons, see Fig. 1(c). To destroy a pair, the two electrons must overcome the gap in
the energy spectrum by acquiring an energy 2|∆|.

The electron pairs, called Cooper pairs, are formed between electrons of opposite
momentum. This lowers the kinetic energy of the pair. It also gives the largest
number of available directions to scatter to after the momentum-conserving process
in Fig. 1(c), since any momentum q results in zero center-of-mass momentum. Two
equivalent electrons, having a fermionic nature, cannot exist in the same position.
Since the attractive interaction is localized to a specific position in the lattice, the
spin of the two electrons must therefore be opposite. This results in the conventional
spin-singlet pairing (↑↓ − ↓↑) which is odd under inversion of spin. This type of
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Figure 1: In the classical picture, the attraction between two electrons is mediated by the
crystal lattice. Due to its negative charge, the first electron (red) attracts the
positively charged ions comprising the crystal lattice (blue), as shown in panel (a).
Since the electron moves much faster than the heavier ions, the lattice remains
distorted after the first electron has left. The second electron (purple) is attracted to
the accumulation of positive charge, as shown in panel (b). This is a classical analog
to the process in panel (c), where two electrons (solid lines) of opposite momenta ±k
interacts via a phonon (wiggly line) of momentum q. The vertical axis represents
the time t [2].
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conventional pairing is found in many materials such as Nb, Al, V, etc. where such
local interactions are preferred. However, as we will see, a whole fauna of pairing
types exist in unconventional superconductors, or can be created in conventional ones
by combining them with other materials.

Having introduced the Cooper pairs, we now come back to the transport properties
of superconductors. While the magnitude of the superconducting gap protects the
Cooper pairs from breaking up into individual electrons, the superconducting pairing
∆ = |∆|eiφ is also associated with a phase φ. A finite phase gradient ∇rφ gives rise
to a supercurrent. This kind of dissipationless transport is however only allowed for
energies below the superconducting gap [3]. For energies above the gap, electron and
hole energy bands hybridize so that transport is instead carried by electron-like and
hole-like quasi-particles. This transport is dissipative, but highly dependent on the
superconductivity due to the alteration of the energy band structure and the associated
density of states. Scattering rates can also be renormalized by superconductivity,
especially when the scattering process is spin dependent [21]. We will discuss both
quasi-particle [22, 23] and Cooper pair [24] transport later on.

A large part of this thesis revolve around systems where we try to control the factors
that limit superconductivity. The superconducting transition is most commonly defined
as the temperature, field, or current that causes the superconducting gap to close so
that the superconducting pairing vanishes [2, 3]. However, in some cases including
highly disordered materials, the superconducting transition can instead be determined
by the loss of phase coherence when the superfluid stiffness vanishes. In this case,
superconducting pairing can survive in grains even though the material cannot carry
a supercurrent [25]. The superconducting condensate is weakened by spin-splitting
fields and orbital depairing from proximitized magnets and external magnetic fields
[26–28]. We will also see that inversion symmetry breaking from Rashba spin-orbit
coupling can cause a similar suppression [29–32]. While spin-splitting fields weaken
superconductivity, they also cause the creation of more exotic types of superconducting
pairing. As we will discuss below, these are relevant both for carrying spin currents
and for controlling the properties of a heterostructure.

1.2 the proximity effect

Let us first consider what happens when a superconductor (SC) is put into contact with
a normal-metal (NM). Electrons from the normal-metal cannot be transmitted into
the superconductor if their energy is below the superconducting gap, since there are no
states available. The superconductor therefore partially behaves as an insulator where
electrons are reflected at the interface. However, another possibility exists – Andreev
reflection [33, 34]. In this process, shown in Fig. 2, the electron is reflected as a hole
of opposite spin, and a Cooper pair is transmitted into the superconductor. Andreev
reflection is a phase coherent process. This means that there is a correlation between
the phases of the electron and hole in the normal-metal and the Cooper pair in the
superconductor. Andreev reflection is therefore the main ingredient in the proximity
effect where electrons and holes remain phase coherent so that superconducting pairing
can leak into the normal-metal [35–38]. In clean materials, this phase coherence is lost
over a length scale called the coherence length. Since superconducting pairing leaks
out of the superconductor, the superconducting gap is also weakened over a similar
length scale inside the superconductor [6].

When interfacing a superconductor with a normal-metal, superconducting pairing
penetrates into the latter. However, the pairing remains conventional. The simplest
way of creating other types of superconducting pairing is replacing the normal-metal



4 introduction

Figure 2: When a normal-metal (NM) is interfaced with a superconductor (SC), a spin-up
electron (pink) of energy Ee below the superconducting gap ∆ can be scattered as
a spin-down hole (white) of energy Eh = Ee. This results in the propagation of a
Cooper pair of energy Ee −Eh = 0 inside the superconductor.

with a ferromagnetic metal (FM). At each lattice site of a magnet, there is a magnetic
moment. In ferromagnets, these are all oriented in the same direction. This leads to a
splitting of the energy bands of spin-up and spin-down electrons, as shown in the inset
of Fig. 3(a). As a result, the spin-up and spin-down electrons at the Fermi energy
have different momenta kF,↑ ̸= kF,↓. With an interface normal along x, this causes
the Cooper pairs pick up a phase depending on the momentum difference. This leads
to a modulation

(↑↓ − ↓↑) →
(

↑↓ ei(kF,↑−kF,↓)x− ↓↑ e−i(kF,↑−kF,↓)x
)

= (↑↓ − ↓↑) cos[(kF,↑ − kF,↓)x] + i(↑↓ + ↓↑) sin[(kF,↑ − kF,↓)x] (3)

between conventional pairing and opposite-spin triplet pairing (↑↓ + ↓↑) [6]. The
spins are assumed to be oriented along the magnetization direction z. Since both the
conventional and opposite-spin triplet pairing consists of Cooper pairs with opposite
spin, the Cooper pairs cannot be formed between electrons of exactly opposite momenta.
The Cooper pairs therefore easily loose phase coherence inside the ferromagnet. The
oscillation and decay of the two pairing types is sketched in Fig. 3(a). A similar phase
shift is accumulated when a Cooper pair is reflected at an insulating ferromagnetic
interface [6].

The modulation between spin-singlets and opposite-spin triplets discussed above
can be seen as a precession of the magnetic moments of the spin-up and spin-down
electrons in opposite directions around the magnetization. The spin component along
the magnetization is conserved, but the in-plane component can have zero or net spin
depending on whether the two in-plane components are parallel or antiparallel. The
spin-triplets discussed above therefore have a net spin S = 1, but zero spin projection
along the magnetization direction z. Since the SC/FM bilayer is invariant under
rotation of the magnetization, we can define a spin-triplet vector

[−(↑↑ − ↓↓), −i(↑↑ + ↓↓), (↑↓ + ↓↑)]/2, (4)

where the x and y components represent the zero-spin triplets with respect to a
magnetization oriented along x or y, respectively. The spins are still defined with
respect to the z axis. As we can see, there are two additional types of spin-triplet
pairing (↑↑) and (↓↓) with origin in the finite in-plane spin components. Their spin
projections along z are Sz = 1 and Sz = −1, respectively.

The existence of the equal-spin triplets in the plane perpendicular to the magnetiza-
tion direction hints that we can break the spin conservation along z by introducing a
second noncollinear ferromagnet, as shown in Fig. 3(b). Since the spin-triplets created
in one ferromagnet look like equal-spin triplets in a second perpendicular ferromagnet,
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(↑↓+↓↑)
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(↑↓−↓↑)
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kF,↑kF,↓
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(↑↓−↓↑) i(↑↑+↓↓)

FM1

(a) (b) z y

Figure 3: (a) When a superconductor (SC) is put into contact with a ferromagnetic metal
(FM), the superconducting pairing can leak into the ferromagnet. However, due to
the spin-splitting of the spin-up and spin-down energy bands in the ferromagnet
(inset), electrons at the Fermi energy EF have different Fermi momenta kF,↑ and kF,↓
depending on their spin. This results in a mixing between conventional (↑↓ − ↓↑)
and opposite-spin triplet (↑↓ + ↓↑) pairs, as well as a rapid decay of both types
of pairing. (b) If we add a thin interfacial ferromagnetic layer FM1 with the
magnetization oriented perpendicular to the second ferromagnet FM2, the opposite-
spin triplets created in FM1 are equal-spin triplets (↑↑) and (↓↓) with respect to
the magnetization of FM2. Due to the electrons having equal spin, this pairing is
not affected by the spin-splitting of the energy bands in FM2 and decays over much
longer distances.

they are not broken by loss of phase coherence. This is a simple, but powerful, way
of creating spin-polarized triplet Cooper pairs that have been demonstrated in many
magnetic heterostrucutres such as magnetic multilayers [39–41], single magnets with
non-collinear magnetization [42, 43], systems with spin-orbit coupling [29–32], etc.

There are many benefits of creating spin-polarized triplet Cooper pairs. In this
thesis, the two properties we will focus on are their above-mentioned ability to
survive a spin-splitting field, and their capacity to carry a net spin through spin-
polarized supercurrents. The first property opens the possibility for spin-valve effects
where the critical temperature of the superconductor is modulated depending on the
alignment between the quantization axis of the triplets and a field imposed by the
proximitized material [39–41]. It also allows for change in the magnetic anisotropy
of a heterostructure below the superconducting transition temperature, as we will
show later [31, 44, 45]. The second property allows for dissipationless transport of
spin. We will see that such spin transport can be transferred between different types
of materials [24].

1.3 unconventional superconductors

While unconventional pairing can be created in heterostructures, it can also exist
intrinsically in materials. In conventional s-wave superconductors, the superconduct-
ing gap is homogenous and does not depend on the direction of the quasi-particle
momentum. This is related to the pairing being highly localized so that all directions
in the lattice look the same. If we loosen this constraint, we open the possibility for
Cooper pairing with different symmetries with regards to spin and momentum. Some
of these possibilities are illustrated in Fig. 4, where the sign of the superconducting
pairing depends on the propagation direction [7].

The overall symmetry with respect to spin, position, orbital, and time inversion
must be conserved following the Pauli principle [7]. In Fig. 4, where we consider the
position, or equivalently the momentum symmetry, we see that p-wave pairing has an
odd symmetry under inversion of momentum. The p-wave pairing can therefore have
a spin-triplet symmetry. Although the d-wave pairing changes sign under inversion of
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Figure 4: Some possible pairing symmetries that exist in superconductors. Red (blue) lobes
represents momentum directions where the superconducting pairing has a positive
(negative) sign. While the s-wave and d-wave pairings are even under inversion of
the total momentum k = (kx, ky), the p-wave pairing changes sign.

kx and ky individually, it is symmetric under inversion of the total momentum k. The
d-wave pairing is therefore spin-singlet, just like the conventional s-wave pairing. What
about the proximity-induced spin-triplet pairing discussed in the previous section?
Anderson’s theorem states that s-wave pairing is robust to impurity scattering [46].
This is because the pairing does not change sign when the momentum changes
during the scattering process. In heterostructures, particularly those containing many
impurities and lattice defects, the dominant pairing is therefore s-wave. The spin-
triplet symmetry can be obtained by breaking the symmetry under time inversion,
resulting in odd-frequency s-wave spin-triplet pairing [5, 7]. Intrinsic p-wave and
d-wave superconductivity is highly sensitive to impurity scattering, and only exist
when the material is sufficiently clean.

The d-wave superconducting pairing can be found in the high-Tc cuprates. As
the name suggests, these have much higher critical temperatures than conventional
superconductors. High-Tc superconductivity was first discovered in 1986 by Bednorz
and Müller in LaBaCuO. They found a critical temperature of 30K [47]. The critical
temperatures of the cuprates can however reach well above 100K, even at atmospheric
pressure [48]. For comparison, the common conventional superconductor Nb has a
critical temperature of approximately 9K [49]. The cuprates also have a rich phase
diagram both above and below the critical temperature hosting strange metal behavior,
the pseudogap phase, competition between antiferromagnetic and superconducting
order, and so on [50]. We will later discuss how the cuprates, in the most conventional
limit of high hole-doping, behave under disorder and an external magnetic field [51].

Candidates for p-wave spin-triplet superconductors are rare and hotly debated.
Sr2RuO4 has been challenged as the main candidate by unexplained observations
suggesting that the pairing symmetry might not be p-wave after all [52]. The p-
wave superconductors are however promising platforms for exotic phenomena such
as Majorana fermions and chiral edge states [53]. From a theory perspective they
also provide a convenient way of studying spin-polarized supercurrents. However,
due to their fragile nature, proximity-induced odd-frequency superconductivity could
be a useful replacement. We will discuss how such supercurrents can be coupled to
magnons later in the thesis [24]. For all of the above-mentioned reasons, increasing the
critical temperature of p-wave superconductors would be beneficial. We will propose
a possible way of doing this in a heterostructure [54].

1.4 structure of thesis

This concludes our brief introduction to the fundamental concepts relevant for the
research presented in this thesis. In Chapter 2, we will proceed to discuss the relevant
theoretical tools. The research presented can loosely be divided into two categories.
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Studies of the superconducting phase transition are discussed in Chapter 3. Here we
will discuss: a) How the superconducting critical temperature can be controlled by
proximity to ferromagnets, antiferromagnets, materials with Rashba spin-orbit cou-
pling, and superconductors with a higher critical temperature (papers II, IV, VIII, and
X), b) How the magnetic anisotropy of a magnet in a superconducting heterostructure
can be altered through the superconducting transition (papers I, IV, and V), and
c) How the field-driven superconducting transition in a d-wave superconductor under
an external magnetic field is affected by strong disorder (paper IX). Studies of spin
transport are discussed in Chapter 4. Here we will discuss: a) How supercurrents
carried by spin-polarized Cooper pairs can induce a magnon current in an adjacent
ferromagnetic insulator (paper VII), b) How quasi-particle spin transport and scatter-
ing is affected by the symmetry of the superconducting pairing (paper VI), c) How
the inverse spin-Hall and spin-swap effects are renormalized by a spin-splitting field
(paper XI), and d) How spin-pumping from a ferromagnetic insulator is affected by the
orientation of a second ferromagnetic insulator though coupling via a superconductor
(paper III). In both Chapter 3 and 4, we will provide a brief introduction to and
physical interpretation of the results in each paper. Chapter 5 provides a summary
and outlook. Finally, we attach the main results – The manuscripts that we have
published and submitted as a part of this thesis.





2
T H E O R E T I C A L F R A M E W O R K S

In this Chapter, we outline the most important methods used in this thesis. A complete
description of the derivation of each method in the context of each paper can be found
in the appendices or attached supplemental material. We here focus on when the
different frameworks are useful, what their limitations are, and describe them using
simple examples.

2.1 the bogoliubov–de gennes equations

The Bogoliubov–de Gennes (BdG) equations [2, 55] is a set of equations that can be
solved analytically or numerically in order to diagonalize a fermionic Hamiltonian.
The Hamiltonian can either be a tight binding model in real space, a continuum model
in momentum space, or a combination where we only consider real space coordinates
along certain directions. While this method is a powerful tool for studying a wide
range of phenomena, its main limitation is that it is useful only in equilibrium.

The BdG method provides information about the energy band structure, making it a
useful tool for predicting behavior based on simple analytical models. From numerical
studies, we can extract information about physical observables such as the density of
states, the superconducting gap and pair correlations, the superconducting critical
temperature, the superfluid stiffness, the magnetization, currents in the system, etc.
We can also calculate the free energy which provides information about the ground
state of the system. This is less straightforward in quasi-classical theory [56].

The BdG equations are mostly used for clean systems and assumes a perfectly
periodic lattice structure. Impurities can only be included in real space through
averaging over a large number of impurity potentials that effectively adds randomness
to the chemical potential. Interface barriers can be included through a chemical
potential mismatch at the interface. A complication is that the lattice size has to
be scaled down in the numerical computation. This restricts the ability to make
quantitative predictions since all parameters must be scaled down accordingly for
length scales such as the superconducting coherence length to scale correctly with the
system size. The down-scaling and ballistic behavior makes the system more sensitive
to changes in the normal-state band structure and exaggerates behavior such as Friedel
oscillations. Great care must therefore be taken in interpreting the numerical results.

As a simple demonstration of the method, we consider the real space Hamiltonian

H = −
∑

⟨i,j⟩,σ
ti,jc

†
i,σcj,σ −

∑
i,σ

µic
†
i,σci,σ +

∑
i

|∆i|2

Ui
+
∑

i

(
∆ic

†
i,↑c

†
i,↓ + h.c.

)
(5)

describing a conventional superconductor with a mean field superconducting gap
∆i = Ui⟨ci,↑ci,↓⟩. We assume a square lattice structure and include hopping between
nearest neighboring lattice sites i and j. Above, ti,j is the hopping parameter, µi is
the chemical potential, and c

(†)
i is the annihilation (creation) operator of an electron

at site i with spin σ. All parameters in the above Hamiltonian are position dependent.

9
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We can therefore consider e.g. a NM/SC bilayer by letting Ui be zero in one region
and finite in another. The boundary conditions at the edges of the material can either
be towards vacuum, or they can be periodic by allowing hopping between the last and
the first lattice site.

We start by defining a basis vector

ψi =
(
ci,↑ ci,↓ c

†
i,↑ c

†
i,↓

)T
, (6)

so that the Hamiltonian can be written in the form

H = H0 +
1
2
∑
i,j
ψ†

iHi,jψj , (7)

where H0 is a constant and Hi,j a 4 × 4 matrix. We can write the above Hamiltonian
in a diagonal form

H = H0 +
1
2
∑

n

Enγ
†
nγn. (8)

by solving the BdG equations ∑
j

Hi,jϕj,n = Enϕi,n. (9)

The BdG equations above provide the eigenenergies En and the eigenvectors ϕi,n.
These are labeled by n ∈ [0, 4N ], where N is the total number of lattices sites. These
eigenenergies and eigenvectors are essentially what we need in order to calculate
physical observables. We can solve the above set of equations by constructing a
4N × 4N matrix containing all Hi,j , and diagonalizing it numerically.

The final ingredient for calculating physical observables is a way of evaluating
expectation values of the operators. In Eq. (5), we started out with 2N fermionic
operators ci,σ when counting two spins for all lattices sites. This means that the
number of fermionic operators γn in Eq. (8) is twice that of the original number of
fermionic operators. We can show that the above BdG equations have two equivalent
solutions

En , ϕi,n =
(
ui,n↑ ui,n↓ vi,n↑ vi,n↓

)T
, (10)

−En , ϕi,n =
(
v∗

i,n↑ v
∗
i,n↓ u

∗
i,n↑ u

∗
i,n↓

)T
. (11)

By taking this degeneracy into account, we can write the Hamiltonian in terms of
independent fermionic operators as

H = H0 − 1
2

∑
n for En>0

En +
∑

n for En>0
Enγ

†
nγn, (12)

where we sum over positive eigenenergies only. Since the operators are now independent,
expectation values can be evaluated from the Fermi-Dirac distribution fFD(En) as〈

γ†
nγm

〉
= fFD(En)δn,m, (13)〈

γ†
nγ

†
m

〉
=
〈
γnγm

〉
= 0. (14)

To calculate physical observables, we start by expressing them in terms of the old
fermionic operators. These are related to the new ones by

ci,σ =
∑

n for En>0

(
ui,n,σγn + v∗

i,n,σγ
†
n

)
. (15)
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By taking the expectation value and inserting Eqs. (13) and (14), we can express the
physical observables fully by the eigenenergies and the elements of the eigenvectors.

In the absence of spin-mixing terms from e.g. spin-splitting fields and spin-orbit
coupling, as is the case in our Hamiltonian in Eq. (5), the size of the matrix that we
need to diagonalize can be reduced. We notice that the matrix in Eq. 9,

Hi,j =


ϵi,j 0 0 ∆iδi,j
0 ϵi,j −∆iδi,j 0
0 −∆∗

i δi,j −ϵi,j 0
∆∗

i 0 0 −ϵi,j

 , (16)

ϵi,j = −ti,j − µiδi,j , (17)

is block diagonal. By using the relations in Eqs. (10) and (11), we can reduce the
BdG equations to

∑
j

(
ϵi,j ∆iδi,j

∆∗
i δj,i −ϵj,i

)(
uj,n
vj,n

)
= En

(
ui,n
vi,n

)
. (18)

We now only have to diagonalize a matrix of size 2N × 2N . We obtain a diagonal
Hamiltonian

H = H0 − 1
2
∑

n

|En| +
∑

n

|En|γ†
nγn, (19)

where expectation values are evaluated according to〈
γ†

nγm

〉
= fFD(|En|)δn,m, (20)〈

γ†
nγ

†
m

〉
=
〈
γnγm

〉
= 0, (21)

and the operators are related by

ci,↑ =
∑

n for En>0
ui,nγn +

∑
n for En<0

ui,nγ
†
n, (22)

ci,↓ =
∑

n for En>0
v∗

i,nγ
†
n +

∑
n for En<0

v∗
i,nγn. (23)

This greatly enhances the speed of the numerical calculation. In the case where
orbital depairing creates vortices in a periodic array, we can furthermore improve
the calculation speed by dividing the Hamiltonian into magnetic supercells. This is
described in paper IX [51].

Finally, we briefly discuss the case where we instead have a momentum space
Hamiltonian

H =
∑
k,σ

ϵkc
†
k,σck,σ +

N |∆|2

U
+
∑

k

(
∆c†

k,↑c
†
−k,↓ + h.c.

)
, (24)

which can be obtained by performing a Fourier transform on the Hamiltonian in
Eq. (5). We have assumed the system to be completely uniform and periodic. Above,
ϵk = −2t[cos(kx) + cos(ky)] − µ. If we want to study the system analytically, we can
derive a a continuum model, where the momentum k is assumed to be small and no
longer discrete. In this case, the first term in ϵk is typically replaced with the kinetic
energy so that ϵk = k2/2m−µ. By following the above procedure, the BdG equations
now take a much simpler form(

ϵk ∆
∆∗ −ϵk

)(
un,k
vn,k

)
= En,k

(
un,k
vn,k

)
. (25)
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This set of equations can easily be solved analytically. We find that the eigenenergies
are given by

E±
k = ±

√
ϵ2k + |∆|2. (26)

Without loss of generality, we choose to only consider positive energies E+
k = E > 0.

As shown in Eqs. (10) and (11) for the real space model, the solution for positive
and negative energies are closely related. Consider now µ > 0 so that the Fermi level
intersects the bands. We can then define two corresponding eigenvectors

ϕe =

(
u
v

)
, ϕh =

(
v
u

)
, (27)

where

u =

√√√√1
2

(
1 +

√
E2 − |∆|2
E

)
, (28)

v =

√√√√1
2

(
1 −

√
E2 − |∆|2
E

)
. (29)

By letting |∆| → 0, we see that ϕe (ϕh) reduces to the eigenvector of an electron (hole)
in a normal-metal. We therefore call the above eigenvectors electron-like and hole-like,
respectively. We have thus obtained analytic expressions for the energy band structure
and eigenvectors of the system. The band structure can in itself reveal important
properties of the system such as the presence of non-reciprocity [57]. Furthermore,
the above expressions can be used to construct wave functions describing scattering
at an interface, as will be discussed in the next section.

2.2 the mcmillan green’s function

McMillan’s method [58] can be used to construct the retarded and advanced Green’s
function from wave functions describing scattering at an interface. It is a useful tool for
obtaining analytic expressions describing the behavior in bi- and tri-layer structures.
Since it starts out from a fully continuum BdG model for each of the materials
involved, the limitations are similar to those described for the momentum space BdG
method in the previous section. While the McMillan Green’s function can be used to
describe rather complex behavior such as currents in Josephson junctions [59, 60] and
edge modes in ferromagnetic insulator/topological superconductor bi-layers [61], the
complexity of the problem increases with the number of layers and the dimensions
of the eigenvectors. We here describe how the method by using the superconductor
described by Eqs. (26) and (27) as a simple example.

Let us first set up the scattering wave functions for a NM/SC interface based on
the results in the previous section. We assume the interface normal to be oriented
along the x axis and the momentum ky along the y direction to be conserved. The
wave function in the normal-metal is given by

ψj(r) =

[
ψin

j (x) + re

(
1
0

)
e−ikxx + rh

(
0
1

)
eikxx

]
eikyy, x < 0 (30)

where

ψin
1 (x) =

(
1
0

)
eikxx, ψin

2 (x) =

(
0
1

)
e−ikxx, ψin

3 (x) = ψin
4 (x) = 0, x < 0. (31)
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The wave function in the superconductor is given by

ψj(r) =

[
ψin

j (x) + te

(
u
v

)
eike

xx + th

(
v
u

)
e−ikh

xx

]
eikyy, x > 0 (32)

where

ψin
1 (x) = ψin

2 (x) = 0, ψin
3 (x) =

(
u
v

)
e−ike

xx, ψin
4 (x) =

(
v
u

)
eikh

xx ,x > 0. (33)

Above, we have taken into account four possible processes resulting from an incoming
electron or hole from the left or right. The coefficients re(h) and te(h) can be obtained
by applying suitable boundary conditions for the wave function at the interface
x = 0. The momentum along the x direction is derived from the expression for the
eigenenergies in Eq. (26). We find that

ke(h)
x =

√
2m[µ±

√
E2 − |∆|2] − k2

y, (34)

where the energy E > 0 and the momentum ky are now a fixed parameters. In the
normal state, we can assume that µ ≫ E, and find that

kx =
√

2mµ− k2
y (35)

for both electrons and holes. In the superconducting state, we must be very careful
if we want to make the assumption µ ≫

√
E2 − |∆|2 for the reason that the latter is

imaginary below the gap edge. Not taking this into account results in a propagating
rather than decaying wave function for energies below the gap.

How are the wave functions related to the retarded Green’s function? Let us start
from the definition of the retarded Green’s function,

GR
i,j(r, r′, t, t′) = −iΘ(t− t′)

〈
{Ci(r, t),C†

j (r
′, t′)}

〉
, (36)

where

C(r, t) = [c↑(r, t) c↓(r, t) c†
↑(r, t) c†

↓(r, t)]T (37)

is the vector of electron annihilation and creation operators1. Above, r and t are
spatial and time coordinates, and Θ(t− t′) is the Heaviside step function. Writing
the Green’s function in matrix form, it can equivalently be expressed as

GR(r, r′, t, t′) =
(

gR(r, r′, t, t′) fR(r, r′, t, t′)
−[fR(r, r′, t, t′)]∗ −[gR(r, r′, t, t′)]∗

)
, (38)

where

gR
α,β(r, r′, t, t′) = −iΘ(t− t′)

〈
{cα(r, t), c†

β(r
′, t′)}

〉
, (39)

fR
α,β(r, r′, t, t′) = −iΘ(t− t′)

〈
{cα(r, t), cβ(r

′, t′)}
〉

(40)

are the ordinary and anomalous retarded Green’s functions. We can perform a Fourier
transform on Eq. (38), thus realizing that even though we consider E > 0 when
constructing the wave functions, the lower elements of the Green’s function matrix

1 A more common notation in continuum theory is Ψ(r, t) = [ψ↑(r, t) ψ↓(r, t) ψ†
↑(r, t) ψ†

↓(r, t)]T . We
use the notation in Eq. (37) to avoid confusion between the operators and wave functions.
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can be used to describe the lower half of the energy spectrum. The above notation is
useful when the 4 × 4 Hamiltonian is not block diagonal due to spin-mixing. In our
example, we can simplify the problem further by reducing the basis in Eq. (37) to

C(r, t) = [c↑(r, t) c†
↓(r, t)]T , (41)

thus producing a 2 × 2 Green’s function matrix.
We now let k → −i∇r in our Hamiltonian in Eq. (24). By evaluating −i∂tcσ(r) =

[H, cσ(r)], we find that

i∂tC(r, t) = HrC(r, t), (42)
−i∂tC

†(r, t) = C†(r, t)H†
r , (43)

where Hr = Hk(k → −i∇r), and Hk is the matrix in Eq. (25). In this particular
context, the † operator is defined as a matrix operation and only acts on the matrix
elements as a complex conjugate and matrix transpose. As a result, the retarded
Green’s function therefore satisfy the equations

(i∂t −Hr)G
R(r, r′, t, t′) = δ(t− t′)δ(r − r′)σ0, (44)

GR(r, r′, t, t′)(−i∂t′ −H†
r) = δ(t− t′)δ(r − r′)σ0, (45)

where σ0 is the 2 × 2 unit matrix. Assuming the Green’s function to be independent
of the absolute time coordinate T = (t+ t′)/2 and performing a Fourier transform
over the relative time coordinate trel = t− t′, we find that the above equations can be
expressed as

(E −Hr)G
R(r, r′) = δ(r − r′)σ0, (46)

GR(r, r′)(E −H†
r) = δ(r − r′)σ0. (47)

The Green’s functions depends on the energy E, although this is not written out
explicitly.

Let us next make the ansatz that the Green’s function GR(r, r′) = ψ(r)ψ̃T (r) can
be constructed from two wave functions

ψ(r) =
∑

n

cnψn(r), (48)

ψ̃(r) =
∑
m

c̃mψ̃m(r). (49)

Here, cn and c̃m are constants that in the case of scattering at an interface relates
to transmission and reflection amplitudes for the specific quasi-particle described by
ψn(r) or ψ̃m(r). If we assume that

ψn(r) = ϕn,kne
ikn·r, (50)

ψ̃m(r) = ϕ̃m,kme
ikm·r, (51)

we find that the eigenvectors ϕn,kn and ϕ̃m,km satisfy the equations

Hknϕn,kn = Eϕn,kn , (52)
H∗

−km
ϕ̃m,km = Eϕ̃m,km , (53)

The first of these two equations, is equivalent to the BdG equation in Eq. (25). We
have already calculated the eigenenergies and eigenvectors in Eqs. (26) and (27).
In this simple case, there are no k-linear terms in the Hamiltonian and the only
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complex quantity is the superconducting gap that only enters the eigenenergies and
eigenvectors as |∆|2. Therefore, H∗

−k gives the same eigenenergies and eigenvectors
as Hk. In conclusion, the wave functions in Eqs. (48) and (49) used to construct the
retarded Green’s function can be written in terms of the wave functions ψj(r) of the
normal-metal and superconductor in Eqs. (30) and (32). For generality, we name the
wave function related to Eqs. (49) and (53) the conjugated wave function ψ̃j(r).

What now remains is to choose which wave functions ψj(r) and ψ̃j(r′) we should
combine in order to construct the retarded Green’s function. In our particular case of
a NM/SC junction, we have 4 distinct processes associated with an incoming electron
and hole from the left, and an incoming electron-like and hole-like quasi-particle from
the right. We will be looking for solutions where the wave function ψ̃j(r′) describes the
conjugated processes compared to ψj(r). The resulting eight scattering processes are
sketched in Fig. 5. We assume conservation of the momentum parallel to the interface
so that the retarded Green’s function is given by GR(r, r′) = GR(x,x′)eiky(y−y′). The
Green’s function can be constructed from particles incoming from the left (1 and 2)
and particles incoming from the right (3 and 4) as

GR(x,x′) =α1ψ1(x)ψ̃
T
3 (x

′) + α2ψ1(x)ψ̃
T
4 (x

′)

+α3ψ2(x)ψ̃
T
3 (x

′) + α4ψ2(x)ψ̃
T
4 (x

′), x > x′, (54)
GR(x,x′) =β1ψ3(x)ψ̃

T
1 (x

′) + β2ψ4(x)ψ̃
T
1 (x

′)

+β3ψ3(x)ψ̃
T
2 (x

′) + β4ψ4(x)ψ̃
T
2 (x

′), x < x′. (55)

The coefficients αj and βj are obtained from the boundary conditions of the Green’s
function at x = x′. These can be derived by integrating the Fourier transform of
Eq. (46),

(E −Hx,ky )G
R(x,x′) = δ(x− x′)σ0, (56)

Figure 5: In processes 1) and 2) respectively, an electron and a hole incoming from the left
normal-metal (NM) is scattered at the interface. In processes 3) and 4) respectively,
an electron-like and a hole-like quasi-particle incoming from the right superconductor
(SC) is scattered at the interface. Processes 1̃), 2̃), 3̃), and 4̃) show the corresponding
conjugated processes for an electron from the left, a hole from the left, an electron-like
quasi-particle from the right, and a hole-like quasi-particle from the right, respectively.
Red lines represent incoming particles and black lines represent outgoing particles.
Solid lines represent electrons and electron-like quasi-particles, while dotted lines
represent holes and hole-like quasi-particles.
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as

lim
δ→0

∫ x′+δ

x′−δ
dx

∫ x

−∞
dx′′ , and lim

δ→0

∫ x′+δ

x′−δ
dx . (57)

In the first integration, the x coordinate in Eq. (56) is replaced with x′′. The boundary
conditions depend on the particular form of the Hamiltonian. In this case, where the
spatial derivative only enters though the kinetic energy, the first integration reveals
that the Green’s function must be continuous at x = x′,

lim
δ→0

[GR(x′ + δ,x′) −GR(x′ − δ,x′)] = 0. (58)

This can be used when evaluating the second integration. We find that the second
boundary condition is

lim
δ→0

∂xG
R(x,x′)

∣∣∣x=x′+δ

x=x′−δ
= 2mσ3, (59)

where σ3 is the third Pauli matrix.
We now have everything we need to calculate the Green’s function. The process

of solving the Green’s function for the full scattering process is a straightforward,
but rather tedious problem. As a demonstration, we therefore only consider the bulk
Green’s function of a superconductor. In this case, the wave functions are simply

ψ1(x) = ψ̃1(x) =

(
u
v

)
eike

xx, ψ2(x) = ψ̃2(x) =

(
v
u

)
e−ikh

xx,

ψ3(x) = ψ̃3(x) =

(
u
v

)
e−ike

xx, ψ4(x) = ψ̃4(x) =

(
v
u

)
eikh

xx. (60)

Inserting these wave functions into Eqs. (54) and (55), we find that the retarded
Green’s function is given by

GR(x,x′) =α1

(
u2 uv
uv v2

)
eike

x(x−x′) + α2

(
uv u2

v2 uv

)
eike

xx+ikh
xx′

+α3

(
uv v2

u2 uv

)
e−ikh

xx−ike
xx′

+ α4

(
v2 uv
uv u2

)
e−ikh

x(x−x′), x > x′, (61)

GR(x,x′) =β1

(
u2 uv
uv v2

)
e−ike

x(x−x′) + β2

(
uv v2

u2 uv

)
eikh

xx+ike
xx′

+β3

(
uv u2

v2 uv

)
e−ike

xx−ikh
xx′

+ β4

(
v2 uv
uv u2

)
eikh

x(x−x′), x < x′. (62)

It can be seen directly from the above Green’s function that the continuity at x = x′

imposed by Eq. (58) requires α1 = β1, α4 = β4, and α2 = β2 = α3 = β3 = 0. From
the second boundary condition, Eq. (59), we derive that

α1 = − im

ke
x(u

2 − v2)
, (63)

α4 = − im

kh
x(u

2 − v2)
. (64)
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Inserting the expressions for the coefficients, we find that the retarded Green’s function
of a bulk superconductor is given by

GR(x,x′) = − im

2
√
E2 − |∆|2

 1
ke

x

(
E +

√
E2 − |∆|2 |∆|
|∆| E −

√
E2 − |∆|2

)
eike

x|x−x′|

+
1
kh

x

(
E −

√
E2 − |∆|2 |∆|
|∆| E +

√
E2 − |∆|2

)
e−ikh

x|x−x′|

.

(65)

A number of equilibrium properties can be derived from the retarded Green’s function.
One example that is captured by the simple model above is the superconducting
density of states ∼ Re[E/

√
E2 − |∆|2] calculated from the imaginary part of the trace.

The retarded Green’s function calculated here can also be extended to the Matsubara
formalism by analytic continuation.

2.3 the schrieffer-wolff transformation

In some cases, the Hamiltonian includes terms that makes it impossible to diagonalize
it exactly. This is for instance the case when we have a coupling between a fermionic
and bosonic Hamiltonian in the form

Hc = λ
∑
k,q

(c†
k+q,↑ck,↓a

†
−q + c†

k+q,↓ck,↑aq). (66)

This term will be used to describe coupling between electron operators ck,σ in a
superconductor and magnon operators aq in a ferromagnetic insulator later on [24].
We can use perturbation theory to diagonalize the Hamiltonian in terms of the bosonic
operators.

Assume that the Hamiltonian can be written as H = H0 +Hc, where H0 is already
quadratic in the bosonic operators and Hc ∼ λ. We define an effective Hamiltonian
Heff = eiSHe−iS , and use the Baker–Campbell-Hausdorff formula to expand it as

Heff =H0 +Hc + i[S,H0 +Hc] +
i2

2!
[S, [S,H0 +Hc]] + . . . . (67)

By requiring that
Hc = −i[S,H0], (68)

we project out terms of order O(λ). Keeping terms up to order O(λ2), the effective
Hamiltonian can be written as

Heff = H0 +
i

2 [S,Hc]. (69)

In this effective Hamiltonian, S is derived from the condition in Eq. (68). The effective
Hamiltonian is now quadratic in the bosonic operators and can be diagonalized. The
perturbative approach described above is called a Schrieffer-Wolff transformation
[62, 63]. It is justified when the first order terms are irrelevant for the physics we
wish to investigate and the perturbation ∼ λ is small compared to the unperturbed
Hamiltonian.
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2.4 the usadel equation

So far, we have discussed tight binding and continuum models that disregard disorder
in the system. We will now consider the Green’s function in the opposite limit of
diffusive transport. To this end, we will describe the system by the Usadel equation
[64], which is suitable for superconductors where the scattering rate is so large that only
s-wave pairing is present. The advantage of the quasi-classical theory presented here,
is that we can introduce the Keldysh Green’s function that captures non-equilibrium
properties [65–67].

Let us go though the relevant approximations by starting with a the Hamiltonian

H(r, t) =
∫
dr
∑

σ

ψ†
σ(r, t)

(
− 1

2m∇2
r − µ

)
ψσ(r, t)

+
1
2

∫
dr
[
∆(r)ψ†

↑(r, t)ψ†
↓(r, t) + h.c.

]
+
∫
dr

∑
σ,σ′

ψ†
σ(r, t)U tot

σ,σ′(r)ψσ′(r, t), (70)

as an example. We follow the approach in the appendix of paper VI [23]. Above,
ψ
(†)
σ (r, t) is an operator annihilating (creating) a spin-σ electron at position r and

time t. The first term introduces the chemical potential µ and the kinetic energy for
electrons of mass m. The second term describes superconducting attractive interaction
with a mean-field superconducting gap ∆(r) = V ⟨ψ↑(r)ψ↓(r)⟩. The last term is the
hardest one to treat as it describes the total scattering potential U tot(r) and depends
on the positions of all of the impurities in the system. This term includes the ordinary
impurity scattering that makes the system diffusive. It can however also include other
types of scattering potentials such as spin-flip and spin-orbit scattering.

We first need to derive the equations of motion of the Green’s function for the
relevant Hamiltonian. We begin by defining

ψ̂(r, t) = [ψ↑(r, t) ψ↓(r, t) ψ†
↑(r, t) ψ†

↓(r, t)]T , (71)

which is a four-vector field operator in Nambu ⊗ spin space. We also define the 8 × 8
Green’s function in Keldysh space

Ǧ(1, 2) =
(
ĜR(1, 2) ĜK(1, 2)

0 ĜA(1, 2)

)
, (72)

where the elements are the retarded, advanced, and Keldysh Green’s functions in
Nambu ⊗ spin space defined as

[ĜR(1, 2)]i,j = − iΘ(t1 − t2)
∑

k

(ρ̂3)ik

〈{
[ψ̂(1)]k, [ψ̂†(2)]j

}〉
, (73)

[ĜA(1, 2)]i,j = iΘ(t2 − t1)
∑

k

(ρ̂3)ik

〈{
[ψ̂(1)]k, [ψ̂†(2)]j

}〉
, (74)

[ĜK(1, 2)]i,j = − i
∑

k

(ρ̂3)ik

〈[
[ψ̂(1)]k, [ψ̂†(2)]j

]〉
, (75)

respectively. Above, (1, 2) is short-hand notation for (r1, t1, r2, t2). Note that the
hat and the check refers to vectors or matrices in Nambu ⊗ spin space and Keldysh
space, respectively. From the Heisenberg equations of motion for the field operators,
we derive the equations of motion for the Keldysh space Green’s function,

[i∂t1 ρ̂3 − Ĥ(r1)]Ǧ(1, 2) = δ(1 − 2)ρ̌0, (76)
Ǧ(1, 2)[i∂t2 ρ̂3 − ρ̂3Ĥ(r2)ρ̂3]

† = δ(1 − 2)ρ̌0. (77)
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Above, ρ̂3 = diag(1, 1, −1, −1), and ρ̌0 (ρ̂0) is the unit matrix in Keldysh (Nambu⊗spin)
space. The Hamiltonian matrix is given by

Ĥ(r) =

(
− 1

2m∇2
r − µ

)
ρ̂0 − ∆̂(r) + Ûtot(r), (78)

where ∆̂(r) = antidiag(∆, −∆, ∆∗, −∆∗). The scattering potential matrix Ûtot(r) can
hold a number of different terms, but must at least include scattering on non-magnetic
impurities

U(r) =
∑

i

u(r − ri), (79)

where u(r − ri) is the scattering potential of a single non-magnetic impurity at position
ri.

Our strategy for treating the difficult scattering terms in Eqs. (76) and (77) is to
replace the impurity potentials with self-energies. To do so, we split the Hamiltonian
up into two parts, Ĥ(r) = Ĥ0(r) + Ûtot(r), where Ĥ0(r) describes the system in the
absence of impurity scattering. The self-energies are introduced through the Dyson
equations

Ǧ(1, 2) = Ǧ0(1, 2) + Ǧ0 • Σ̂ • Ǧ(1, 2), (80)
Ǧ(1, 2) = Ǧ0(1, 2) + Ǧ • Σ̂† • Ǧ0(1, 2), (81)

where we have defined Σ̂(1, 2) = δ(1 − 2)Ûtot(r2), and Ǧ0(1, 2) is the Green’s function
in the absence of impurity scattering. We have introduced the bullet product

A •B(1, 2) =
∫
d3A(1, 3)B(3, 2). (82)

The Dyson equations are exact and include an infinite sum of self-energy diagrams. We
solve the Dyson equations iteratively within the self-consistent Born approximation,
where terms above second order in Σ̂ • Ǧ and Ǧ • Σ̂† are neglected. More self-energy
diagrams can be included to capture higher order effects such as transversal currents
from spin-Hall and spin-swapping effects [68]. Since we are not interested in one
specific impurity configuration, we average over all impurities by performing the
integral

〈
. . .

〉
av

=
N∏

n=1

( 1
V

∫
drn

)
. . . , (83)

Here, V is the volume of the system. The Green’s function is assumed to be approxi-
mately equal to its impurity-averaged value Ǧav(1, 2). By acting with [i∂t1 ρ̂3 − Ĥ0(r1)]
and [i∂t2 ρ̂3 − ρ̂3Ĥ0(r2)ρ̂3] on the resulting equations, we obtain expressions in a simi-
lar form as Eqs. (76) and (77). However, the impurity potentials are now replaced
by expressions involving self-energies and impurity averaged Green’s functions. By
subtracting the two equations that we have obtained, we find that

[i∂t1 ρ̂3 − Ĥ0(r1)]Ǧav(1, 2) − Ǧav(1, 2)[i∂t2 ρ̂3 − ρ̂3Ĥ0(r2)ρ̂3]
†

− [
〈

Σ̂ • Ǧav • Σ̂
〉

av ,• Ǧav](1, 2) = 0. (84)

To proceed, we need to introduce several approximations to this equation.
First of all, we wish to express the problem in terms of a more sensible choice of

coordinates so that we can make assumptions about the spatial and time dependencies
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of physical observables. We first introduce the center-of-mass coordinate R = (r1 +
r2)/2 and the relative coordinate r = r1 − r2, together with absolute and relative
time coordinates T = (t1 + t2)/2 and t = t1 − t2. In this treatment, we assume that
the Green’s function is independent of the absolute time coordinate. We will discuss
time dependent problems further in paper III [69]. We also assume that all quantities
vary slowly in space compared to the Fermi wavelength. This allows us to keep only
the first order gradients in the center of mass coordinate. Since it is more convenient
to study the problem in terms of momentum p and energy ϵ, we introduce the Fourier
transform and its inverse,

Ǧav(R, p, ϵ) =
∫
dr

∫
dt e−ip·r+iϵtǦav(R, r, t), (85)

Ǧav(R, r, t) =
∫

dp

(2π)3

∫
dϵ

2πe
ip·r−iϵtǦav(R, p, ϵ). (86)

Under the above assumptions, the Fourier transform of the bullet product between
two functions A(R, p, ϵ) and B(R, p, ϵ) is given by

A •B(R, p, ϵ) = A(R, p, ϵ)B(R, p, ϵ) + i

2 [∇RA(R, p, ϵ) · ∇pB(R, p, ϵ)

−∇pA(R, p, ϵ) · ∇RB(R, p, ϵ)]. (87)

We next apply the quasi-classical approximation, where we assume that the absolute
value of the momentum p is approximately equal to the Fermi momentum pF. As a
result, integrations over the momentum components are then simplified as∫

dp

(2π)3 Ǧav(R, p, ϵ) ≈ N0

∫
dξpF

∫
depF

4π Ǧav(R, pF, ϵ). (88)

Above, N0 is the DOS at the Fermi level, ξpF = p2
F/2m, and epF = pF/pF describes the

direction of the momentum. We will use the short-hand notation ⟨. . .⟩pF
=
∫
(depF /4π)

for the average over all directions of the momentum. We introduce the quasi-classical
Green’s function

ǧav(R, pF, ϵ) = i

π

∫
dξpF Ǧav(R, pF, ϵ), (89)

which we will approximate further.
The approximations we have made so far are those necessary to derive a quasi-

classical theory for the Green’s function based on our Hamiltonian. To derive the
Usadel equation, we take a step further and assume that the system is in the diffusive
limit. In this case, the quasi-classical Green’s function can be approximated as

ǧav(R, pF, ϵ) ≈ ǧs
av(R, ϵ) + epF · ǧp

av(R, ϵ). (90)

We assume that |ǧp
av(R, ϵ)| ≪ ǧs

av(R, ϵ) and neglect terms of second order in ǧp
av(R, ϵ).

In this treatment, we have essentially assumed that the system is so disordered that
only the s-wave superconductivity survives.

After applying all these approximations to Eq. (84), we separate out the even contri-
butions in epF by averaging over all epF . We next separate out the odd contributions
in epF by multiplying the equation by epF before doing the averaging. In the odd
equation, we use the normalization condition

ǧav(R, pF, ϵ)ǧav(R, pF, ϵ) = ρ̌0 (91)
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to express ǧp
av(R, ϵ) in terms of ǧs

av(R, ϵ). When including only ordinary scattering
on non-magnetic impurities, we find that

ǧp
av(R, ϵ) = −τvFǧ

s
av(R, ϵ)∇Rǧ

s
av(R, ϵ). (92)

Oftentimes, the above form of ǧp
av(R, ϵ) is assumed even in the presence of other types

of scattering. This is because the impurity scattering length for ordinary scattering
on non-magnetic impurities is assumed much shorter than all other length scales. The
final step is to insert Eq. (92) into the even equation. The resulting Usadel equation
is commonly expressed as

∇R · Ǐ(R, ϵ) = i[σ̌(R, ϵ), ǧs
av(R, ϵ)]. (93)

The left-hand side describes the divergence of the matrix current Ǐ(R, ϵ), which
originates from the odd equation. Under the assumption in Eq. (92), the matrix
current is given by

Ǐ(R, ϵ) = −Dǧs
av(R, ϵ)∇Rǧ

s
av(R, ϵ), (94)

where D = τv2
F /3 is the diffusion coefficient. The diffusion coefficient is determined by

the Fermi velocity vF = pF /m, and the scattering time τ associated with scattering
on non-magnetic impurities. The scattering time is given by

1
τ
= 2πnN0

〈
|u(epF − eqF )|

2
〉

pF ,qF

, (95)

where n is the density of non-magnetic impurities, and u(epF − eqF ) is the scattering
potential of a single non-magnetic impurity. The right-hand side of the Usadel equation
contains the self-energy matrix σ̌(R, ϵ). The self-energy matrix depends on what kind
of Hamiltonian we started out with, but it typically at least contains the contribution
ϵρ̂3 + ∆̂(R). These terms arise from the first line of Eq. (84), and enter through the
even equation. The Usadel equation can also include torque terms if higher-order
self-energy terms are included [68].

The Usadel equation can be solved analytically or numerically depending on its
complexity. The superconducting pairing obeys a gap equation so that the supercon-
ducting gap can be solved self-consistently in the numerical calculation. To solve the
Usadel equation analytically, we typically assume the gap and the retarded part of
the Green’s function to take a constant value. Non-equilibrium phenomena can be
conveniently studied by considering the Keldysh component of the Usadel equation
[66, 67]. In the case where e.g. a voltage or thermal gradient is injected from another
material, we also need to include boundary conditions. Boundary conditions have been
derived for a number of different interfaces [70–77]. For further details, we refer to
the wide array of literature discussing quasi-classical theory and the Usadel equation,
e.g. Refs. [65–67].
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T H E S U P E R C O N D U C T I N G P H A S E T R A N S I T I O N

In this chapter, we discuss how the superconducting transition temperature of a
material can be controlled by proximity to other magnetic, inversion symmetry
breaking, and superconducting materials (papers II, IV, VIII, and X). We also discuss
how the magnetic anisotropy of a material changes as the temperature drops below the
critical temperature of an adjacent superconductor (papers I and V). In the end, we
discuss the critical field in highly disordered hole-overdoped cuprate superconductors
(paper IX).

3.1 hybrids with misaligned ferromagnets

The critical temperature of a superconductor can be altered by connecting it to
a ferromagnetic material [26–28]. However, for a homogenous ferromagnet, the
Zeeman splitting of the energy bands is entirely independent of the direction of the
magnetization with respect to the interface. It was therefore realized that to achieve
control of the critical temperature, one must beak this symmetry by engineering
heterostructures consisting of misaligned ferromagnets or magnetic materials with
non-collinear magnetization [6, 78].

Consider the case of a FM/SC/FM trilayer where the relative orientation of the mag-
netization in the two ferromagnetic layers can be controlled by an external magnetic
field. In this case, there are two competing effects controlling the superconducting crit-
ical temperature. The first and most dominant one is the mutual compensation of the
ferromagnetic exchange fields. When the the magnetizations of the two ferromagnets
are parallel, both contribute to inducing an exchange field inside the superconducting
region. This weakens the superconducting condensate resulting in a lower critical
temperature. If instead the magnetization of the two ferromagnets are antiparallel,
the contributions to the induced exchange field from the two ferromagnets cancel in

Figure 6: When the magnetization (green arrows) of the two ferromagnets (FM) are aligned
(panel (a)), there is a finite induced exchange field (blue arrows) in the superconductor
(SC). When the magnetization of the two ferromagnets are antiparallel (panel (b)),
the exchange field vanishes in the middle of the superconducting region. The
superconducting critical temperature is therefore expected to be higher for the
configuration in panel (b) than for the configuration in panel (a).

23
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Figure 7: When the magnetization (green arrows) of the two ferromagnets (FM) are aligned
(panel (a)), the only superconducting correlations present are the conventional spin-
singlets (↑↓ − ↓↑) and the opposite-spin triplets (↑↓ + ↓↑). When the magnetization
of the two ferromagnets are perpendicular (panel (b)), the spin-triplet correlations
created due to the leftmost FM are equal-spin triplets (↑↑ and ↓↓) in the reference
frame of the rightmost FM. These are robust to the spin-splitting field and can
easily leak out into the rightmost ferromagnet (indicated by right-going black arrow).
This weakens the superconducting condensate. Similarly, spin-triplets that have
equal spin with respect to the leftmost FM can leak into this region (left-going
black arrow). The leakage of spin-triplet pairing is therefore expected to weaken
the superconducting condensate for the configuration in panel (b) compared to the
configuration in panel (a).

the middle of the superconducting region. The critical temperature is therefore less
affected by the ferromagnets. This is depicted in Fig. 6.

The second contribution is the leakage of equal-spin triplets into the ferromagnetic
regions. As long as the ferromagnets are aligned, the only spin-triplet Cooper pairs
present in the system are those with zero spin along the magnetization direction. If the
ferromagnets are misaligned, the opposite-spin triplets created due to the spin-splitting
field of one ferromagnet has an equal-spin triplet component in the reference frame of
the other ferromagnet. When both electrons in the Cooper pair have the same spin
aligned parallel or antiparallel to the magnetization direction, the Cooper pair does
not loose phase coherence due to the Zeeman splitting of the spin-up and spin-down
energy bands. These can therefore leak into the ferromagnetic region and cause a
weakening of the superconducting condensate. The suppression is strongest when the
two ferromagnets have perpendicular magnetization. This is depicted in Fig. 7.

While the first of the two mechanisms has been observed to be stronger in FM/SC/FM
structures [39, 40], the contribution from the second one is more likely to be observed
in FM/FM/SC structures [41]. In this case, the induced exchange field has a dom-
inant contribution from the ferromagnet closest to the superconductor. Since the
ferromagnetic layers are close to each others, spin-triplet pairs can leak efficiently into
the ferromagnetic region. Similar control of the superconducting critical temperature
has also been observed in systems where the magnetization of a single magnetic region
can be tuned from spiral to aligned by applying an external magnetic field [42, 43].

3.2 hybrids with one ferromagnet and spin-orbit coupling

A natural next question to ask is whether we can introduce some other kind of
symmetry breaking so that we can control the superconducting critical temperature
in a simple SC/FM bilayer. It turns out that this is indeed possible by introducing
strong interfacial Rashba spin-orbit coupling [22, 29, 80]. The interfacial Rashba
spin-orbit coupling breaks the symmetry under inversions around the interface normal.
The critical temperature can therefore be tuned by applying an external magnetic
field that rotates the magnetization from an in-plane to an out-of-plane direction [30].
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In Refs. [31, 79], and papers I and V [44, 45], we studied this system numerically
by solving the Bogoliubov–de Gennes equations on a cubic lattice for the Hamiltonian

H = − t
∑

⟨i,j⟩,σ
c†

i,σcj,σ −
∑

i

µic
†
i,σci,σ −

∑
i

Uini,↑ni,↓

− i

2
∑

⟨i,j⟩,α,β
λjc

†
i,αn · (σ × di,j)α,βcj,β +

∑
i,α,β

c†
i,α(hi · σ)α,βci,β. (96)

Above, c(†)i,σ is the electron annihilation (creation) operator, ni,σ = c†
i,σci,σ is the number

operator, t is the hopping parameter for hopping between nearest neighbors, and µ
is the chemical potential. The third term describes conventional on-site attractive
interaction between electrons of opposite spin when Ui > 0. This term is treated
by a mean field approximation, and the superconducting gap ∆i = Ui ⟨ci,↑ci,↓⟩ is
treated self-consistently. The fourth term describes Rashba spin-orbit coupling with
the magnitude λi. As we are considering interfacial Rashba interaction, the inversion
symmetry breaking axis n is taken to be the interface normal. The vector di,j is the
vector from site i to site j, and σ is the vector of Pauli matrices. The fifth term
introduces a Zeeman splitting in the magnetic region through the local magnetic
exchange field hi. The three last terms are only nonzero in their respective regions.

In the above lattice model, we are able to study the behavior of Tc in clean systems,
contrary to previous works considering the dirty limit [22, 29, 30, 80]. Since electrons
are more likely to hop to nearest-neighboring lattice sites in the crystal structure,
the inversion symmetry breaking effectively acts only along these axes. The critical
temperature can therefore also be controlled by rotating the magnetization in the
plane of the interface [31]. The modulation of Tc for an out-of-plane and in-plane
rotation of the magnetization is demonstrated in Fig. 8.
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Figure 8: The critical temperature Tc in a trilayer consisting of a superconductor (SC), a thin
heavy-metal layer boosting the interfacial Rashba spin-orbit coupling (SOC), and a
ferromagnet (FM) can be controlled by rotating the exchange field h out-of-plane
(panel (a)) or in-plane (panel (b)). The π/2 period of the modulations in panel (b)
is caused by the cubic lattice structure. The critical temperature is normalized by
its value Tc,SC in a superconductor without proximity to the SOC/FM layers. The
figure is adapted from Refs. [31, 79], where full information about the parameters
can be found.
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While the orientation of the magnetization can be used to control the critical
temperature, the onset of the superconducting state can also affect the magnetization
direction in the adjacent ferromagnet. When the material enters the superconducting
state, the free energy decreases as the electrons are bound in Cooper pairs resulting
in a finite condensation energy. The superconducting contribution to the free energy
therefore increases when the critical temperature is decreased and shows opposite
behavior under magnetization reorientation compared to the critical temperature in
Fig. 8. This was predicted in our earlier works, Refs. [31, 79].

In our experimental collaborations, papers I and V [44, 45], we show that the
superconducting contribution to the free energy can affect the magnetic anisotropy
of the ferromagnetic layer. The physical origin of the modulation is illustrated in
Fig. 9 for an in-plane magnetization (paper I). The measurements were performed on
V/MgO/Fe. The MgO boosted the Rashba spin-orbit coupling at the interface between
the conventional superconductor vanadium and the ferromagnetic iron. A second hard
Fe/Co ferromagnetic layer was added for measuring the magnetization direction of
the soft Fe layer. In the normal-state, the magnetic anisotropy of V/MgO/Fe favors
in-plane magnetization along the main crystalline (cubic) axes. The Fe/Co layer
caused an additional preference for anti-parallel alignment between the soft and hard
magnetic layers.

In paper I, we studied the in-plane magnetic anisotropy. The starting point for
the experimental measurements were either a parallel or an anti-parallel alignment
between the two magnetic layers. An external magnetic field was rotated by an
in-plane angle 2π or π, respectively. During this rotation of the external magnetic
field, the magnetization switched from one allowed orientation to the next, so that
the effective magnetic anisotropy of the soft magnetic layer could be identified. These
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Figure 9: We consider the magnetic anisotropy of a thin ferromagnetic film with in-plane
shape anisotropy. Above the critical temperature of the superconductor (T > Tc),
the anisotropy (yellow) favors magnetization along the cubic axes (top left). When
the temperature decreases below the critical temperature (T < Tc), local energy
minima (cyan) appear at π/4 angles with respect to these axes (bottom left). This
is because these magnetization directions allow for fewer spin-triplet Cooper pairs
to leak into the ferromagnetic region (right). The condensate is thus strengthened
causing a gain in condensation energy and local minima in the free energy. At
sufficiently low temperatures, the magnetization can be trapped in these minima.
The figure is adapted from paper I [44].
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(a) (b)

(c)

(e)

(d)

Figure 10: Panel (a) and (b) show the resistance of a V/MgO/Fe/MgO/Fe/Co junction as
as a function of the angle ΦH of the external magnetic field with respect to the
magnetization of the hard Fe/Co layer (see inset). Panel (c) and (d) show the
same experimental data presented in the form of histograms. The height of the
peaks represents the range of angles ΦH for which the magnetization of the soft
ferromagnetic layer remains at a certain angle ΦFM. In panel (a) and (c), the
initial magnetization alignment is parallel (ΦFM = 0), and in panel (b) and (d)
it is anti-parallel (ΦFM = π). At T ≈ Tc/2, the peak at 3π/2 in panel (c) splits,
thus establishing two additional peaks at intermediate angles (black dotted lines).
In panel (d) where the initial magnetization is anti-parallel, the magnetization is
completely trapped at ΦFM = 5π/4. Panel (e) shows theoretical results for the free
energy F with respect to the free energy at anti-parallel alignment FAP. As the
temperature decreases below Tc, local minima develop at π/4 angles. Because anti-
parallel alignment is favored, the energy barrier for rotating the magnetization from
one local minima to the next is higher when we rotate towards parallel alignment.
This explains why the magnetization is only trapped in the local minima when
rotating the field towards parallel alignment (panel (c) and (d)). The difference
between panel (c) and (d) can most likely be explained by an improved macrospin
alignment when starting at anti-parallel alignment which increases the energy cost
of rotating the magnetization. The figure is adapted from paper I [44], where
full information about the parameters and experimental procedure can be found.
Figure credit (panel (a)-(d)) to C. González-Ruano.
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measurements were performed at different temperatures from above to well below
Tc so that we could study how the magnetic anisotropy evolved with temperature.
The results in Fig. 10 show that new allowed magnetization directions develop at π/4
angles with respect to the main crystalline axes as the temperature drops below Tc/2,
as predicted by theory [31].

In paper V [45], we studied the perpendicular magnetic anisotropy of the same
structure. The superconducting contribution to the free energy favors an out-of-plane
magnetization direction [31]. However, compared to the in-plane reorientation dis-
cussed above, a reorientation from in-plane to out-of-plane magnetization is in principle
harder to achieve due to the strong in-plane shape anisotropy. The experimental
measurements [45] showed a field-free partial reorientation where the magnetization
close to the interface was out-of-plane below the critical temperature for samples with
small lateral size (10 × 10µm2). The out-of-plane external magnetic field required to
reorient the magnetization of the whole sample to an out-of-plane orientation also
decreased below Tc for these samples. For larger lateral sizes, the external magnetic
field required to reorient the magnetization slightly increased below Tc. This could be
due to a magnetostatic interaction between vortices and magnetic inhomogeneities.

3.3 non-magnetic hybrids

We have now established that including Rashba spin-orbit coupling at the interface
between a superconductor and a ferromagnet can break the rotational invariance of
the system. This is why Tc can be tuned by rotating the magnetization, and the
magnetic anisotropy can be altered by decreasing the temperature below Tc. Rashba
spin-orbit coupling is characterized by an axis n around which inversion symmetry
is broken. Although the Rashba spin-orbit coupling is commonly associated with
interfaces, at which n is simply the interface normal, Rashba-like spin-orbit coupling
also exists intrinsically in some noncentrosymmetric materials. These are typically
layered materials with weaker coupling between atoms in the direction perpendicular to
the layers. This results in an inversion symmetry breaking axis oriented perpendicular
to the layers. It is therefore in principle possible to create materials where Rashba-like
spin-orbit coupling is a bulk property, and the bulk inversion symmetry breaking axis
n differs from the interfacial one nint.

To describe Rashba spin-orbit coupling where n has a nonzero component along
the interface, the Rashba term in Eq. (96) must be generalized to

− i

2
∑

⟨i,j⟩,α,β
c†

i,α(λi,jn + λj,intnint) ·
{

σ ×
[1

2 (1 + ζ)(di,j)x + (di,j)||

]}
α,β

cj,β (97)

to ensure hermiticity at the interface. Above, (di,j)x and (di,j)|| are the projections
of the vector from site i to site j onto the interface normal x and the yz plane,
respectively. The factor ζ accounts for the fact that site i and j might be on opposite
sides of the interface. If site i and j are both inside the SOC layer, ζ = 1, and
otherwise ζ = 0.

In paper II [32], we consider a SC/SOC bilayer consisting of a superconductor and
a material with such Rashba-like spin orbit coupling. Interfacial Rashba spin-orbit
coupling is included at the lattice sites closest to the interface. Although Tc cannot
be controlled by the orientation of a single ferromagnet (in the absence of spin-orbit
coupling), it turns out that Tc depends on the orientation of the inversion symmetry
breaking axis n with respect to the interface. This is demonstrated through our
numerical results in Fig. 11.
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Figure 11: We consider a superconductor (SC) interfaced with a material (SOC) with an
intrinsic inversion symmetry breaking axis along n giving rise to Rashba spin-
orbit coupling of strength λ. We additionally include interfacial Rashba spin-orbit
coupling of strength λint with an inversion symmetry breaking axis along the
interface normal nint. If the interfacial Rashba spin-orbit coupling is weak, Tc

always increases when rotating n from an in-plane to an out-of-plane direction
(panel (a), λint < λ). If the interfacial spin-orbit coupling is stronger, the dominant
contribution is whether the two axes are parallel or anti-parallel (panel (a), λint ≥ λ).
When n is rotated in-plane, the change in Tc is smaller and π/2 periodic (panel (b)
and (c)). The exact behavior depends on material parameters, but closely follows
the s-wave singlet pairing amplitude S. The critical temperature and spin-singlet
pairing amplitude are both normalized by their values without proximity to the
SOC layer, Tc,S and SS. This figure is adapted from paper II [32], where full
information about the parameters can be found.

In the case where the interfacial Rashba spin-orbit coupling is weak, the dominant
effect controlling Tc is the conversion of s-wave spin-singlet correlations into other
types of correlations. The correlations were investigated analytically my constructing
the McMillan anomalous Green’s function from scattering wave functions. If we
first consider a SC/FM bilayer, conventional pairing is converted into odd-frequency
s-wave and even-frequency px-wave spin-triplets regardless of the magnetization
direction. In an SC/SOC bilayer in the case when n is perpendicular to the interface,
conventional pairing is instead converted into even-frequency dxy-wave spin-singlets
and py-wave spin-triplets. This is because the inversion symmetry breaking parallel
to the interface causes the superconducting correlations to have negative parity under
in-plane inversion. To satisfy the Pauli principle [7], this also causes the parity of the
correlations perpendicular to the interface to change sign compared to the SC/FM
case. The most important difference compared to the SC/FM case is the lack of odd-
frequency s-wave spin-triplets. In the presence of impurity scattering, we expect these
to give the dominant contribution to the Tc modulation. To create such odd-frequency
s-wave triplets, we must let the axis n have an in-plane component. In the case where
n is in-plane, we obtain a mix of all spatial pairing symmetries, as well as a mix
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Figure 12: For observing the variation in Tc under an in-plane to out-of-plane reorientation of
the inversion-symmetry breaking axis n, we suggest growing the superconductor
(SC) on different surfaces (panel (a)), or on a curved noncentrosymmetric material
(panel (b)). For observing the in-plane variation (panel (c)), we suggest growing
a normal-metal (NM) with a square lattice structure on top of a transition-metal
dichalcogenide (TMDC) with in-plane n. The NM/TMDC effectively enables a
rotation of n with respect to the lattice by growing the square lattice at different
angles with respect to n, so that the critical temperature of an adjacent supercon-
ductor can be studied. This figure is adapted from paper II [32].

between opposite-spin and equal-spin triplets. As seen in Fig. 11(a), this causes a
suppression of Tc for in-plane n.

In the case where the interfacial Rashba spin-orbit coupling becomes stronger
than the intrinsic bulk spin-orbit coupling, the dominant effect is instead the mutual
compensation between these. When n and nint are parallel, the spin-orbit interaction
is effectively stronger than if they are anti-parallel. Increased spin-orbit coupling
causes an increase in the Fermi vector mismatch at the interface and thus increased
normal-reflection [81] so that the SOC influences the critical temperature of the
superconductor less. This is shown in Fig. 11(a).

While the magnetization of a ferromagnet can be rotated by applying an external
magnetic field, the orientation of the inversion symmetry breaking axis n cannot
be controlled by any type of external field. Instead, the inversion symmetry axis is
fixed during the growth of the material. We therefore suggest some possible ways of
comparing different orientations of n in Fig. 12.

3.4 hybrids containing antiferromagnets

The magnets we have considered so far are ferromagnets with a net spin along the
magnetization direction. Antiferromagnets have magnetic moments at each lattice
site, but a zero net spin. Their interfaces can either be compensated with a finite spin
or uncompensated with zero spin, as shown in Fig. 13.

Due to their zero net spin, antiferromagnets do not emit stray fields to their sur-
roundings and they are also insensitive to disturbing magnetic fields [83]. However,
the rapid spacial oscillations of magnetization makes it far from obvious whether
antiferromagnets can affect experimentally observable quantities in a heterostruc-
ture. Previous studies of quasi-particle reflection [84, 85], Josephson effects [86–
88], the superconducting critical temperature [89–91], and the critical field [91] in
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(a) (b) (c)

Figure 13: Ferromagnets (panel(a)) have a net magnetization, because all spins are aligned
along the same axis. Uncompensated antiferromagnets (panel (b)) have zero net
magnetization, but a finite magnetization at the interface since the spins in each
layer are oppositely aligned. Compensated antiferromagnets (panel (c)) have zero
net spin both in the bulk and at the interface since all nearest neighboring spins
are oppositely orientated.

superconductor/antiferromagnet heterostructures have proved that uncompensated
antiferromagnets are able to manipulate the superconducting condensate. Moreover,
an uncompensated antiferromagnetic insulator can induce spin-splitting in an adjacent
superconductor due to the net spin at the interface [92]. In paper IV [82], we instead
consider hybrids containing compensated antiferromagnets with zero net spin at the
interface. These can be studied numerically by letting the exchange field hi in Eq. (96)
have opposite signs on neighboring lattice sites. We show that these interfaces can be
considered spin-active despite their zero net spin. This is because spin-triplet Cooper
pairs created at an interface between a superconductor and ferromagnet are scattered
differently at the compensated antiferromagnetic interface depending on whether they
have a net spin with respect to the Néel vector of the antiferromagnet, see Fig. 14.

Because the compensated antiferromagnetic interface differentiates between opposite-
spin and equal-spin triplets, we can consider the dependence of the superconducting
critical temperature on the magnetization direction of a ferromagnet in the antiferro-
magnetic insulator/superconductor/ferromagnet (AFI/SC/FM) structure shown in
Fig. 14. The FM/SC/FM structures discussed in Sec. 3.1 has a dominant contribution
to the Tc modulation from the total Zeeman splitting induced in the superconducting

θ = 0

AFI SC FM

m = 0 m
θ

🠑🠓  🠓🠑+ 🠑🠑 🠓🠓,

θ = π/2

Figure 14: Although the net spin of the compensated antiferromagnetic insulator (AFI) is zero,
spin-triplet Cooper pairs scatter differently at the interface depending on whether
the electrons in the Cooper pair have opposite (left) or equal (right) spin with
respect to the Néel vector (which is parallel to the blue arrows). Cooper pairs are
created at the superconductor/ferromagnet (SC/FM) interface and their spin with
respect to the Néel vector can be controlled by rotating the magnetization. The
perpendicular alignment thus weakens the superconducting condensate compared
to the parallel alignment. Note that this effect can be captured by rotating the
magnetization in-plane. This figure is adapted from paper IV [82].
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Figure 15: We consider rotating the magnetization of a ferromagnet in an uncompensated
antiferromagnet/superconductor/ferromagnet (AFI/SC/FM) structure (top left)
and in an FM/SC/FM structure (bottom left). For the AFI/SC/FM structure,
the superconducting critical temperature Tc is suppressed when the magnetization
is perpendicular to the spins in the antiferromagnet (blue). For the FM/SC/FM
structure, Tc is suppressed when the magnetizations of the two ferromagnets are
parallel (orange). The critical temperature is normalized by its value Tc,S in the
absence of the magnetic layers. This figure is adapted from paper IV [82], where
full information about the parameters can be found.

region. The net Zeeman splitting in the AFI/SC/FM structure is independent of the
magnetization direction since the antiferromagnet gives a contribution that oscillates
over an atomic length scale [93]. The spin-triplet generation therefore gives the only
contribution to the Tc modulation, and the critical temperature is most suppressed
when the magnetic moments in the ferromagnet and antiferromagnet are perpendicular,
see Fig. 15.

In paper IV [82], we also show that the free energy of the system depends on the
relative orientation of the magnetic moments in the ferromagnet and antiferromagnet.
This implies that the magnetic anisotropy of the system is altered when the temperature
drops below the critical temperature of the superconductor as in the SC/SOC/FM
systems discussed in Sec. 3.2. This opens the possibility that the superconductivity-
mediated interaction between the magnetic moments can be used to control the
orientation of the Néel vector by rotation of the magnetization.

3.5 hybrids containing canted antiferromagnets

In the system discussed in the previous section, we needed two magnetic layers to
control the triplet generation. In paper X [94], we consider an antiferromagnet where
the magnetic spins can be canted so that the two sublattices are non-collinear. We find
that canting gives rise to unique triplet pairs not present in the antiferromagnetic or
ferromagnetic configuration. It can also be used to distinguish the recently predicted
interband Néel pairing [93]. Canting is induced intrinsically in materials such as
hematite [95] by Dzyaloshinskii-Moriya interaction, and can also be achieved by
applying an external magnetic field [96].

To understand what happens in a canted antiferromagnet, we first have to consider
the results of Ref. [93]. In this work, they considered spin-triplet generation in a



3.5 hybrids containing canted antiferromagnets 33

superconductor/antiferromagnet bilayer in the absence of canting. The antiferro-
magnet enforces a Brillouin zone periodicity of Q = π/a. Due to this periodicity, a
single normal-state conduction band therefore becomes two separate bands in the
reduced Brilloin zone [97]. Consider a Fermi level in the lower band, where super-
conducting pairing takes place between electrons with momentum k and −k. The
spatially oscillating spin-splitting field in the superconductor induced by the adjacent
antiferromagnet causes scattering by a momentum Q, thus creating Cooper pairs
where the electrons have momentum −k+Q and k and exist in the upper and lower
band, respectively. We call this pairing an interband pairing. Since the two bands
exist at different energy, the two electrons differ by an energy 2µ and there is an energy
cost associated the interband pairing. The interband pairing is therefore favored close
to µ = 0 corresponding to half-filling.

In paper X [94], we find that while interband pairing is dominant close to half-
filling, intraband pairing with an oscillating Néel character is still present away from
half-filling. This intraband pairing is caused by an imprinting of the Néel pattern on
the normal state wave functions. When introducing canting to the antiferromagnet,
an additional ferromagnetic component appears with a spin-zero triplet component
along the direction of the net magnetization. Away from half-filling, a third type of
pairing also appears. This pairing has a Néel-like spatially oscillating character and
has its zero-spin component along the axis perpendicular to both sublattice spins. Its
absence at half-filling is explained by the perfect decoupling of the two sublattices at
this particular filling factor. In a canted antiferromagnet away from half-filling, all
three components of the triplet vector [−(↑↑ − ↓↓), −i(↑↑ + ↓↓), (↑↓ + ↓↑)]/2 are
therefore nonzero.

The interband Néel pairing close to half-filling has a much higher amplitude than
the intraband Néel pairing away from half-filling. The ferromagnetic component
is less affected by the filling factor. As shown in Fig. 16, the critical temperature
behaves qualitatively different at half-filling than away from half-filling. In the former
case, the interband pairing in the antiferromagnetic configuration causes a stronger
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Figure 16: The superconducting critical temperature Tc at (a) half-filling (f = 0.5) and (b)
away from half-filling (f = 0.6) is plotted as a function of the canting angle θ for
different values of the spin-splitting J . At half-filling, the interband Néel pairing
in the antiferromagnetic configuration (θ = 0) suppresses Tc more strongly than
in the ferromagnetic configuration (θ = 0.5π). Away from half-filling, the weaker
intraband pairing hardly affects Tc, and it is instead suppressed in the ferromagnetic
configuration. Here, Tc0 and ∆0 are the critical temperature and superconducting
gap at zero temperature and in the absence of spin-splitting. This figure and
the details about the parameters are published in paper X [94]. Figure credit to
S. Chourasia.
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suppression of the superconducting critical temperature than in the ferromagnetic
alignment. If the spin-splitting is sufficiently strong, a complete suppression of
superconductivity can happen due to the opening of the antiferromagnetic gap. Away
from half-filling, the antiferromagnetic intraband pairing has almost no influence on
the critical temperature, and it is instead suppressed when canting the magnetic
moments towards a ferromagnetic alignment. As a result, the qualitative behavior
of the superconducting critical temperature can be used to distinguish the interband
and intraband pairing. Note that we have here focused on the clean limit. Far away
from half-filling, highly disordered superconductors have been shown to be affected
by a third mechanism where non-magnetic impurities effectively act as magnetic
impurities due to electrons of a particular spin having a higher probability to exist on
one sublattice than the other. The magnetic scattering causes a suppression of the
superconductivity [98, 99].

The results in Fig. 16 were produced for a one-dimensional superconducting chain
with a spatially-oscillating spin splitting induced by an adjacent canted antiferro-
magnetic insulator. These results fit well with the results for thin films. As already
discussed in Ref. [93], the Néel pairing forms a checkerboard pattern in the supercon-
ductor continuing the pattern of the spatially oscillating magnetic moments in the
antiferromagnet. The spin-triplet pairing survives over surprisingly long distances away
from the interface. In paper X [94], we further show that both the Néel component,
perpendicular Néel-like component, and ferromagnetic component of the spin-triplet
pairing survives over similar length scales. Away from half-filling, Friedel oscillations
can cause skipping of the sign change in the alternating pattern, so that the same sign
is repeated in the direction perpendicular to the interface.

3.6 Tc enhancement by proximity to a stronger superconductor

In all of the systems discussed so far, the superconducting critical temperature has
been suppressed by proximity to another material. Is it possible to instead increase the
critical temperature of a superconductor by proximity to a superconductor with a higher
critical temperature? Due to their spin-triplet symmetry, p-wave superconductors
contain spinful Cooper pairs and can therefore carry spin-polarized supercurrents.
They are also interesting from the viewpoint of quantum computation due to their
topologically protected edge states [100]. However, candidate materials have a low
critical temperature and are sensitive to disorder. One possible candidate could be
Sr2RuO4 with Tc = 1.5K, although the pairing symmetry of this material has been
debated [52, 101–103]. Previous attempts at increasing the critical temperature of
Sr2RuO4 includes local enhancements close to Ru inclusions [104, 105] and dislocations
[106], applying uniaxial pressure [107, 108], as well as piezoelectric techniques [109,
110].

In paper VIII [54], we demonstrate an alternative way of increasing the critical
temperature of a p-wave superconductor by converting s-wave spin-singlet pairing
from an adjacent conventional superconductor into p-wave spin-triplet pairing via a
ferromagentic layer, see Fig. 17. For the conventional superconductor and magnetic
layer, we use the same Hamiltonian as before. To describe the p-wave spin-triplet
pairing, we must include a nearest neighbor attraction Vi > 0 though the term

−1
2
∑
i,j,σ

Vi,jni,σnj,−σ. (98)
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This term is also treated self-consistently, and we calculate a pairing correlation Fi,j =

⟨ci,↑cj,↓⟩. We further calculate the spin-triplet correlations as F (T)
i,j = (Fi,j − Fj,i)/2,

and the p-wave spin-triplet pairing as
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1
2
(
F
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Figure 17: Panel (a)-(d) shows the px-and py-wave pairing correlations of a p-wave super-
conductor (P) close to its interface towards vacuum (Vac.), a normal-metal (N),
an s-wave superconductor (S), and when including a thin ferromagnetic layer (F)
between the s-wave and p-wave superconductor. The interface normal is oriented
along x so that interface reflections suppress the px-wave pairing. Panel (e)-(h)
shows the corresponding pairing amplitudes as a function of temperature normal-
ized by the hopping parameter. The ferromagnetic layer provides a conversion
channel between the s-wave and px-wave pairing causing an increase in the critical
temperature of the px-wave pairing in panel (h). This figure and information about
the parameters are published in paper VIII [54]. Figure credit to L. A. B. Olde
Olthof.
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We study px + ipy-wave pairing where Re(Fpx) and ℑm(Fpy ) are nonzero.
When a p-wave superconductor has a surface towards vacuum so that the x com-

ponent of the quasi-particle momentum changes sign upon reflection, the px-wave
pairing is suppressed as the pairing correlations are odd under such a momentum
inversion. This frees up electrons resulting in an increased py-wave pairing at the
interface (Fig. 17(a)). If we replace the vacuum with a normal-metal, superconductiv-
ity can leak into the normal-metal, reducing the influence of reflections (Fig. 17(b)).
This proximity effect is reduced when interfacing the p-wave superconductor with
an s-wave superconductor, since the electrons in the adjacent material are already
forming Cooper pairs of an incompatible pairing symmetry (Fig. 17(c)). Moreover,
normal reflections are decreased. In order to mix the two pairing symmetries, we can
introduce a thin ferromagnetic layer at the interface. This layer offers a conversion
channel between s-wave spin-singlet and px-wave spin-triplet pairing. The critical
temperature of the px-wave pairing is therefore enhanced (Fig. 17(h)) compared to the
case where there is no conversion (Fig. 17(g)). A similar but stronger enhancement
can be achieved by instead providing the Zeeman-splitting by applying an in-plane
external magnetic field. In this case, we can choose to consider a field strength that
completely suppresses the py wave pairing, leaving more electrons available for the
px-wave type. However, this also produces a contamination of s-wave pairing inside
the bulk of the p-wave superconductor.

The conversion channel between the conventional and spin-triplet pairing can be
controlled by rotating the magnetization of the ferromagnet in-plane. This is because
the quantization axis of the spin-triplets in the p-wave superconductor must be the
same as the magnetization direction of the ferromagnet. If not, pairing with a different
quantization axis is fed into the p-wave superconductor causing a competition between
the different pairing types (↑↓ + ↓↑), (↑↑), and (↓↓) that in fact decreases the critical
temperature.

Although Fig. 17 demonstrates the Tc enhancement by proximity to an s-wave
superconductor, the same should be true for a dx2−y2-wave superconductor. These
have the same spin-singlet symmetry as well as inversion symmetry under x → −x, and
should therefore mix with the px-wave pairing through the same conversion channel.
This would offer the possibility of an even higher Tc enhancement by interfacing the
p-wave superconductor with a high-Tc cuprate.

3.7 the critical field in highly disordered superconductors

In the previous sections, the superconducting phase transition has been characterized
by the temperature at which the mean-field superconducting pairing correlations, or in
the s-wave case the superconducting gap, vanishes. The fact that pairing correlations
are present in the system is however not a guarantee for phase coherence. In highly
disordered systems, the superconductivity can become granular and loose its ability to
carry supercurrents [25]. In this case, the superconducting phase transition is instead
characterized by the temperature at which the superfluid stiffness vanishes.

Recently, the superconducting phase transition of the hole-overdoped cuprates
has attracted attention due to some surprising observations. These have often been
considered more conventional than their underdoped and optimally doped counterparts
[48, 111–113]. While the latter enter a strange metal or pseudogap phase in the
normal-state [50], the hole-overdoped cuprates have a large Fermi surface with well-
defined quasi-particles that is better described by Fermi-liquid theory [114, 115]. In
the superconducting state, the superconducting transition of the underdoped and
optimally doped cuprates is determined by the onset of superfluid stiffness [116].



3.7 the critical field in highly disordered superconductors 37

Moreover, a competition with antiferromagnetic order can cause magnetic structures
to arise around vortices [117–121] and impurities [122–124]. While the overdoped
cuprates have shown a better fit with BCS-theory [50, 125], puzzling observations
include the formation of Cooper pairs above the critical temperature [126–128], a large
fraction of uncondensed electrons below the critical temperature [129–133], a linear
decrease in the superfluid stiffness with increasing temperature and the dependence
of the critical temperature on the zero-temperature superfluid stiffness [132, 134,
135]. How far these observations surpass the conventional description is still debated
[136–139].

In a theoretical work studying hole-overdoped Bi2Sr2CaCu2O8+x (Bi2212), it was
shown that granular superconducting pairing survives in strongly disordered systems
with vanishing superfluid stiffness [140]. In paper IX [51], we further show that when
applying an out-of-plane external magnetic field to the type-II superconductor, granular
superconducting pairing survives beyond the magnetic field driven superconducting
transition where the superfluid stiffness vanishes. These results were obtained by
solving the Bogoliubov–de Gennes equations numerically and self-consistently for the
Hamiltonian

H = −
∑
i,j,σ

ti,je
iϕi,jc†

i,σcj,σ −
∑
i,σ

(µ− Vi)ni,σ +
∑
⟨i,j⟩

(
∆i,jc

†
i,↑c

†
j,↓ + h.c.

)
. (101)

Compared to the Hamiltonian in Eq. (96), we have here included hopping up to the
third nearest neighbor so that we can better control the band structure. Instead of
considering an in-plane field giving rise to Zeeman splitting, we consider an out-of-plane
magnetic field giving rise to orbital depairing though the Peierls phase

ϕi,j = − π

ΦSC
0

∫ ri

rj

dr · A(r) (102)

Above, ΦSC
0 = hc/2e is the superconducting flux quantum, and A(r) = B(0,x, 0)

is the vector potential in the Landau gauge resulting from a homogeneous external
magnetic field B. The disorder is included by the random box potential Vi ∈ [−V ,V ].
The chemical potential must be adjusted in order to fix the hole density

x =
1

NxNy

∑
i,σ

〈
1 − ni,σ

〉
. (103)

while considering different disorder strengths. We consider hole-doped superconductors
(0 < x ≤ 1) far away from half-filling (x = 0). The pairing correlation ∆i,j = J ⟨ci,↑cj,↓⟩
is used to calculate the spin-singlet pairing ∆S

i,j = (∆i,j + ∆j,i)/2, and the d-wave
spin-singlet paring

∆d
i =

1
4
(

∆+x
i + ∆−x

i − ∆+y
i − ∆−y

i

)
, (104)

where ∆±x(y)
i = ∆S

i,i±x(y) exp
(
iϕi,i±x(y)

)
. By using this method, we demonstrate that

the phase transition may be bounded by the superfluid stiffness even when the system
is fully described within dirty-BCS theory.

While the superconducting pairing and superfluid stiffness is expected to vanish
simultaneously at the critical field in clean systems described within BCS theory,
disorder explains the remaining granular pairing in our study. In clean systems, the
repulsion between vortices causes them to form a regular lattice. In Fig. 18, we show
how disorder causes the vortices induced by the external magnetic field to be attracted
to regions of high disorder. In these regions, the gap in the local density of states is
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slightly more filled up than the average gap of the whole system. Since the vortices tend
to penetrate regions where the superconductivity is already weak, superconducting
islands survive well beyond the critical field where the superfluid stiffness goes to zero.
In the material studied here, flat bands in the anti-nodal regions of the Fermi surface
increases the sensitivity to disorder by increased scattering between momenta where
the pairing correlations have opposite sign [128, 140]. Similar results have however

Figure 18: Panel (a)-(e) shows the d-wave superconducting pairing ∆d
i in a magnetic unit cell

penetrated by 4 vortices for an increasing disorder potential V . The corresponding
plots in the absence of an external magnetic field is shown below each panel. The
pairing is normalized by the superconducting pairing ∆d

0 in a clean system without
an applied magnetic field. The red dots mark the centers of the vortex cores and
the black arrows represent the net current through each lattice site. Panel (f)-(j)
show the local density of states averaged over the vortex cores (blue), over the
corresponding lattice sites (green) and over the whole lattice (dotted black) in the
absence of a magnetic field, and for a clean system in the absence of a magnetic
field (black). This figure and information about the parameters are published in
paper IX [51].
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Figure 19: Panels (a) and (b) show the superfluid stiffness Ds and superconducting pairing
∆d as a function of the disorder potential V for a magnetic unit cell penetrated by
4 and 24 superconducting flux quanta, respectively. The superfluid stiffness and
superconducting pairing are normalized by their values D0

s and ∆d
0 in a clean system

in the absence of an external magnetic field, and are averaged over space and 70-100
impurity configurations. As the error bars of the superfluid stiffness start to fall
below zero, an increasing number of impurity configurations result in zero superfluid
stiffness. This marks the superconducting phase transition. The superconducting
pairing is finite for all disorder strengths and impurity configurations. Panel (c)
shows the superconducting pairing at a lower pairing strength, and demonstrates
that there is a second transition where also the superconducting pairing vanishes.
Panels (d)-(f) show the superfluid stiffness and superconducting pairing as a function
of the number of flux quanta penetrating a magnetic unit cell for three different
disorder potentials. These panels demonstrate that a similar superconducting
transition to the disorder-driven one in panel (a) and (b) can be achieved by
applying an external magnetic field. The non-monotonous behavior in these plots
is an artifact of the finite system size not allowing all magnetic field strengths to
produce a regular vortex lattice in the clean limit. This figure and information
about the parameters are published in paper IX [51].

also been found for conventional s-wave superconductors [141]. An additional physical
observable related to this behavior is the absence of the Caroli–de Gennes–Matricon
(CdGM) zero-bias peak at the vortex cores of the disordered systems. The CdGM
zero-bias peak have been observed in conventional superconductors [142], and in the
cuprate YBa2Cu3O7−δ (Y123) [143]. It has however proven difficult to observe in
most cuprate studies [144–148], and the sensitivity towards disorder shown here could
be a contributing factor.

In Fig. 19, we show impurity averaged results for the superfluid stiffness and super-
conducting pairing under increasing disorder and external magnetic fields. Although
the small system size results in a rather large standard deviation, it is clear that the
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fraction of impurity configurations resulting in zero superfluid stiffness increases as
the disorder and external magnetic field increases. The superconducting pairing on
the other hand is nonzero for all disorder strengths and impurity configurations in
panel (a), (b), and (d)-(f). In panel (c), we demonstrate that the superconducting
pairing also eventually vanishes for an increasing fraction of the impurity configura-
tions. However, due to the robustness of the granular pairing, we have demonstrated
this for a lower superconducting pairing strength so that this second transition can
be captured within realistic disorder and field strengths. Thus, we expect granular
superconducting pairing to survive for a wide range of field and disorder strengths
beyond the superconducting transition.

While we have studied the low-temperature limit, it is likely that thermal fluctuations
could lead to loss of phase coherence closer to the critical temperature. It is also unclear
whether a pseudogap may appear beyond the disorder and field driven superconducting
transition, as observed in the antinodal regions of the Fermi surface of the underdoped
to weakly overdoped samples [149]. Also, the BdG framework is not suitable for
determining the nature of the normal-state. Experiments have suggested that hole-
overdoped cuprates are metallic in the normal state, suggesting that they could still be
conducting beyond the two transitions [136]. The aim of this study is not to capture
all aspects of the behavior of the hole-overdoped cuprates. Rather, we have considered
properties that at least partially can be explained within dirty-BCS theory in order
to investigate how far we can get with such a simple description.
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S P I N T R A N S P O RT

In this chapter, we discuss spin transport carried by Cooper pairs and quasi-particles.
First, we consider how a supercurrent of spin-polarized Cooper pairs can give rise
to a magnon current in an adjacent ferromagnetic insulator (paper VII). Next, we
consider how quasi-particle spin transport in a superconductor is affected by an odd-
frequency spin-triplet pairing symmetry (paper VI), and how the inverse spin-Hall and
spin-swapping effects are renormalized by a spin-splitting field (paper XI). Finally, we
discuss spin-pumping from a ferromagnetic insulator into a superconductor (paper III).

4.1 from cooper pair currents to magnon currents

Ferromagnetic insulators have a large gap in the energy spectrum that inhibits electron
transport. Fluctuations in the local magnetic moments can however carry pure spin
currents over long distances [150]. These are called magnon currents, as the spin
fluctuations can be represented by a bosonic particle called a magnon. Conversion
between these long-range magnon currents and electron-based charge and spin currents
have been studied for a number of years [151–153].

Superconductors can carry spin currents via quasi-particles above the superconduct-
ing gap, similar to the electron transport in normal-metals. This transport is however
dissipative, contrary to the Cooper-pair transport below the gap. In conventional
superconductors, supercurrents only carry charge because the Cooper pairs consist
of two electrons of opposite spin. To have dissipationless spin transport in a super-
conductor, we therefore need spin-polarized Cooper pairs. As described in Secs. 1.2
and 1.3, these can be induced by the proximity effect or they can exist intrinsically in
p-wave superconductors.

In paper VII [24], we study how a supercurrent carried by spin-polarized Cooper
pairs can induce a magnon spin current in an adjacent ferromagnetic insulator. For
simplicity, we consider the case of a one-dimensional p-wave superconductor coupled
to a chain of z oriented magnetic moments. We consider both charge and spin
supercurrents by changing the relative center-of-mass momentum of the spin-up and
spin-down Cooper pairs. The setup is shown in Fig. 20.

To describe the supercurrent, we assume the spin-σ Cooper pairs to have a center-of-
mass momentum 2Qσ by introducing a phase factor in the mean-field superconducting
pairing. This results in a Hamiltonian

HS =
∑
k,σ

ϵkc
†
k,σck,σ − 1

2
∑
k,σ

(
∆δ

k,σc
†
k+Qσ ,σc

†
−k+Qσ ,σ + H.c.

)
, (105)

where c(†)k,σ describes the annihilation (creation) of an electron with momentum k and
spin σ. Above, ϵk is the normal-state energy dispersion, and ∆δ

k,σ ∼ sin(k · δ), where
δ = x in the one-dimensional x oriented chain. The important point to note about
the above Hamiltonian is that the two electron operators no longer have opposite

41
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Figure 20: We let a charge supercurrent (a) or a spin supercurrent (b) carried by spin-
polarized triplet Cooper pairs run through a superconductor (SC). Due to a
coupling at the interface, the supercurrent can induce a magnon spin current in an
adjacent ferromagnetic insulator (FI). This equilibrium magnon current alters the
propagation length of an injected non-equilibrium magnon current which can be
measured via the inverse spin Hall effect [154]. Although the spin of the Cooper
pairs must be aligned with the magnetization, the orientation of the interface is
not restricted by our model. For the experimental realization it would be beneficial
to choose the magnetization in-plane. This figure is adapted from paper VII [24].

momentum due to the finite center-of-mass momentum. This produces an energy
spectrum that is asymmetric with respect to inversion of momentum.

The ferromagnetic insulator is described a coupling between nearest neighbouring
magnetic moments favoring parallel spins. In addition we include an anisotropy term
favoring spins along the positive z direction. After performing a Holstein-Primakoff
transformation, we can describe the ferromagnetic insulator by the Hamiltonian

HFI =
∑

q

ωqa
†
qaq, (106)

where a(†)q describes the annihilation (creation) of a magnon with momentum q. The
eigenenergy spectrum ωq is gapped due to the anisotropy term and symmetric under
inversion of the momentum q.

In order to induce a magnon spin current in the ferromagnetic insulator, we must find
a way to transfer the asymmetry in the eigenenergy spectrum of the superconductor
to the eigenenergy spectrum of the magnons. We do this by introducing an exchange
coupling between quasi-particle spins in the superconductor and the magnetic moments
in the ferromagnetic insulator. After a Holstein-Primakoff transformation, this coupling
produces three terms. One term introduces a spin-splitting that can be absorbed
into the Hamiltonian of the superconductor. It turns out not to be important for the
magnon current generation. The second term gives a renormalization of the magnon
gap. This renormalization depends on whether the system is superconducting or not,
but is present also in the normal state. The most interesting term is given by

H2c1a
c = −λ

∑
k,q

(
c†

k+q,↑ck,↓a
†
−q + c†

k+q,↓ck,↑aq

)
. (107)

Above, λ represents the coupling strength. In order to extract the interesting physics
from this term, we perform a Schrieffer-Wolff transformation, thus projecting out first
order terms in the perturbation theory, e.g. the term renormalizing the magnon gap.
To the second order in the perturbation theory, this term allows for a momentum
transfer between the electrons and the magnons, as depicted in Fig. 21.
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Figure 21: Equation (107) describes a process where an electron of spin ∓1/2 can flip its
spin (orange) by creating (panel (a)) or absorbing (panel (b)) a magnon of spin −1
(green). If we glue the two diagrams in panel (a) and (b) together, we obtain the
second order processes (panels (c) and (d)). These allow for a momentum transfer
between electrons and magnons.

Due to this momentum transfer, the non-reciprocity of the eigenenergy spectrum of
the superconductor can be transferred to that of the magnons. We obtain an effective
Hamiltonian

Heff =
∑

q

Ωqα
†
qαq, (108)

with new magnon operators α(†)
q and an eigenenergy spectrum Ωq that is asymmetric

under inversion of q. This asymmetry is demonstrated in the inset of Fig. 22. As a
result, we find a finite magnon spin current density

jz
δ =

1
N

∑
q

vδ
q⟨Sz

q⟩α, (109)

as shown in Fig. 22. Here, N is the number of lattice sites, vδ
q is the velocity and ⟨Sz

q⟩α

the spin associated with the new magnon modes. From Fig. 22, we see that a charge
and a spin supercurrent results in the same magnon spin current. Although this might
seem counter intuitive, it is simply a result of the contribution from the spin-down
Cooper pairs being negligible compared to the contribution from the spin-up Cooper
pairs. This is because the ferromagnetic insulator breaks the symmetry between
spin-up and spin-down.

Although we have here considered a p-wave superconductor, it is important to point
out that the main ingredients for inducing a magnon spin current are: 1) Cooper pairs
that have a spin-polarization along the magnetization direction of the ferromagnetic
insulator, and 2) a coupling between the magnetic moments in the ferromagnetic
insulator and the quasi-particle spins in the superconductor. It is therefore likely that
a similar magnon spin current can be induced by odd-frequency s-wave Cooper pairs.
This would simplify the experimental realization of the results discussed above, as
the odd-frequency triplets can be conveniently created in magnetic heterostructures.
In fact, a recent theoretical work [155] showed that in a conventional superconduc-
tor/ferromagnetic insulator bilayer, magnons induce spin-triplet Cooper pairs that
screen the magnon spin. Notably, these spin-polarized Cooper pairs can transfer a spin
signal from one ferromagnetic insulator lead to another. This ability of the magnon
spin wave to act as a noncollinear magnetization, thus inducing spin-polarized Cooper
pairs, makes it possible to couple magnon currents to supercurrents in conventional
superconductors.
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Figure 22: Both a charge (Q↑ = Q↓ = Q) and a spin (Q↑ = −Q↓ = Q) supercurrent associated
with a Cooper pair center-of-mass momentum Q induce the same magnon spin
current density jz, because the contribution from spin-up Cooper pairs dominates.
The inset shows the difference between the magnon energy spectrum at positive
and negative magnon momenta q. The asymmetry in the eigenenergy spectrum of
the superconductor is transferred to the eigenenergy spectrum of the magnons via
the coupling, thus resulting in a magnon spin current. This figure and complete
information about the parameters is published in paper VII [24].

To experimentally measure the induced magnon spin current, it is important to
note that a supercurrent is an equilibrium phenomenon. The magnon spin current is
therefore a drift current that cannot in itself perform a torque. One way of observing
such a current is to inject an additional magnon current and measure the magnon
propagation length in both directions. The magnon current can be injected from a
spin accumulation produced by a current though the spin-Hall effect. The propagation
length is longer in the direction of the magnon drift [154]. By measuring the inverse
spin Hall signal from the resulting spin accumulation at a second contact [156, 157],
one can compare the signal in the forward and backward direction to evaluate the
magnon drift velocity.

4.2 spin transport in odd-frequency superconductors

We will now consider quasi-particle spin transport in superconductors. Although
electron transport in normal-metals and quasi-particle transport in superconductors are
both dissipative, an important difference arises from the density of states. Conventional
spin-singlet superconductors have a gap in the density of states. At the gap edge, there
is a large increase in the density of states. These peaks ensures that the total number
of states is conserved. The effect of the gap is two-fold. First, it blocks spin injections
for energies below the gap. This is because conventional Cooper pairs cannot carry
spin. Second, the scattering length for spin-flip scattering on magnetic impurities is
greatly reduced for energies close to the gap edge [21].

In paper VI [23], we study how the quasi-particle spin transport is affected by the
pairing symmetry of the Cooper pairs. In particular, we compare the non-equilibrium
spin-accumulation in a material with an odd-frequency s-wave spin-triplet pairing
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Figure 23: (a) We study the non-equilibrium spin accumulation in a conventional spin-singlet
(↑↓ − ↓↑) and odd-frequency spin-triplet (↑↓ + ↓↑) superconductor (SC). A spin
dependent voltage |e|V is injected from a normal-metal (NM) contact. The result-
ing quasi-particle spin transport is relaxed by spin-orbit and spin-flip scattering
inside the superconductor. The spin-dependent voltage can be obtained by apply-
ing a voltage |e|Vch between two oppositely oriented ferromagnets (FM). (b) An
odd-frequency spin-triplet superconductor can be obtained by using misaligned
ferromagnets. Spin-singlet Cooper pairs are converted into spin-triplet ones in
the first ferromagnet (blue). If the second ferromagnet (pink) is sufficiently thick,
only Cooper pairs that have equal spin with respect to the magnetization of this
ferromagnet survives and effectively makes the normal-metal a spin-triplet super-
conductor. This figure is published in paper VI [23].

symmetry with the accumulation in a conventional superconductor. This can be
studied in the system shown in Fig. 23. Odd-frequency superconductivity is expected
to result in a different density-of-states and quasi-particle spin transport than in the
conventional case. Instead of always being gapped, the density of states can also be
peaked at zero energy [158, 159]. While the spin-flip scattering time remains the
same as in the normal state, the quasi-particle transport in odd-frequency pairing is
expected to be renormalized by spin-orbit scattering [5, 160, 161].

Since we now need to consider non-equilibrium properties, we study the conventional
and odd-frequency superconductors within the quasi-classical theory by solving the
Usadel equation analytically in the presence of spin-flip and spin-orbit scattering. We
assume the superconducting pairing to be spatially independent. This assumption is
reasonable when there is no conversion between quasi-particle current and supercurrent,
a condition that applies as long as the Cooper pairs cannot carry a net spin. This is
true also for the spin-triplet pairing as long as the electrons in the pair have opposite
spin with respect to the injected spin. In practice, there will be a local suppression of
superconductivity close to the interface. This suppression can be reduced by using a
tunneling contact that reduces the proximity effect. The conventional superconducting
gap follows the Bardeen-Cooper-Schrieffer temperature dependence

∆S(T ) = ∆0f(T ), ∆0 = 1.76kBT , f(T ) = tanh

1.74

√
Tc

T
− 1

 . (110)

In order to model the odd-frequency spin-triplet superconductivity we have to make
two changes to the superconducting contribution of the Usadel equation (see Sec. 2.4,
Eq. (93)). First, we have to change the spin symmetry to an opposite-spin triplet one
by letting ↑↓ and ↓↑ contributions to the gap matrix have the same sign. Second, we
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need the superconducting pairing to be odd under inversion of energy. This can be
captured by one of the following simple models [159]

∆T(ϵ,T ) = Cf(T )ϵ

1 +
(

Cϵ
2∆max

)2 , ∆T(ϵ,T ) = Cf(T )ϵ√
1 +

(
Cϵ
∆∞

)2
. (111)

The first model describes a pairing that has a linear form Cf(T ) at small energies ϵ,
reaches it maximum ∆max, and then decays as ∼ 1/ϵ. The second model has the same
linear form for small energies, and approaches a constant value ∆∞ at large energies.
We assume the temperature dependence to be inherited from the spin-singlet pairing
through the proximity effect as shown in Fig. 23(b). In the figures in this section, we
use the first of these two models, however they give similar results.

Focusing first on the density of states in Fig. 24(a) and (b), we see that the density
of states of the spin-triplet superconductor can either be gapped around or peaked at
zero energy depending on the value of Cf(T ). This means that if the density of states
is gapped at zero temperature, an increase in temperature must cause a transition to a
peaked density of states as Cf(T ) drops below one. Furthermore, note that when the
density of states is peaked or has a narrow gap, the number of states is not conserved
in our simple model. However, it has been shown that this is compensated by a dip
in the density of states at higher energies [159]. If the applied spin voltage is small
enough that only the lower energies are relevant, we can achieve a non-equilibrium
spin accumulation that is larger than in the normal state, as shown in Fig. 24(c)
and (d).

To further understand the results in Fig. 24(c) and (d), we must consider how the
scattering length is renormalized by superconductivity. In a conventional supercon-
ductor, the inverse scattering length is given by

1
Lsc(ϵ)

=

√
1
l2so

+
1
l2sf

ϵ2 + |∆S|2
ϵ2 − |∆S|2

. (112)

Thus, the spin-flip scattering length is renormalized by superconductivity and goes to
zero at the gap edge. In the odd-frequency spin-triplet superconductor, the inverse
scattering length is instead given by

1
Lsc(ϵ)

=

√
1
l2sf

+
1
l2so

ϵ2 + |∆T(ϵ)|2
ϵ2 − |∆T(ϵ)|2

. (113)

Compared to the conventional superconductor, the spin-orbit and spin-flip scattering
has changed roles. The energy dependence of the spin-triplet pairing makes the
energy dependence of the renormalization a bit more complicated. It turns out that
there is still a large renormalization at the gap edge, if a gap edge exits. The decay
of the non-equilibrium spin-accumulation in the conventional superconductor under
spin-flip scattering can be seen from Fig. 24(c) and in the odd-frequency spin-triplet
superconductor under spin-orbit scattering in Fig. 24(d).

Further, we explore the temperature dependence of the non-equilibrium spin ac-
cumulation. In Fig. 25, we show the results in the presence of spin-flip scattering.
If the density of states is peaked at zero energy already at zero temperature, the
non-equilibrium spin accumulation of the odd-frequency spin-triplet superconductor
is larger than in the normal state for all temperatures up to the critical temperature
as shown in panel (a). The spin accumulation in the conventional superconductor
vanishes rapidly as the temperature is decreased due to the opening of the gap. If we
start out with an odd-frequency spin-triplet superconductor with a gapped density
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of states where the gap hinders all spin transport at zero temperature, the density
of states must become peaked when the temperature increases. At the transition
point Cf(T ) = 1, the non-equilibrium spin-accumulation diverges. This is shown in
panel (b).
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Figure 24: While the density of states of a conventional superconductor (panel (a)) is gapped,
the density of states of an odd-frequency spin-triplet superconductor (panel (b))
is peaked at zero energy if Cf(T ) < 1 and has a narrow gap if Cf(T ) > 1.
The density of states is normalized by its normal-state value (dotted black line).
Due to the density of states being higher at low energies, the non-equilibrium
spin accumulation µz can be higher than in the normal state (panel (c) and
(d)). The spin-flip scattering length lsf is strongly renormalized in conventional
superconductors leading to a rapid decay of the non-equilibrium spin accumulation
(green dotted line in panel (c)). In odd-frequency spin-triplet superconductors, the
spin-orbit scattering length lso is instead reduced (see the solid lines in panel (d)).
The length scales are normalized by the length of the superconductor L, and the
spin accumulation by the spin dependent voltage |e|V . This figure and complete
information about the parameters are published in paper VI [23].
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Figure 25: We consider the non-equilibrium spin accumulation µz normalized by the spin
dependent voltage |e|V in the presence of spin-flip scattering. The spin-flip scat-
tering length lsf is only renormalized for the conventional pairing. (a) For an
odd-frequency spin-triplet superconductor with a density of states that is peaked
at all temperatures, the spin accumulation can be larger than in the normal state.
(b) When the density of states is instead gapped at low temperatures and becomes
peaked at zero energy for higher temperatures, the spin-accumulation diverges
at the transition point before it decreases towards the normal state value at the
critical temperature Tc. In both panels, the length scales are normalized by the
length of the superconductor L. This figure and complete information about the
parameters are published in paper VI [23].

In the presence of spin-orbit scattering, the non-equilibrium spin accumulation in
the spin-triplet superconductor decays rapidly inside the superconductor and can for a
peaked density of states be either larger or smaller than in the normal state depending
on how far away from the interface the spin accumulation is measured, see Fig. 26(a)
and (b). The decay also smears out the peak in the non-equilibrium spin accumulation
as the density of states transitions from gapped to peaked. In panel (c), this peak is
still visible. In panel (d), at a distance further away from the interface, the peak has
completely vanished and the spin accumulation is even smaller than in a conventional
superconductor.

We have thus shown that due to the spin-symmetry and energy-dependence of
the odd-frequency spin-triplet pairing, the density of states and scattering length is
qualitatively different compared to the case of conventional pairing, thus resulting in
a renormalized spin accumulation. The model used here is a rather simple analytical
one, and there are several things that could be implemented in order to investigate
other interesting effects. First, it has been shown that a gapped density of states can
lead to an increased spin accumulation as the injected spin-polarized current cause
an accumulation of spin at the interface [162–164]. Second, additional spin-transport
can be carried by Cooper pairs if the spin-triplet pairing is spin-polarized along the
polarization axis of the injected spin. This would however require a self-consistent
solution as the superconducting pairing would be renormalized. Third, a spin-splitting
field could allow for a coupling between the spin and energy modes, allowing for
an enhanced long-range spin accumulation as predicted for conventional spin-split
superconductors [165–169]. Finally, we have here assumed the spin distribution to
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Figure 26: We consider the non-equilibrium spin accumulation µz normalized by the spin
dependent voltage |e|V in the presence of spin-orbit scattering. The spin-orbit
scattering length lso is only renormalized for the spin-triplet pairing. In panel (a)
and (b), the density of states of the spin-triplet superconductor is peaked at zero
energy for all temperatures. In panel (c) and (d), the density of states transitions
from gapped to peaked as the temperature increases. At positions close to the
interface (panel (a) and (c)), the results are qualitatively similar to those in Fig. 25.
However, the peak in panel (c) is smeared out by the spin-orbit scattering as
compared to Fig. 25(b). Further away from the interface (panel (b) and (d)), the
spin accumulation decreases rapidly below the critical temperature Tc due to the
renormalization of the spin-orbit scattering length. In all panels, the length scales
are normalized by the length of the superconductor L. This figure and complete
information about the parameters are published in paper VI [23].

be continuous at the interface, thus assuming a perfectly transparent contact. In
reality, the injected spin should therefore be smaller, although this is at least partially
compensated for in our results by normalizing with the normal-state spin accumulation.

4.3 transversal currents in spin-split superconductors

In the previous section, we focused on how spin-orbit and spin-flip scattering caused
the injected spin current to decay inside the superconductor. However, spin-orbit
scattering can also cause generation of transversal currents. If we inject a spin current
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polarized in a direction perpendicular to its propagation direction, a transversal charge
current will be generated through the inverse spin-Hall effect [170, 171]. This allows
for spin currents to be detected through a transverse electric voltage. The efficiency
of the spin-to-charge conversion is quantified by a spin-Hall angle. For maximal
detection sensitivity, it is desirable to make the spin-Hall angle as large as possible.
Previous works have investigated the spin-Hall effect and its inverse in superconducting
systems, both theoretically [172] and experimentally [173]. Theoretical works found a
renormalization of the spin-Hall angle in the superconducting state compared to the
normal state [172].

Injected spin currents with perpendicular spin polarization also lead to the generation
of transversal spin currents where the spin polarization and propagation direction
are swapped compared to the injected current. This effect is called spin-swapping
[174]. Spin-swapping can also happen when the injected spin current is polarized
along its propagation direction, in which case also the transversal spin currents have
parallel spin polarization and propagation direction. The transversal spin currents
cause a spin accumulation across the material so that the spin-swap signals can be
measured through a spin-dependent voltage. The spin-swap angle is the same in the
superconducting and normal state [172].

In paper XI, we study the inverse spin-Hall effect and spin-swapping in a super-
conductor under a spin-splitting field. While superconductivity have been shown to
renormalize the spin-Hall angle, we show that adding spin-splitting causes a further
renormalization. Moreover, we find transversal charge and spin currents that only
appear in the presence of a spin-splitting field. Spin-splitting causes the spin and
spin-energy currents polarized along the spin-splitting field to be coupled to the energy
and charge currents, respectively. Moreover, the spin currents polarized perpendicular
to the spin-splitting field are coupled together due to a precession of the spin around
the spin-splitting field [67, 169]. The pairwise coupling between different types of
currents opens the possibility that the energy current can contribute to the relevant
transversal currents, and also enables spin-energy currents to contribute to the charge
accumulation. In this context, we show that inelastic scattering plays an important
role as it allows for a flow and decay of the injected energy current [67], and also leads
to a huge renormalization of some of the spin-Hall and spin-swap angles in certain
energy intervals.

To capture these effects, we must include corrections to the first order in the spin-
orbit parameter compared to the Usadel equation derived in Sec. 2.4. In order to
describe spin-swapping currents, we include third order self-energies going beyond the
self-consistent Born approximation. The resulting Usadel equation is given by [68]

∇R · Ǐ(R, ϵ) = i[σ̌(R, ϵ), ǧs
av(R, ϵ)] + Ť (R, ϵ), (114)

with the matrix current

Ǐ(R, ϵ) = −D

(
ǧs

av(R, ϵ)∇Rǧ
s
av(R, ϵ)

− θ

2 [ρ̂3σ̂ ,× ∇Rǧ
s
av(R, ϵ)] − iκ

2 {ρ̂3σ̂ ,× ǧs
av(R, ϵ)∇Rǧ

s
av(R, ϵ)}

)
. (115)

The additional terms in the second line describes the transversal currents with θ and κ
being the normal-state spin-Hall and spin-swap angles, respectively. These are both of
first order in the spin-orbit parameter. Above, we have defined ρ̂3 = diag(1, 1, −1, −1),
and σ̂ = diag(σ, σ∗), where σ is the vector of Pauli matrices. The self-energy matrix
σ̌(R, ϵ) describes a diffusive spin-split superconductor where spin-orbit, spin-flip and
inelastic scattering causes decay of the injected currents. The torque Ť (R, ϵ) is only
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Figure 27: We inject a spin current j
(0)
TSxi

polarized along xi and an energy current j
(0)
L

(horizontal white arrows) into a spin-split superconductor with a spin-splitting
field m (pink arrow). We consider the cases where the spin polarization (small
arrows) of the injected current is perpendicular (panel (a) and (b)) or parallel
(panel (c) and (d)) to the direction of the injected current. From panel (a) to
(b) and from panel (c) to (d), we rotate m by π/2. The resulting transversal
currents lead to charge and spin accumulations ∆µ and ∆µS, respectively, across
the superconductor. The transversal currents that are renormalized by the presence
of spin-splitting are outlined by a pink dashed line, and the currents that are only
present in a spin-split superconductor are outlined by a solid pink line.

non-zero in the presence of supercurrents and is therefore not included in our results
where we only consider quasi-particle transport. We calculate the transversal currents
and their associated spin-Hall and spin-swap angles from the Keldysh part of the
above matrix current.

The transversal currents relevant for producing charge and spin accumulations
across the superconductor are illustrated in Fig. 27. We consider the cases where the
spin polarization is in-plane and either perpendicular or parallel to the direction of
the injected spin current. For each of these two cases, we also consider a rotation
of the spin-splitting field. The main features to be noted are: i) The out-of-plane
inverse spin-Hall signal is renormalized in different ways in panel (a) and (b). For the
magnetization direction in panel (a), the charge accumulation has a contribution from
both the charge current jY (1)

T and the spin-energy current jY (1)
LSz . Their spin-Hall and

energy-Hall angles describing the conversion efficiency of the incoming spin and energy
currents are both strongly renormalized due to the coupling between the incoming
currents. When rotating the field to the alignment in panel (b), only the injected
spin current contributes, and the spin-Hall angles are smaller. ii) Additional spin-Hall
signals appear in panels (b) and (c). The in-plane charge currents are a result of
precession of the spin around the spin-splitting field, while the out-of-plane charge
current in panel (c) only has a contribution from the energy current. The associated
energy-Hall angle is strongly increased between the inner and outer gap edges of
the spin-split density of states where only one quasi-particle spin species is present.
iii) The spin-swap angles of the transversal currents present in the normal-state are
neither renormalized by superconductivity nor spin-splitting. However, additional spin
currents appear that only exist in the spin-split superconductor. Most of these are
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converted through the normal-state spin-swap angle κ. However, the currents jZ(1)
TSx in

panel (c) as well as jX(1)
TSx and jY (1)

TSy in panel (b) depend on the injected energy current
through a spin-swap angle that is strongly increased for energies between the inner
and outer gap edges of the spin-split density-of-states.

In conclusion, spin-splitting not only causes a renormalization of the spin-Hall angle
allowing for increased spin detection sensitivity. It also allows for transversal charge
and spin currents that can be turned completely on and off by a π/2 rotation of
the spin-splitting field. Superconductors can therefore provide efficient and tunable
inverse spin-Hall and spin-swapping signals.

4.4 spin pumping

Another way of injecting spin currents into a material is via spin pumping [175–
177]. When applying an external magnetic field to a ferromagnet, the magnetization
m precesses around the effective magnetic field Beff. The magnetization of the
ferromagnet can be described by the Landau-Lifshitz-Gilbert (LLG) equation

ṁ = −γ0m × Beff + α0m × ṁ. (116)

Here, ṁ = ∂m/∂t is the time derivative of the magnetization. The m × Beff term
describes the precession resulting from the effective magnetic field, where γ0 is the
gyromagnetic ratio. The second term describes the damping of the precession, where
α0 is the Gilbert damping parameter.

The above magnetization precession causes spin to be injected into an adjacent
material via a spin pumping current. The spin accumulation in turn results in a
backflow spin current into the ferromagnet. The former depends on what kind of
material the ferromagnet is attached to. The spin current enters the LLG equation as

ṁ = −γ0m × Beff + α0m × ṁ − γ0
Msd

js (117)

and renormalizes the gyromagnetic ratio and Gilbert damping parameter. Above, Ms

is the saturation magnetization and d the tickness of the ferromagnetic insulator. The
current can be written in terms of a reactive and dissipative part

js = Crṁ +Cdm × ṁ, (118)

respectively. The reactive part of the spin current is directed along the precession
direction of the magnetization and renormalizes the ferromagnetic resonance (FMR)
frequency. The dissipative term relaxes the magnetization towards its principal
axis, thus increasing the Gilbert damping coefficient [178] and broadening the FMR
linewidth [176, 179].

When the adjacent material is a superconductor, quasi-particle spin transport is only
allowed above the superconducting gap. This causes decreased spin pumping below
the superconducting critical temperature [180, 181]. Other works found a coherence
peak in the Gilbert damping just below the superconducting critical temperature [182,
183] and enhancement under an exchange field [184]. The observation of an increased
FMR linewidth showed that the presence of spin-polarized Cooper pairs can lead to
an enhanced dissipative component of the spin current in the superconducting state
[185]. There has been many theoretical advances in explaining spin pumping into
superconductors in superconductor/ferromagnet bilayers [181, 186–190] and Josephson
junctions [191] with one precessing ferromagnet, also in the presence of a spin-splitting
field [192].
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Figure 28: We consider spin currents js
L and js

R into a superconductor (SC) from two fer-
romagnetic insulators (FMIs) connected to the left and right interface of the
superconducting film. The magnetic moments in the left FMI precess around the z
axis. They have a static and a dynamic component m

(0)
L and m

(1)
L , respectively.

The magnetic moments of the right FMI are static and oriented with an angle θ
with respect to the z axis. When the superconducting film is much thinner than
the coherence length, the exchange interaction at the interface (grey wiggly line)
between the electrons in the SC and the magnetic moments in the FMI induces
a magnetic field in the superconductor, which we assume to be homogeneous.
Electrons in the SC are further coupled together via an attractive interaction giving
rise to superconductivity (red sawtooth-like line). This figure is published in paper
III [69]. Figure credit to H. T. Simensen.

In paper III [69], we study spin-pumping into a thin superconducting film sandwiched
between two weakly magnetized ferromagnetic insulators (FMIs). As shown in Fig. 28,
we assume the left FMI to have a precessing magnetization and the right FMI to
have a static magnetization. The principal axes of the two FMIs can be misaligned
with respect to each other. We assume the thickness of the superconductor to be
much shorter than the coherence length and the interface resistance to be larger than
the bulk normal-state resistance. In this case, the ferromagnetic insulators induce a
constant effective magnetic field m(t) = meff[mL(t) +mR(t))] in the superconductor
and the Green’s function can be assumed constant throughout the superconductor.
Here, mL(R)(t) is the unit vector of the magnetization in the left (right) FMI, and
meff is the magnitude of the effective magnetization.

The aim of paper III [69] is to study the spin currents inside the superconductor.
The current is given by

js
X =

N0meff
4

∫ ∞

−∞
dE

[
1
2

(
∂GK

0
∂E

)(
∂mX

∂t

)
+ (GK × mX)

]
, (119)

where N0 is the normal-metal density of states, and X =(L,R). The components of
the Keldysh Green’s functions are defined as GK

0 = GK
30, and GK = [GK

0x,GK
3y,GK

0z ],
where Gij = Tr(Ĝτiσj)/4 is a Green’s function in particle-hole⊗spin space, and τi

and σj the Pauli matrices in the respective spaces. The first term in the above current
is the spin-pumping current from the imaginary part of the mixing conductance. The
spin-pumping current is the same in the superconducting and normal state. We can
disregard the real part of the mixing conductance under the assumption that the
magnetization from the FMIs is weak. The second term is the backflow current jb due
to the spin accumulation in the superconductor. This is the current we will focus on,
as it depends on the material properties. While we focus on the quasi-particle current
contribution, a more recent work [193] have considered the magnetization dynamics of
two misaligned ferromagnetic insulators coupled by spin supercurrents as well as spin
pumping. Induced spin supercurrent in an FMI/FMI/SC system with two precessing
magnets have also been studied recently [194].
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Figure 29: The backflow current jb normalized by the normal state density of states is plotted
as a function of the misalignment angle θ between the magnetization in the two
ferromagnetic insulators for two different temperatures below the superconducting
critical temperature Tc. The red and blue curves correspond to the reactive and
dissipative components, respectively. The dotted curves show the corresponding
currents in the normal state. This figure is adapted from paper III [69], where
complete information about the parameters can be found. Figure credit to H. T.
Simensen.

To find the backflow current at the left interface, we solve the Usadel equation
of the system described in Fig. 28. To obtain a realistic solution, we include spin
relaxation though coupling to a normal-metal reservoir so that the Green’s function
can relax towards the equilibrium value around the Fermi level in the normal-metal
reservoir. In order to solve the Usadel equation analytically, we make some important
assumptions. We assume the gap to be constant and avoid solving the gap equation.
When neglecting fluctuations in the superconducting gap ∂∆/∂t, the equations for
the Keldysh component decouples from the equations for the retarded and advanced
Green’s function. We decompose the effective magnetization into a static and dynamic
component and keep only first order terms in the magnitude of the dynamic component
by assuming that this magnitude is much smaller than the superconducting gap. This
also allows us to expand the Keldysh Green’s function in the dynamic component
keeping only terms up to first order.

The resulting backflow current turns out to have both a reactive and dissipative
component, even though the spin pumping current is purely reactive. The backflow
current is plotted as a function of the misalignment angle between the two FMIs in
Fig. 29. The spin pumping current is purely reactive and equal to jp/N0 = 10−5

J2/m. The reactive and dissipative backflow currents is four orders of magnitude larger
at T = 0.9Tc than at T = 0.1Tc. This is because singlet pair formation hinders spin
injection into the superconductor. At parallel alignment θ = 0, the reactive component
of the current dominates. This is because the effective magnetization inside the
superconductor is large, and Hanle precession of GK around the effective magnetization
suppresses the reactive component by a factor m−1

eff and the dissipative component by
a factor m−2

eff . At antiparallel alignment θ = π, the effective magnetization inside the
superconductor is small and the dissipative component instead dominates. This is
because the dissipative component is suppressed by a factor V −1, while the reactive
component is suppressed by a factor V −2, where V quantifies the strength of the
coupling to the normal-metal reservoir.

We next study the total spin current. The reactive component of the backflow
spin current, dominating at parallel alignment, counteracts the spin-pumping current.
The number of available quasi-particle states in an interval ±β−1 around the Fermi
energy is larger when the temperature approaches Tc and when the effective magnetic
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Figure 30: (a) The temperature dependence of the total spin current js,SC normalized by the
its value in the normal state js,NM is plotted for parallel (θ = 0) and antiparallel
(θ = π) magnetization alignment. (b) The ratio between the dissipative part of
the spin current at parallel and antiparallel alignment is plotted as a function of
temperature. Tc is the superconducting critical temperature. This figure is adapted
from paper III [69], where complete information about the parameters can be found.
Figure credit to H. T. Simensen.

field is strong. The spin accumulation and thus the backflow spin current is therefore
larger in the normal state and for strong magnetic fields. This causes the total spin
current to be larger below the critical temperature and field than than in the normal
state, as shown by the solid curves (θ = 0) in Fig. 30(a). The dissipative component
of the backflow spin current is oriented almost perpendicular to the spin pumping
current, thus adding to the total spin current. Due to the increased spin accumulation
and backflow spin current in the normal state, the total current is therefore smaller
below the critical temperature, as shown by the dotted curves (θ = π) in Fig. 30(a).
In Fig. 30(b), we see that the ratio between the dissipative backflow current in the
parallel and antiparallel alignment has a peak at a temperature well below Tc. This
peak appears at the temperature β−1 ⪅ ∆ where the coherence peaks at the gap edge
of the density of states becomes important for the quasi-particle spin injection.
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C O N C L U S I O N S A N D O U T L O O K

In this thesis, we have studied the theory of spin-dependent effects and transport
in heterostructures involving superconductors, magnets, and non-centrosymmetric
materials. Our results are roughly divided into those concerning the superconducting
phase transition and its influence on adjacent materials, and those describing different
kinds of spin-transport.

We started out by investigating the superconducting phase transition. We considered
spin-valve effects where the superconducting critical temperature depends on the
magnetic configuration or asymmetries in the system. When the temperature is close
to the superconducting transition temperature, superconducting spin valves allow
for superconductivity to be turned on an off. This way, we can control whether the
system carries resistive or dissipationless currents [39–41]. The structures studied in
this thesis have the advantage that they contain no more than one ferromagnetic layer.
We thus avoid exchange coupling between two or more ferromagnets, and minimize
stray fields. Moreover, we are able to study the impact of spin-triplet Cooper pair
generation without the net spin-splitting field in the superconducting region being
modulated much.

In this line of study, we built upon previous works on superconductor/ferromagnet
structures with interfacial Rashba spin-orbit coupling showing magnetic control of
the superconducting critical temperature [22, 29, 30, 80]. We demonstrated that
in the clean limit, the transition temperature depends not only on the orientation
of the magnetization with respect to the interface, but also on its orientation with
respect to the crystal structure [31]. We then showed that a similar modulation
of the superconducting critical temperature can originate from Rashba-like spin-
orbit coupling in an adjacent non-centrosymmetric material [32]. The transition
temperature depends on the orientation of the inversion symmetry-breaking axis
with respect to the interface. We further considered a superconductor sandwiched
between an antiferromagnet and a ferromagnet, and showed that the compensated
antiferromagnetic interface is spin-active allowing for control of the superconducting
transition temperature depending on the relative alignments between the magnetization
and Néel vector [82]. Taking this a step further, we realized spin-triplet generation
and critical temperature modulation from a single canted antiferromagnetic insulator
where the canting angle can be controlled by an external magnetic field [94]. This
work also revealed possible experimental signatures of the Néel interband pairing
predicted in a recent work [93].

While spin-valve effects allow for switching supercurrents on and off, another
direction that has attracted attention lately is non-reciprocal transport. The supercon-
ducting diode effect provides control of the allowed direction of supercurrents [195, 196].
The basic requirements are time reversal symmetry breaking e.g. from an external
magnetic field, and some kind of inversion symmetry breaking [197, 198]. Experiments
have shown a strong superconducting diode effect in conventional superconductors
without the need for exotic physics [199–201]. This is an exiting new direction that
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together with spin-valve effects allows for full control of the dissipationless transport
in superconductors.

Following our earlier work on superconductor/ferromagnet structures with inter-
facial Rashba spin-orbit coupling [31], our experimental collaborators demonstrated
how the generation of spin-triplet Cooper pairs leads to changes in the magnetic
anisotropy below the superconducting phase transition [44, 45]. Spin-triplet Cooper
pair generation can thus be used to alter the magnetization with respect to the crystal
structure, or to lower the barrier for perpendicular magnetic anisotropy. We further
demonstrated that this control of the magnetic anisotropy can be used to rotate the
Néel vector through rotation of the magnetization of a ferromagnet coupled to the
antiferromagnet via a conventional superconductor [82]. A future direction could be
to use spin-triplet generation to control more complicated magnetic structures with
two or more sublattices or inhomogenous magnetization.

We also studied the superconducting transition in unconventional superconductors.
We predicted an increase in the superconducting critical temperature of a p-wave
superconductor when coupled to a conventional superconductor with a higher critical
temperature [54]. This coupling is mediated by an interfacial ferromagnetic metal or an
external Zeeman field. We also studied the magnetic field-driven superconducting phase
transition in a strongly disordered hole-overdoped d-wave cuprate [51]. Beyond the
field-driven transition where phase coherence is lost, we found remnant superconducting
pairing.

All of the systems mentioned so far were studied by solving the Bogoliubov–de
Gennes equations self-consistently (Sec. 2.1) or by calculating triplet correlations from
the McMillan Green’s function (Sec. 2.2). These theoretical frameworks can be used to
study a wide array of systems. In additions to the systems described above, they have
also been used for predictions regarding topological materials and Majorana modes
[202–204], non-reciprocal critical currents [205, 206], honeycomb structures such as
graphene [207], and so on. While there is still room for studying new combinations of
materials numerically, the simple analytical counterparts offer predictive power as a
starting point before employing more sophisticated models.

In our study of spin transport, we have considered both Cooper pair and quasi-
particle transport. We showed that currents carried by spin-polarized Cooper pairs in
a superconductor can give rise to a magnon current in a ferromagnetic insulator [24].
Thus, the non-reciprocity in the energy spectrum of the superconductor caused by
the supercurrents induces a non-reciprocity in the magnon dispersion. Similar non-
reciprocity has been shown as a result of interfacial Dzyaloshinskii-Moriya interaction
and the magnon Hanle effect in non-superconducting systems [156, 157]. Due to the
supercurrent being an equilibrium phenomena, the spin transport in the ferromagnetic
insulator is also an equilibrium current. It would be advantageous to instead be able
to induce non-equilibrium magnon spin transport.

Although quasi-particle currents are dissipative, we have seen that quasi-particle
transport in superconductors is of interest due to the superconductor’s ability to
renormalize the currents. This is both a result of its influence in the density of
states and the renormalization of the scattering rates resulting from different kinds of
spin-dependent scattering [21, 23]. Moreover, we have seen that coupling between two
ferromagnetic insulators can be mediated by a superconductor affecting spin-pumping
[69]. Replacing the second ferromagnet with other symmetry breaking materials could
be of interest. These ideas have already partially been explored by several groups
[189, 190, 192–194].

In this thesis, we have mostly focused on heterostructures containing conventional
superconductors. A few of the works consider unconventional d-wave cuprates or
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spin-triplet p-wave superconductors. There are however many other unconventional
materials that could harbor spin-triplet superconductivity and unveil interesting
physics in heterostructures. One example is the strongly correlated doped insulators
in two-dimensional honeycomb materials such as graphene, where the valley degree of
freedom offer possibilities of spin-triplet pairing symmetries [208]. Superconductivity
in such materials can moreover be controlled by the twist angle between two layers
[209]. In these two-dimensional materials, even more exotic types of superconductivity
such as Ising [210], nematic [211] and charge-4e [212] superconductivity is expected to
arise. The variety of different materials that are possible to create in the lab offers
a rich playground for studying the interplay between different superconducting and
magnetic orders within a single material or in heterostructures.
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The interaction between superconductivity and ferromagnetism in thin film superconductor/ferromagnet
heterostructures is usually reflected by a change in superconductivity of the S layer set by the magnetic state
of the F layers. Here we report the converse effect: transformation of the magnetocrystalline anisotropy of a
single Fe(001) layer, and thus its preferred magnetization orientation, driven by the superconductivity of an
underlying V layer through a spin-orbit coupled MgO interface. We attribute this to an additional contribution
to the free energy of the ferromagnet arising from the controlled generation of triplet Cooper pairs, which
depends on the relative angle between the exchange field of the ferromagnet and the spin-orbit field. This is
fundamentally different from the commonly observed magnetic domain modification by Meissner screening
or domain wall-vortex interaction, and it offers the ability to fundamentally tune magnetic anisotropies using
superconductivity—a key step in designing future cryogenic magnetic memories.

DOI: 10.1103/PhysRevB.102.020405

Superconductivity (S) is usually suppressed in the presence
of ferromagnetism (F) [1–5]. For example, in F/S/F spin-
valves the transition temperature TC of the S layer is different
for a parallel alignment of the F layer moments compared to
an antiparallel alignment [6–9]. Interestingly, for noncollinear
alignment of the F layer moments in spin-valves [10–12] or
Josephson junctions [13–22], an enhancement in the proxim-
ity effect is found due to the generation of long-range triplet
Cooper pairs, immune to the pair-breaking exchange field in
the F layers. So far, the reciprocal modification of the static
properties of the ferromagnet by superconductivity has been
limited to restructuring [23] and pinning of magnetic domain
walls (DWs) by Meissner screening and vortex-mediated pin-
ning of DWs [24–27].

Modification of the magnetization dynamics in the pres-
ence of superconductivity has been studied in [28–36]. Re-
cently, theoretical and experimental results have indicated an
underlying role of Rashba spin-orbit coupling (SOC), result-
ing in an enhancement of the proximity effect and a reduction
of the superconducting TC, along with enhanced spin pumping
and Josephson current in systems with a single F layer coupled
to Nb through a heavy-metal (Pt) [37–43]. In this context,
V/MgO/Fe [44] has been shown to be an effective system to
study the effect of SOC in S/F structures with fully epitaxial
layers.

*farkhad.aliev@uam.es

At first glance, altering the magnetic order in S/F het-
erostructures leading to a change in the direction of magne-
tization appears nontrivial due to the difference in the energy
scales associated with the order parameters. The exchange
splitting of the spin-bands and the superconducting gap are
about 103 and 101 K, respectively. However, this fundamen-
tally changes if one considers the possibility of controlling
the magnetocrystalline anisotropy (MCA) by manipulating
the competing anisotropy landscape with superconductivity,
since the MCA energy scales are comparable to the super-
conducting gap energy. Interestingly, emergent triplet super-
conducting phases in S/SOC/F heterostructures offer the
possibility to observe MCA modification of a F layer coupled
to a superconductor through a spin-orbit coupled interface,
triggered by the superconducting phase [45].

In this paper, we present evidence that cubic in-plane MCA
in a V/MgO/Fe(001) system is modified by the superconduc-
tivity of V through SOC at the MgO/Fe interface [46]. Our
detailed characterization of the coercive fields of the rotated
soft Fe(001) and sensing hard (Fe/Co) ferromagnetic layers
by the tunneling magnetoresistance effect (TMR) [47] along
with numerical simulations dismisses the Meissner screening
and DW-vortex interactions as a source of the observed ef-
fects.

The magnetic tunnel junction (MTJ) multilayer stacks have
been grown by molecular beam epitaxy (MBE) in a chamber
with a base pressure of 5 × 10−11 mbar following the pro-
cedure described in [48]. The samples were grown on [001]

2469-9950/2020/102(2)/020405(7) 020405-1 ©2020 American Physical Society
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FIG. 1. (a) Sketch of the junctions under study. Fe(10 nm)Co(20
nm) is the hard (sensing) layer while Fe(10 nm) is the soft ferromag-
net where spin reorientation transitions are investigated. (b) Sketch
showing the top view without the hard Fe/Co layer, with the fourfold
in-plane magnetic energy anisotropy expected for the Fe(001) atomic
plane of the magnetically free layer, for temperatures above TC

(yellow line) and well below TC (dashed cyan). Note that during
the epitaxial growth, the Fe lattice is rotated by 45◦ with respect to
MgO. Parts (c) and (d) show in-plane spin reorientation transitions
between parallel (P), perpendicular in plane (PIP), and antiparallel
(AP) relative magnetization alignments of the soft and hard F layers
for a 30 × 30 μm2 junction at T = 10 K (above TC). Indices above
the inset sketches indicate the direction of the soft layer. The in-plane
rotation has been carried out with the angle �H of the magnetic field
relative to the Fe[100] axis going from −30◦ to 390◦.

MgO substrates. Then a 10-nm-thick seed of antidiffusion
MgO underlayer is grown on the substrate to trap the C from
it before the deposition of the Fe (or V). Then the MgO
insulating layer is epitaxially grown by e-beam evaporation,
the thickness is approximately ∼2 nm, and so on with the
rest of the layers. Each layer is annealed at 450 ◦C for 20 min
for flattening. After the MBE growth, all the MTJ multilayer
stacks are patterned in 10–40-μm-sized square junctions (with
the diagonal along [100]) by UV lithography and Ar-ion
etching, controlled step-by-step in situ by Auger spectroscopy.
The measurements are performed inside a JANIS® He3 cryo-
stat. The magnetic field is varied using a three-dimensional
(3D) vector magnet. For the in-plane rotations, the magnetic-
field magnitude was kept at 70–120 Oe, far away from the
soft Fe(001) and hard Fe/Co layer switching fields obtained
from in-plane TMRs (see the Supplemental Material S1 and
S2 [49], which also incudes Refs. [50–55]). This way, only
the soft layer is rotated, and the difference in resistance can be
attributed to the angle between the soft and hard layers.

Figure 1(a) shows the device structure with the Fe/Co hard
layer sensing the magnetization alignment of the 10-nm-thick
Fe(001) soft layer. A typical TMR plot above TC is shown
in Fig. 1(c). The resistance switching shows a standard TMR
between the P and AP states. However, the epitaxial Fe(001)
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FIG. 2. Typical angular dependence of the resistance of a
V/MgO/Fe/MgO/Fe/Co junction on the orientation of the in-plane
field with respect to the main crystalline axes from above to below
TC when the rotation is initiated from a P state (a)–(c) and from an
AP state (d)–(f). The inset sketches the experimental configuration,
showing the angles between the ferromagnetic layers (�FM) and
of the external magnetic field (�H ). Parts (b),(e) correspondingly
represent the experimental data shown in (a),(d) in the form of
histograms, dividing the 0-2π interval into 36 zones. Parts (c),(f) plot
the histograms in (b),(e) as counts vs temperature for the intermediate
states (AP + π/4 or the [110] axis, AP + π/2 = PIP or [010], and
AP + 3π/4 or [110]) for the second half of the rotation.

has a fourfold in-plane anisotropy with two orthogonal easy
axes—[100] and [010]—[Fig. 1(b)]. These MCA states could
be accessed by an in-plane rotation of the Fe(001) layer
with respect to the Fe/Co layer using a field greater than
the coercive field of the Fe(001) layer without disrupting the
Fe/Co magnetization (see also the Supplemental Material S1
[49] for the magnetic characterization of the Fe/Co layer).
This is shown in Fig. 1(d), where TMR is plotted as a function
of the in-plane field angle with respect to the [100] direction
angle �H . This gives rise to four distinct magnetization states
with P, perpendicular in-plane (PIP), and AP states reflected
by the TMR values. Supplemental Material S3 [49] discusses
the weak magnetostatic coupling between the two FM layers
(detected through resistances in-between the P and AP states
in the virgin state of different samples), showing that it does
not affect the capability to reorient the soft layer indepen-
dently of the hard one. It also demonstrates that the soft layer
retains different magnetic directions at zero field.

Figure 2 analyzes the most probable in-plane magneti-
zation orientations of the Fe(001) layer through magnetic
field rotations at fixed temperatures from above to below
TC. Typically, no qualitative changes in TMR are observed
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above and below TC in the 0 − π field rotation angle (�H )
span [Fig. 2(a)]. However, in the π − 2π range, the TMR
qualitatively changes below TC/2, possibly indicating new
stable magnetization states along different directions from
the ones established by the principal crystallographic axes
[Fig. 2(a)].

To ascertain the exact angle �FM between the two F layers,
we have calibrated the magnetization direction of the soft
layer with respect to the hard Fe/Co using the Slonczewski
formula (Supplemental Material S4 [49]). The applicability of
the macrospin approach to describe TMRs and magnetization
reorientation resides in the high effective spin polarization
obtained (P = 0.7) [47], approaching the values typically
reported for Fe/MgO in a fully saturated state [56,57]. Fig-
ure 2(b) is a histogram representing the probability of ob-
taining a specific �FM as temperature is lowered from above
to below TC. We observe that the most probable Fe(001)
directions are oriented along the [100] and [010] principal
axes above TC/2, while below TC/2 it splits in three branches
roughly oriented along π/4 angles. The split of the [010] state
into three branches is also visualized in Fig. 2(e), with a plot
of the counts versus temperature around the [110], [010], and
[110] magnetization directions.

Interestingly, once the rotation is initiated in the AP config-
uration, the magnetization apparently locks in the (π + π/4)
(or [110]) state [Figs. 2(b), 2(d) and 2(f)]. This probably
arises due to the improved initial macrospin alignment, which
is not fully achieved in the AP state with a preceding P-
AP rotation. We believe that with the full 2π field rotation,
magnetization inhomogeneities or local DWs created during
the P-AP state rotation help to overcome MCA energy barriers
more easily. The suggested suppression of the local DWs with
the magnetization rotation initiated from the AP state can be
indirectly inferred from the broadening of the [100] to [010]
transition in the normal state detected as a small (extrinsic)
number of counts around [110] [Fig. 2(f)].

For a more systematic analysis, we performed a series
of in-plane TMR measurements along different directions
relative to the symmetry axes. The first experiment (i) was per-
formed with an initial saturation field of ±1 kOe in the [100]
direction, followed by a TMR in the [210] direction (between
[100] and [110]). The second experiment (ii) initially saturates
both the hard and soft layers along the [100] direction. Then,
a minor loop is performed starting from zero field and going
up to 150 Oe along the [110] axis.

Both experiments further suggest the possibility of
superconductivity-induced changes of MCA. The inset of
Fig. 3(a) shows the full field sweep range in the first (i)
configuration, and Fig. 3(a) zooms in close to the AP con-
figuration. When we sweep the field in the [210] direction,
we detect a weak but robust resistance upturn at temperatures
below approximately TC/2 (Fig. 3). This additional TMR
increase [shown by the arrows in Fig. 3(a)] roughly corre-
sponds to an 8–10 degree rotation in the relative spin direction
between the soft and hard layer toward their AP alignment
(see the Supplemental Material S4 [49] for an analysis of
the calculated angle error). Within the proposed macrospin
approximation, this could be understood as a redirection of
the soft layer magnetization forced by the external field,
from the initially blocked [110] direction toward the external
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FIG. 3. (a) TMR measurements on an S/F/F 30 × 30 μm2 junc-
tion with H oriented along [210] [inset in (b)] for various temper-
atures. The increase in R is associated with a transition from the
[110] magnetization orientation to a forced [210] direction of the
soft layer. (b) Variation of the transition field with T for the positive
and negative field branches. Inset: exchange energy anisotropy and
direction of the applied field (HTMR). (c) Two TMRs performed on
a 10 × 10 μm2 junction in the [110] direction at T = 6 and 1.6 K,
after applying 1 kOe in the [100] direction. The 6 K TMR starts in
a P state, while the 1.6 K TMR starts already in a tilted state. Right
axis: estimation of the angle θ between the two F layers based on the
Slonczewski formula. (d) Probability of finding a tilted state at H =
0 [triangular points in (b)] vs T (in log scale), averaged with seven
experimental points around each T . The line is a guide for the eye.
Insets: sketch of the magnetic anisotropy below and above TC, with
the saturation magnetization (Msat) and the zero-field magnetization
state measured for the soft layer (MSL). ε and ε′ represent the energy
barrier separating the [100] magnetization direction from the closest
minimum below and above TC, respectively.

field [210] direction. A strong increase of the characteristic
field, Hswitch, required to reorient the soft layer from [110]
toward [210] when T decreases below TC/2, could reflect the
superconductivity-induced MCA energy minimum along the
[110] direction.

The minor TMR loops along [110] [Fig. 3(c)]realized
after saturation along [100] point on a thermally induced
magnetization reorientation from [100] toward [110] even
at zero field, in a temperature range below TC where the
barrier between adjacent energy minima is comparable to
kBT . The zero-field reorientation becomes less probable when
the thermal energy is insufficient to overcome the barrier
[Fig. 3(d)]. An estimation of the in-plane normal-state MCA
energy barrier done through magnetization saturation along
[100] and [110] provides a value of only a few μeV/at
(Supplemental Material S5 [49]). However, the real barrier is
determined by the nucleation volume, which depends on the
exchange length in the material. With a DW width of about
3 nm for Fe(001), we estimate the MCA barrier to be at least
100–101 mV.

Before describing our explanation of the MCA modifi-
cation of Fe(001) in the superconducting state of the V(40
nm)/MgO(2 nm)/Fe(10 nm) system, we discard alternative
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interpretations of the observed effects. Meissner screening
[24,25], if present, would introduce about a 10% correction to
the actual magnetic field independently of the external field
direction (see Supplemental Material S2 [49]). The reason
for the weak in-plane field screening could be the small
superconductor thickness (40 nm), only slightly exceeding
the estimated coherence length (26 nm). On the other hand,
intermediate multidomain states are expected to be absent
when magnetization is directed along [110] (Supplemental
Material S6 [49]). Indeed, our experiments show that magne-
tization, when locked below TC in the (π + π/4) angle, hardly
depends on the absolute value of the external field along [110]
varied between 0 and 100 Oe. Moreover, simulations of the
vortex-DW interaction using MUMAX3 [58] and TDGL codes
[59] discard the vortex-mediated DW pinning [26,27] scenario
including when interfacial magnetic defects created by misfit
dislocations [60] are considered (see Supplemental Material
S6 [49]). The vortex pinning mechanism also contradicts that
only the (0 − π ) field rotation span [Fig. 2(a)] gets affected
below TC/2. The observed irrelevance of the junction area
(Supplemental Material S7 [49]) contradicts the importance of
the vortex-edge DW interaction. The shape and vortex-DW in-
teraction effects, if relevant, would strengthen magnetization
pinning along [100], but not [110] (Supplemental Material
S6 and S7 [49]). Finally, we also indicate that the MCA
modification from singlet superconductivity would not enable
any zero-field rotation to noncollinear misalignment angles, in
contrast to our data [Fig. 3(d)].

To explain our results, we consider the possibility in which
the invariance of the superconducting proximity effect to
magnetization rotation is broken in the presence of SOC. It
has been predicted that triplet-superconductivity is effectively
generated even for weakly spin-polarized ferromagnets with
a small spin-orbit field [61]. In addition to generating triplet
pairs, the SOC also introduces an angle-dependent anisotropic
depairing field for the triplets [43,45]. In V/MgO/Fe, the
Rashba field is caused by a structural broken inversion sym-
metry at the MgO interfaces [44]. We model our experimental
results using a tight-binding Bogoliubov–de Gennes Hamilto-
nian on a lattice and compute the free energy (Supplemental
Material S8 [49]). The Hamiltonian includes electron hopping
in and between the different layers, a Rashba-like SOC at the
MgO/Fe interface, an exchange splitting between spins in the
Fe layers, and conventional s-wave superconductivity in the
V layer. The free energy determined from this Hamiltonian
includes the contribution from the superconducting proximity
effect, and an effective in-plane magnetocrystalline anisotropy
favoring magnetization along the [100] and [010] axes. Exper-
imentally, we see a weak antiferromagnetic coupling between
the Fe(100) and Fe/Co layers (which does not affect the
capability to reorient the soft layer independently of the hard
one) described by an additional contribution fAF cos(�FM)
with a constant parameter fAF > 0.

Figure 4 shows the total free energy of the system as a func-
tion of the IP magnetization angle �FM for decreasing temper-
atures. Due to the increase in the superconducting proximity
effect, additional local minima appear at �FM = nπ/2 + π/4,
where n = 0, 1, 2, . . . (i.e., [110], [1̄10], [1̄1̄0], and [11̄0], re-
spectively). This is a clear signature for the proximity-induced
triplet correlations. These are most efficiently generated at
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FIG. 4. Numerical modeling. (a) Free energy F vs in-plane mag-
netization angle �FM for temperatures below the superconducting
critical temperature and just above the critical temperature (T +

C ). The
free energy is plotted relative to the free energy in the AP configu-
ration FAP and has been normalized to the hopping parameter t used
in the tight-binding model. (b) Illustration of the physical origin of
the change in magnetic anisotropy induced by the superconducting
layer. Above TC, V is a normal metal and the soft Fe layer has a
fourfold in-plane magnetic energy anisotropy (yellow line). Below
TC, V is superconducting and influences the soft Fe layer via the
proximity effect: a leakage of Cooper pairs into the ferromagnet. Due
to the SOC at the interface, a magnetization-orientation-dependent
generation of triplet Cooper pairs occurs. The generation of triplets
is at its weakest for a magnetization pointing in the [110] direction,
giving a maximum for the superconducting condensation energy
gain. This modifies the magnetic anisotropy of the soft Fe layer
(cyan line), enabling magnetization switching to the [110] direction
(blue arrow). The magnetic anisotropy does not show the weak AP
coupling between the two Fe layers, causing an absolute minimum
in �FM = π (a).

angles �FM = nπ/2 (i.e., [100], [010], [1̄00], and [01̄0])
for a heterostructure with a magnetic layer that has a cubic
crystal structure like Fe [45]. As a result, the decrease in the
free energy is stronger at angles �FM = nπ/2 + π/4, where
more singlet Cooper pairs survive. Our numerical results thus
confirm that the experimentally observed modification of the
anisotropy can be explained by the presence of SOC in the S/F
structure alone, without including superconducting proximity
effects from misalignment between the Fe(100) and Fe/Co
layers. Moreover, Fig. 4 illustrates why the �FM = nπ/2 +
π/4 states only appear experimentally when the external field
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is rotated from an AP to P alignment (Fig. 2). Because of
the weak AP coupling between the ferromagnetic layers, the
energy thresholds for reorienting the magnetization from one
local minimum to the next are higher under a rotation from
AP to P alignment.

In conclusion, we present experimental evidence for
superconductivity-induced change in magnetic anisotropy in
epitaxial ferromagnet-superconductor hybrids with spin-orbit
interaction. We believe that this mechanism is fundamentally
different from the previous reports of magnetization modi-
fication arising from Meissner screening and vortex-induced
domain wall pinning, even though the spin-triplet mechanism
and performed simulations require many assumptions. Our
results establish superconductors as tunable sources of mag-
netic anisotropies and active ingredients for future low dissi-
pation superspintronic technologies. Specifically, they could
provide an opportunity to employ spin-orbit proximity effects
in magnetic Josephson junction technology and apply it to
Fe/MgO-based junctions that are widely used in commercial
spintronic applications.
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Abstract

In the supplementary material, the section S1 presents
a magnetic characterization of the hard Fe/Co layer of
the junctions under study. Section S2 presents a mag-
netic characterization of the soft Fe(001) layer and stud-
ies the possible influence of the Meissner screening on
the coercive fields of the soft and hard layers. Section S3
estimates the strength of the weak antiferromagnetic cou-
pling between magnetically soft and hard electrodes. Sec-
tion S4 provides details about the calibration of the angle
between the soft and hard layers using the Slonczewski
formula, as well as discussing the possible sources of error
for this calibration and their magnitude. Section S5 pro-
vides an estimation for the magneto-anisotropic energy
barrier between the [110] and [100] magnetization direc-
tions, normalized per volume or per atom. Section S6
numerically evaluates the possible domain walls pinning
by superconducting vortices. Section S7 discusses the
contribution of the shape to the magnetic anisotropy. Fi-
nally, section S8 provides details on the theoretical mod-
elling of the observed effects.

S1. Magnetic characterizarion of the hard Fe/Co
layer

Figure S1 shows the magnetic characterization of the
hard Fe/Co bilayer, determined from a typical spin-
valve M-H loop on a standard Fe/MgO/Fe/Co single
crystal MTJ system (continuous layers, unpatterned).
The nominal thickness of the layers on this sample,
MgO(100)/Fe(30 nm)/MgO(2 nm)/Fe(10 nm)/Co(20
nm), has been chosen to optimize the magnetic proper-
ties of the MTJ stack [1]. The TMR measurements of the
coercive fields of the hard (HC,Hard) and soft (HC,Soft)
layers in MTJs under study show that they are well sep-

arated from the external field values used to rotate the
soft layer. Figure S2 shows that the hard layer switching
fields obtained from TMRs along [100], [010] and [110]
measured in our junctions remain far above the typical
range of 70-120 Oe which is used to rotate the soft layer.
Moreover, Figure S3 also shows the typical temperature
dependence of HC,Hard, demonstrating its independence
with temperature from well above to well below TC .

-600 -400 -200 0 200 400 600

-1.0

-0.5

0.0

0.5

1.0

hard Fe/Co bilayer

 

 

M
/M

S

H (Oe)

soft Fe

Fig. S 1: Magnetic characterization of a Fe(30
nm)/MgO/Fe(10 nm)Co(20 nm) structure, at room temper-
ature, along the [100] direction.

S2. Magnetic characterizarion of the soft Fe(001)
layer and estimation of the Meissner screening

The magnetostatic Meissner screening has been dis-
cussed mainly in studies with perpendicular magnetiza-
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Fig. S2: Coercive field of the hard Fe/Co layer for magnetic
field oriented along different crystallographic directions [100],
[110] and [210], above the superconducting critical tempera-
ture (T = 5 K). The grey band shows the typical field range
used to manipulate the magnetization of the soft Fe(100) layer
in the rotation experiments.

tion [2]. In the case of the experiments with in-plane field
rotation which we carry out, such field expulsion could
induce some screening of the external magnetic field ap-
plied to invert or rotate the magnetization of the soft
Fe(001) layer (which is the closest to the superconduc-
tor), and with less probability affect the switching of the
more distant hard Fe/Co layer.

Figure S4 shows the typical variation of the coercive
field of the soft Fe(001) ferromagnetic layer with temper-
ature from above to below the critical temperature. We
observe some weak increase of the coercive field below 10
Oe, which could be due to spontaneous Meissener screen-
ing and/or vortex interaction with domain walls. These
changes, however, are an order of magnitude below the
typical magnetic fields applied to rotate the Fe(001) layer
(70-120 Oe). As we also show in Figure S3, the coer-
cive field of the hard FeCo layer (typically above 400-500
Oe) shows practically no variation (within the error bars)
within a wide temperature range, from 3TC to 0.1TC ,
discarding the influence of the Meissner screening on the
hard layer.

As the superconducting layer is much larger in area
than the ferromagnetic one, these experiments point out
that the possible existing Meissner screening would intro-
duce about a 10% correction to the actual external field
acting on the soft ferromagnet, regardless of the external
field direction.

Fig. S3: Typical temperature dependence of the coercitive
field of the hard Fe/Co ferromagnetic layer along the [100]
direction. The critical temperature is marked with a dashed
red line. We relate the excess scatter observed in the hard
layer with the extra structural disorder at the Fe/Co interface,
providing an enhanced coercive field for the Fe/Co layer. The
blue line is a guide for the eye. The inset shows the method for
determining the coercive field: it’s the field of the first point
after the hard layer transition from in each TMR experiment.

Fig. S4: Typical temperature dependence of the coercitive
field of the soft Fe(001) ferromagnetic layer measured along
[100] direction. The critical temperature is marked with a
dashed red line. Blue lines are guides for the eye. The inset
shows the method for determining the coercive field: a logistic
fit was performed for the transition, and the coercive field was
defined as the mid-height value of the fit.

S3. Estimation of the weak antiferromagnetic cou-
pling of the two ferromagnetic layers.

In order to quantify the unavoidable weak antiferro-
magnetic magnetostatic coupling between the rotated
soft Fe(001) and the practically fixed hard FeCo layer, we
show low field TMR measurements where the AP state is
achieved and then maintained at zero field (Figure S5a).
One clearly observes that the AP and P states can be

2



obtained as two different non-volatile states, and there-
fore the antiferromagnetic coupling is not sufficient to
antiferromagnetically couple the two layers at zero field.
The stability of the P state against the antiferromagnetic
coupling is confirmed by the temperature dependence of
the resistance in the P and AP states. The P state shows
stable resistance values at least below 15 K (Figure S5b).
This means that the antiferromagnetic coupling energy
is well below 2 mV.

Fig. S5: Two experiments demonstrating the stability of the
P and AP states at zero field. (a) TMR to AP state before a
critical temperature measurement: the sample was first satu-
rated in the P state with H = 1000 Oe in the [100] direction,
and then a negative field sweeping was performed to -200 Oe
and back to 0 Oe in the same direction in order to switch the
soft layer into the AP state, where it remained at zero field.
(b) Two critical temperature measurements: the sample was
saturated in the P state, and then switched to AP state as
described in (a) for the AP measurement. After this, the
temperature was risen to 15 K and let to slowly cool down to
T ∼ 2 K. The increase in resistance below 4 K corresponds to
the opening and deepening of the superconducting gap, since
the voltage used was only a few microvolts in order to dis-
tinguish the superconducting transition from its appearance.
Both experiments show no sudden changes in resistance, as
would happen if any magnetic transition took place.

S4. Calibration of the angle between the two fer-
romagnetic layers

In order to estimate the angle between the two ferro-
magnets for the TMR measurements and rotations, we
used the Slonczewski model [3]. By using values of the
resistance in the AP, P and PIP states established above
TC, we can calculate the desired angle θ with the follow-
ing expression:

G−1 = G1
−1 +

[
G2

(
1 + p2 cos θ

)]−1
. (1)

Here, G is the total conductance of the sample, G1 and
G2 are the conductances of each of the two tunnel bar-
riers, and p is the spin polarization in the ferromagnets,
for which we obtain values between 0.7 and 0.8 depending
on the sample (the value being robust for each individual
one).

In order to ascertain the precission of this calibration
method, an analysis of the different errors has been per-
formed. First, an standard error propagation calculation
was done to estimate the uncertainty in the resistance
values, taking typical values for the current and voltage
of 100 nA and 5 mV, respectively, which gives us a typical
resistance value of 50 kΩ. The current is applied using a
Keithley 220 Current Source, which has an error of 0.3%
in the operating range according to the user manual. The
voltage is measured using a DMM-522 PCI multimeter
card. In the specifications, the voltage precision is said
to be 5 1/2 digits. With all this, the resistance error ob-
tained is ∆R=75.08 Ω or a 0.15% of relative error. Using
this value, the error bars in the measurements shown
in the main text would be well within the experimental
points.

For the calculated angle, the error propagation method
is not adequate. It gives errors bigger than 360 degrees
for some angles, and in general over 30 degrees. This is
clearly not what it is observed in reality: the performed
fits are quite robust, showing little variance in the esti-
mated angle when changing the input parameters all that
is reasonable. Instead, we have used a typical rotation
performed on a 30 × 30 µm2 sample. The fitting to the
Slonczewski formula needs three input values: the resis-
tance in the P state (RP ), the resistance in the AP state
(RAP ) and the resistance in the PIP state (RPIP ). Using
these, a numerical algorithm calculates the spin polariza-
tion (p), the resistance of the F/F barrier (RFIF ), and
the resistance of the F/S (F/N) barrier (RNIF ). These
give us the total resistance of the sample as a function
of the angle ΦFM between the two ferromagnets or, re-
ciprocally, the angle as a function of resistance. For our
estimation, we have varied the value of the RPIP input
parameter from the lowest to the highest possible in the
PIP state of the rotation, as well as taking an interme-
diate value which would be used in a normal analysis
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(the P and AP resistance values are always taken as the
minimum and maximum resistance values in the rotation
respectively). The calculated parameters for the resis-
tance of each barrier and the polarization may slightly
vary from one fitting to another, but the overall fitting
remains remarkably stable, as shown in Figure 6.

3.8 4 4.2 4.4 4.6 4.8
0

2

4

6

8

3.8 4 4.2 4.4 4.6 4.8
0

45

90

135

180

ϕ
F

M
,m

ax
 -

 ϕ
F

M
,m

in
 (

de
g)

ϕ
F

M
 (

de
g)

R (Ω)
x104

x104

(a)

(b)

RPIP,min
RPIP
RPIP,max

R (Ω)

Fig. S6: (a) ΦFM as a function of resistance for the fittings
with maximum, usual, and minimum RPIP used, in the P-
AP resistance range. (b) difference of calculated angle vs
resistance (in the P-AP resistance range) for the fittings with
maximum and minimum RPIP used.

As expected, the difference is higher for the PIP state,
and minimum in the P and AP state that are “fixed”.
The difference doesn’t exceed 7 degrees, and it keeps be-
low 2 degrees near the P and AP states.

S5. Saturation magnetization for thin Fe(001) films
in [100] and [110] directions

Different M vs H measurements were performed at
room temperature on a 10 nm thick Fe films, both for the
easy [100] and hard [110] crystallographic axes, in order
to estimate the magnetocrystalline anisotropy (MCA) en-
ergy. The results are depicted in Fig. S7. Using the

saturation field for the two directions, the anisotropy
energy can be estimated as KFe = MFeHSat/2 =

5.1 × 105 erg · cm−3, where MFe = 1714 emu/cm
3

is
used. The anisotropy energy per unit cell is therefore
MAE= 6.674 µeV, or 3.337 µeV per atom. The obtained
energy barrier is similar to the one measured using fer-
romagnetic resonance [4].
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Fig. S7: M vs H measurements on a 10 nm thick Fe film
for the easy [100] (a) and hard [110] (b) crystallographic axis.
The saturation field (Hsat) for the easy axis is around 10 Oe,
while for the hard direction it reaches up to 600 Oe.

As shown in Fig.S8, the experimental MCA energy
values have been theoretically confronted with theoret-
ical/numerical calculations of the angular in-plane vari-
ation of magnetic anisotropy, using the ab-initio Wien2k
FP-LAPW code [5]. The calculations were based on a su-
percell model for a V/MgO/Fe/MgO slab similar to the
experimental samples. To insure the requested extreme
accuracy in MCA energy values (µeV energy range), a
thoroughly well-converged k grid with significantly large
number of k-points has been involved. Within these cir-
cumstances, our theoretical results for the Fe(001) thin
films show standard fourfold anisotropy features and rea-
sonable agreement with the experimentally estimated
figures with a maximum theoretical MAE of 4.9 µeV
per atom (expected theoretical under-estimation of the
magnetocristalline energy within the GGA approach).
Note that the superonducting-V induced MCA modu-
lation features cannot be described within the ab-initio
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FP-LAPW approach, describing the V in its normal
metallic state. Therefore, the below TC experimentally
observed MCA energy modulations have to be clearly
related to the proximity effect in the superconducting
V/MgO/Fe(001) system and not to any specific MCA
feature of Fe(001) in the V/MgO/Fe(001)/MgO complex
stacking sequence.

S6. Evaluation of the vortex induced pinning of
domain walls

Using MuMax3 [6], we have compared numerically the
DWs formation along the [100] and [110] magnetization
directions. The simulations took place in samples with
3 × 3 µm2 lateral dimensions (100 nm rounded corners
were used as the devices have been fabricated by optical
lithography), with 512×512×16 cells, at T = 0. The rest
of the parameters used were Aex = 2.1 × 10−11 J/m for
the exchange energy, Msat = 1.7 × 106 A/m for the sat-
uration magnetization, a damping parameter α = 0.02,
and crystalline anisotropy parameters KC1 = 4.8 × 104

J/m3 and KC3 = −4.32 × 105 J/m3. The goal of the
simulations was to evaluate the DW formation and their
interaction with the superconducting vortices induced by
the vertical component of the stray fields at a 2-3 nm from
the Fe(001) surface. We observed that, depending on the
external field, in the range of 70-1000 Oe both edge-type
and inner-type DWs are formed when the field is directed
along [100], and mainly edge type DWs are formed with
field along [110] (Figure S9a).

We have also calculated the interaction I between the
DW related excess exchange energy Eex and the vertical
component of the stray fields, Beff (Figure S9b):

I =

∫ Nx

0

∫ Ny

0

|Beff|EexFdxdy (2)

Where Nx and Ny are the total number of cells in each
dimension of the simulation, and F is a filter “Vortex gen-
eration function” that takes into account the simulated
dependence of the number of vortices on the vertically
applied field (Figure S9c). The vortices were simulated
using the Time Dependent Ginzburg Landau code devel-
oped in Madrid described in [7]. The TDGL simulations
took place in 5×5 µm2 Vanadium samples with 200×200
cells, at T = 2 K, with a coherence length ξ0 = 2.6×10−8

based on our experimental estimations for the studied de-
vices, κ = 3 and TC = 4 K. A uniform field was applied in
the perpendicular direction, its magnitude varying from
0.1HC2 to 0.6HC2, and the number of vortices generated
in the relaxed state were counted.

The second critical field in the vertical direction (Hc2 =
3 kOe) was determined experimentally. The estimated
interaction shows that in the weakly saturated regime,
when the inner DWs could emerge and the DW-vortex in-
teraction increases, such interaction should pin the mag-
netization along the [100] direction, corresponding to
the MCA already present in the normal state, therefore
blocking any magnetization rotation towards the [110] di-
rection, contrary to our experimental observations. The
possible reason for the irrelevance of the DW-vortex in-
teraction in our system is that inner DWs are expected
to be of Neel-type for the thickness considered [8].

Finally we mention that our numerical evaluations
show that, if present, the vortex-DW interaction should
remain dominant for the magnetization directed along
[100] respect [110] and for the magnetic field range 70-
1000 Oe also without KC3 parameter providing the MCA
energy minima along [110]. In these simulations the
Fe(001) layer has been considered to be smooth. In or-
der to further approach simulations to the experiment,
we have also verified that the conclusions above are not
affected by the introduction of interfacial magnetic dis-
order due to mismatch defects (every 30 lattice periods)
with 25% excess of Fe moment at the Fe/MgO interface
[9]. More detailed simulations involving also interface
roughness could be needed to further approach the real
experimental situation.

S7. Magnetization alignment along [110] and irrel-
evance of the junction area for the superconductivity
induced MCA modification

As we mentioned in the main text, our experiments
point that Fe(001) layers are close to a highly saturated
state when the magnetization is directed along [100] or
equivalent axes. On the other hand, micromagnetic sim-
ulations (Figure S9a) show that the magnetization align-
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ment is more robust in the [110] direction (or equivalent)
rather than in the [100] direction (or equivalent). So,
if we indeed reach a highly saturated state in the [100]
direction, this should also be the case for the [110] direc-
tion. Therefore, the emergent stable tunneling magne-
toresistance states we observe experimentally below Tc,
cannot be explained in terms of the intermediate multi-
domain states but rather correspond to the dominant
[110] magnetization alignment of the Fe(001) layer.

As shown in Figure S10, our experiments shows that
the observed effects remain qualitatively unchanged when
the junction area is varied about an order of magnitude.

S8. Modelling

We describe the V/MgO/Fe structure by the Hamilto-
nian [10]

H =− t
∑

〈i,j〉,σ
c†i,σcj,σ −

∑

i,σ

(µi − Vi)c†i,σci,σ

−
∑

i

Uini,↑ni,↓ +
∑

i,α,β

c†i,α(hi · σ)α,βci,β

− i

2

∑

〈i,j〉,α,β
λic
†
i,αn̂ · (σ × di,j)α,βcj,β

(3)

defined on a cubic lattice. The first term describes
nearest-neighbor hopping. The second term includes the
the chemical potential and the potential barrier at the
insulating MgO layers. The remaining terms describes
superconducting attractive on-site interaction, ferromag-
netic exchange interaction, and Rashba spin-orbit inter-
action, respectively. These are only nonzero in their re-
spective regions. In the above, t is the hopping integral,
µi is the chemical potential, Vi is the potential barrier
that is nonzero only for the MgO layer, U > 0 is the
attractive on-site interaction giving rise to superconduc-
tivity, λi is the local spin-orbit coupling magnitude, n̂ is
a unit vector normal to the interface, σ is the vector of
Pauli matrices, di,j is a vector from site i to site j, and hi

is the local magnetic exchange field. The number opera-
tor used above is defined as ni,σ ≡ c†i,σci,σ, and c†i,σ and
ci,σ are the second-quantization electron creation and an-
nihilation operators at site i with spin σ. The supercon-
ducting term in the Hamiltonian is treated by a mean-
field approach, where we assume ci,↑ci,↓ = 〈ci,↑ci,↓〉 + δ
and neglect terms of second order in the fluctuations δ.

We consider a system of size Nx × Ny × Nz setting
the interface normals parallel to the x axis and assuming
periodic boundary conditions in the y and z directions.
To simplify notation in the following, we define i ≡ ix,
j ≡ jx, i|| = (ix, iy) and k ≡ (ky, kz). We apply the
Fourier transform

ci,σ =
1√
NyNz

∑

k

ci,k,σe
i(k·i||) (4)

to the above Hamiltonian and use that

1

NyNz

∑

i||

ei(k−k′)·i|| = δk,k′ . (5)

We choose a new basis

B†i,k = [c†i,k,↑ c†i,k,↓ ci,−k,↑ ci,−k,↓] (6)

spanning Nambu×spin space, and rewrite the Hamilto-
nian as

H = H0 +
1

2

∑

i,j,k

B†i,kHi,j,kBi,k. (7)

Above, the Hamiltonian matrix is given by

Hi,j,k = εi,j,kτ̂3σ̂0 + δi,j

[
i∆iτ̂

+σ̂y − i∆∗i τ̂
−σ̂y

+ hxi τ̂3σ̂x + hyi τ̂0σ̂y + hzi τ̂3σ̂z

− λi sin(ky)τ̂0σ̂z + λi sin(kz)τ̂3σ̂y

]
,

(8)

where ∆i is the superconducting gap which we solve for
self-consistently, τ̂iσ̂j ≡ τ̂i ⊗ σ̂j is the Kronecker product
of the Pauli matrices spanning Nambu and spin space,
τ̂± ≡ (τ̂1 ± iτ̂2)/2, and

εi,j,k ≡− 2t [cos(ky) + cos(kz)] δi,j

− t(δi,j+1 + δi,j−1)

− (µi − Vi)δi,j .
(9)

The constant term in Eq. (7) is given by

H0 =−
∑

i,k

{2t [cos(ky) + cos(kz)] + µi − Vi}

+NyNz
∑

i

|∆i|2
Ui

.

(10)

We absorb the sum over lattice sites in Eq. (7) into the
matrix product by defining a new basis

W †k = [B†1,k, ..., B
†
i,k, ..., B

†
Nx,k

]. (11)

Eq. (7) can then be rewritten as

H = H0 +
1

2

∑

k

W †kHkWk, (12)

where

Hk =



H1,1,k · · · H1,Nx,k

...
. . .

...
HNx,1,k · · · HNx,Nx,k


 (13)

is Hermitian and can be diagonalized numerically. We
obtain eigenvalues En,k and eigenvectors Φn,k given by

Φ†n,k = [φ†1,n,k · · · φ†Nx,n,k
],

φ†i,n,k = [u∗i,n,k v
∗
i,n,k w

∗
i,n,k x

∗
i,n,k].

(14)
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The diagonalized Hamiltonian can be written on the form

H = H0 +
1

2

∑

n,k

En,kγ
†
n,kγn,k, (15)

where the new quasi-particle operators are related to the
old operators by

ci,k,↑ =
∑

n

ui,n,kγn,k,

ci,k,↓ =
∑

n

vi,n,kγn,k,

c†i,−k,↑ =
∑

n

wi,n,kγn,k,

c†i,−k,↓ =
∑

n

xi,n,kγn,k.

(16)

The superconducting gap is given by ∆i ≡ Ui 〈ci,↑ci,↓〉.
We apply the Fourier transform in Eq. (4) and use
Eq. (16) in order to rewrite the expression in terms
of the new quasi-particle operators. Also using that
〈γ†n,kγm,k〉 = f

(
En,k/2

)
δn,m, we obtain the expression

∆i = − Ui
NyNz

∑

n,k

vi,n,kw
∗
i,n,k [1− f (En,k/2)] (17)

for the gap, that we use in computing the eigenenergies
iteratively. Above, f

(
En,k/2

)
is the Fermi-Dirac distri-

bution.
Using the obtained eigenenergies, we compute the free

energy,

F = H0 −
1

β

∑

n,k

ln(1 + e−βEn,k/2), (18)

where β = (kBT )−1. The preferred magnetization di-
rections are described by the local minima of the free
energy. In the main body of the paper, we use this to
explain the possible magnetization directions of the soft
ferromagnet when rotating an IP external magnetic field
over a 2π angle starting at a parallel alignment with the
hard ferromagnet.

Other relevant quantities to consider in modelling
the experimental system is the superconducting coher-
ence length and the superconducting critical temper-
ature. In the ballistic limit, the coherence length is
given by ξ = ~vF /π∆0, where vF = 1

~
dEk

dk

∣∣
k=kF

is the
Fermi velocity related to the normal-state eigenenergy
Ek = −2t[cos(kx) + cos(ky) + cos(kz)]−µ, and ∆0 is the
zero-temperature superconducting gap [11]. The critical
temperature is found by a binomial search, where we de-
cide if a temperature is above or below Tc by determining
whether ∆NS

x/2
increases towards a superconducting so-

lution or decreases towards a normal state solution from
the initial guess under iterative recalculations of ∆i. We
choose an initial guess with a magnitude very close to

zero and with a lattice site dependence similar to that of
the gap just below Tc.

In the main plot showing the free energy under IP ro-
tations of the magnetization, we have chosen parameters
t = 1, µS = µSOC = µF = 0.9, V = 2.1, U = 1.35,
λ = 0.4, h = 0.8, NS

x = 30, NSOC
x = 3, NF

x = 8, and
Ny = Nz = 60. All length scales are scaled by the lattice
constant a, all energy scales are scaled by the hopping pa-
rameter t, and the magnitude of the spin-orbit coupling
λ is scaled by ta. In order to make the system com-
putationally manageable, the lattice size is scaled down
compared to the experimental system, however the re-
sults should give qualitatively similar results as long as
the ratios between the coherence length and the layer
thicknesses are reasonable compared to the experimental
system. For this set of parameters, the superconduct-
ing coherence length is approximately 0.6NS

x . Since the
coherence length is inversely proportional to the super-
conducting gap, U has been chosen to be large in order to
allow for a coherence length smaller than the thickness
of the superconducting layer. Although this results in
a large superconducting gap, the modelling will qualita-
tively fit the experimental results as long as the other pa-
rameters are adjusted accordingly. We therefore choose
the local magnetic exchange field so that h � ∆, as in
the experiment. For this parameter set, h ≈ 20∆. The
order of magnitude of λ is 1 eVÅ, given that t ∼ 1 eV and
a ∼ 4 Å. This is realistic considering Rashba parameters
measured in several materials [12]. The Rashba spin-
orbit field at the interfaces of V/MgO/Fe is caused by
a structural inversion asymmetry across the MgO layer,
and breaks the inversion symmetry at the MgO interfaces
[13]. This causes generation of triplet-superconductivity
even for weakly spin-polarized ferromagnets with a small
spin-orbit field [14]. We are therefore not dependent upon
a strong magnetic exchange field and a strong spin-orbit
field for realizing the observed effects. For the AF cou-
pling contribution to the free energy, we set fAF = 0.01
in order to fit the anisotropy of the experimental system
just above TC.
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We consider a hybrid structure where a material with Rashba-like spin-orbit coupling is proximity
coupled to a conventional superconductor. We find that the superconducting critical temperature Tc can be
tuned by rotating the vector n characterizing the axis of broken inversion symmetry. This is explained by a
leakage of s-wave singlet Cooper pairs out of the superconducting region, and by conversion of s-wave
singlets into other types of correlations, among these s-wave odd-frequency pairs robust to impurity
scattering. These results demonstrate a conceptually different way of tuning Tc compared to the previously
studied variation of Tc in magnetic hybrids.
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Introduction.—Over the last years, research on combining
superconducting and magnetic materials has shown that the
physical properties of the resulting hybrid structure may be
drastically altered compared to those of the individual
materials [1–3]. In a conventional superconductor (S),
electrons combine into s-wave singlet Cooper pairs [4].
A decrease in the s-wave singlet amplitude leads to a loss of
superconducting condensation energy, and thus also a
suppression of the superconducting critical temperature
Tc. Such a decrease can be obtained by leakage of
Cooper pairs into a nonsuperconducting material in prox-
imity to the superconductor, and by conversion of s-wave
singlets into different singlet and triplet Cooper pairs. For the
latter to happen, the nonsuperconducting material must
introduce additional symmetry breaking. This is the case
in superconductor-ferromagnet hybrids where the spin split-
ting of the energy bands of the homogeneous ferromagnetic
material (F) leads to creation of opposite-spin triplets [2,3,5].
A single, homogeneous ferromagnet cannot alone cause

variation in the s-wave singlet amplitude under rotations of
the magnetization m. However, experiments [6–10] have
demonstrated that the critical temperature of F=S=F and
S=F=F structures can be modulated by changing the
relative orientation of the magnetization of the ferro-
magnets. The misalignment opens all three triplet channels,
leading to a stronger decrease in the superconducting
condensation energy associated with the singlet amplitude.
Recent work [11–15] has shown that the rotational invari-
ance of the S=F structure can also be broken by adding thin
heavy normal-metal layers that boost the interfacial Rashba
spin-orbit coupling. Spin-orbit coupling (SOC) introduces
inversion symmetry breaking perpendicular to an axis, here
characterized by the vector n.
While ferromagnetism only leads to spin splitting of the

energy bands of spin-up and spin-down electrons, Rashba

SOC is in addition odd under inversion of the momentum
component perpendicular to n. This raises an interesting
question. While the proximity effect and accompanying
change in Tc in a S=F bilayer is invariant under rotations of
m, is it possible that Tc in a S/SOC bilayer is not invariant
under rotations of n (see Fig. 1)?
Motivated by this, we explore the possibility of Tc

modulation under reorientations of the inversion symmetry-
breaking vector n in a bilayer consisting of a conventional
superconductor and a material with Rashba-like SOC in the
bulk. We also include interfacial Rashba SOC with an
inversion symmetry-breaking vector nint perpendicular to
the interface. This simple model illustrates the concept of
tuning Tc via rotation of n.
When the bulk SOC is stronger than the interfacial

contribution, we discover a suppression of Tc when rotating
n from an out-of-plane (OOP) to an in-plane (IP) orienta-
tion. This effect is enhanced by increasing the interfacial
SOC, provided that njjnint when n is OOP. The difference
in Tc for IP and OOP orientations of n can at least partly be
accounted for by the absence of s-wave odd-frequency
triplets for an OOP orientation of n. Since s-wave triplets
are robust with respect to impurity scattering, we expect our
prediction of an IP suppression of Tc to be observable

Tc

0 /2

n
SOCS F Tc

0 /2

S
m

FIG. 1. In a S=F bilayer (left), Tc is invariant under a rotation of
m. In a S/SOCbilayer (right), the inversion symmetry perpendicular
to n is broken. This opens up the possibility for a variation in Tc
under a rotation of n.
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not only in the ballistic limit covered by our theoretical
framework, but also in the diffusive limit. When interfacial
SOC dominates, the Tc modulation changes qualitatively.
The critical temperature is instead suppressed for anti-
parallel compared to parallel n and nint. This is explained
by a reduced leakage of s-wave singlets into the non-
superconducting region when the total SOC magnitude is
increased. Moreover, we demonstrate a variation in Tc even
when n is varied solely in the plane of the SOC layer.
The lattice Bogoliubov–de Gennes framework.—We

consider a 3D cubic S/SOC lattice structure of size
Nx × Ny × Nz with interface normal along the x axis.
We assume periodic boundary conditions along the y
and z axes. The inversion symmetry breaking in the
nonsuperconducting layer is accounted for by the existence
of a Rashba SOC term in the Hamiltonian, with a constant
magnitude λ. In addition, we include a perpendicular
Rashba contribution with nint ¼ x and magnitude λint at
the atomic layer closest to the interface. Our Hamiltonian
thus accounts for both a Rashba-like SOC field in the bulk
of the nonsuperconducting material, and interfacial Rashba
SOC. We use the ballistic-limit tight-binding Bogoliubov–
de Gennes framework, following a similar approach to that
in Refs. [15–17]. Our Hamiltonian is given by

H ¼ −t
X

hi;ji;σ
c†i;σcj;σ −

X

i;σ

μic
†
i;σci;σ

−
X

i

Uini;↑ni;↓ −
i
2

X

hi;ji;α;β
c†i;αðλnþ λintnintÞ

·

�
σ ×

�
1

2
ð1þ ζÞðdi;jÞx þ ðdi;jÞjj

��

α;β
cj;β: ð1Þ

Above, t is the hopping integral, μi is the chemical potential
at lattice site i, Ui > 0 is the attractive on-site interaction
giving rise to superconductivity, σ is the vector of Pauli
matrices, di;j is the vector from site i to site j, and ðdi;jÞx and
ðdi;jÞjj are its projections onto the x axis and yz plane,
respectively. If site i and j are both inside the SOC layer,
ζ ¼ 1. Otherwise, ζ ¼ 0. c†i;σ and ci;σ are the second
quantization electron creation and annihilation operators
at site i with spin σ, and ni;σ ≡ c†i;σci;σ is the number
operator. The Rashba term [18] has been symmetrized in
order to allow for IP components of n while ensuring a
Hermitian Hamiltonian. The superconducting term is
treated by a mean-field approach, assuming ci;↑ci;↓ ¼
hci;↑ci;↓i þ δ and neglecting terms of second order in the
fluctuations δ. The terms of the Hamiltonian are only
nonzero in their respective regions.
We diagonalize the Hamiltonian numerically and com-

pute the physical quantities of interest as outlined in the
Supplemental Material [19]. The superconducting gap
Δi ≡Uihci;↑ci;↓i is treated iteratively. We calculate Tc

by a binomial search [20] where we for each of the NT

temperatures considered decide whether the gap increases
toward a superconducting state or decreases toward a
normal state from an initial guess much smaller than the
zero-temperature gap. In this way, we do not calculate the
exact value for the gap, and we can thus get high accuracy
in Tc for a low number of iterations NΔ.
In order to confirm that the modulation of Tc is

caused by conversion of s-wave even-frequency singlets
into other singlet and triplet correlations, we consider
the even-frequency s-wave singlet amplitude Ss;i ≡
hci;↑ci;↓i − hci;↓ci;↑i. As a measure of the total s-wave
singlet amplitude of the superconductor, we introduce the
quantity S ≡ ð1=Nx;SÞ

P
i jSs;ij, where the sum is taken

over the superconducting region only. We also define the
opposite- and equal-spin odd-frequency s-wave triplet
amplitudes S0;iðτÞ≡ hci;↑ðτÞci;↓ð0Þi þ hci;↓ðτÞci;↑ð0Þi and
Sσ;iðτÞ≡ hci;σðτÞci;σð0Þi [17], where the time-dependent
electron annihilation operator is given by ci;σðτÞ≡
eiHτci;σe−iHτ [21]. The s-wave triplet amplitude is of
particular interest as it is the only triplet amplitude robust
to impurity scattering. Other superconducting correlations,
such as p-wave and d-wave correlations, also appear due to
the presence of SOC, as will be discussed later in this work.
The superconducting critical temperature.—By follow-

ing the above approach, we plot the critical temperature and
the total s-wave singlet amplitude in Fig. 2. To ensure that
the effect is robust, we use two different parameter sets. The
parameters are given in the figure caption. All length scales
are scaled by the lattice constant a, the SOCmagnitudes are
scaled by ta, and the remaining energy scales are scaled by t.
For t ∼ 1 eV and a ∼ 5 Å, the order of magnitude of λ is
10−10 eVm, which corresponds well to Rashba parameters
found in several materials [22]. In order to make the system
computationally manageable, the lattice size and coherence
length ξ ∝ Δ−1 must be scaled down, leading to an over-
estimation of Δ and thus Tc. The results in Fig. 2 must
therefore be seen mainly as qualitative.
For both sets of parameters, we see a qualitatively

similar behavior for rotations of n in the xz plane [see
Fig. 2(a) for the first set of parameters]. When λint ¼ 0, we
find a suppression of Tc for an IP n compared to an OOP n.
When 0 < λint < λ, there are still maxima at the OOP
directions njjnint and ð−nÞjjnint, but when increasing λint
the magnitude of the former increases while the magnitude
of the latter decreases. As long as n is parallel to nint in the
OOP configuration, the Tc modulation from IP to OOP is
thus enhanced by the additional interface contribution.
For λint > λ, Tc is maximal for njjnint and minimal for
ð−nÞjjnint. The change in Tc from the parallel to the
antiparallel configuration increases with an increasing
λint. The results presented here only depend on the relative
orientations of n and nint, and are independent of whether
nint is directed out of or into the nonsuperconducting
material. Notice that in all cases, nonzero SOC increases
Tc compared to when λ ¼ λint ¼ 0. This is explained by a
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decreased leakage of conventional singlets into the non-
superconducting region.
From panels (b) and (c), we see that there is also an IP

variation in Tc, that may give the strongest in-plane suppres-
sion eitherwhenn is oriented at aπ=4 anglewith respect to the
cubic axes, or when n is oriented along the cubic axes. As we
find a similar variation in the normal-state free energy, which
only depends on the eigenenergy spectrum of the system, this
varying modulation of the IP component of Tc is likely to be
caused by band-structure effects due to the crystal structure of
the cubic lattice. In order to demonstrate the IP modulation,
the interfacial SOC should preferably be as small as possible.
To demonstrate that the Tc modulation can be attributed

to the variation of the s-wave singlet amplitude in the
superconducting region, we plot the total s-wave singlet
amplitude as a function of the IP angle of n [panels (b) and
(c)]. As expected, it is of a similar form as the variation in
Tc. The slight deviation between Tc and S is caused by S
being calculated at a temperature T−

c slightly below Tc. We
have verified that the variation in S and Tc is similar also
for panel (a).
The variation in the s-wave singlet amplitude inside the

superconducting region is caused by a reduced leakage of
s-wave singlets out of the superconducting region, and
conversion of s-wave singlets into other singlet and triplet

correlations. When λint is nonzero, the length of λnþ
λintnint changes under rotations of n, leading to an effective
change in the magnitude of the SOC. Increased SOC causes
an increase in the Fermi vector mismatch [23], due to a
change in the Fermi surface in the nonsuperconducting
material. Since the overlap between the Fermi surfaces of
the two materials decreases, there is an increase in the
normal reflection at the interface, as our analytical results
verify. For large λint, the Tc modulation is dominated by
variation in the Fermi vector mismatch. If we further
investigate the triplet amplitudes present for different
orientations of n, we find that the s-wave odd-frequency
triplet amplitude is absent for n ¼ x, i.e., when n has no IP
component. For all other orientations of n, the s-wave odd-
frequency anomalous triplet amplitude is nonzero. This
suggests that the OOP to IP change in Tc is at least partly
caused by the increase in the s-wave triplet amplitude from
zero when n points OOP to an increasing finite value as the
IP component of n increases. When λint is small, so that the
length of λnþ λintnint is approximately constant, we may
therefore expect an IP suppression of Tc not only in the
ballistic-limit materials covered by our theoretical frame-
work, but also in diffusive materials. Below, we perform
analytical calculations which prove that odd-frequency
pairing is absent when n points OOP.
The continuum Bogoliubov–de Gennes framework.—In

order to explain the absence of s-wave odd-frequency
triplets when n is OOP, we consider two 2D continuum
systems that can be treated analytically within the
Bogoliubov–de Gennes framework [24–31]: a SOC=S
bilayer with an OOP n ¼ x, and a F=S bilayer with
magnetization mkz. We use conventions similar to those
in Refs. [30,31]. Our systems are located in the xy plane,
with interface normal along x and the interface at x ¼ 0.
We find the scattering wave functions Ψnðx1Þ and

Ψ̃mðx2Þ that we will use to construct the Green’s functions
in the system from the time-independent Schrödinger
equations [30–32]

HðpyÞΨnðx1Þ ¼ ðωþ iδÞΨnðx1Þ;
H�ðpyÞΨ̃mðx2Þ ¼ ðωþ iδÞΨ̃mðx2Þ; ð2Þ

respectively, where

HðpyÞ¼ ð−∂2
x=ηþp2

y=η−μÞτ̂3σ̂0
þΔiτ̂þσ̂y−Δ�iτ̂−σ̂yþhxτ̂3σ̂xþhyτ̂0σ̂yþhzτ̂3σ̂z

−λðnxpyþnyi∂xÞτ̂0σ̂zþ iλnz∂xτ̂3σ̂yþλnzpyτ̂0σ̂x:

ð3Þ

Above, δ > 0 is real and infinitesimal, η≡ 2m=ℏ2, py is the
momentum in the y direction, and h ¼ ðhx; hy; hzÞ is the
magnetic exchange field. The terms are only nonzero in
their respective regions. The four components of the

(a)

(b) (c)

FIG. 2. The Tc modulation under rotation of n between IP and
OOP orientations (a) is qualitatively different for λint < λ and
λint > λ. The dashed line marks Tc for λ ¼ λint ¼ 0. Depending
on the material parameters, Tc can have either its IP maxima
(b) or minima (c) along the cubic axes. Notice the strong
correlation between Tc and the total s-wave singlet amplitude
at T ¼ T−

c . Above, Tc;S and SS corresponds to when the super-
conductor is without proximity to the SOC layer. We have used
parameters Nx;S ¼ 7, Nx;HM ¼ 3, Ny ¼ Nz ¼ 85, μS ¼ 1.9,
μHM ¼ 1.7, U ¼ 2.1, λ ¼ 0.8, NT ¼ 20, and NΔ ¼ 35 for panels
(a) and (b), and Nx;S ¼ 5, Nx;HM ¼ 2, Ny ¼ Nz ¼ 100, μS ¼ 1.9,
μHM ¼ 1.7, U ¼ 1.9, λ ¼ 0.2, NT ¼ 25, and NΔ ¼ 40 for panel
(c), corresponding to coherence lengths ξ ¼ 4 and ξ ¼ 7,
respectively. In panels (b) and (c), λint ¼ 0.
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scattering wave functions correspond to spin-up and spin-
down electrons, and spin-up and spin-down holes, respec-
tively. The spins are defined with respect to the z axis. The
indices n and m refer to the eight possible wave functions
describing scattering of quasiparticles incoming from the
left and right. In the continuum model, the symmetrization
of the Rashba term enters through the boundary conditions
of the wave functions at x ¼ 0 rather than through the
Hamiltonian [33]. From the scattering wave functions, we
construct the retarded Green’s function in Nambu ⊗ spin
space for x1 > x2 and x1 < x2, and apply boundary con-
ditions at x1 ¼ x2.
The even-(odd-)frequency singlet and triplet retarded

anomalous Green’s functions can be written in terms of the
center of mass coordinate X ≡ ðx1 þ x2Þ=2 and the relative
coordinate x≡ x1 − x2 as [30,31]

Fr;EðOÞ
0 ðX; x; py;ωÞ
¼ ½Fr

0ðX; x; py;ωÞ þ
ð−ÞF

r
0ðX;−x;−py;ωÞ�=2;

Fr;EðOÞ
i ðX; x; py;ωÞ
¼ ½Fr

i ðX; x; py;ωÞ −
ðþÞF

r
i ðX;−x;−py;ωÞ�=2; ð4Þ

where i ¼ f1; 2; 3g, and

Fr
0ðX; x; py;ωÞ ¼ ½Fr

↑↓ðX; x; py;ωÞ − Fr
↓↑ðX; x; py;ωÞ�=2;

Fr
1ðX; x; py;ωÞ ¼ Fr

↑↑ðX; x; py;ωÞ;
Fr
2ðX; x; py;ωÞ ¼ Fr

↓↓ðX; x; py;ωÞ;
Fr
3ðX; x; py;ωÞ ¼ ½Fr

↑↓ðX; x; py;ωÞ þ Fr
↓↑ðX; x; py;ωÞ�=2

ð5Þ

represents the singlet amplitude, the equal-spin triplet
amplitudes (i ¼ 1, 2), and the opposite-spin triplet ampli-
tude (i ¼ 3), respectively. The retarded anomalous Green’s
functions Fr

σσ0 ðX; x; py;ωÞ are anomalous elements of the
retarded Green’s function in Nambu ⊗ spin space. Odd
(even) frequency refers to the sum of the retarded and
advanced Green’s functions being odd (even) under inver-
sion of relative time, or equivalently under inversion of the
sign of ω.
The analytical expressions obtained for the even- and

odd-frequency singlet and triplet retarded anomalous
Green’s functions are given in the Supplemental Material
[19]. Their spatial symmetries are determined by their
parities under inversion of x and py. Although the s-wave
and dx2−y2-wave triplets have the same parities along the x
and y axis, the presence of the s-wave triplet is proven by a
nonzero result when integrating over all spatial coordinates.
Singlet and triplet amplitudes.—For the 2D SOC=S

structure with n ¼ x, we find that s- and px-wave singlets,
and py- and dxy-wave opposite-spin triplets are present.

At the first glance, it might seem strange that the odd-
frequency s-wave triplet amplitude is zero, when it is
nonzero for a 2D F=S structure with magnetization along
the z axis. Although the Hamiltonians of these systems are
of a similar form, they allow for the existence of different
triplet amplitudes. The crucial difference leading to a
generation of py- and dxy-wave triplets in the SOC=S
system rather than s- and px-wave triplets as in the F=S
system, is the momentum dependence of the Rashba term.
We have also investigated a 2D SOC=S structure for an

IP orientation n ¼ z numerically and find additional equal-
spin triplets with an odd-frequency symmetry. For a 3D
SOC=S system with n OOP, the Rashba term depends on
the momentum both along the y and z axes. Similarly as in
2D, we expect this to allow for triplets that are odd under
inversion of py and pz. This is ultimately the reason for the
absence of s-wave triplets.
Experimental realization.—We finally comment on the

possibilities of an experimental realization of the pre-
dicted Tc variation upon redirecting n. We suggest
cleaving a noncentrosymmetric metal, such as BiPd
[34–36], in different directions and growing a super-
conductor (with a higher Tc) on the surface, see Fig. 3(a).
This requires a material that can be cleaved along at least
two axes. Alternatively, one could deposit superconduc-
tors on the surface of a curved noncentrosymmetric
material with a long edge (several mm), see Fig. 3(b)
[37]. In both scenarios, different samples would have their
inversion symmetry-breaking axis in different directions,
corresponding to a systematic rotation of n from IP to
OOP. We underline that although n rotates along with the
lattice in the nonsuperconducting region, the difference in
Tc as n changes from IP to OOP is robust. The reason is
that the corresponding change in the proximity effect

S

S

SOCSOC nn

S

N

TMDC n

n

S

SOC

S

SOC n
n

(a) (b)

(c)

SSOCn

FIG. 3. For the experimental observation of the IP to OOP Tc
modulation, we suggest growing the superconductor on (a) differ-
ent surfaces of a noncentrosymmetric material or (b) on a curved
noncentrosymmetric material. For observing IP variations, we
suggest (c) growing a normal metal with a cubic lattice structure
at different angles compared to a TMDC with IP inversion
symmetry breaking, and then growing the superconductor on top.
The N/TMDC bilayer effectively enables a rotation of n com-
pared to the lattice.
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exists even in our continuum model without the under-
lying lattice.
In order to observe IP variations, we suggest growing a

normal metal (N) with a cubic lattice structure at different
angles compared to a transition metal dichalcogenide
(TMDC) with IP inversion symmetry breaking [38], see
Fig. 3(c). This corresponds to an effective IP rotation of n
compared to the lattice. The superconductor is grown on
top of the normal metal, which should be a light element
with as little interfacial SOC as possible. The ideal
scenario, albeit challenging, would be to induce an in situ
rotation of n in the nonsuperconducting region via electric
gating in different directions, that induces an inversion-
symmetry-breaking field. However, since n is rotated inside
the noncentrosymmetric material, λ may in principle vary.
This is not the case for our previous suggestions, since we
do not rotate n inside the noncentrosymmetric material, but
instead change the position of the superconductor.
Concluding, we have shown that the superconducting

transition temperature Tc can be altered by rotating the
inversion symmetry-breaking axis n in a proximate
material, providing a conceptually different way of con-
trolling Tc compared to previous studies. Moreover, we
have shown that when in addition an interfacial spin-orbit
coupling perpendicular to the interface is present and
substantial, the behavior of Tc as n is varied can change
qualitatively.
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THE LATTICE BOGOLIUBOV–DE GENNES FRAMEWORK

If the inversion symmetry breaking axis directed along n
has an in-plane component, a Rashba Hamiltonian of the form

− i

2

∑

〈i,j〉,α,β
λic

†
i,αn · (σ × di,j)α,βcj,β (1)

is in general non-Hermitian. This term is the second quantized
form of ĥ = (n × σ) · λ(x)p̂, where σ is the vector of Pauli
matrices, λ(x) is the x dependent Rashba spin-orbit coupling
strength, and p̂ = (p̂x, p̂y, p̂z) = −i~∇ is the momentum
operator [1]. Above, di,j is the vector from lattice site i to
site j. More generally, the symmetrized version of the first
quantized Rashba spin-orbit coupling operator is

ĥ =
1

2
(n× σ) · {λ(x), p̂}. (2)

We write this on a second quantized form as Hλ =∑
i,j,α,β

〈
i, α

∣∣ĥ
∣∣j, β

〉
c†i,αcj,β . The spatial part of the over-

lap integral can be written

〈
i
∣∣ĥ
∣∣j
〉
=

1

2
(n× σ) · x

[〈
i
∣∣λ(x)p̂x

∣∣j
〉
+
〈
j
∣∣λ(x)p̂x

∣∣i
〉∗]

+ (n× σ) · y
〈
i
∣∣λ(x)p̂y

∣∣j
〉

+ (n× σ) · z
〈
i
∣∣λ(x)p̂z

∣∣j
〉
,

(3)

where

〈
i
∣∣λ(x)p̂m

∣∣j
〉
=

∫ ∞

−∞
dm φ∗

i (r)λ(x)p̂mφj(r) (4)

for m = x, y, z. Here, φj(r) ≡ φ(r − Rj), where Rj de-
scribes the position of lattice site j. We assume each φj to
be highly localized. Then λ(x) can be approximated to be
constant inside each Wigner-Seitz cell, the derivative can be
discretized as

∂mφj(r) =
1

2
[φj−m̂(r)− φj+m̂(r)], (5)

and
∫

drφ∗
i (r)φj(r) = δi,j . (6)

We also assume that λ(x) = λ is constant and nonzero inside
the material with spin-orbit coupling, and that λ(x) acts as a

step function at the interface. It follows that the symmetrized
spin-orbit coupling contribution to the Hamiltonian is

Hλ =− i

2

∑

〈i,j〉,α,β
λc†i,αn

·
{
σ ×

[1
2
(1 + ζ)(di,j)x + (di,j)||

]}
α,β

cj,β .

(7)

Above, di,j is decomposed into a part (di,j)x perpendicular
to the interface, and a part (di,j)|| parallel to the interface. If
site i and j are both inside the material with spin-orbit cou-
pling, ζ = 1, while if site i and site j are on opposite sides of
the interface, ζ = 0.

Using the symmetrized Rashba contribution, our Hamilto-
nian is given by Eq. (1) in the letter. In the following, we use
a similar approach to that in Refs. [2–4]. For brevity of nota-
tion, we introduce i ≡ ix, i|| ≡ (iy, iz), and k ≡ (ky , kz).
We assume periodic boundary conditions in the y and z direc-
tions, and introduce the Fourier transform along the y and z
axes,

ci,σ =
1√

NyNz

∑

k

ci,k,σe
i(k·i||), (8)

where the sum is taken over the allowed k inside the first Bril-
louin zone. In the following, we also use the relation

1

NyNz

∑

i||

ei(k−k′)·i|| = δk,k′ . (9)

By choosing the basis

B†
i,k ≡ [c†i,k,↑ c†i,k,↓ ci,−k,↑ ci,−k,↓], (10)

and applying the Fourier transform as well as Eq. (9), we
rewrite the Hamiltonian as

H = H0 +
1

2

∑

i,j,k

B†
i,kHi,j,kBi,k. (11)

The constant term H0 is of no importance for our further cal-
culations. Above,

Hi,j,k = ǫi,j,kτ̂3σ̂0

+ (∆iτ̂
+ −∆∗

i τ̂
−)iσ̂yδi,j

− {(λnx + λint|nint|)[sin(ky)τ̂0σ̂z − sin(kz)τ̂3σ̂y]

− λ[nz sin(ky)− ny sin(kz)]τ̂0σ̂x}δi,j
+ iλ(1 + ζ)(ny τ̂0σ̂z − nz τ̂3σ̂y)

· (δi,j+1 − δi,j−1)/4, (12)
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where τ̂± ≡ (τ̂1 ± iτ̂2)/2, τ̂iσ̂j ≡ τi ⊗ σj is the Kronecker
product of the Pauli matrices spanning Nambu and spin space,

ǫi,j,k ≡ {−2t[cos(ky) + cos(kz)]− µi}δi,j
− t(δi,j+1 + δi,j−1),

(13)

and ∆i is the superconducting gap at site i. By rewriting the
Hamiltonian as

H = H0 +
1

2

∑

k

W †
kHkWk (14)

in terms of the basis

W †
k ≡ [B†

1,k, ..., B
†
i,k, ..., B

†
Nx,k

], (15)

the Hamiltonian can be diagonalized numerically as

H = H0 +
1

2

∑

n,k

En,kγ
†
n,kγn,k. (16)

This yields eigenenergies En,k, and eigenvectors Φn,k given
by

Φ†
n,k ≡ [φ†

1,n,k · · · φ†
Nx,n,k

],

φ†
i,n,k ≡ [u∗

i,n,k v∗i,n,k w∗
i,n,k x∗

i,n,k].
(17)

The new quasiparticle operators introduced above are related
to the old operators by

ci,k,↑ =
∑

n

ui,n,kγn,k,

ci,k,↓ =
∑

n

vi,n,kγn,k,

c†i,−k,↑ =
∑

n

wi,n,kγn,k,

c†i,−k,↓ =
∑

n

xi,n,kγn,k.

(18)

The eigenenergies and eigenvectors are used for computing
the singlet and triplet amplitudes and the superconducting crit-
ical temperature. In finding the eigenenergies and eigenvec-
tors, the superconducting gap must be calculated iteratively.
The superconducting gap is defined by ∆i ≡ Ui 〈ci,↑ci,↓〉.
By Fourier transforming along the y and z axes, rewriting to
the new quasi-particle operators, and using that 〈γ†

n,kγm,k〉 =
f
(
En,k/2

)
δn,m, we find that the gap is given by

∆i = − Ui

NyNz

∑

n,k

vi,n,kw
∗
i,n,k [1− f (En,k/2)] , (19)

where f
(
En,k/2

)
is the Fermi-Dirac distribution.

We define the even-frequency s-wave singlet amplitude as
Ss,i ≡ 〈ci,↑ci,↓〉 − 〈ci,↓ci,↑〉. The even-frequency s-wave
singlet amplitude inside the superconducting region is related
to the superconducting gap by Ss,i = 2∆i/Ui. By the same

method as used for finding the expression for the supercon-
ducting gap, we find that the odd-frequency s-wave triplet am-
plitudes are given by

S0,i(τ) =
1

NyNz

∑

n,k

[ui,n,kx
∗
i,n,k + vi,n,kw

∗
i,n,k]

· e−iEn,kτ/2[1− f(En,k/2)],

S↑,i(τ) =
1

NyNz

∑

n,k

ui,n,kw
∗
i,n,k

· e−iEn,kτ/2[1− f(En,k/2)],

S↓,i(τ) =
1

NyNz

∑

n,k

vi,n,kx
∗
i,n,k

· e−iEn,kτ/2[1− f(En,k/2)].

(20)

Our binomial search algorithm [5] for the superconducting
critical temperature, is as follows. We divide our temperature
interval NT times. For each of the NT iterations, we recal-
culate the gap N∆ times from an initial guess with a magni-
tude ∆0/1000, where ∆0 is the zero-temperature supercon-
ducting gap. If the gap has increased towards a superconduct-
ing solution after N∆ iterations, we conclude that the current
temperature is below Tc. If the gap has decreased towards a
normal-state solution, we conclude that the current tempera-
ture is above Tc. We measure the magnitude of the gap in the
middle of the superconducting region. The advantage of this
algorithm, is that we are not dependent upon recalculating the
gap until it converges. The parameter N∆ must only be large
enough that the increase or decrease in ∆i at site i = Nx,S/2
reflects the overall behavior of the gap under recalculation.
When we choose an initial guess so that the gap as a function
of lattice site has a similar shape as for the gap very close to
Tc, it more likely that the gap increases for all lattice sites, or
decreases for all lattice sites, under recalculation. We can then
get a high accuracy with a low N∆.

The superconducting coherence length is given by ξ ≡
~vF /π∆0 [6], where vF ≡ 1

~
dEk

dk

∣∣
k=kF

is the normal-state
Fermi velocity [6], Ek is the normal-state eigenenergies when
introducing periodic boundary conditions along all three axes,
and kF is the corresponding Fermi momentum averaged over
the Fermi surface. We round ξ down to the closest integer
number of lattice points.

THE CONTINUUM BOGOLIUBOV–DE GENNES
FRAMEWORK

The continuum Bogoliubov–de-Gennes framework [7–14]
allows us to obtain analytical expressions for the singlet and
triplet retarded anomalous Green’s functions of the 2D SOC/S
system with n = x and the 2D F/S system with m||z. We
have not given these expressions in the letter, as we are mainly
interested in their symmetries under spatial inversion. Here,
we provide the analytical expressions for the wave functions
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and the singlet and triplet retarded anomalous Green’s func-
tions for these two systems, as well as the wave functions for
the 2D SOC/S system with n = z.

The scattering wave functions

We find expressions for the scattering wave func-
tions Ψn(x1) and Ψ̃m(x2) by using the time-independent
Schrödinger equations given in Eq. (2) in the letter. The in-
dices n and m refers to the different possible scattering pro-
cesses. These contain reflection and transmission coefficients
that are determined by the boundary conditions at the inter-
face. The wave functions Ψn(x1) satisfies the boundary con-
ditions [15]

[Ψn(x1)]x1=0+ = [Ψn(x1)]x1=0−

[v̂Ψn(x1)]x1=0+ = [v̂Ψn(x1)]x1=0−
(21)

where v̂ ≡ ∂H(py)/∂(−i∂x1) is the velocity operator. The
conjugate wave functions Ψ̃m(x2) satisfies a similar set of
boundary conditions with v̂ ≡ ∂H∗(py)/∂(−i∂x2).

In the following, we give expressions for the scattering
wave functions inside a 2D superconductor, a 2D material
with Rashba-like spin-orbit coupling for n = x and n = z,
and a 2D ferromagnet with h = hz, treating each material
separately. We choose the superconducting region to be lo-
cated at x > 0, while the non-superconducting region is lo-
cated at x < 0.

The superconducting region

The scattering wave functions on the superconducting side
of the interface are

Ψn(x1) =ΨR
in,n(x1)

+ cn,1[u0 0 0 v0]
T eiq

+
x x1

+ cn,2[0 − u0 v0 0]T eiq
+
x x1

+ dn,1[0 − v0 u0 0]T e−iq−x x1

+ dn,2[v0 0 0 u0]
T e−iq−x x1 , x1 > 0,

(22)

Ψ̃m(x2) =Ψ̃R
in,m(x2)

+ c̃m,1[u0 0 0 v0]
T eiq

+
x x2

+ c̃m,2[0 − u0 v0 0]T eiq
+
x x2

+ d̃m,1[0 − v0 u0 0]T e−iq−x x2

+ d̃m,2[v0 0 0 u0]
T e−iq−x x2 , x2 > 0,

(23)

where the quasi-particles incoming from the right are de-
scribed by the wave functions

ΨR
in,5(x1) = [u0 0 0 v0]

T e−iq+x x1

ΨR
in,6(x1) = [0 − u0 v0 0]T e−iq+x x1 ,

ΨR
in,7(x1) = [0 − v0 u0 0]T eiq

−
x x1 ,

ΨR
in,8(x1) = [v0 0 0 u0]

T eiq
−
x x1 ,

(24)

and

Ψ̃R
in,5(x2) = [u0 0 0 v0]

T e−iq+x x2 ,

Ψ̃R
in,6(x2) = [0 − u0 v0 0]T e−iq+x x2 ,

Ψ̃R
in,7(x2) = [0 − v0 u0 0]T eiq

−
x x2 ,

Ψ̃R
in,8(x2) = [v0 0 0 u0]

T eiq
−
x x2 .

(25)

ΨR
in,1(x1) = ΨR

in,2(x1) = ΨR
in,3(x1) = ΨR

in,4(x1) =

Ψ̃R
in,1(x2) = Ψ̃R

in,2(x2) = Ψ̃R
in,3(x2) = Ψ̃R

in,4(x2) = 0. We
reserve the indices n,m = {1, 2, 3, 4} for scattering pro-
cesses with particles or quasi-particles scattering at the inter-
face from the left. Above,

q±x = {−p2y + η[µ±
√
(ω + iδ)2 − |∆|2]}1/2 (26)

are the allowed kx values, and

u2
0 ≡ 1

2
[1 +

√
(ω + iδ)2 − |∆|2/(ω + iδ)], (27)

v20 ≡ 1

2
[1−

√
(ω + iδ)2 − |∆|2/(ω + iδ)]. (28)

The region with Rashba spin-orbit coupling, n = x

The scattering wave functions on the side of the interface
with Rashba-like spin-orbit coupling are

Ψn(x1) =ΨL
in,n(x1)

+ an,1[1 0 0 0]T e−ike,↑
x x1

+ an,2[0 1 0 0]T e−ike,↓
x x1

+ bn,1[0 0 1 0]T eik
h,↑
x x1

+ bn,2[0 0 0 1]T eik
h,↓
x x1 , x1 < 0,

(29)

Ψ̃m(x2) =Ψ̃L
in,m(x2)

+ ãm,1[1 0 0 0]T e−ike,↑
x x2

+ ãm,2[0 1 0 0]T e−ike,↓
x x2

+ b̃m,1[0 0 1 0]T eik
h,↑
x x2

+ b̃m,2[0 0 0 1]T eik
h,↓
x x2 , x2 < 0,

(30)
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if n = x. The particles incoming from the left are described
by

ΨL
in,1(x1) = [1 0 0 0]T eik

e,↑
x x1 ,

ΨL
in,2(x1) = [0 1 0 0]T eik

e,↓
x x1 ,

ΨL
in,3(x1) = [0 0 1 0]T e−ikh,↑

x x1 ,

ΨL
in,4(x1) = [0 0 0 1]T e−ikh,↓

x x1 ,

(31)

and

Ψ̃L
in,1(x2) = [1 0 0 0]T eik

e,↑
x x2 ,

Ψ̃L
in,2(x2) = [0 1 0 0]T eik

e,↓
x x2 ,

Ψ̃L
in,3(x2) = [0 0 1 0]T e−ikh,↑

x x2 ,

Ψ̃L
in,4(x2) = [0 0 0 1]T e−ikh,↓

x x2 .

(32)

ΨL
in,5(x1) = ΨL

in,6(x1) = ΨL
in,7(x1) = ΨL

in,8(x1) =

Ψ̃L
in,5(x2) = Ψ̃L

in,6(x2) = Ψ̃L
in,7(x2) = Ψ̃L

in,8(x2) = 0. We re-
serve the indices n,m = {5, 6, 7, 8} for scattering processes
with particles incoming from the right. Above,

ke(h),↑(↓)x = {−p2y + η[µ± (ω + iδ ±′ λpy)]}1/2 (33)

are the allowed kx values. ± correspond to electrons and
holes, respectively, while ±′ correspond to spin up and spin
down, respectively.

The ferromagnetic scattering wave functions

The scattering wave functions for a ferromagnet with h =
hz, are on the same form as for a material with Rashba spin-
orbit coupling where n = x, and are thus given by Eqs. (29),
(30), (31), and (32). The allowed kx values are in this case
given by

ke(h),↑(↓)x = {−p2y + η[µ± (ω + iδ)∓′ h]}1/2. (34)

± refers to electrons and holes, respectively, and ∓′ refers to
spin up and spin down, respectively.

The region with Rashba spin-orbit coupling, n = z

The scattering wave functions on the side of the interface
with Rashba-like spin-orbit coupling are

Ψn(x1) = ΨL
in,n(x1)

+ an,1[ 1 ieiφ 0 0 ]T e−ike,+
x x1

+ an,2[−1 ieiφ 0 0 ]T e−ike,−
x x1

+ bn,1[0 0 1 ie−iφ]T eik
h,−
x x1

+ bn,2[0 0 − 1 ie−iφ]T eik
h,+
x x1 , x1 < 0,

(35)

Ψ̃m(x2) = Ψ̃L
in,m(x2)

+ ãm,1[ 1 ieiφ 0 0 ]T e−ike,+
x x2

+ ãm,2[−1 ieiφ 0 0 ]T e−ike,−
x x2

+ b̃m,1[0 0 1 ie−iφ]T eik
h,−
x x2

+ b̃m,2[0 0 − 1 ie−iφ]T eik
h,+
x x2 , x2 < 0,

(36)

if n = z. The particles incoming from the left are described
by

ΨL
in,1(x1) = [ 1 ieiφ 0 0 ]T eik

e,+
x x1 ,

ΨL
in,2(x1) = [−1 ieiφ 0 0 ]T eik

e,−
x x1 ,

ΨL
in,3(x1) = [0 0 1 ie−iφ]T e−ikh,−

x x1 ,

ΨL
in,4(x1) = [0 0 − 1 ie−iφ]T e−ikh,+

x x1

(37)

and

Ψ̃L
in,1(x2) = [ 1 ieiφ 0 0 ]T eik

e,+
x x2 ,

Ψ̃L
in,2(x2) = [−1 ieiφ 0 0 ]T eik

e,−
x x2 ,

Ψ̃L
in,3(x2) = [0 0 1 ie−iφ]T e−ikh,−

x x2 ,

Ψ̃L
in,4(x2) = [0 0 − 1 ie−iφ]T e−ikh,+

x x2 .

(38)

ΨL
in,5(x1) = ΨL

in,6(x1) = ΨL
in,7(x1) = ΨL

in,8(x1) =

Ψ̃L
in,5(x2) = Ψ̃L

in,6(x2) = Ψ̃L
in,7(x2) = Ψ̃L

in,8(x2) = 0. Above,

k
e(h),+(−)
x = ke(h),+(−) cos(φ) are the allowed kx values,

where

ke(h),+(−) = {[(λη/2)2 + η(µ± ω + iδ)]1/2 ±±′λη/2}1/2.
(39)

± correspond to electrons and holes, respectively, and ±′ cor-
respond to the two different spin-mixed states. We define
k
e(h),+(−)
x to be positive by setting φ ∈ [−π/2, π/2].
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The singlet and triplet retarded anomalous Green’s functions

From the scattering wave functions, we construct the re-
tarded Green’s function in Nambu ⊗ spin space [13, 14],

Gr(x1 > x2, py;ω) =

4∑

n,m=1

αnmΨn(x1, py)Ψ̃
T
m+4(x2, py),

(40)

Gr(x1 < x2, py;ω) =

4∑

n,m=1

βnmΨn+4(x1, py)Ψ̃
T
m(x2, py).

(41)

The coefficients αnm and βnm are found from the boundary
conditions of the retarded Green’s function at x1 = x2 [13,
14],

[Gr(x1 > x2, py;ω)]x1=x2 = [Gr(x1 < x2, py;ω)]x1=x2 ,

[∂x1G
r(x1 > x2, py;ω)]x1=x2

− [∂x1G
r(x1 < x2, py;ω)]x1=x2 = ητ̂3σ̂0,

(42)

We rewrite to the center of mass coordinateX ≡ (x1+x2)/2,
and the relative coordinate x ≡ x1 − x2, and calculate the
even- and odd-frequency singlet and triplet anomalous contri-
butions to the retarded Green’s functions according to Eqs. (4)
and (5) in the letter. We use that

F r
0 (X, x, py;ω) ≡[Gr

1,4(X, x, py;ω)

− Gr
2,3(X, x, py;ω)]/2,

F r
1 (X, x, py;ω) ≡ Gr

1,3(X, x, py;ω),

F r
2 (X, x, py;ω) ≡ Gr

2,4(X, x, py;ω),

F r
3 (X, x, py;ω) ≡[Gr

1,4(X, x, py;ω)

+ Gr
2,3(X, x, py;ω)]/2.

(43)

The SOC/S system, n = x

For simplicity of notation, we define ke1 ≡ ke,↑x , ke2 ≡
ke,↓x , kh1 ≡ kh,↓x , and kh2 ≡ kh,↑x . On the side of the interface
with Rashba-like spin-orbit coupling, where x1, x2 < 0, the
nonzero even- and odd-frequency singlet and triplet retarded

anomalous Green’s functions are given by

F r,E
0 (X, x, py;ω) =

η

2i
u0v0(q

+
x + q−x )

∑

l=1,2

1

Dl
e−i(kel−khl)X cos[(kel + khl)x/2],

F r,O
0 (X, x, py;ω) =

η

2
u0v0(q

+
x + q−x )

∑

l=1,2

1

Dl
e−i(kel−khl)X sin[(kel + khl)x/2],

F r,E
3 (X, x, py;ω) =

η

2i
u0v0(q

+
x + q−x )

∑

l=1,2

(−1)l−1 1

Dl
e−i(kel−khl)X cos[(kel + khl)x/2],

F r,O
3 (X, x, py;ω) =

η

2
u0v0(q

+
x + q−x )

∑

l=1,2

(−1)l−1 1

Dl
e−i(kel−khl)X sin[(kel + khl)x/2],

(44)

where

Dl ≡u2
0(kel + q+x )(khl + q−x ) + v20(khl − q+x )(−kel + q−x ).

(45)

On the superconducting side of the interface, where x1, x2 >
0, the nonzero even- and odd-frequency singlet and triplet re-
tarded anomalous Green’s functions are given by

F r,E
0 (X, x, py;ω) = − η

2i

u0v0
(u2

0 − v20)

{
ei(q

+
x −q−x )X

cos[(q+x + q−x )x/2]
∑

l=1,2

1

Dl
(kel + khl)

−
(

1

q+x
eiq

+
x |x| +

1

q−x
e−iq−x |x|

)

−1

2

∑

l=1,2

(
El

Dl

1

q+x
e2iq

+
x X +

Fl

Dl

1

q−x
e−2iq−x X

)}
,

F r,O
0 (X, x, py;ω) =

η

2
u0v0e

i(q+x −q−x )X

sin[(q+x + q−x )x/2]
∑

l=1,2

1

Dl
(kel + khl),

F r,E
3 (X, x, py;ω) = − η

2i

u0v0
(u2

0 − v20)

{
ei(q

+
x −q−x )X

cos[(q+x + q−x )x/2]
∑

l=1,2

(−1)l−1 1

Dl
(kel + khl)

−1

2

∑

l=1,2

(−1)l−1

(
El

Dl

1

q+x
e2iq

+
x X +

Fl

Dl

1

q−x
e−2iq−x X

)}
,

F r,O
3 (X, x, py;ω) =

η

2
u0v0e

i(q+x −q−x )X

sin[(q+x + q−x )x/2]
∑

l=1,2

(−1)l−1 1

Dl
(kel + khl),

(46)
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where

El ≡u2
0(kel − q+x )(−khl − q−x ) + v20(khl + q+x )(kel − q−x ),

Fl ≡u2
0(kel + q+x )(−khl + q−x ) + v20(khl − q+x )(kel + q−x ).

(47)

There are no equal-spin triplets in the system.

The F/S system

The even- and odd-frequency singlet and triplet retarded
anomalous Green’s functions of the F/S system are given by
the same expressions as for the SOC/S system with n = x
if we let F r,E

3 (X, x, py;ω) ↔ F r,O
3 (X, x, py;ω) in Eqs. (44)

and (46). There are no equal-spin triplets in the system.

The symmetries of the singlet and triplet retarded anomalous
Green’s functions

Finally, we investigate the spatial symmetries of the sin-
glet and triplet retarded anomalous Green’s functions of the
SOC/S systems with n = x and n = z and the F/S sys-
tem with m||z. Px is inversion of the relative x coordinate,
x → −x. Py is inversion of the momentum along the y axis,
py → −py . P is total spatial inversion, and must be 1 for
FE
0 and FO

3 , and -1 for FO
0 and FE

3 , according to the Pauli
principle. For P = 1, we may have Px = Py = 1, which de-
scribes an s- or a dx2−y2-wave amplitude, or Px = Py = −1,
which describes a dxy-wave amplitude. For P = −1, we may
have Px = 1 and Py = −1, which describes a py-wave ampli-
tude, or Px = −1 and Py = 1, which describes a px-wave
amplitude. Considering P, Px, and Py is not sufficient for
determining whether a Green’s function has an s-wave or a
dx2−y2-wave symmetry. In order to prove the presence of s-
wave singlets and triplets, we apply the Fourier transform,

F
r,E(O)
0(3) (X, px, py;ω)

=

∫ ∞

∞
dx F

r,E(O)
0(3) (X, x, py;ω)e

−ipxx,
(48)

and set px and py to zero, which is equivalent to integrating
over all spatial coordinates.

The SOC/S system, n = x

The symmetries of the Green’s functions in Eqs. (44) and
(46) under Px, Py and P are given in Table I. We see from
the table that F r,E

0 can represent s- and dx2−y2-wave sin-
glets, F r,O

0 represents px-wave singlets, F r,E
3 represents a

py-wave opposite-spin triplets, and F r,O
3 represents dxy-wave

opposite-spin triplets. By integrating over all of space, we find
that s-wave singlets are present.

Px Py P
F r,E
0 1 1 1

F r,O
0 −1 1 −1

F r,E
3 1 −1 −1

F r,O
3 −1 −1 1

Table I. The above table shows the parities of the SOC/S system with
n = x under x → −x (Px), py → −py (Py), and total spatial inver-
sion (P) for the nonzero singlet and triplet even- and odd-frequency
retarded anomalous Green’s functions given in Eqs. (44) and (46).

The SOC/S system, n = z

The symmetries of the Green’s functions of the SOC/S sys-
tem for n = z are shown in Table II. These were found nu-
merically by the same approach as for the two other systems.
We see that the same singlet and opposite-spin triplet ampli-
tudes are present as for n = x. In addition, we have nonzero
equal-spin triplet amplitudes, that are a mix of triplet ampli-
tudes with different symmetries under Px and Py . F r,E

1 and
F r,E
2 are therefore a mix of px- and py-wave even-frequency

triplets, while F r,O
1 and F r,O

2 are a mix s- and d-wave triplets.

Px Py P
F r,E
0 1 1 1

F r,O
0 −1 1 −1

F r,E
3 1 −1 −1

F r,O
3 −1 −1 1

F r,E
1 - - −1

F r,O
1 - - 1

F r,E
2 - - −1

F r,O
2 - - 1

Table II. The above table shows the parities of the SOC/S system
with n = z under x1 ↔ −x2 (Px), py → −py (Py), and total spa-
tial inversion (P) for the singlet and triplet even- and odd-frequency
retarded anomalous Green’s functions present in the system. In ad-
dition to the singlets and triplets present for n = x shown in Table I,
we have nonzero equal-spin triplet amplitudes with mixing (-) of the
possible symmetries in Px and Py.

The F/S system

Table III shows the symmetries of the even- and odd-
frequency singlet and triplet retarded anomalous Green’s
functions of the F/S system under Px, Py , and P. Due to the
lack of symmetry breaking in the y direction, we must con-
clude that there are no py- or d-wave symmetries present.
The nonzero singlet and triplet retarded anomalous Green’s
functions are therefore the s-wave even-frequency singlet, the
px-wave odd-frequency singlet, the px-wave even-frequency
opposite-spin triplet and the s-wave odd-frequency opposite-
spin triplet.
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Px Py P
F r,E
0 1 1 1

F r,O
0 −1 1 −1

F r,E
3 −1 1 −1

F r,O
3 1 1 1

Table III. The above table shows the parities of the F/S system under
x → −x (Px), py → −py (Py), and total spatial inversion (P).
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Spin pumping between noncollinear ferromagnetic insulators through thin superconductors

Haakon T. Simensen , Lina G. Johnsen , Jacob Linder, and Arne Brataas
Center for Quantum Spintronics, Department of Physics, Norwegian University of Science and Technology, NO-7491 Trondheim, Norway

(Received 25 November 2020; revised 11 January 2021; accepted 12 January 2021; published 22 January 2021)

Dynamical magnets can pump spin currents into superconductors. To understand such a phenomenon, we
develop a method utilizing the generalized Usadel equation to describe time-dependent situations in supercon-
ductors in contact with dynamical ferromagnets. Our proof-of-concept theory is valid when there is sufficient
dephasing at finite temperatures, and when the ferromagnetic insulators are weakly polarized. We derive the
effective equation of motion for the Keldysh Green’s function focusing on a thin film superconductor sandwiched
between two noncollinear ferromagnetic insulators, one of which is dynamical. In turn, we compute the spin
currents in the system as a function of the temperature and the magnetizations’ relative orientations. When the
induced Zeeman splitting is weak, we find that the spin accumulation in the superconducting state is smaller than
in the normal states due to the lack of quasiparticle states inside the gap. This feature gives a lower backflow spin
current from the superconductor as compared to a normal metal. Furthermore, in superconductors, we find that
the ratio between the backflow spin current in the parallel and antiparallel magnetization configuration depends
strongly on temperature, in contrast to the constant ratio in normal metals.

DOI: 10.1103/PhysRevB.103.024524

I. INTRODUCTION

Superconductivity and ferromagnetism are conventionally
considered antagonistic phenomena. Superconductors (SCs)
in contact with ferromagnets (FMs) lead to mutual suppres-
sion of both superconductivity and ferromagnetism [1,2].
Despite this apparent lack of compatibility, several intriguing
effects also emerge from the interplay between superconduc-
tivity and ferromagnetism [3,4]. A singlet s-wave SC either
in proximity with an inhomogeneous exchange field [5], or
experiencing a homogeneous exchange field and spin-orbit
coupling [6,7], induces spin-polarized triplet Cooper pairs.
The generation of spin-polarized Cooper pairs is of particu-
lar interest, paving the way for realizing dissipationless spin
transport [4]. In recent developments, the combination of
magnetization dynamics and superconductivity has gained
attention. This is motivated by spin-pumping experiments
reporting observations of pure spin supercurrents [8,9]. Ex-
hibiting a wide range of interesting effects and phenomena,
SC-FM hybrids are promising material combinations in the
emerging field of spintronics [10].

It is well known that the precessing magnetization in FMs
generates spin currents into neighboring materials via spin
pumping [11–13]. The injection of a spin current into a neigh-
boring material generates a spin accumulation, which in turn
gives rise to a backflow spin current into the FM. Spin pump-
ing has a reactive and a dissipative component, characterized
by how it affects the FM’s dynamics. Reactive spin currents
are polarized along the precession direction of the magnetiza-
tion, ṁ, and they cause a shift in the ferromagnetic resonance
(FMR) frequency. Dissipative spin currents resemble Gilbert
damping and are polarized along m × ṁ, relaxing the magne-
tization toward its principal axis. The dissipative spin current

enhances the effective Gilbert damping coefficient [14], and
broadens the FMR linewidth [12,15].

In SCs, both quasiparticles and spin-polarized triplet
Cooper pairs can carry spin currents. In the absence of spin-
polarized triplet pairs, spin pumping is typically much weaker
through a superconducting contact than a normal metal (NM)
[16,17]. The reduced efficiency is because the supercon-
ducting gap � prevents the excitation of quasiparticles by
precession frequencies ω < 2�. When spin-polarized triplet
pairs are present, spins can flow even for low FMR fre-
quencies as pure spin supercurrents. Reference [8] reported
evidence for such pure spin supercurrents. An enhanced FMR
linewidth was measured in a FM–SC–heavy-metal hybrid
system as it entered the superconducting state, which is a sig-
nature of an enlarged dissipative spin current [18]. The authors
attributed this observation to spin transport by spin-polarized
triplet pairs. These findings and the rapid development of
spintronics have lately sparked a renewed interest in spin
transport through FM|SC interfaces [9,19–27]. Several earlier
works have also considered spin transport resulting from mag-
netization dynamics in SC-FM hybrids [28–35].

Progress has been made in developing a theoretical under-
standing of the spin pumping through SCs [17,19,21–23,25].
For instance, assuming suppression of the gap at the interface,
Ref. [17] computed the reduced spin-pumping efficiency in
the superconducting state using quasiclassical theory. How-
ever, to the best of our knowledge, a full understanding of
the boundary conditions’ complicated time dependence be-
tween dynamical ferromagnets and superconductors is not
yet in place. This development is required to give improved
spin-pumping predictions in multilayers of FMs, SCs, and
NMs. Furthermore, spin-pumping in superconducting sys-
tems with a noncollinear magnetization configuration remains
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theoretically underexplored, but it can provide additional in-
sight into spin-transport properties.

We present a self-consistent method designed to solve the
explicit time dependence arising from magnetization dynam-
ics by using the generalized Usadel equation. The explicit
time dependence complicates the treatment and understanding
of spin-transport properties. We aim to describe a consistent
proof-of-concept approach that is as simple as possible to
understand. We will therefore use simplifying assumptions
that are justified in weak insulating ferromagnets. Hopefully,
the main message is then less hindered by subtleties. (i) We
explore trilayers with a thin film SC between two noncollinear
ferromagnetic insulators (FMIs). (ii) We exclusively consider
the imaginary part of the spin-mixing conductance in the
contacts between the FMIs and the SC film. (iii) We consider
insulating ferromagnets. The first assumption requires that the
interface resistance is larger than the superconductor’s bulk
resistance in the normal state, and that the superconductor is
thinner than the coherence length. The second assumption is
valid in weak ferromagnets.

Our first main result is the equation of motion for the
Green’s function in the SC film when the magnetization
precesses. Based on these results, we present quantitative
predictions for the spin current as a function of temperature
and the relative magnetization orientation between the FMIs.

II. THE GENERALIZED USADEL EQUATION AND ITS
SOLUTION

In this section, we will first present the generalized Usadel
equation, taking into account the magnetization precession.
We will demonstrate that it is possible to find an approxi-
mate solution to the time dependence when the precession
frequency is sufficiently slow. In superconductors, we will
discuss how this approach requires sufficient dephasing, since
otherwise the peaks in the density of states invalidate the
adiabatic assumption. Finally, we will solve the generalized
Usadel equation and compute the resulting spin-current driven
by the magnetization precession. Our analytical approach is
supplemented by a numerical solution demonstrating the con-
sistency of our assumptions.

A. The Generalized Usadel equation in a FMI|SC|FMI trilayer

The generalized Usadel equation determines the time evo-
lution of the electron Green’s function Ǧ in the dirty limit. In
a SC the generalized Usadel equation reads [36]

− iD∇Ǧ ◦ ∇Ǧ + i∂t1 τ̂3Ǧ(t1, t2) + iǦ(t1, t2)∂t2 τ̂3

+ [�̂(t1)δ(t1 − t ′) ◦, Ǧ(t ′, t2)] = 0, (1)

where D is the diffusion coefficient and δ(t ) is the Dirac delta
function. The symbol ◦ denotes time convolution,

(a ◦ b)(t1, t2) =
∫ ∞

−∞
dt ′a(t1, t ′)b(t ′, t2), (2)

IMF CS FMI

e

e

FIG. 1. FMI|SC|FMI trilayer. The superconductor is a thin film.
The large red arrows depict the magnetic moments of localized d
electrons in the FMIs. The green cloud illustrates a gas of s electrons
with spin up (red) and down (blue). An attractive interaction between
the s electrons (red sawtooth-like line) gives rise to superconductiv-
ity. The s-d exchange interaction at the interfaces gives rise to the
indirect exchange interaction between the left and right FMI (wiggly
gray lines). The precessing magnetization in the left FMI gives rise
to spin currents js

L and js
R from the FMIs into the SC.

and [a ◦, b] = a ◦ b − b ◦ a. Ǧ and �̂ are matrices,

Ǧ =
(

ĜR ĜK

0 ĜA

)
, �̂ =

⎛
⎜⎝

0 0 0 �

0 0 −� 0
0 �∗ 0 0

−�∗ 0 0 0

⎞
⎟⎠, (3)

where R, A, and K denote the retarded, advanced, and Keldysh
components, respectively. � is the superconducting gap. We
choose to work in the gauge where � = �∗ is real. In our
notation, the hat (e.g., Ĝ) denotes 4 × 4 matrices in the sub-
space of particle-hole ⊗ spin space. The inverted hat (e.g.,
Ǧ) denotes matrices spanning Keldysh space as well. σi are
Pauli matrices spanning spin space, where i ∈ {0, x, y, z},
and σ0 is the identity matrix. τi are Pauli matrices span-
ning particle-hole space, where i ∈ {0, 1, 2, 3}, and τ0 is the
identity matrix. To simplify the notation, we will omit outer
product notation between matrices in spin and particle-hole
space. Consequently, τiσ j should be interpreted as the outer
product of the matrices τi and σ j . Moreover, we use the
following notation for matrices that are identity matrices in
spin space: τ̂i ≡ τiσ0.

We consider thin film SCs sandwiched between two iden-
tical, homogeneous, weakly magnetized FMIs, illustrated in
Fig. 1. Because of the insulating nature of the FMIs, we disre-
gard any tunneling through the FMIs. The interaction between
electrons in the SC region and the FMIs is therefore localized
at the interfaces. This s-d exchange interaction couples the
localized d electrons in the FMIs to the s electrons in the
SC at the interface. In thin film SCs, where the thickness of
the superconductor is much shorter than the coherence length,
LS 	 ξS , we can approximate the effect of the s-d exchange
interaction as an induced, homogeneous magnetic field in the
SC [37–40]. Furthermore, in computing the transport prop-
erties, this assumption requires that the interface resistances
(inverse ”mixing” conductances) are larger than the SC’s bulk
resistance in the normal state. When LS 	 ξS , the Green’s
function changes little throughout the SC, and we therefore
neglect the gradient term in the generalized Usadel equation
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within the SC. The resulting effective generalized Usadel
equation for the FMI|SC|FMI trilayer then reads

i∂t1 τ̂3Ǧ(t1, t2) + iǦ(t1, t2)∂t2 τ̂3 + [�̂(t1)δ(t1 − t ′) ◦, Ǧ(t ′, t2)]

+ meff [m(t1) · σ̂δ(t1 − t ′) ◦, Ǧ(t ′, t2)] = 0, (4)

where m(t ) = mL(t ) + mR(t ), and where mL/R is the magne-
tization unit vector for the left/right FMI. meff is the effective
magnetic field that each of the two identical FMIs would
separately induce in the SC (in units of energy), and σ̂ =
diag(σ, σ∗), where σ is the vector of Pauli matrices in spin
space. Note that when mL = −mR, the effective magnetic
field in the superconductor vanishes, in agreement with the
conclusions of Ref. [41].

The effective generalized Usadel Eq. (4) was phenomeno-
logically derived. We find the same equation by including
boundary conditions to the FMIs [42,43], and then averaging
the Green’s function over the thickness of the superconductor.
In principle, one could also have included other terms that are
higher order in both the Green’s functions and magnetizations.
However, we consider weak ferromagnets, where the phase
difference �ϕ = ϕ↑ − ϕ↓ in the spin-dependent reflection co-
efficients r↑/↓ is small. Then it is sufficient to include the
imaginary part of the spin mixing conductance, which results
in Eq. (4). In other words, we disregard the real part of the
mixing conductance, which is central in strong ferromagnets
[17].

B. Gradient expansion in time and energy

The Green’s function Ǧ(t1, t2) correlates wave functions
at times t1 and t2. By shifting variables to relative time
τ ≡ t1 − t2 and absolute time t ≡ (t1 + t2)/2, and performing
a Fourier transformation in the relative time coordinate, the
following identity holds [44,45]:

F {(a ◦ b)(t1, t2)} = exp

{
i

2

(
∂a

E∂b
t − ∂a

t ∂b
E

)}
a(E , t )b(E , t ),

(5)

where F denotes Fourier transform in τ , a(E , t ) and b(E , t )
are the Fourier transforms of a(τ, t ) and b(τ, t ) in the relative
time coordinate, and ∂

a(b)
E (t ) denotes partial differentiation of the

function a (b) with respect to the variable E (t). We will now
Fourier transform and rewrite the generalized Usadel Eq. (4)
into (E , t ) coordinates.

The first two terms of Eq. (4) contain time differential oper-
ators. After rewriting these terms as the relative and absolute
time coordinates, and Fourier-transforming the relative time
coordinate, we find [46]

F {
i∂t1 τ̂3Ǧ(t1, t2) + iǦ(t1, t2)∂t2 τ̂3

}
= E [τ̂3, Ǧ(E , t )] + i

2
{τ̂3, ∂t Ǧ(E , t )}. (6)

The remaining two terms in Eq. (4) contain commutators
of time convolutions of one-point functions �(t1) and m(t1)
and the Green’s function Ǧ(t1, t2). These two terms transform
equally. We will therefore consider only the term containing
the magnetization in detail. By straightforward substitution
into the term containing the magnetization of Eq. (4) into

Eq. (5), we find that

F {[m(t1) · σ̂δ(t1 − t ′) ◦, Ǧ(t ′, t2)]}

= exp

{
− i

2
∂m

t ∂ Ǧ
E

}
m(t ) · σǦ(E , t )

− exp

{
i

2
∂m

t ∂ Ǧ
E

}
Ǧ(E , t )m(t ) · σ. (7)

In the following, we drop the arguments E and t to ease the
notation.

We proceed by expanding the exponential function with
differential operators,

exp

{
− i

2
∂m

t ∂ Ǧ
E

}
(m · σ)Ǧ − exp

{
i

2
∂m

t ∂ Ǧ
E

}
Ǧ(m · σ)

= [(m · σ̂ ), Ǧ] −
(

i

2

)
{∂t (m · σ̂), ∂E Ǧ}

+ 1

2!

(
i

2

)2[
∂2

t (m · σ̂), ∂2
E Ǧ

]

− 1

3!

(
i

2

)3{
∂3

t (m · σ̂), ∂3
E Ǧ

} + (· · · ), (8)

where {. . . , . . . } denotes an anticommutator. Here and later
on, for ease of notation, we drop the superscript of the differ-
ential operators. Instead, we let the differential operators only
act on the factor directly to the right of it. We keep terms only
up to linear order in the gradients. This is justified when∣∣∣∣ 1

23

[
∂n

t (m · σ̂ ), ∂n
E Ǧ

]
i j

∣∣∣∣ 	 ∣∣[∂n−2
t (m · σ̂ ), ∂n−2

E Ǧ
]

i j

∣∣, (9)∣∣∣∣ 1

23

{
∂n

t (m · σ̂), ∂n
E Ǧ

}
i j

∣∣∣∣ 	 ∣∣{∂n−2
t (m · σ̂ ), ∂n−2

E Ǧ
}

i j

∣∣, (10)

where ∂n
t denotes the nth partial derivative with respect to t .

The magnetization precesses at a frequency ω. Therefore, ω

must be much smaller than the energy gradient of the Green’s
function. First, to avoid a diverging energy gradient of the
Green’s function, we assume finite temperatures. Second, we
add a phenomenological dephasing parameter δ = 1/τdep to
the Green’s function, E → E + iδ, where τdep is a character-
istic dephasing time. We then find that the requirements (9)
and (10) are satisfied when (ωτdep)2/8 	 1 and (ωβ )2/8 	 1,
where β = 1/kBT is the inverse temperature.

To linear order, the effective generalized Usadel equation
in the FMI|SC|FMI trilayer reads

E [τ̂3, Ǧ] + i

2
{τ̂3, ∂t Ǧ} + [�̂, Ǧ] − i

2
{∂t�̂, ∂E Ǧ}

+ meff [m · σ̂, Ǧ] − imeff

2
{∂t m · σ̂, ∂E Ǧ} = 0. (11)

In the next section, we will supplement this equation with
terms arising from spin-memory loss.

C. Spin relaxation

To obtain a realistic model, we additionally need to include
some sort of spin relaxation mechanism in the generalized
Usadel Eq. (11). As a simple model, we model the relaxation
as a coupling to a NM reservoir, parametrized by the coupling
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coefficient V . This coupling relaxes the Green’s function in
the SC toward the equilibrium solution around the Fermi
level in the NM reservoir. The effective generalized Usadel
equation including this relaxation reads

E [τ̂3, Ǧ] + i

2
{τ̂3, ∂t Ǧ} + [�̂, Ǧ] − i

2
{∂t�̂, ∂E Ǧ}

+ meff [m · σ̂, Ǧ] − imeff

2
{∂t m · σ̂, ∂E Ǧ}

+ iV [Ň, Ǧ] − V

2
{∂E Ň, ∂t Ǧ} = 0, (12)

where Ň is the equilibrium Green’s function in the NM
reservoir. Additionally, this coupling gives a dephasing E →
E − iV in the Green’s function in the SC. This relaxation is
therefore a possible source of the dephasing which we have
already introduced in Sec. II B.

D. Parametrization

We now aim to express the generalized Usadel Eq. (12) in
a form that is easier to treat both analytically and numerically.
We use a parametrization [47] that maps the eight nonzero
components of ĜR, ĜA, and ĜK onto two scalars (charge

sector) and two vectors (spin sector), one of each reflecting
the normal and anomalous parts of the Green’s function. We
expand the Green’s function as (this applies to the R, A, and
K components)

Ĝ =
∑

i∈{0,1,2,3}

∑
j∈{0,x,y,z}

Gi jτiσ j, (13)

where Gi j = 1
4 TrĜτiσ j . We gather the nonzero components

into the following functions:

G0 ≡ G30,

G ≡ [G0x, G3y, G0z],

F0 ≡ G1y,

F ≡ [−G2z, G10, G2x].

(14)

The scalar G0 and the vector G describe the diagonal elements
in particle-hole space of Ĝ. The scalar F0 and the vector F
characterize the corresponding anomalous off-diagonal ele-
ments of Ĝ. By inserting the definitions (13) and (14) into
the effective generalized Usadel Eq. (12), we arrive at the
following parametrized differential equations for the normal
components:

∂GR/A
0

∂t
= meff

(
∂GR/A

∂E

)
·
(

∂m
∂t

)
− i

(
∂F R/A

0

∂E

)(
∂�

∂t

)
, (15)

∂GR/A

∂t
= 2meff (GR/A × m) + meff

(
∂GR/A

0

∂E

)(
∂m
∂t

)
− i

(
∂�

∂t

)(
∂FR/A

∂E

)
, (16)

∂GK
0

∂t
= meff

(
∂GK

∂E

)
·
(

∂m
∂t

)
− i

(
∂F K

0

∂E

)(
∂�

∂t

)
− 2V

[
GK

0 − (
GR

0 − GA
0

)
tanh

(
βE

2

)]
− iV

β

2

(
∂GR

0

∂t
+ ∂GA

0

∂t

)
sech2

(
βE

2

)
,

(17)
∂GK

∂t
= 2meff (GK × m) + meff

(
∂GK

0

∂E

)(
∂m
∂t

)
− i

(
∂�

∂t

)(
∂FK

∂E

)

− 2V

[
GK − (GR − GA) tanh

(
βE

2

)]
− iV

β

2

(
∂GR

∂t
+ ∂GA

∂t

)
sech2

(
βE

2

)
. (18)

We also obtain additional equations given in Appendix A
for the anomalous components F0 and F for the R, A, and
K components. These equations (A1)–(A4) are large and less
transparent algebraic expressions. Lastly, we need the gap
equation,

� = −i
N0λ

4

∫ ωD

−ωD

dE F K
0 , (19)

where ωD is the Debye cutoff energy, N0 is the Fermi-level
electron density of states, and λ is the BCS electron-phonon
coupling constant. We will hereafter refer to �0 as the gap
at zero temperature, and � as the gap at the temperature and
effective magnetic field that is being considered.

For a self-consistent solution, all of the equations (15)–
(18), (A1)–(A4), and (19) are needed. If we assume a static
gap, however, only Eqs. (15)–(18) are needed to determine the
time evolution of the Green’s functions once we know their
solution at a given time t .

E. Spin currents and effects on FMR

The magnetization dynamics in FMs generates spin cur-
rents into neighboring materials. In the trilayer FMI|SC|FMI
under consideration, these spin currents read

js
X,x = − iN0meff

8

∫ ∞

−∞
dE Tr{σxτ3[mX · σ̂ ◦, Ǧ]K}, (20)

js
X,y = − iN0meff

8

∫ ∞

−∞
dE Tr{σyτ0[mX · σ̂ ◦, Ǧ]K}, (21)

js
X,z = − iN0meff

8

∫ ∞

−∞
dE Tr{σzτ3[mX · σ̂ ◦, Ǧ]K}, (22)

where mX is the magnetization at interface X ∈ {L, R}, and
where positive signs indicate spin-currents going from the
FMIs into the SC. After expanding the convolution products
in Eqs. (20)–(22) to first order in time and energy gradients,
we find

js
X = N0meff

4

∫ ∞

−∞
dE

[
1

2

(
∂GK

0

∂E

)(
∂mX

∂t

)
+ (GK × mX )

]
.

(23)
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The first term in this expression is the so-called spin-
pumping current arising from the imaginary part of the
mixing conductance. The spin-pumping current equals
jp = (N0meff/2)∂mX /∂t both in SCs and NMs. The second
term in Eq. (23) is the backflow spin current jb due to spin-
accumulation in the SC [48]. The spin-pumping current is
independent of temperature, relative magnetization angles,
and of whether the system is superconducting or not. The
backflow spin current depends on these system parameters,
and it will therefore be our main focus henceforth.

If we assume that the magnetizations of the FMIs are
uniform, the Landau-Lifshitz-Gilbert equation for the left FMI
can be written

∂mL

∂t
= −γ0mL × Beff + α0

(
mL × ∂mL

∂t

)
− γ0

Msd
js
L, (24)

where γ0 is the gyromagnetic ratio of the ferromagnetic spins,
Beff is the effective field in the FMI, α0 is the Gilbert damping
parameter, Ms is the saturation magnetization in the FMI, and
d is the thickness of the FMI. If we express js

L in reactive
and dissipative components, js

L = Cr
∂mL
∂t + Cd (mL × ∂mL

∂t ),
we find the following renormalized properties in the FM:

γ0 → γ = γ0

1 + Crγ0

Msd

, (25)

α0 → α = γ

γ0

(
α0 + Cdγ0

Msd

)
. (26)

For later convenience, we define the reactive and dissipative
spin currents, js

r ≡ Cr
∂mL
∂t and js

d ≡ Cd (mL × ∂mL
∂t ).

III. RESULTS AND DISCUSSIONS

We will now use the equations of motion of (15)–(18),
(A1)–(A4), and the gap Eq. (19), to find the spin current
generated by FMR in a FMI|SC|FMI trilayer. We consider
homogeneous magnetizations mL and mR in the left and right
FMIs, respectively. The angle between the principal axes of
the magnetizations is θ . The left magnetization is precessing
circularly around its principal axis at a precession angle ϕ with
angular frequency ω. The right magnetization is static. The
system is illustrated in Fig. 1.

We will initially search for an analytical solution by treat-
ing the dynamic magnetization component as a perturbation
from an equilibrium solution. Due to the complexity of the
equations, we first assume that the gap is static. This approxi-
mation enables us to solve the problem for arbitrary relaxation
V . Section III A presents this analytical approach. In prin-
ciple, it is also possible to find a self-consistent analytical
solution. However, the solution becomes extremely complex
in the presence of relaxation due to the coupling between
the retarded/advanced and Keldysh Green’s functions. Hence,
the full self-consistent problem is better suited for numer-
ical treatments. In Sec. III B, we compare the results of a
self-consistent numerical solution to the analytical solution in
Sec. III A. We additionally outline a self-consistent analytical
solution in Appendix B in the absence of relaxation. This latter
solution has restricted physical relevance, but is supplied for
the convenience of further work in this framework.

A. Analytical solution with static gap approximation

We first separate the magnetization vector m into a
static and a dynamic component, m = m(0) + m(1). The static
component m(0) = m(0)

L + m(0)
R is the sum of the static magne-

tizations of the left and right FMIs. The dynamic component
m(1) is the dynamic part of mL. It has magnitude δm and
precesses around the z axis with angular frequency ω, m(1) =
δm[cos(ωt ), sin(ωt ), 0]. This decomposition of the magne-
tization vectors is illustrated in Fig. 1. We now assume the
following: (i) The dynamic magnetization component is much
smaller than the gap, meffδm 	 �. (ii) The fluctuations in
the gap are much smaller than the dynamic magnetization
amplitude, δ� 	 meffδm.

Assumption (i) enables us to expand the Keldysh Green’s
function components in the perturbation δm,

GK
0 = GK (0)

0 + GK (1)
0 + (· · · ),

GK = GK (0) + GK (1) + (· · · ),
(27)

where the nth-order terms are assumed to be ∝δmn. We con-
sider the first-order expansion in δm only, and we choose
therefore to disregard second- and higher-order terms. As-
sumption (ii) implies that the generalized Usadel equations
for the advanced and retarded Green’s functions [Eqs. (15)
and (16)] decouple from the Keldysh component. In what fol-
lows, we will derive the solution for the Keldysh component.
The retarded/advanced Green’s functions can then be found
simply by substituting K → R/A and by setting V = 0 in the
Keldysh component solution.

To first order in δm, the effective generalized Usadel equa-
tions for the Keldysh component read

∂GK (1)
0

∂t
= meff

(
∂GK (0)

∂E

)
·
(

∂m(1)

∂t

)

− 2V

[
GK (1)

0 − (
GR(1)

0 − GA(1)
0

)
tanh

(
βE

2

)]
,

(28)

∂GK (1)

∂t
= 2meff (GK (0) × m(1) + GK (1) × m(0) )

+ meff

(
∂GK (0)

0

∂E

)(
∂m(1)

∂t

)

− 2V

[
GK (1) − (GR(1) − GA(1) ) tanh

(
βE

2

)]
.

(29)

We propose the Ansätze

GK (1)
0 = GK (1)

0+ eiωt + GK (1)
0− e−iωt ,

GK (1) = GK (1)
+ eiωt + GK (1)

− e−iωt . (30)

After inserting the Ansätze in Eq. (30) into Eqs. (28) and (29),
we note that the differential equations separate into decoupled
equations for the +/− components. By solving for GK (1)

0± and
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GK (1)
± , we obtain

GK (1)
0± = meff

±ω

±ω + 2V

(
∂G(0)

∂E

)
· m(1)

±

+ 2V

±ω + 2V

(
GR(1)

0 − GA(1)
0

)
tanh

(
βE

2

)
, (31)

GK (1)
± = meffA−1

±ωB±ωm(1)
±

+ 2V A−1
±ω(GR(1) − GA(1) ) tanh

(
βE

2

)
, (32)

where the matrices A±ω and B±ω are defined as

A±ω =

⎛
⎜⎝

±iω + 2V −2meff m(0)
z 2meffm(0)

y

2meff m(0)
z ±iω + 2V −2meff m(0)

x

−2meffm(0)
y 2meffm(0)

x ±iω + 2V

⎞
⎟⎠, (33)

B±ω =

⎛
⎜⎝

±iωC(E ) −2GK (0)
z 2GK (0)

y

2GK (0)
z ±iωC(E ) −2GK (0)

x

−2G(0)
y 2GK (0)

x ±iωC(E )

⎞
⎟⎠, (34)

and where

C(E ) = tanh

(
βE

2

)(
∂GR(0)

0

∂E
− ∂GA(0)

0

∂E

)

+
([

GR(0)
0 − GA(0)

0

] − iV

[
∂GR(0)

0

∂E
+ ∂GA(0)

0

∂E

])

× β

2
sech2

(
βE

2

)
. (35)

The solution to GK (1) is particularly simple when θ = 0 or
θ = π . For θ = 0, we obtain

GK (1)
θ=0 = meff

(
2GK (0)

z + ωC(E )
) (4meff + ω)m(1) + 2V

ω
∂m(1)

∂t

(2V )2 + (4meff + ω)2

+ 2V 2m(1) − V
ω

(4meff + ω) ∂m(1)

∂t

(2V )2 + (4meff + ω)2
GK (0)

z , (36)

where we have inserted m(0)
z = 2. We observe that a finite V

introduces a component of GK parallel to ∂mL/∂t . When we
insert this component into the spin current in Eq. (23), we
see that it generates both a reactive and a dissipative backflow
current, jb

r and jb
d. Hence, even though the spin pumping

current is purely reactive, the backflow spin current can indeed
carry a dissipative part due to relaxation in the SC. Moreover,
we note that the effective magnetic field 2meff suppresses the
amplitude of GK (1). This feature is due to Hanle precession of
GK (1) around the effective magnetic field, which reduces the
effect of the excitation.

When θ = π , the Hanle precession is more or less absent
due to a very small effective magnetic field ∝meff sin ϕ. Under
the assumption that the precession angle is sufficiently small,
sin ϕ 	 ω/meff , we obtain

GK (1)
θ=π = meffωC(E )

ωm(1) + 2V
ω

∂m(1)

∂t

(2V )2 + ω2
. (37)

As a control check, we can verify that we obtain the instanta-
neous equilibrium solution (GR(1) − GA(1) ) tanh(βE/2) when
V � ω.

In the second line of C(E ) in Eq. (35), we have iso-
lated the source of nonequilibrium behavior of GK . This
nonequilibrium part arises from the energy gradient of
the distribution function, and is therefore proportional to
sech2( βE

2 ). In the normal metal limit, we have ∂GR
0 /∂E = 0,

and
∫ ∞
−∞ dE C(E ) = 4 is therefore constant and independent

of temperature. The spin current is therefore independent of
temperature in the NM limit.

The coefficient C(E ) in Eq. (35) predicts that the nonequi-
librium effects mostly arise within a thermal energy interval
±β−1 from the Fermi level. There are two tunable parame-
ters that affect the number of quasiparticle states within this
energy interval in a SC: First, at higher temperatures, the en-
ergy interval in which quasiparticles can be excited broadens.
The more overlap there is between this energy window and
the gap edge, the larger we expect the spin accumulation to
be. Another thermal effect is that the gap � decreases with
increasing temperature, which enhances the above-mentioned
effect. Second, the effective magnetic field introduces a spin-
split density of states, which pushes half of the quasiparticle
states closer to the Fermi level. An additional effect is that the
gap decreases with an increasing effective magnetic field, an
effect that moreover is temperature-dependent. Therefore, the
effective magnetic field also affects the number of quasipar-
ticle states within a thermal energy interval from the Fermi
level. Both the temperature and effective magnetic field can
hence be tuned to increase the spin accumulation. The spin
accumulation in turn generates a backflow spin current into
the FMIs. We therefore expect a larger backflow spin current
from a SC at higher temperatures and for stronger effective
magnetic fields.

We will now evaluate the angular and temperature de-
pendence of the backflow spin current for a particular
FMI|SC|FMI trilayer. We choose the parameters in the
SC so that they match those of Nb. That is, we choose
1/V = τsf/2π ∼ 10−10 s [49] and a critical temperature
Tc = 9.26 K [50]. Moreover, we use an effective magnetic
field strength meff = 0.1�0, and a magnetization precession
angle ϕ = arcsin(0.01). Last, we use a precession frequency
ω = 0.005�0 ≈ 10 GHz, which is an appropriate frequency
for, e.g., yttrium iron garnet (YIG). The relaxation introduces
a dephasing V = 0.05�0, which is sufficient to justify the
gradient expansion. The gap � = �(T, θ, meff ) is found by
solving the gap equation self-consistently [51] to zeroth order
in the dynamic magnetization, as well as checking that the free
energy of the superconducting state is lower than in the normal
metal state. The assumptions (i) and (ii) underlying the static
gap approximation can be satisfied for any effective field meff

providing we choose an appropriate precession amplitude, δm,
which can be tuned with the ac magnetic field used to excite
FMR in the FMI.

In the FMI|SC|FMI trilayer, the expression for the backflow
spin current in Eq. (23) implies that there is a static RKKY
contribution to the spin current. This RKKY contribution is
due to the finite GK close to the Fermi level. However, other
terms also contribute to the RKKY interaction beyond the
quasiclassical theory. Therefore, we subtract the instantaneous
RKKY-like static contribution to the spin current.

Figure 2 plots the backflow spin current as a function of θ

for two different temperatures, T = 0.1Tc and T = 0.9Tc. The
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FIG. 2. The reactive (red) and dissipative (blue) backflow spin
current, normalized to the density of states N0, as a function of θ

through the left interface of a FMI|SC|FMI trilayer for two different
temperatures, T = 0.1Tc (upper plot) and T = 0.9Tc (lower plot). We
have used the parameters given in the main text, with meff = 0.1�0.
In the lower plot, we have also plotted the spin current through an
analogous FMI|NM|FMI trilayer (dotted lines).

spin-pumping currents in both cases are purely reactive and
equal to jp/N0 = 10−5 J2/m. The first striking observation
is that the spin current is much lower in the SC system at
T = 0.1Tc than at T = 0.9Tc. Singlet pair formation hinders
injection of spin currents into the superconductor. Next, we
observe that the total spin current grows as θ approaches π ,
which is the case for both the SC and NM systems, and at both
temperatures. This is due to the decreased impact of Hanle
precession on the spin accumulation as the effective magnetic
field decreases. Moreover, we note that the reactive spin cur-
rent is favored close to θ = 0, whereas the dissipative spin
current is favored close to θ = π . This is because the Hanle
precession affects the reactive and dissipative spin current
differently. Inspecting Eq. (36), we see that the reactive and
dissipative spin current are suppressed by a factor ∝(meff )−1

and ∝(meff )−2 close to θ = 0, respectively. For large effective
magnetic fields, that is, close to θ = 0, the dissipative spin
current is therefore strongly suppressed compared to the re-
active spin current. Close to θ = π , where Hanle precession
is negligible, the reactive and dissipative spin currents are
suppressed ∝V −2 and ∝V −1, respectively, as can be seen in

FIG. 3. (a) The temperature dependence of the total spin current
in the superconducting system for two relative magnetization angles,
θ = 0 and θ = π . The spin current is normalized to the normal metal
limit, where the spin current is independent of temperature. (b) The
ratio js,θ=0

d / js,θ=π
d plotted as a function of temperature for both the

SC and NM systems. We have used the parameters given in the
main text. The lowest temperature included is T = 0.03Tc in order
to ensure that the gradient expansion is justified.

Eq. (37). Hence, the dissipative spin current dominates close
to θ = π .

Let us now explore the temperature dependence in detail.
In Fig. 3(a) we plot the total spin current as a function of
temperature for two angles, θ = 0 and θ = π , and for dif-
ferent effective field strengths meff . We have normalized the
spin currents with the respect to the analogous NM limit
spin currents. The latter are independent of temperature. Due
to the gradient expansion, the parameters must satisfy the
condition β−1 � ω/

√
8 ≈ 0.003kBTc. We therefore restrict

the temperature analysis to T � 0.03Tc. First, we observe
that the spin currents approach the NM limit at the critical
fields for the respective effective magnetic fields. We have
already discussed this behavior, which is due to the amount of
quasiparticle states within a thermal energy interval from the
Fermi energy. This entails an overall decrease in the total spin
current for the θ = 0 configuration, and an increase for the
θ = π configuration. This is due to the nature of the backflow
spin current. In the θ = 0 configuration, the backflow spin
current is dominated by a reactive component that counteracts
the spin-pumping current. In the θ = π configuration, the
backflow spin current is dominated by a dissipative compo-
nent. This spin current is oriented almost 90◦ relative to the
spin-pumping current, and therefore increases the total spin
current.
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Next, Fig. 3(a) demonstrates that the temperature depen-
dence of the normalized spin current for the θ = 0 and θ = π

states differ. To investigate this further, we plot the ratio
between the dissipative spin currents in the parallel and an-
tiparallel configurations, js,θ=0

d / js,θ=π
d , both in the NM and

SC state, in Fig. 3(b). Here, we observe that this ratio is a
constant function of temperature in the NM limit, whereas it
depends strongly on temperature in the superconducting state.
The ratio peaks at slightly different temperatures for different
effective fields meff in the superconducting state. The height
of the peak increases with an increasing effective field meff .
As the temperature approaches Tc, the ratio in the SC state
converges toward the NM limit result.

This behavior is due to the aforementioned effect of
temperature and effective magnetic field. In the parallel con-
figuration, the effective magnetic fields of the two FMIs add
constructively and cause a strong spin-splitting in the density
of states. In the antiparallel configuration, the effective fields
add destructively and cause only a weakly spin-split density
of states. At very low temperatures, the difference between
the parallel and antiparallel configurations is small for the
chosen values of meff . This is because neither state has a large
density of states close to the almost δ-function-like thermal
energy interval around the Fermi level. At slightly higher tem-
peratures, the states that are pushed closer to the Fermi level
start overlapping with the thermal energy interval EF ± β−1.
The difference between the two states is maximized for some
intermediate temperature, kBT � �(T ), where we observe the
peaks in Fig. 3(b). At even higher temperatures, the thermal
energy interval broadens further. The difference between the
parallel and antiparallel states then starts decreasing for higher
temperatures, and eventually approaches the NM limit.

B. Numerical analysis

We aim here to briefly present a numerical solution to the
problem that was solved analytically in Sec. III A. Our main
goal is to evaluate whether the assumption of a static gap can
be justified to a good approximation. A subsidiary goal is to
show the time evolution of the gap, and the usefulness of a
numerical method in this framework also when the static gap
approximation is not valid.

We see from Eqs. (16) and (18) that the vectors GA, GR,
and GK precess around the effective magnetic field. For such
a class of equations, employing a fourth-order Runge-Kutta
method is suitable for obtaining a numerical solution. To
test the validity of the static gap approximation, we want to
perform a simulation of the system where the oscillations
in the gap are maximized. This is expected to occur where
the magnitude of the effective field oscillates with the largest
amplitude. From Eq. (B9) one can show that this occurs at
θ = π/2 in the absence of relaxation, and we hence expect it
to occur at θ = π/2 also with the inclusion of relaxation.

Figure 4(a) for θ = π/2 shows the fluctuation of the gap
δ�(t ) normalized to �0 over one period 2π/ω and for sev-
eral temperatures T , with meff = 0.1�0. The gap oscillates
harmonically with frequency ω for all temperatures up to
T = 0.85Tc. At temperatures close to the critical temperature
for the given effective magnetic field, the gap shows a non-
linear response to the dynamical magnetization. This effect

FIG. 4. (a) The fluctuations of the gap δ�(t ) plotted over one
period 2π/ω at different temperatures for θ = π/2. (b) The detailed
temperature dependence of the gap fluctuation amplitude max|δ�|
for different magnetization angles θ . The gap fluctuations are nor-
malized to the gap at zero temperature, �0, and we have used
meff = 0.1�0.

is visible for T = 0.95Tc, and is due to the increased sensi-
tivity to fluctuations in the magnetic field as the temperature
approaches the critical temperature. In Fig. 4(b), we further
explore θ and the temperature dependence of the gap fluc-
tuation amplitude, max|δ�|, in the linear response regime.
We observe that the fluctuations are largest at θ = π/2,
and that they are maximized at about T ≈ 0.8Tc. Moreover,
we observe that the fluctuations are not larger than about
5.5 × 10−5�0. Let us now briefly remind the reader that
the formal requirement for the static gap approximation was
δ� 	 meffδm, where δm is the dynamic magnetization am-
plitude. We have meffδm ≈ 0.001�0 � δ� � 5.5 × 10−5�0,
which implies that the static gap assumption is an excellent
approximation in this instance.

IV. CONCLUSION

We have derived an effective, time-dependent generalized
Usadel equation in noncollinear FMI|SC|FMI trilayers with
a thin superconducting layer and weakly magnetized FMIs.
We have provided analytical solutions to these equations in
terms of perturbations in the dynamic magnetization, first
under the assumption of a static gap, and then a self-consistent
solution in the absence of relaxation. Lastly, we have provided
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numerical procedures to obtain self-consistent solutions of the
full equations without any further simplifications.

From the solutions to the generalized Usadel equation, we
computed the spin currents generated by ferromagnetic reso-
nance in one of the FMIs. We have explored this spin current
as a function of both temperature and relative magnetization
angle between the FMIs. The spin current has been decom-
posed into a reactive and a dissipative part, which change
the effective gyromagnetic ratio and Gilbert damping coef-
ficient of the FMI. We found that the backflow spin current
is generally largest when the magnetization orientations of
the FMIs are antiparallel. The ratio between the spin current
in the parallel and antiparallel configuration strongly depends

on temperature in the SC. The origin is the Zeeman splitting
of the quasiparticles at the gap edge. Lastly, we performed a
numerical simulation to verify that the static gap assumption
is a good approximation in our regime, also showing the
usefulness of a numerical solution in this framework.
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APPENDIX A: ADDITIONAL PARAMETRIZED USADEL EQUATIONS

In the main text, we provided four of the generalized Usadel equations, Eqs. (15)–(18), that were equations of motion for
the normal components of the Green’s functions. The remaining four equations that are needed to solve a system with nonzero
anomalous Green’s functions self-consistently are given as follows:

F R/A
0 =

i
(
�

(
meffm · GR/A − (E − iV )GR/A

0

) − im2
eff

2 m · (
∂m
∂t × ∂FR/A

∂E

))
m2

eff m
2 − (E − iV )2

, (A1)

FR/A = i�GR/A

(E − iV )

− i
(
meff�

(
meff m · GR/A − (E − iV )GR/A

0

)
m − im3

eff
2

[
m · (

∂m
∂t × ∂FR/A

∂E

)]
m + imeff

2

[
m2

effm
2 − (E − iV )2

](
∂m
∂t × ∂FR/A

∂E

))
(E − iV )

[
m2

effm
2 − (E − iV )2

] ,

(A2)

F K
0 = i

(
�

(
meffm · GK − EGK

0

) − im2
eff

2 m · (
∂m
∂t × ∂FK

∂E

))
m2

effm
2 − E2

− iV tanh
(

βE
2

)[
m · (FR + FA) − E

(
F R

0 + F A
0

)]
(
m2

effm
2 − E2

)
− βV sech2

(
βE
2

)[
m · (

∂FR

∂t − ∂FA

∂t

) − E
( ∂F R

0
∂t − ∂F A

0
∂t

)]
4
(
m2

eff m
2 − E2

) , (A3)

FK = i�GK

E
− i

(
meff�

(
meff m · GK − EGK

0

)
m − im3

eff
2

[
m · (

∂m
∂t × ∂FK

∂E

)]
m + imeff

2 (m2
effm

2 − E2)
(

∂m
∂t × ∂FK

∂E

))
E

(
m2

eff m
2 − E2

)
+ iV tanh

(
βE
2

)[{
m · (FR + FA) − E

(
F R

0 + F A
0

)}
m − (m2 − E2)(FR + FA

)]
E

(
m2

effm
2 − E2

)
+ βV sech2

(
βE
2

)[{
m · ( ∂FR

∂t − ∂FA

∂t ) − E
( ∂F R

0
∂t − ∂F A

0
∂t

)}
m − (m2 − E2)

(
∂FR

∂t − ∂FA

∂t

)]
4E

(
m2

effm
2 − E2

) , (A4)

where the notation is defined in the main text.

APPENDIX B: SELF-CONSISTENT SOLUTION IN THE ABSENCE OF SPIN RELAXATION

We will derive here a self-consistent solution to the generalized Usadel equations, Eqs. (15)–(18), Eqs. (A1)–(A4), and the
gap Eq. (19), in the absence of spin relaxation (V = 0). This solution has restricted physical relevance, and it only applies in the
limit where the precession frequency is much larger than the relaxation rate. However, it is included as a proof of concept that a
self-consistent solution is in principle possible.

The derivation follows the lines of what was presented in Sec. III A, with a few exceptions. In addition to the perturbation
expansion in Eqs. (27), we also expand

F0 = F (0)
0 + F (1)

0 + F (2)
0 + (· · · ),

F = F (0) + F (1) + F (2) + (· · · ),

� = �(0) + �(1) + �(2) + (· · · ).

(B1)
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We have dropped the retarded/advanced and Keldysh superscript in order to keep the derivation as general as possible. This
derivation hence applies to all Green’s-function components. We also propose one additional Ansatz,

�(1) = �
(1)
+ eiωt + �

(1)
− e−iωt . (B2)

If we insert this into the generalized Usadel equations to first order in δm, and with V = 0, we obtain the solutions

G(1)
0± = meff

(
∂G(0)

∂E

)
· m(1)

± − i

(
∂F (0)

0

∂E

)
�

(1)
± , (B3)

G(1)
± = meff Ã−1

±ωB̃±ωm(1)
± ± ω�

(1)
± Ã−1

±ω

∂F (0)

∂E
, (B4)

where

Ã±ω =
⎛
⎝ ±iω 2meff − m(0)

z 2meff m(0)
y

2meffm(0)
z ±iω −2meff m(0)

x
−2meff m(0)

y 2meffm(0)
x ±iω

⎞
⎠ (B5)

and

B̃±ω =

⎛
⎜⎜⎝

±iω∂G(0)
0

∂E −2G(0)
z 2G(0)

y

2G(0)
z ±iω∂G(0)

0
∂E −2G(0)

x

−2G(0)
y 2G(0)

x ±iω∂G(0)
0

∂E

⎞
⎟⎟⎠. (B6)

To solve for �(1)(t ), we look closer at the gap equation given in Eq. (19). If we insert the generalized Usadel equation for
F K

0 [Eq. (A3)] into the gap equation while using V = 0, divide both sides by �, and assume that |meffm(1)| 	 δ, the first- and
second-order gap equations read

1 =N0λ

4

∫ ωD

−ωD

dE

(
meffm(0) · GK (0) − EGK (0)

0

)
m2

eff (m(0) )2 − E2
, (B7)

0 =
∫ ωD

−ωD

dE
1

m2
eff (m(0) )2 − E2

{
meff (m(1) · GK (0) + m(0) · GK (1)) − EGK (1)

0 − 2m2
eff (m(0) · m(1) )

(
meffm(0) · GK (0) − EGK (0)

0

)
m2

eff (m(0) )2 − E2

}
.

(B8)

Here, we used m(0) · ( ∂m(1)

∂t × ∂FK (0)

∂E ) = 0, since FK (0) ‖ m(0). We have moreover used E → E + iδ and
meff |m(0) · m(1)| 	 |m(0)|δ, ensuring that the expansion is also valid when Re{E} → meff |m(0)|. Eq. (B7) is simply the
zeroth-order gap equation, while Eq. (B8) must be used to find self-consistent solution to the first-order Green’s-function
components. All that remains now is to insert the Ansätze Eqs. (30) and (B2) into Eq. (B8). The resulting solution for the
first-order components �

(1)
± reads

�
(1)
± = 1

T±

∫ ωD

−ωD

dE
meff

m2
eff (m(0) )2 − E2

{(
m(1)

± · GK (0)) + meff
([

A−1
±ωB±ωm(1)

±
] · m(0)) − E

(
m(1)

± · ∂GK (0)

∂E

)

− 2meff (m(1)
± · m(0) )

(
meff m(0) · GK (0) − EGK (0)

0

)
m2

eff (m(0) )2 − E2

}
, (B9)

where T± is defined by

T± = −
∫ ωD

−ωD

dE
±ωmeff

[
A−1

±ω
∂FK (0)

∂E

] · m(0) + iE ∂F K (0)
0
∂E

m2
eff (m(0) )2 − E2

. (B10)
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Due to the lack of a net magnetization both at the interface and in the bulk, antiferromagnets with compensated
interfaces may appear incapable of influencing the phase transition in an adjacent superconductor via the spin
degree of freedom. We here demonstrate that such an assertion is incorrect by showing that proximity coupling a
compensated antiferromagnetic layer to a superconductor-ferromagnet heterostructure introduces the possibility
of controlling the superconducting phase transition. The superconducting critical temperature can in fact be
modulated by rotating the magnetization of the single ferromagnetic layer within the plane of the interface,
although the system is invariant under rotations of the magnetization in the absence of the antiferromagnetic
layer. Moreover, we predict that the superconducting phase transition can trigger a reorientation of the ground
state magnetization. Our results show that a compensated antiferromagnetic interface is in fact able to distinguish
between different spin-polarizations of triplet Cooper pairs.

DOI: 10.1103/PhysRevB.103.L060505

Introduction. Proximity effects in heterostructures consist-
ing of ferromagnets (F) and conventional superconductors (S)
have been widely studied, in part due to the possibility of
creating spin-polarized Cooper pairs [1–4]. When the spin-
singlet Cooper pairs of a conventional superconductor enters a
ferromagnetic material, the spin-splitting of the energy bands
of the ferromagnet gives rise to opposite-spin triplets as spin-
up and spin-down electrons acquire different phases upon
propagation. Further, the opposite-spin triplets can be rotated
into equal-spin triplets with respect to a ferromagnet with
a differently oriented magnetization [5,6]. Such triplets can
also exist in structures with a single inhomogeneous ferro-
magnet [7–10]. Equal-spin triplets relative the magnetization
direction are more robust to pair-breaking effects from the
ferromagnetic exchange field. The generation of equal-spin
triplets therefore causes an increased leakage of Cooper pairs
from the superconducting region and a weakening of the su-
perconducting condensate. By controlling the singlet to triplet
conversion, we can thus manipulate the superconducting con-
densation energy and the critical temperature [11–15].

The singlet to triplet generation can be controlled
by adjusting the misalignment between two ferromagnets
proximity-coupled to a superconductor [5,6]. However, when
combining these into F/S/F structures, the dominant effect
on the superconducting condensation energy and the critical
temperature Tc is not the opening of the equal-spin triplet
channels. Instead, the mutual compensation of the ferro-
magnetic exchange fields favor antiparallel alignment of the
ferromagnets in order to minimize the field inside the super-
conductor [16–19]. By arranging the materials in a S/F/F

*Corresponding author: lina.g.johnsen@ntnu.no
†These authors contributed equally to this work.

structure this effect becomes less prominent [20–25]; how-
ever, this necessitates the ability to tune the orientations of
the ferromagnets independently. It is therefore desirable to
reduce the number of magnetic elements required to tune Tc in
order to minimize the stray field of the heterostructure. Stray
fields would be a disturbance to neighboring elements if the
heterostructure was part of a larger device architecture.

Previous studies have suggested introducing heavy-metal
layers boosting the interfacial Rashba spin-orbit coupling in
a S/F bilayer [26–32]. The Rashba spin-orbit field introduces
additional symmetry breaking [33] that allows for control over
the spin-triplet channels when rotating the magnetization of
the single ferromagnetic layer. However, for a structure with
purely Rashba spin-orbit coupling, a variation in the triplet
generation for in-plane rotations of the magnetization is only
possible in ballistic-limit systems [30], while additional Dres-
selhaus spin-orbit coupling is needed for such an in-plane
effect in the diffusive limit [26]. In this work, we consider
another possibility for controlling the spin-triplet channels,
namely replacing one of the ferromagnetic layers in the F/S/F
structure with an antiferromagnet with a compensated inter-
face.

Antiferromagnets (AF) provide a magnetic structure with
zero net magnetization [34]. When proximity-coupling anti-
ferromagnets to other materials, antiferromagnets therefore
have the advantage of not emitting an external field to its
surroundings. We therefore avoid vortex formation and de-
magnetizing currents in adjacent superconductors, and the
magnetization of an adjacent ferromagnet can be easily con-
trolled. Also, the magnetic moments of the antiferromagnet
are insensitive to disturbing magnetic fields [35]. Studies of
quasiparticle reflection [36,37], Josephson effects [38–44], the
superconducting critical temperature [45–48], and the critical
field [48] in uncompensated superconductor-antiferromagnet
structures have proved antiferromagnets to be applicable for
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FIG. 1. Although the total magnetization m of the antiferro-
magnet is zero (top), the interaction between the local magnetic
moments of the antiferromagnet and ferromagnet affects the gener-
ation of spin-triplet Cooper pairs. When the magnetic moments are
aligned (left), only opposite-spin triplets are present. When they are
misaligned, the opposite-spin triplets created at the ferromagnetic
interface are partially, or entirely in the perpendicular case (right),
rotated into equal-spin triplets relative to the magnetic moments in
the antiferromagnet. These triplets scatter differently at the antiferro-
magnetic interface compared to the triplets that exist in the parallel
case, resulting in a weakened singlet condensate. Since the triplet
generation only depends on the misalignment between the magnetic
moments, we can choose to control the triplet channels by rotating
the magnetization within the plane of the interface.

manipulating the superconducting state, despite their zero net
magnetization. It has also been shown that uncompensated
antiferromagnetic insulators can induce spin-splitting in an
adjacent superconductor [49]. Antiferromagnet-ferromagnet
structures have shown interesting properties for spintronics
applications, e.g., magnetization switching mediated by spin-
orbit torques [50,51].

The above-mentioned works have mostly focused on un-
compensated antiferromagnetic interfaces where there is an
effective magnetization at the interface. Compensated antifer-
romagnetic interfaces have been claimed to be spin inactive in
several recent works, and only a few have reported a nonzero
effect on an adjacent superconducting condensate [36,37].
We here consider a heterostructure consisting of a homo-
geneous ferromagnet, a conventional superconductor, and
a compensated antiferromagnetic insulator. We demonstrate
that, despite the zero net magnetization in the antiferromag-
net, the misalignment between the magnetic moments of the
antiferromagnet and ferromagnet allows for control over the
spin-triplet amplitude, as illustrated in Fig. 1. This makes it
possible to manipulate the superconducting phase transition
by rotation of the ferromagnetic magnetization. Moreover,
we predict that the suppression of the superconducting gap
for misaligned magnetic moments leads to a modulation of
the effective ferromagnetic anisotropy, potentially causing a
magnetization reorientation driven by the superconducting
phase transition. To the best of our knowledge, this Letter
presents the first prediction of a compensated antiferromag-
netic interface being able to distinguish between different
spin-polarizations of triplet Cooper pairs. The Tc variation and
magnetization reorientation predicted in our work is a direct
manifestation of this new physical effect.

Theoretical framework. We describe the AF/S/F het-
erostructure by the tight-binding Bogoliubov–de Gennes

Hamiltonian

H = − t
∑

〈i, j〉,σ
c†

i,σ c j,σ −
∑
i,σ

μic
†
i,σ ci,σ +

∑
i∈AF

Vini,↑ni,↓

−
∑
i∈S

Uini,↑ni,↓ +
∑

i∈F,σ,σ ′
c†

i,σ (hi · σ )σ,σ ′ci,σ ′ . (1)

The first two terms are present throughout the whole structure
as they include nearest-neighbor hopping and the chemical
potential. Above, t is the hopping integral, μi is the chemical
potential at lattice site i, and c†

i,σ and ci,σ are the electron
creation and annihilation operators at lattice site i for electrons
with spin σ . The remaining three terms are only nonzero in
their respective regions. In these terms, Vi > 0 is the on-site
Coulomb repulsion giving rise to antiferromagnetism, Ui > 0
is the attractive on-site interaction giving rise to superconduc-
tivity, hi is the local magnetic exchange field giving rise to
ferromagnetism, ni,σ ≡ c†

i,σ ci,σ is the number operator, and σ

is the vector of Pauli matrices. We choose the chemical poten-
tial in the antiferromagnetic region to be approximately zero
so that the antiferromagnet behaves as an insulator. Through-
out this work, all energies are scaled by the hopping integral t ,
and all length scales are scaled by the lattice constant. For sim-
plicity, we set the Boltzmann and reduced Planck constants
to 1.

Our theoretical framework is well suited for describing
heterostructures consisting of atomically thin layers in the
ballistic limit, and it fully accounts for the crystal structure
of the system. In our theoretical framework, the particular lat-
tice geometry chosen (square) is not important to understand
the triplet generation in the AF/S/F hybrid. Adding disorder
and interfacial barriers would influence the magnitude of the
predicted Tc change, but not its existence. For simplicity, we
therefore consider a two-dimensional (2D) square lattice of
size Nx × Ny with interface normal along the x axis. We as-
sume that the ferromagnetic exchange field is oriented within
the plane of the interface and that it is constant throughout the
ferromagnetic layer. We describe the ferromagnetic exchange
field as h = h[0, sin(θ ), cos(θ )] in terms of the polar angle θ

with respect to the z axis.
The antiferromagnetic contribution is treated by a mean-

field approach that preserves the spin-rotational invariance of
the antiferromagnetic order parameter Mi ≡ 4Vi〈Si〉/3 [52].
We write the antiferromagnetic term in the Hamiltonian in
terms of the spin operator Si ≡ 1

2

∑
σ,σ ′ c†

i,σσσ,σ ′ci,σ ′ and as-
sume that the spin operator only weakly fluctuates around its
expectation value so that Si = 〈Si〉 + δAF. We neglect second-
order terms in the spin fluctuations δAF. The superconducting
contribution is also treated by a mean-field approach where we
similarly write ci,↑ci,↓ = 〈ci,↑ci,↓〉 + δS and neglect second-
order terms in the fluctuations δS. The superconducting gap
�i ≡ Ui〈ci,↑ci,↓〉 is treated self-consistently. We assume that
the order parameter of the antiferromagnet is large compared
to the superconducting gap, so that it is robust under reorien-
tations of the magnetization of the ferromagnet. Under these
assumptions it is not necessary to treat the antiferromagnetic
order parameter self-consistently, and we assume it to have a
constant absolute value M and opposite signs on neighboring
lattice sites. By solving both Mi and �i self-consistently,
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we have verified that Mi remains unchanged as h is rotated,
although �i changes significantly.

We diagonalize the Hamiltonian numerically by assum-
ing periodic boundary conditions in the y direction as
outlined in the Supplemental Material [53], and calcu-
late the spin-triplet amplitudes, the superconducting critical
temperature Tc, and the free energy of the system. The
s-wave odd-frequency opposite- and equal-spin triplet am-
plitudes are defined as S0,i(τ ) ≡ ∑

σ 〈ci,σ (τ )ci,−σ (0)〉, and
Sσ,i(τ ) ≡ 〈ci,σ (τ )ci,σ (0)〉, where τ is the relative time co-
ordinate, and ci,σ (τ ) ≡ eiHτ ci,σ e−iHτ . The p-wave opposite-
and equal-spin triplet amplitudes are defined as Pn

0,i ≡∑
σ (〈ci,σ ci+n,−σ 〉 − 〈ci,σ ci−n,−σ 〉), and Pn

σ,i ≡ 〈ci,σ ci+n,σ 〉 −
〈ci,σ ci−n,σ 〉, where n ∈ {x, y}. These are projected along the
z axis, but can be rotated to any projection axis. The super-
conducting critical temperature Tc is calculated by a binomial
search where for each temperature we decide whether the gap
has increased toward a superconducting state or decreased
toward a normal state after a set number of iterative recal-
culations starting at an initial guess much smaller than the
zero-temperature superconducting gap. The free energy is
given by F = −T ln[Tr(e−H/T )] and is calculated using the
eigenenergies of the system for a given temperature.

The superconducting critical temperature. We first consider
how the superconducting critical temperature of an AF/S/F
hybrid structure with a compensated antiferromagnetic in-
terface varies for in-plane rotations of the ferromagnetic
magnetization. As shown in Fig. 2, we find that Tc decreases
as the magnetization of the ferromagnet and the magnetic
moments of the antiferromagnet are increasingly misaligned.
Compared to a system where the antiferromagnetic layer is
replaced by a ferromagnetic layer of the same thickness and
with a magnetic exchange field of magnitude h = M, we find
that the change in Tc in the AF/S/F structure is only about
seven times smaller. For F/S/F hybrids, experiments have
demonstrated a difference in Tc between parallel and antipar-
allel states of several hundreds of millikelvin [19]. This means
that the difference in Tc between aligned and perpendicular
magnetic moments for an AF/S/F structure with a compen-
sated interface should be measurable.

To understand why an antiferromagnet with a compensated
interface, where the net magnetization is zero both in the bulk
and at the interface, can be used to control the superconduct-
ing condensate, we first consider the more thoroughly studied
F/S/F structure. In the F/S/F structure, we have two compet-
ing effects that determine Tc. The dominant effect is the partial
mutual compensation of the ferromagnetic exchange fields
when the ferromagnets have antiparallel components [23]. For
parallel alignment, the total magnetic field of the ferromagnets
is stronger and superconductivity is more suppressed. This
causes the variation in Tc for the F/S/F structure seen in
Fig. 2. The second weaker contribution to the Tc variation
is caused by spin-triplet generation that depends on the mis-
alignment between the magnetic exchange fields of the two
ferromagnets [23]. When the magnetizations of the two ferro-
magnets are misaligned, opposite-spin s- and px-wave triplets
generated at one ferromagnetic interface are partly seen as
equal-spin triplets with respect to the magnetization of the
other ferromagnet. These have a much longer decay length
inside the ferromagnet (up to hundreds of nm) compared to
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FIG. 2. In the AF/S/F structure, we find a suppression of Tc at
θ = π/2, when the magnetization of the ferromagnet is perpendic-
ular to the magnetic moments of the antiferromagnet (blue curve).
This variation in Tc is only about seven times smaller than the
difference in Tc between antiparallel and parallel alignment of the
magnetizations of the ferromagnets in a F/S/F structure (orange
curve). In the plot, we have compared Tc to the superconducting
critical temperature without proximity to the magnetic layers, Tc,S.
The parameters chosen for the AF/S/F system are NAF

x = 4, NS
x = 9,

NF
x = 3, Ny = 90, t = 1, μAF = 0.0001, μS = μF = 0.9, M = 0.4,

U = 2, and h = 1. The coherence length is comparable to the thick-
ness of the superconducting layer. Qualitatively similar behavior in
Tc is found also for other choices of parameters. For the F/S/F
structure, we replace the antiferromagnet with a ferromagnet with the
same chemical potential as the rest of the structure and with magnetic
exchange field of magnitude h = M = 0.4 along the z axis.

opposite-spin triplets which decay over a short length scale
(of order nm). This opening of the equal-spin triplet channels
causes a stronger suppression of Tc when the ferromagnets are
perpendicular.

In our compensated AF/S/F system, the magnetic field
from the antiferromagnet is zero, and the total magnetic field
suppressing superconductivity is thus invariant under inver-
sion of the magnetization of the ferromagnet. The dominant
effect on Tc in F/S/F structures is therefore absent in the com-
pensated AF/S/F structure. The triplet generation in F/S/F
structures only depends on how much the magnetic moments
of the two ferromagnets are misaligned, and not on whether
they are parallel or antiparallel. However, when inverting
the magnetization of one of the ferromagnets, the equal-
spin triplet amplitudes with respect to the other ferromagnet
changes sign. This means that the amplitude of long-range
triplets in the ferromagnet is zero when we average over
all up and down spins in the antiferromagnet. On the other
hand, when the ferromagnetic magnetization is misaligned
with the magnetic moments of the antiferromagnet, there is
a finite equal-spin triplet amplitude with respect to the axis
along which the magnetic moments of the antiferromagnet are
aligned. We find these to be more robust to pair-breaking ef-
fects caused by the local magnetic exchange fields associated
with the magnetic moments in the antiferromagnet. In con-
trast, spin-singlet and opposite-spin triplet Cooper pairs are
more easily destroyed at the interface of the antiferromagnetic
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insulator. This is most likely caused by spin-up and spin-down
electrons acquiring a π phase difference upon reflection [36].
At perpendicular alignment between the magnetic moments
of the antiferromagnet and ferromagnet, the amplitude of the
equal-spin triplets is at its maximum. In this case, more triplets
are generated, causing a weakening of the superconducting
condensate as more singlets are converted. This causes the Tc

variation in the compensated AF/S/F structure seen in Fig. 2.
Plots showing the triplet amplitudes and superconducting gap
are presented in the Supplemental Material [53].

Since the changes in Tc only depend on the misalignment
between the magnetic moments of the ferromagnet and an-
tiferromagnet, not on their orientation with respect to the
interface, we can choose to rotate the magnetization within
the plane of the interface. This way, no components of the
magnetization are perpendicular to the superconducting layer,
and we thus avoid the appearance of demagnetizing currents
close to the interface, as well as vortex formation. An in-plane
magnetization is favored as long as the shape anisotropy of
the ferromagnet is sufficiently strong. The Tc variation in the
present AF/S/F structure is partially caused by a variation
in the s-wave triplet amplitude. We therefore expect the pre-
dicted Tc modulation to be robust to impurity scattering and
observable in diffusive systems as well as the ballistic limit
systems covered by our theoretical framework.

Magnetization reorientation. Until now, we have explained
how we can control the triplet channels in a compensated
AF/S/F structure in order to manipulate the superconducting
critical temperature. We now investigate another consequence
of the weakening of the superconducting condensate, namely
an increase in the free energy. Since the superconducting
condensate is at its weakest for perpendicular alignment of
the magnetic moments of the ferromagnet and antiferromag-
net, we expect the superconducting contribution to the free
energy to be at its maximum. If a perpendicular orientation is
preferred for temperatures above Tc, we can achieve a rotation
of the ground state magnetization direction by decreasing the
temperature below Tc, as shown in Fig. 3. Assuming that
the shape anisotropy of the ferromagnet enforces in-plane
magnetization, it is thus possible to have π/2 magnetization
reorientation within the plane of the interface driven by the
superconducting phase transition. Similar predictions for S/F
structures with interfacial spin-orbit coupling [30] have been
supported by experiments [32].

The normal-state free energy shown in Fig. 3 only gives an
example of a possible normal-state free energy curve for the
compensated AF/S/F system. For experimentally realizing
the magnetization reorientation, one must ensure that the mag-
netization in the normal-state is not aligned with the magnetic
moments of the antiferromagnet. Using our Bogoliubov–de
Gennes theoretical framework, the normal-state free energy
depends strongly on the choice of parameters. The exagger-
ated variation in the normal-state free energy under rotations
of the magnetization is a thermal effect caused by an overes-
timated critical temperature, for the following reason. When
considering a Bogoliubov–de Gennes Hamiltonian for a lat-
tice structure, the lattice needs to be scaled down for the
system to be computationally manageable. Since the super-
conducting coherence length is inversely proportional to the
zero-temperature superconducting gap, we need the super-
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FIG. 3. When decreasing the temperature below Tc, a peak de-
velops in the free energy F for a magnetization perpendicular to the
magnetic moments of the antiferromagnet (grey curve). This causes
a shift in the free energy minimum compared to the normal state
(red curve) allowing for a π/2 in-plane rotation of the magnetiza-
tion. The free energy is plotted relative to the free energy F|| for
parallel alignment for easier comparison between the normal-state
and superconducting free energy. The parameters used are NAF

x = 4,
NS

x = 12, NF
x = 3, Ny = 60, t = 1, μAF = 0.0001, μS = μF = 0.9,

M = 0.5, U = 1.7, and h = 0.7. This corresponds to a coherence
length comparable to the thickness of the superconducting region.

conducting gap and thus Tc to be large in order to have a
coherence length comparable to the thickness of the supercon-
ductor. However, it is only the normal-state free energy that
is substantially affected by the high temperatures. This is be-
cause the temperature dependence of the free energy strongly
depends on the eigenenergies close to zero energy [30]. In the
presence of a superconducting gap, few eigenenergies exist
in this range. We have chosen our parameters so that the
coherence length is comparable to the thickness of the super-
conductor, and the magnetic exchange field is about one order
of magnitude larger than the superconducting gap. Predictions
based on similar scaling have previously corresponded well to
experiments (see e.g., Refs. [54,55] and Refs. [29,30,32]).

Concluding remarks. In this Letter, we have shown that
the misalignment between the magnetic moments of an an-
tiferromagnet and a ferromagnet is sufficient for controlling
the triplet channels in an AF/S/F heterostructure, even when
the antiferromagnetic interface is compensated and thus has
zero effective interfacial magnetization. This provides the
possibility of tuning the superconducting critical temperature
by rotating the magnetization of a single ferromagnetic layer
within the plane of the interface. In this way, the supercon-
ducting condensate can easily be controlled without having
to deal with multiple ferromagnetic regions or out-of-plane
magnetic fields causing demagnetizing currents and vortex
formation in the superconducting region. Furthermore, we
find that the superconducting transition can trigger a π/2
rotation of the ferromagnetic magnetization within the plane
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of the interface, allowing for temperature-controlled magnetic
switching.
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We here provide a more detailed description of our theoreti-
cal framework (Section I), where we describe the mean-field
treatment and diagonalization of the Hamiltonian, as well as
how we calculate the superconducting gap, coherence length,
critical temperature, and the free energy. We use a similar
approach as in Refs. [1–4]. We also provide further discus-
sion of the triplet amplitudes present in the AF/S/F structure
(Section II).

I. THEORETICAL FRAMEWORK

We first use the mean-field approximation described in
the main text on the antiferromagnetic and superconducting
terms in the Hamiltonian given in Eq. (1) in the Letter. The
antiferromagnetic contribution to the Hamiltonian takes the
form

HAF =
3
8

∑
i

M2
i

Vi
−

∑
i

Mi(ni,↑ − ni,↓) (1)

while the superconducting contribution takes the form

HS =
∑
i

|∆i |
Ui
+

∑
i

(∆ic†i↑c
†
i↓ + h.c.). (2)

The superconducting gap ∆i is calculated self-consistently.
The absolute value of antiferromagnetic order parameter Mi

is assumed to be constant inside the antiferromagnetic region,
while the sign alternates between neighboring lattice sites.

Bogoliubov–deGennes latticemodels are typically simplified
by Fourier transforming in directions other than along the
junction normal. For our 2D lattice we therefore apply periodic
boundary conditions in the y direction. The two-sublattice
periodic ordering of antiferromagnets has oscillating magnetic
order parameter. This means we can still perform the Fourier
transform if we take account of the doubling of the magnetic
period [1, 5]. In effect, this means that the magnetic order
parameter must have a {k, k + Q} symmetry for a reciprocal
lattice vector 2Q, doubling the size of the matrix space. The
general expression for the Fourier transform in the y direction
is given by

ci,σ =
1√
Ny

∑
ky

cix,ky,σeiky iy . (3)

∗ Corresponding author: lina.g.johnsen@ntnu.no

When Fourier transforming the antiferromagnetic term, we
take account of the oscillation at every lattice point explicitly
by including (−1)iy ≡ e2πi(iy ), which gives the {k, k + Q}
symmetry when using

1√
Ny

∑
iy

ei(ky−k
′
y )iy = δky,k′y . (4)

After Fourier transforming, we write the Hamiltonian as

H = H0 +
1
2

∑
ix, jx,ky

B†
ix,ky

Hix, jx,ky Bjxky , (5)

where we have introduced the basis

B†
ix,ky
=

[
c†
ix,ky,↑ c†

ix,ky,↓ c†
ix,ky+Q,↑ c†

ix,ky+Q,↓
cix,−ky,↑ cix,−ky,↓ cix,−ky−Q,↑ cix,−ky−Q,↓

]
. (6)

The matrix Hix, jx,ky is given by

Hix, jx,ky = −
[ t
2
(δix, jx−1 + δix, jx+1) + µ

2
δix, jx

]
τ̂3 ρ̂0σ̂0

−t cos(ky)δix, jx τ̂3 ρ̂3σ̂0 − 1
2

Mix δix, jx τ̂3 ρ̂1σ̂3

+
δix, jx

2

(
hx
ix
τ̂3 ρ̂0σ̂1 + hy

ix
τ̂0 ρ̂0σ̂2 + hz

ix
τ̂3 ρ̂0σ̂3

)
+

i
2
δix, jx∆ix τ̂

+ ρ̂0σ̂2 − i
2
δix, jx∆

∗
ix
τ̂− ρ̂0σ̂2. (7)

Here the matrices τ̂i , ρ̂i and σ̂i for i = {0, 1, 2, 3} are the
usual SU(2) (Pauli) matrices, with i = 0 being the identity,
and with τ̂± = (τ̂1 ± iτ̂2)/2. τ̂ represents particle-hole space,
ρ̂ the {k, k + Q}-space and σ̂ denotes spin space, as can be
identified from the basis choice. The constant term H0 is given
by

H0 = − 1
2Ny

∑
ix

µix −
∑
ix,ky

t cos(ky)

+
∑
ix

Ny |∆ix |2
Uix

+
3
8

∑
ix

NyM2
ix

Vix

. (8)

By defining another basis,

W†
ky,kz

= [B†1,ky , ..., B
†
ix,ky

, ..., B†
Nx,ky

], (9)

Eq. 5 can be rewritten as

H = H0 +
1
2

∑
ky

W†
ky

HkyWky , (10)
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FIG. 1. Panel (a) and (b) show the magnitude of the antiferromagnetic
order parameter M and the superconducting gap ∆ as a function
of the position ix at temperature Tc/2 for the same parameters as
used in Fig. 2 in the manuscript. In panel (a) both M and ∆ are
calculated self-consistently with V = 2.35. We see that when rotating
the magnetization of the ferromagnet from a parallel (h | |z) to a
perpendicular (h | |y) alignment with respect to the magnetic moments
of the antiferromagnet, the superconducting gap changes significantly,
while the antiferromagnetic order parameter is unchanged. In panel
(b), only ∆ is solved self-consistently, as in our manuscript. The order
parameter of the antiferromagnet is set equal to its smallest value in
the self-consistent solution. We find a similar variation in ∆ as in
panel (a).

where

Hky =


H1,1,ky · · · H1,Nx,ky
...

. . .
...

HNx,1,ky · · · HNx,Nx,ky


. (11)

We diagonalize Hky numerically and obtain eigenvalues En,ky

and eigenvectors Φn,ky given by

Φn,ky ≡ [φ1,n,ky · · · φNx,n,ky ]T ,
φix,n,ky ≡ [six,n,ky tix,n,ky uix,n,ky vix,n,ky

wix,n,ky xix,n,ky yix,n,ky zix,n,ky ]T .
(12)

In its diagonalized form the Hamiltonian can be written as

H = H0 +
1
2

∑
n,ky

En,kyγ
†
n,ky

γn,ky , (13)

where the new quasiparticle fermion operators γn,ky satisfy

cix,ky,↑=
∑
n

six,n,kyγn,ky , c†
ix,−ky,↑=

∑
n
wix,n,kyγn,ky ,

cix,ky,↓=
∑
n

tix,n,kyγn,ky , c†
ix,−ky,↓ =

∑
n

xix,n,kyγn,ky ,

cix,ky+Q,↑=
∑
n

uix,n,kyγn,ky , c†
ix,−ky−Q,↑ =

∑
n
yix,n,kyγn,ky ,

cix,ky+Q,↓=
∑
n

vix,n,kyγn,ky , c†
ix,−ky−Q,↓ =

∑
n

zix,n,kyγn,ky .

(14)

The Fermi-Dirac distribution function f allows us to calculate
expectation values of the form 〈γ†

n,ky
γm,ky 〉 = f (En,ky /2)δn,m.

The superconducting gap is defined ∆i ≡ Ui

〈
ci,↑ci,↓

〉
, and

can be expressed in terms of the eigenenergies and elements of
the eigenvectors as

∆ix = −
Uix

2Ny

∑
n,ky

(tix,n,kyw∗ix,n,ky

+ vix,n,ky y
∗
ix,n,ky

)[1 − f (En,ky /2)].
(15)

Similarly, the s-wave odd-frequency opposite- and equal-spin
triplet amplitudes can be written

S0,ix (τ) =
1

2Ny

∑
n,ky

[six,n,ky x∗ix,n,ky + tix,n,kyw
∗
ix,n,ky

+ uix,n,ky z∗ix,n,ky + vix,n,ky y
∗
ix,n,ky

]e−iEn,ky τ/2

· [1 − f (En,ky /2)],

S↑,ix (τ) =
1

2Ny

∑
n,ky

[six,n,kyw∗ix,n,ky + uix,n,ky y
∗
ix,n,ky

]

· e−iEn,ky τ/2[1 − f (En,ky /2)],

S↓,ix (τ) =
1

2Ny

∑
n,ky

[tix,n,ky x∗ix,n,ky + vix,n,ky z∗ix,n,ky ]

· e−iEn,ky τ/2[1 − f (En,ky /2)],
(16)

and the px-wave even-frequency opposite- and equal-spin triplet
amplitudes are given by

Px
0,ix =

1
2Ny

∑
n,ky

[six,n,ky x∗ix+1,n,ky − six,n,ky x∗ix−1,n,ky

+ uix,n,ky z∗ix+1,n,ky − uix,n,ky z∗ix−1,n,ky

+ tix,n,kyw
∗
ix+1,n,ky − tix,n,kyw

∗
ix−1,n,ky

+ vix,n,ky y
∗
ix+1,n,ky − vix,n,ky y∗ix−1,n,ky ]

· [1 − f (En,ky /2)],

Px
↑,ix =

1
2Ny

∑
n,ky

[six,n,kyw∗ix+1,n,ky − six,n,kyw
∗
ix−1,n,ky

+ uix,n,ky y
∗
ix+1,n,ky − uix,n,ky y

∗
ix−1,n,ky ]

· [1 − f (En,ky /2)],

Px
↓,ix =

1
2Ny

∑
n,ky

[tix,n,ky x∗ix+1,n,ky − tix,n,ky x∗ix−1,n,ky

+ vix,n,ky z∗ix+1,n,ky − vix,n,ky z∗ix−1,n,ky ]
· [1 − f (En,ky /2)].

(17)

Only s- and px-wave triplets are present in the AF/S/F structure.
The above spin-triplet amplitudes describe spins projected
along the z axis. We rotate the triplets to a new projection axis
characterized by the polar coordinate θ and the azimuthal angle
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FIG. 2. Panels (a)-(c) show the s-wave triplet amplitude, the px-wave triplet amplitude and the superconducting gap, respectively, at
temperature Tc/2 inside the antiferromagnetic (blue), superconducting (grey) and ferromagnetic (green) region. In all panels we compare the
results for parallel (h | |z) and perpendicular (h | |y) alignment of the magnetic moments of the antiferromagnet and ferromagnet. The inset in
panel (a) shows the s-wave triplet amplitudes inside and close to the antiferromagnetic region. The parameters used are the same as for Fig. 2 in
the main text.

φ with respect to the z axis using

(↑↓ + ↓↑)θ,φ = − sin(θ)[e−iφ(↑↑)z − eiφ(↓↓)z]
+ cos(θ)(↑↓ + ↓↑)z,

(↑↑)θ,φ = cos2(θ/2)e−iφ(↑↑)z + sin2(θ/2)eiφ(↓↓)z
+ sin(θ/2) cos(θ/2)(↑↓ + ↓↑)z,

(↓↓)θ,φ = sin2(θ/2)e−iφ(↑↑)z + cos2(θ/2)eiφ(↓↓)z
− sin(θ/2) cos(θ/2)(↑↓ + ↓↑)z,

(18)

where (↑↓ + ↓↑) represents the opposite-spin triplet amplitude,
while (↑↑) and (↓↓) represents the equal-spin triplet amplitudes.

The antiferromagnetic order parameter can be calculated
self-consistently from

Mix =
V

4Ny

∑
n,ky

[vix,n,ky t∗ix,n,ky + tix,n,ky v
∗
ix,n,ky

− uix,n,ky s∗ix,n,ky − six,n,ky u∗ix,n,ky ][1 − f (En,ky /2)]. (19)

In Fig. 1, we justify our assumption that a self-consistent calcu-
lation of the antiferromagnetic order parameter is unnecessary.

From panel (a), where both the antiferromagnetic and supercon-
ducting order parameters are computed self-consistently, we see
that the antiferromagnetic order parameter is suppressed close
to the interface. However, as seen in panel (b) where only the
superconducting order parameter is computed self-consistently,
setting the magnetic order parameter equal to the interfacial
value of the the magnetic order parameter in panel (a) gives
practically identical results for the self-consistently obtained
superconducting gap.

The superconducting coherence length is given by ξ =

~vF/π∆0, where vF ≡ 1
~

dEky

dk

��
k=kF

is the normal-state Fermi
velocity, Eky is the normal-state eigenenergies if we instead
of accounting for an interface use periodic boundary condi-
tions along all three axes, and kF is the corresponding Fermi
momentum averaged over the Fermi surface.

Our binomial search algorithm for the superconducting
critical temperature, is the same as the one we have previously
presented in Ref. [4], and we only summarize the main steps
here. We divide the temperature interval NT times. For
each of the NT temperatures considered, we recalculate the
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gap N∆ times from an initial guess with a magnitude much
smaller than the zero-temperature superconducting gap. If the
gap has increased towards a superconducting solution after
N∆ iterations, we conclude that the current temperature is
below Tc . If the gap has decreased towards a normal-state
solution, we conclude that the current temperature is above Tc .
The advantage of this algorithm is that we are not dependent
upon recalculating the gap until it converges. The number of
iterations N∆ must only be large enough that we have an overall
increase or decrease in the superconducting gap at all lattice
sites inside the superconducting region under recalculation.

The minimum of the free energy defines the ground state of
the system. The free energy is given by

F = H0 − T
∑
n,ky

ln(1 + e−En,ky /2T ). (20)

Note also that when T → 0,

F = H0 +
1
2

∑
n,ky

En,ky , (21)

where the sum is restricted to negative eigenenergies.

II. TRIPLET AMPLITUDES

In Fig. 2, we show the s-wave and px-wave triplet ampli-
tudes and the superconducting gap inside the AF/S/F structure
for parallel (h | |z) and perpendicular (h | |y) alignment of the
magnetic moments inside the antiferromagnet and ferromagnet.
To understand how these triplets are generated, we need to
comment on two limiting cases: First, in the absence of the

ferromagnetic layer all triplet amplitudes are zero. This means
that all triplets in the AF/S/F structure are generated due to
the proximity to the ferromagnet. Second, in the absence of
the antiferromagnetic layer, all triplet amplitudes are invariant
under rotation of the magnetization of the ferromagnet. This
means that if we choose a projection axis along the z axis,
S0 and Px

0 for h | |z is equal to S↑ + S↓ and Px
↑ + Px

↓ for h | |y,
respectively. We now consider an AF/S/F structure where the
magnetic moments of the antiferromagnet are directed along±z.
If we first consider the s-wave triplet amplitude (Fig. 2(a)), we
find that the amplitude of the equal-spin triplets S↑ + S↓ for
h | |y is larger than the amplitude of the opposite-spin triplets S0
for h | |z close to and inside the antiferromagnetic region (inset
of Fig. 2(a)). While opposite-spin triplets hardly penetrate the
antiferromagnet at all, the equal-spin triplets seem to have a
longer penetration depth. Moreover, they seem to be more
robust upon reflection. The robustness of the equal-spin triplets
generated when the magnetic moments of the ferromagnet
and antiferromagnet are misaligned explains the suppression
of the superconducting gap (Fig. 2(c)) and superconducting
critical temperature. Close to and inside the ferromagnetic
region, the s-wave triplet amplitude is instead weaker for h | |y
than for h | |z. This is because the triplet generation at the
ferromagnetic interface is dependent of the scattering of triplets
at the antiferromagnetic interface, via the singlet amplitude.
The robustness of the equal-spin triplets close to and inside
the antiferromagnet causes the superconducting gap (Fig. 2(c))
and thus the singlet amplitude to be smaller when h | |z. The
decreased singlet amplitude causes fewer triplets to be created
by proximity to the ferromagnet. For the s-wave triplet am-
plitude this effect only dominates for positions sufficiently far
away from the antiferromagnetic region, while for the px-wave
triplet amplitude (Fig. 2(b)) it dominates in all regions.
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Superconductivity assisted change 
of the perpendicular magnetic 
anisotropy in V/MgO/Fe junctions
César González‑Ruano1, Diego Caso1, Lina G. Johnsen2, Coriolan Tiusan3,4, Michel Hehn4, 
Niladri Banerjee5, Jacob Linder2 & Farkhad G. Aliev1*

Controlling the perpendicular magnetic anisotropy (PMA) in thin films has received considerable 
attention in recent years due to its technological importance. PMA based devices usually involve 
heavy‑metal (oxide)/ferromagnetic‑metal bilayers, where, thanks to interfacial spin‑orbit coupling 
(SOC), the in‑plane (IP) stability of the magnetisation is broken. Here we show that in V/MgO/Fe(001) 
epitaxial junctions with competing in‑plane and out‑of‑plane (OOP) magnetic anisotropies, the SOC 
mediated interaction between a ferromagnet (FM) and a superconductor (SC) enhances the effective 
PMA below the superconducting transition. This produces a partial magnetisation reorientation 
without any applied field for all but the largest junctions, where the IP anisotropy is more robust; for 
the smallest junctions there is a reduction of the field required to induce a complete OOP transition 
( H

OOP
 ) due to the stronger competition between the IP and OOP anisotropies. Our results suggest 

that the degree of effective PMA could be controlled by the junction lateral size in the presence of 
superconductivity and an applied electric field. We also discuss how the H

OOP
 field could be affected 

by the interaction between magnetic stray fields and superconducting vortices. Our experimental 
findings, supported by numerical modelling of the ferromagnet‑superconductor interaction, open 
pathways to active control of magnetic anisotropy in the emerging dissipation‑free superconducting 
spin electronics.

Control of out-of-plane (OOP) anisotropies in ultra thin ferromagnetic multilayer films have revolutionized 
magnetic storage and spintronics technologies by mitigating the impact of the demagnetizing energy as the bit 
and magnetic tunnel junction sizes  diminished1,2. Tuning of perpendicular magnetic anisotropy (PMA) by careful 
selection of structure  design3,4 and  size5 has been among the main challenges of spintronics. Besides the variation 
of the ferromagnet thickness and interface with oxides, OOP magnetisation reorientation can be achieved by a 
temporary reduction of the IP-OOP barrier using, for example, heat and microwave  pulses6,7 or a combination 
of magnetic field and low  temperature8.

Recently, we demonstrated a fundamentally different route to magnetisation reorientation through the influ-
ence of superconductivity on the IP magnetisation  anisotropy9. The key idea behind this effect is that the mag-
netisation aligns to minimize the weakening of the superconducting condensate associated with the creation of 
spin triplet (ST) Cooper  pairs10. The spin triplet generation depends on the magnetisation direction relative to 
the interfacial Rashba spin-orbit field. Understanding the factors influencing this superconductivity-induced 
change of magnetic anisotropy is crucial for designing the next generation of cryogenic memories in the emerg-
ing field of superconducting spintronics, where control over non-volatile magnetisation states still remains a 
major  challenge11–14.

The main underlying physical mechanisms for the transformation of ST Cooper pairs from singlet to mixed-
spin and equal-spin triplet pairs are magnetic  inhomogeneities15,16, two misaligned FM  layers17,18 or  SOC19. 
Previous experiments focusing on SOC-driven generation of triplets have focused on heavy metal (Pt) layers in 
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non-epitaxial SC/FM  structures20,21 and Rashba SOC in epitaxial V/MgO/Fe  junctions9,22 where ST Cooper pairs 
are generated depending on the magnetisation orientation relative to the Rashba field.

Theoretically, it has been  shown10 that a superconductor coupled to a ferromagnet by SOC could stimulate 
the modification not only of the  IP9, but also of the OOP magnetic anisotropy below the superconducting critical 
temperature ( TC ). Due to the stray fields, however, ferromagnetic films are expected to have a stronger interac-
tion with the superconductor when an OOP magnetisation is present, compared to a simple IP  variation23,24. 
Therefore, a careful consideration of the interaction of these stray field generated by the OOP magnetisation 
and superconducting vortices is essential to fully capture the factors influencing the effective OOP anisotropy.

Here, we investigate the superconductivity-induced OOP magnetisation reorientation in epitaxial Fe(001) 
films with competing IP and OOP anisotropies, both at zero field and in the presence of out-of-plane applied 
magnetic fields. The V/MgO/Fe(001) junctions are ideal candidates to verify the predicted modification of the 
effective perpendicular anisotropy in the superconducting state for several  reasons10. Firstly, the Fe(001) has the 
 required10 cubic symmetry; secondly, previous studies show that the normal state IP-OOP reorientation transi-
tion takes place at a well-defined critical  field8; thirdly, the system has Rashba type SOC, which is responsible for 
the PMA in MgO/Fe25; fourthly, the relative contribution of the IP and OOP magnetisation anisotropies can be 
tuned by changing the junction lateral size, and SOC can be varied by applying an external electric field; finally, 
the change in magnetisation can be determined with high precision by studying the transport characteristics 
using a second magnetically hard Fe/Co layer which is magnetostatically decoupled from the soft Fe  layer8.

For the smallest junctions, where the IP and OOP anisotropies strongly compete, we remarkably observe 
the full superconductivity-induced IP-OOP magnetisation reorientation predicted in Ref.10. This results in (i) a 
decreasing of the required field to induce the full IP-OOP transition below TC , which is not observed in bigger 
junctions; and (ii) a spontaneous increasing of the misalignment angle between the two FM layers below TC in 
the absence of applied field, which is consistently observed in all but the largest junctions. These differences in the 
observed behaviour depending on the junctions dimensions are most likely due to the IP anisotropy becoming 
more dominant with increasing lateral size. We discard the magnetostatic interaction between supeconducting 
vortices and the FM layers as the main cause of the observed effects.

Results
Figure 1 shows the experimental configuration and the different types of OOP transition observed above the 
vanadium TC . Figure 1a shows the V(40 nm)/MgO(2 nm)/Fe(10 nm)/MgO(2 nm)/Fe(10 nm)/Co(20 nm) 
(N(SC)/FM1/FM2) junctions with a hard Fe/Co layer (FM2) sensing the magnetisation alignment of the 10 nm 
thick Fe(001) soft layer (FM1). Details about the sample growth, characterization and the experimental set-up 
are explained in the “Methods” section. All junctions were saturated with a 3 kOe IP magnetic field (see the 
alignment calibration procedure in Supplementary Material, Sect. 1) before each of the OOP magnetoresistance 
(TMR) measurements, in order to eliminate magnetic inhomogeneities from previous OOP measurements. 
All except one of the studied junctions showed OOP anisotropy below 3 kOe. On the right side of the vertical 
axes of Fig. 1b–d, we indicate the TMR values corresponding to the well established parallel (P), perpendicular 
out-of-plane (OOP) and antiparallel (AP) states for each sample, which are used to calibrate the angle between 
the two FM layers ( �φ = φFM1 − φFM2 , where φFM1 and φFM2 are the angles of each FM layer with respect to 
the plane of the layers, as shown in Fig. 1a) with the same procedure as described in Refs.8,9. This indicates that 
the IP-OOP transition also triggers a total or partial reorientation of the sensing (hard) FM2 layer, providing a 
resistance close to that of an AP state. Previous OOP  measurements8 above TC made on only two 20× 20 µm2 
junctions revealed asymmetric transitions into the perpendicular alignment of the soft FM1 layer, without any 
subsequent transition of the sensing layer with perpendicular fields up to 3 kOe. The present study is made with 
a total of 16 junctions of four different lateral sizes, where about half of them also demonstrate a transition to 
an AP configuration when the magnetic field is further increased after the transition to the OOP state has been 
completed. This AP configuration could potentially be either with the two layers oriented OOP or IP, although 
it seems rather unlikely that both layers reorient to an IP configuration while the applied OOP field increases. 
We believe that the high-field-induced transition from OOP to AP alignment or, in some cases, a nearly direct P 
to AP transition in N/FM1/FM2 junctions could be a consequence of the enhanced antiferromagnetic coupling 
reported for MgO magnetic tunnel junctions with perpendicular magnetic anisotropy  (see26). We cannot exclude 
the possibility that the AP alignment could be triggered by a partial reorientation of the hard Fe/Co layer (with 
only the Fe part or the atomic layers closer to the Fe/MgO interface in the hard layer orienting OOP, as shown 
in the sketches in Fig. 1b,c). However, since we measure the total resistance of the junctions, it is impossible to 
distinguish between these two cases from transport measurements alone. Therefore, we mainly focus on the 
influence of superconductivity on the transition between IP and OOP states and the partial OOP reorientation 
at zero magnetic field. Consequently, for the OOP field range reported here, we will assume that the φFM2 angle 
of the FM2 layer with respect to the in-plane configuration is fixed and close to 0.

Figure 1c shows typical OOP TMR cycles measured in two 20× 20 µm2 junctions, one of them switching to 
an AP alignment following an OOP orientation (blue) and the other one only switches to the OOP state (red). 
Figure 1d shows an OOP TMR for a 30× 30 µm2 junction where the OOP alignment of the FM1 and FM2 elec-
trodes remains stable up to 3 kOe. Note that all junctions showed remanent OOP alignment of the soft Fe(001) 
electrode once the perpendicular magnetic field is removed (Fig. 1). This indicates the relatively small number of 
interfacial defects present in our junctions, as supported by numerical simulations analyzing the OOP configura-
tion robustness as a function of the density of interfacial defects by studying the inverse OOP to IP transition, 
which are discussed in the Supplementary Material, S2.2.

The symmetry broken spin reorientation observed in the OOP TMR experiments shown in Fig. 1 b–d, has 
been previously explained in Ref.8 by the difference in the dislocation density present at the top and bottom 
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surfaces of the soft Fe(001) layer due to the growth process. This differently affects the top and bottom surface 
anisotropies, which leads to different intensities at each interface resulting in the magnetisation being more easily 
reoriented into the OOP configuration for one field direction than the other. This asymmetric field behaviour 
might seem at odds with the Stoner–Rashba model developed in Ref.27. This model suggests that a net Rashba 
field related to the asymmetric top and bottom interfaces of a ferromagnetic film leads to a pseudo-dipolar 
contribution to the anisotropy, which would mainly favor an in-plane magnetisation and an uniaxial-like ani-
sotropy favouring the/a perpendicular magnetisation configuration. Correspondingly, the hysteresis curve of 
a single magnetic (here Fe) layer is expected to be an even function with respect to the external magnetic field. 
However, we note that the model does not fully account for the complexities discussed below that could lead to 
the asymmetric hysteresis we observe in our multilayer structures.

The fact that the hysteresis curve is not an even function of the external magnetic field is simply related to 
the fact that the model is developed for a single ferromagnetic layer while in our complex heterostructure, we do 
not reverse the Fe/Co interface magnetisation. This is not unreasonable considering a large interface anisotropy. 
A full magnetisation reversal including interfacial magnetisation would only result in an asymmetric hysteretic 
response. Secondly, in our structures stray fields play a relevant/crucial/central role and importantly the stray 
fields seen by both interfaces are not similar. The bottom interface experiences the stray field of the Fe/Co top 
bilayer, while the top interface sees the contribution from the bottom Fe layer. In a macrospin model, increasing 
the stray fields would decrease the perpendicular anisotropy. To fully understand the complexities of the asym-
metric magnetisation response, future studies such as direct OOP magnetisation measurements on the MgO/
Fe/MgO structures in the absence of the sensing Fe/Co and V/MgO layers, could be performed.

It is worth mentioning a distinct feature of our junctions, having a strongly preferred IP magnetisation at room 
 temperature8, with the OOP configuration of the soft 10 nm Fe layer only becoming non-volatile below 80 K. In 
the temperature range in which this study takes place (0.3 to 7 K), the magnetic field required to induce an OOP 
transition in the soft layer does not typically exceed 2 kOe. These relatively low values (with respect to continu-
ous 10 nm thick Fe films) could be explained by the combined influence of a few factors. Firstly, the variation 
of the relation between the IP and OOP anisotropy energies could vary with temperature, possibly favouring 

Figure 1.  (a) Sketch of the junctions under study where Fe(10 nm) (FM1) is the soft ferromagnet undergoing 
spin reorientation transitions, while Fe(10 nm)Co(20 nm) (FM2) is the hard (sensing) layer. φFM1 and φFM2 are 
the OOP angles of each FM layer (i.e. the angle with respect to the plane of the layers). Since the FM2 layer is 
normally fixed to act as a sensor, φFM2 is assumed to be very close to 0 unless otherwise stated. (b–d) show TMR 
experiments where the field is applied in the OOP direction in 10× 10 , 20× 20 and 30× 30 µm2 junctions 
respectively, showing the field-induced transition into the nonvolatile OOP state. The right vertical axes indicate 
the parallel (P), antiparallel (AP) and OOP states for each junction, marked with dotted lines. The inset sketches 
depict the proposed configuration of the two FM layers in the P (only shown in panel (d)), OOP and AP 
configurations of the spin valve stack.
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the OOP configuration at low  temperatures28. Secondly, interfacial strain has also demonstrated the potential to 
induce changes in the perpendicular anisotropy in thin ferromagnetic  films29. Thirdly, the IP saturation in this 
study was carried out with a field of 3 kOe. This value was considered sufficiently high since the resistance values 
were stable above 1 kOe, but it could be insufficient to induce a perfect IP alignment at low temperatures. This 
factor could be more relevant for the smallest junctions where edge magnetic charges would have a relatively 
higher influence on the measured OOP switching field, qualitatively explaining the dependence of this field with 
the junctions lateral size, as supported by numerical simulations (see Supplementary Material Fig. S5). Finally, 
as mentioned before, as long as we measure the total resistance of the junction, we can’t exclude that the OOP 
reorientation might take place preferently in the atomic layers closer to the Fe/MgO interface (where it would 
be easier to reorient the magnetic moments due to the surface anisotropy). Thus, the surface OOP state (with 
a thickness of a few nm, close to that of the Fe magnetic exchange  length30) might be realized with the aid of 
interface anisotropy at the Fe/MgO interface and an external OOP magnetic field. This is shown in the sketches 
of the spin valve configuration in Fig. 1b–d.

Superconductivity induced change of the out‑of‑plane anisotropy field. Figure  2a shows the 
temperature dependence of OOP TMRs in a 10× 10 µm2 junction, in a field range where the field-induced 
magnetisation reorientation of the FM1 layer (measured at 5 mV) takes place. A decrease of the characteristic 
HOOP field (defined as the applied magnetic field providing a complete OOP reorientation of the FM1 layer) just 
below TC can be observed upon lowering the temperature, as represented in Fig. 2c. We note that the SC-induced 
full IP-OOP transitions have been clearly observed in the smallest 10× 10 µm2 lateral size junctions. The larger 
junctions showed a small low field TMR increase below TC , which could be interpreted either as a partial FM1 
layer reorientation or an inhomogeneous OOP alignment (Fig. 2b). For the 20× 20 µm2 and larger junctions, 

Figure 2.  (a) Field induced OOP magnetisation transition in a 10× 10 µm2 SC/FM1/FM2 junction at different 
temperatures from above to below TC . A strong reduction of HOOP takes place below TC . (b) Shows a similar 
experiment in a 30× 30 µm2 junction. In this case, some increasesting in the low field TMR is observed, but 
not enough to be attributed to a complete OOP reorientation. (c) Temperature dependence of the normalized 
HOOP anisotropy field for junctions with four different lateral sizes. (d) Represents the temperature dependence 
of the misalignment angle between the two FM layers ( �φ = φFM1 − φFM2 , calibrated following the procedure 
outlined in Ref.9) at zero field for the four different sized samples, using the same color legend as in (c). The 
inset shows a comparison of the zero field �φ angle at T = 5 K (above TC ) and at T = 0.3 K (well below TC ) as a 
function of the samples’ lateral size. The gradual decrease of the zero-field angle above TC with increasing lateral 
size points towards a small equilibrium initial angle already existing in the normal state, which we attribute to 
competing OOP and IP anisotropies. When superconductivity develops below TC , an additional magnetisation 
reorientation is observed in all except the bigger samples. The colored dashed lines are guides for the eyes, while 
the vertical, black, dashed lines indicate the critical temperature.
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the HOOP anisotropy field turned out to be nearly independent of temperature (Fig. 2c). Interestingly, our junc-
tions also revealed spontaneous zero field TMR emerging below TC (corresponding to a partial magnetic reori-
entation of the soft FM1 layer), which is more pronounced for the smaller samples and diminishes with lateral 
size, abruptly disappearing for the largest junctions. This is shown in Fig. 2d, where instead of the TMR, the 
calculated angle between the two FM layer is plotted. It is worth noting that this relative angle calculation is 
similar to our previous  work8,9, and assumes a uniform magnetisation in the whole FM layer. However, the real 
scenario could be more complex (see Supplementary Material, S2.1).

Influence of electric field on the out‑of‑plane reorientation. The presence of the MgO barriers 
allows us to explore the possible influence of high electric fields on the magnetic-field-induced IP-OOP transi-
tions above and below TC . High electric field influences the PMA anisotropy by modifying the SOC Rashba field 
in magnetic tunnel  junctions27. Our previous  study8 revealed that roughly two thirds of the voltage drop in our 
junctions occurs at the V/MgO/Fe barrier, resulting in a high electric field across this interface. The remaining 
voltage drops at the Fe/MgO/Fe interface, which is responsible for the change in the resistance providing the 
measured TMR depending on the relative magnetic configuration of the two FM layers.

We have therefore investigated the influence of high bias and its polarity on the IP-OOP transition in junctions 
with different lateral sizes. Figure 3a–d show that an applied bias of 600 mV (generating an electric field at the 
V/MgO/Fe interface exceeding 2× 108 V/m) hardly affects HOOP above TC , independently of the junctions size. 
Moreover, the application of a large electric field has also a negligible effect on the superconductivity-induced IP-
OOP transition in the larger than 30× 30 µm2 junctions, with a dominant IP magnetisation alignment (Fig. 3c). 
However this changes for the smaller junctions, where IP and OOP anisotropy values are comparable leading to 
an entirely different behaviour. Strikingly, we observe that for 10× 10 µm2 and 20× 20 µm2 junctions, the electric 
field stimulates an IP-OOP transition below TC at very small values of the applied magnetic field (below 100 Oe).

Figure 3d compares the influence of an electric bias close to 600 mV with different polarities on the mag-
netisation alignment below TC (0.3 K) with an applied magnetic field of − 50 Oe, within the field range in which 

Figure 3.  Influence of the electric field on the magnetisation reorientation transition HOOP , above ( T = 5 
K) and below TC ( T = 0.3 K). The transition is shown for an applied bias of 600 mV (electric field of 
about 2.5× 10

8 V/m), with both positive and negative polarities, for samples with varying lateral sizes: (a) 
10× 10 µm2 , (b) 20× 20 µm2 and (c) 30× 30 µm2 . (d) shows the difference of TMR with temperature 
(calculated as TMR0.3 K − TMR5 K ) for both polarities and in the absence of applied electric field ( V = 5 mV) as 
a function of the lateral size, for an applied field of H = − 50 Oe. The superconducting transition seems to have 
bigger effects on the magnetic OOP reorientation for smaller samples.
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we observed a larger influence of the electric field on the IP-OOP transition for the smaller junctions. This field 
is about an order of magnitude below the first critical field of our Vanadium films, which was estimated to be 
close to 400  Oe22, therefore minimizing the presence of vortices in the superconducting layer. We believe that the 
electric field effect asymmetry could be due to the combined influence of the relatively more dominant proximity 
effects between the SC and FM states at the V/MgO/Fe interface in smaller junctions, and the electric-field-
induced variation of the Rashba field influencing the OOP anisotropy for the non-equivalent interfaces MgO/
Fe and Fe/MgO in the  junctions27.

Discussion
Evaluation of magnetostatic coupling between superconducting vortices and ferromag‑
net. Let us start our discussion by considering different scenarios involving the possible magnetostatic cou-
pling between the superconducting vortices and the  ferromagnet31. It is tempting to consider the device edges 
as mainly responsible for the superconductivity-induced spin reorientation, as the edge has a more important 
contribution for the smallest samples, in which the minimum applied field is enough to fully reorient the mag-
netisation. However, a few experimental facts contradict this scenario. Firstly, the superconductivity-induced 
additional zero field OOP angle variation is similar for 10× 10 to 30× 30 µm2 junctions (see inset in Fig. 2 d), 
which would not be the case if the change comes from the device’s edges. The superconductivity induced spin 
reorientation effect abruptly diminishes for the 40× 40 µm2 junction only (Fig. 2d). Secondly, numerical simu-
lations show that the OOP reorientation due to magnetostatic coupling, if relevant, could potentially be triggered 
by the nucleation of OOP domains in the interior of the samples rather than at the edges; even if we assume the 
edges as the initial OOP nucleation places, the resulting vortex distribution would affect the whole FM layer (see 
Supplementary Material S2.1). Finally, electric field stimulates the OOP transition for relatively small junctions 
with competing anisotropies (see Fig. 3) which points towards the possible role of the Rashba field.

We have seen from micromagnetic simulations and as an experimental trend that, on average, the normal 
state HOOP increases with the junctions area (Supplementary Material S2.3). This is in agreement with the 
gradual decrease of the partial OOP magnetisation reorientation with increasing lateral size seen in the normal 
state, just above the critical temperature (see Fig. 2d). Within the above picture, a lower HOOP field is required to 
reorient the magnetisation perpendicularly in the smallest junctions, and therefore one would expect a weaker 
magnetostatic coupling to SC vortices.

Numerical simulations of the magnetostatic interaction of the V/MgO/Fe system during an OOP TMR experi-
ment such as the ones shown in Fig. 1, where a varying OOP magnetic field is applied, is a complex problem 
which requires self-consistent treatment of the interaction between magnetic charges and stray fields of super-
conducting  vortices32. The Supplementary Material (Sect. 2.1) introduces a simplified simulation scheme which 
evaluates this interaction in the presence of the Meissner effect. These results show that the vortex-mediated 
magnetostatic interaction might only explain a weak enhancement of HOOP in the superconducting state in the 
largest junctions (Fig. 2c). However, we note that varying the superconducting hysteresis strength or width in 
the magnetostatic simulations could not explain the strong decrease of HOOP below TC which was experimentally 
observed in the smaller junctions. Moreover, a dominant magnetostatic coupling would contradict the observed 
influence of electric field on TMR below TC for the smallest junctions (Figs. 2, 3).

Microscopic model. To explain the strong decrease in the OOP anisotropy field below TC for the smallest 
junctions and the superconductivity-induced zero field magnetic reorientation in all except the largest ones, as 
well as the influence of the SOC strength through the application of an electric field, we present a microscopic 
model describing the observed superconductivity-assisted OOP magnetic reorientation. In heterostructures 
consisting of superconducting and magnetic layers, the superconducting condensate is weakened as Cooper 
pairs leak into the magnetic  regions33. This leakage is more efficient when the spin-singlets are transformed into 
equal-spin triplet pairs polarized along the same axis as the magnetisation. In our system, the MgO layer boosts 
the Rashba SOC at the SC/FM interface allowing for a generation of equal-spin triplets that depends on the 
orientation of the magnetisation with respect to the  interface10,20.

To show how the efficiency of the triplet leakage affects the critical field for reorienting the magnetisation 
OOP, we calculate the free energy of the system from a tight-binding Bogoliubov–de Gennes (BdG) Hamiltonian 
(see Sect. 3 in the Supplementary Material for a complete description of our method). The V/MgO/Fe structure 
is modelled as a cubic lattice with electron hopping between neighboring sites. We include conventional s-wave 
on-site superconducting pairing potential in the V layer, Rashba SOC in the MgO layer, and an exchange split-
ting between spins in the Fe layer. Although this model is valid in the ballistic limit, we expect similar results for 
diffusive materials since spin singlets are partially converted into odd-frequency s-wave triplets that are robust 
to impurity scattering. Moreover, the variation in the singlet population under IP to OOP reorientation of the 
magnetisation have previously been demonstrated both experimentally and by dirty limit  calculations20.

The free energy determined from this model captures the contribution from the superconducting proximity 
effect, and also includes a normal-state contribution favoring an IP magnetisation. In addition, we include a nor-
mal-state anisotropy KIP[1− cos4(�FM1)] + KOOP[1− sin2(�FM1)] , where �FM1 ranges from 0◦ (corresponding 
to an IP magnetisation of the soft ferromagnet) to 90◦ (OOP magnetisation). In total this gives a normal-state 
anisotropy favoring an IP magnetisation, with an additional local minimum for the OOP magnetisation direc-
tion. Here we only focus on the superconductivity-assisted deepening of these OOP quasi-minima associated 
with the spin singlet to spin triplet conversion. The increase in HOOP below TC discussed in the previous section 
is not covered by this theoretical framework, as it does not take into account formation of vortices or the size 
of the junction. The discussion here is therefore relevant to the smaller junctions where the superconductivity-
assisted decrease in HOOP dominates.
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In Fig. 4a), we demonstrate how the local free energy minimum for an OOP magnetisation deepens as the 
temperature is decreased below TC . As a simple qualitative model, we calculate the external magnetic field that 
can be used to force the magnetisation into the OOP orientation as HOOP = (Kanis + FOOP − FIP)/µ0µtot , 
where µtot is the total magnetic moment, Kanis is a constant anisotropy favoring the IP orientation that includes 
the above mentioned parameters for the normal-state IP and OOP anisotropies, KIP and KOOP , as well as an 
energy barrier associated with the reorientation; and FOOP and FIP are the calculated free energies in the OOP 
and IP states of the soft layer respectively. In Fig. 4b, we show how HOOP decreases below TC as observed for the 
10× 10  µm2 junction in Fig. 2c. We have thus demonstrated that the proximity effect enables a strong decrease 
in HOOP that cannot be explained by the coupling of the ferromagnet to superconducting vortices discussed in 
the previous section. Moreover, since this variation in HOOP requires that SOC is present, it also explains the 
dependence on the electric field observed for the smaller junctions (Fig. 3). The fact that HOOP decreases over 
a longer temperature interval than in the experiments, rather than flattening out for low T, is caused by the 
downscaling of the lattice that is necessary in our theoretical model. In order to scale down the superconduct-
ing coherence length so that it remains comparable to the thickness of the superconducting layer, the on-site 
interaction must be increased, leading to a higher TC . Since the temperature interval is larger, a smaller fraction 
of the temperatures exist in the low-temperature limit where the free energy is temperature independent. Keep-
ing in mind that our measurements of HOOP show a dependence on the magnitude of the Rashba SOC, we can 
conclude that the SOC induced change in magnetic anisotropy below TC shown here must strongly contribute 
to the suppression in HOOP for the 10× 10  µm2 junctions.

Conclusions
Our experiments point towards the superconductivity induced modification of the perpendicular magnetic ani-
sotropy in the epitaxial Fe(001) films in the V(40 nm)/MgO(2 nm)/Fe(10 nm) system. The behaviour depends 
on the lateral dimensions of the junctions in the following way: First, for the smallest junctions, the magnetic 
field necessary for a full OOP magnetisation reorientation drops by an order of magnitude in the supercon-
ducting state, while for the rest of the junctions it varies only slightly. Second, in all but the largest junctions, an 
increase in the OOP misalignment angle between the soft Fe(10 nm) layer and the hard one is observed when 
the temperature is decreased below TC without any applied field. This spontaneous reorientation is similar for 
10× 10 to 30× 30  µm2 junctions and disappears in the largest ones, suggesting that superconductivity could 
be affecting the competition between the IP and OOP anisotropies (which is more pronounced for the smaller 
junctions) rather than being the result of the reorientation taking place at the edges of the samples. The decreasing 

Figure 4.  When the magnetisation of the soft ferromagnet is rotated from a parallel to an OOP alignment 
with respect to the hard ferromagnet, as sketched above (a) (In the upper right part, only the part of the soft 
FM layer closer to the V is depicted, not to scale, in order to show the possible magnetisation configuration. In 
the theoretical modelling the magnetisation is considered to be uniform for simplicity, altough, as mentioned 
before, experimentally the magnetisation reorientation is more likely to happen only close to the interface. 
The FM2 layer is considered to be fixed with an IP orientation), the SOC assisted conversion (white arrows) 
of singlet Cooper pairs (orange) into equal-spin triplets (blue) is at its minimum for the OOP orientation. The 
superconducting condensate is therefore stronger when the magnetisation is OOP, causing a decrease in the 
OOP free energy as the temperature is decreased below TC (panel a)). The deepening of the OOP minimum 
causes a decrease in HOOP (b)). In (a), KIP = 1.5 and KOOP = 1.6 , while in (b) Kanis = 0.8 favoring the IP 
orientation. The free energy is scaled by the hopping parameter t. For further details about the parameters used 
in the BdG calculations, see Sect. 3 in the Supplementary Material.



8

Vol:.(1234567890)

Scientific Reports |        (2021) 11:19041  | https://doi.org/10.1038/s41598-021-98079-5

www.nature.com/scientificreports/

of HOOP transition field in the superconducting state, which could also be stimulated by the application of 
electric field changing the Rashba SOC, is consistent with the theoretical  prediction10 of the absolute minimum 
of free energy corresponding to the OOP spin direction in SC/SOC/FM hybrids with competing (IP vs OOP) 
anisotropies just below TC . The magnetostatic interaction between vortices and magnetic inhomogeneities could 
explain a weak hardening of the OOP transition in the largest junctions. A detailed theoretical analysis of the 
mutual interplay between the inhomogeneous magnetisation of the soft ferromagnet and the superconductor 
is, however, beyond the scope of this work. Our results open a route to active manipulation of perpendicular 
magnetic anisotropy in the expanding field of dissipation-free superconducting electronics involving  spin34–36 
or spin polarized  supercurrents37.

Methods
Samples growth and characterization. The V(40 nm)/MgO(2 nm)/Fe(10 nm)/MgO(2 nm)/Fe(10 nm)/
Co(20 nm) MTJ multilayer stacks have been grown by molecular beam epitaxy (MBE) in a chamber with a base 
pressure of 5× 10−11 mbar following the procedure described in Ref.38. The samples were grown on (001) MgO 
substrates. A 10 nm thick seed of anti-diffusion MgO underlayer is grown on the substrate to trap the C from it 
before the deposition of the Fe (or V). The MgO insulating layer is then epitaxially grown by e-beam evaporation 
up to a thickness of approximately ∼ 2 nm and the same process is then executed for the rest of the layers. Each 
layer is annealed at 450 °C for 20 min for flattening. After the MBE growth, all the MTJ multilayer stacks are 
patterned in micrometre-sized square junctions by UV lithography and Ar ion etching, controlled step-by-step 
in situ by Auger spectroscopy.

Experimental measurement methods. The measurements are performed inside a JANIS® He3 cryostat 
(the minimum attainable temperature is 0.3 K). The magnetic field is varied using a 3D vector magnet consist-
ing of one solenoid (Z axis) with Hmax = 3.5 T and two Helmholtz coils (X and Y axis) with Hmax = 1 T. In our 
system the different magnetic states can be distinguished by looking at the resistance, so the relative orientation 
between two electrodes can be measured. The magnetoresistance measurements are performed by first setting 
the magnetic field to the desired value, then applying positive and negative current up to the desired voltage 
(5 mV unless otherwise stated), and averaging the absolute values of the measured voltage for the positive and 
negative current, obtaining a mean voltage which is used to calculate the resistance at that point. The tempera-
ture is measured and controlled with a LakeShore 340 thermometer.
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ABSTRACT

The Supplementary material contains information about the calibration and correction of the superconducting coils alignment
with the IP and OOP axis of the samples; the numerical simulations performed to evaluate the influence of Meissner effect,
vortex-stray field magnetostatic interaction, microscopic defects and lateral size on the OOP reorientation behaviour; and
details about the theoretical model supporting the experimental findings.

1 Correction of the OOP field misalignment
In order to ensure that the magnetic field is perfectly aligned with respect to the FM layers, we calibrate the angle between the
V/MgO/Fe plane and the magnetic field created by the vector magnet superconducting coils by performing sub-gap conductance
measurements at T = 0.3 K for different field directions around each axis. Figure S1 describes the calibration process in
detail. The results are robust throughout the studied samples, with a misalignment of 8 ±1 degrees with respect to the X-axis
superconducting coil, which is accounted for in the OOP experiments. There is no observed in-plane misalignment (Y and Z
axis coils).

For the highest OOP-AP transition fields measured (about 2000 Oe as shown in Figure 1c in the main text), the uncertainty
of 1 degree in the misalignment calibration for the X coil could result in an IP component of the applied field of 35 Oe, which is
about 20 times smaller than the IP coercive field of the hard FM layer1. Therefore, undesired IP field due to misalignment can
be ruled out as an explanation for the observed AP transitions.

2 Numerical simulations

Micromagnetic simulations were carried out using the MuMax32 software in order to estimate (i) the possible influence of
Meissner effect on the OOP transition dynamics, (ii) the role of magnetic inhomogeneities caused by defects on the volatility of
the OOP magnetic state (characterized by the OOP to IP transition field, HOOP-IP) and (iii) the OOP reorientation dynamics.
Additional simulations of the OOP transition were performed varying the lateral size of the simulated samples, in order to
contrast the results with the observed enhancement of the OOP transition field HOOP with the junctions’ lateral size. The
following typical Fe magnetic parameters were implemented on the system: saturation magnetization MS = 2.13 T (1.7×106

A/m), exchange stiffness Aexch = 2.1×10−11 J/m, damping α = 0.02 and first order cubic anisotropy KC1 = 4.8×104 J/m3.
All simulations were made with T = 0 K. The simulation cells of the system were set at 128 for the IP components and at 16
for the OOP component. The lateral size of the simulated samples was 0.4×0.4 µm2, with a thickness of 10 nm. The system
was additionally surrounded by a vacuum box of an added 100 nm (50 nm on each side) and 3 nm on the top and bottom of the
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Figure 1. Calibration measurements for the X axis SC coil in a 20×20 µm2 junction at T = 0.3 K. (a) shows the
conductance measured at V = 0.3 mV, inside the SC gap, for different values of the ϕ angle (defined in the inset, which is a
sketch of the sample holder situation with respect to the three SC coils). (b) shows two conductance curves at H = 0 and
HOOP = 300 Oe. The dashed line indicates the applied voltage during the calibration process. When an OOP magnetic field is
present, the SC gap diminishes and the conductance increases. The misalignment angle is therefore obtained as the one which
minimizes the conductance (ϕ = 82 deg in (a)).

sample, leaving the discretization size of the simulation at 3.9×3.9×1 nm. Higher discretization in the OOP direction has
been chosen on purpose to observe the OOP effects with high accuracy in the simulations. Perpendicular magnetic anisotropy
(PMA) was introduced on the top and bottom layers of the Fe as surface anisotropy, with a value of KS1 = 8.32×10−3 J/m2.
Due to computational limitations on the size and detail of the simulations, the results discussed in this section should be taken
as qualitative support for the experimental results, rather than quantitative estimations.

2.1 Influence of Meissner effect on the OOP magnetization reorientation

a) b)

Figure 2. (a) Numerical simulations of the hysteresis loops reproducing the IP to OOP transition for different strengths of ME.
(b) shows the simulated OOP transition field HOOP as a function of the strength of the ME.

The influence of superconductivity on the OOP transition has been studied by performing micromagnetic simulations
with MuMax3 for 10 nm thick, 0.4×0.4 µm2 Fe(001) films under the influence of a superconducting vanadium layer. We
simulated OOP hysteresis cycles where a correction to the applied field was added based on a typical Meissner effect (ME)
hysteresis cycle (obtained from3, shown in Figure S2b inset), scaled for different values of field contribution from Meissner
effect and adapted to the first and second critical fields of vanadium (correspondingly Hc1 and Hc2). The contribution from
superconducting vortices was taken into account by using an in-group developed program that numerically solves the time
dependent Ginzburg-Landau equations in order to simulate the behaviour of type II superconductors under magnetic fields4.
The initial stray fields from an in-plane saturated FM simulation were used to generate a distribution of vortices, and then the
fields generated by those vortices were calculated5 and added into the corrected hysteresis cycle. Our simplified numerical
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model, although limited, provides qualitative support for the mutual magnetostatic interaction between the FM and SC as the
possible origin of the behaviour of the HOOP field in the superconducting state. We also note that simulations with a contribution
exceeding 7% of Meissner effect resulted in the OOP state being volatile in the hysteresis cycle (i.e. the magnetization returns
to an IP configuration before returning to zero field), in contradiction with the experimental observations. Consequently, we
have not considered larger contributions of Meissner effect as a possible explanation for the observed behaviour of HOOP. We
also underline that a complete numerical solution is a great challenge which is outside our current capabilities, as the problem
should be solved self-consistently, so the results should be understood in a qualitative way.

Figure 3. (a) Snapshot of the stray fields calculated in a micromagnetic simulation of a 0.4×0.4 micron Fe sample behaviour
under OOP applied fields just before the OOP reorientation. Five domains can be observed with an OOP magnetization
resulting in high stray fields, which trigger the reorientation in the rest of the film. (b) shows the stationary state reached in a
superconducting simulation on a 0.4×0.4 micron vanadium layer at T = 2 K when stray fields are present at the edges of the
sample. The vortices fill the interior of the film, which would result in higher OOP fields affecting the neighbouring FM layer
and therefore triggering the OOP reorientation.

Figure 4. Influence of defects on the spin reorientation transition. (a) shows two OOP hysteresis cycles with different amounts
of surface defects. The OOP-IP transition field is indicated by solid line black arrows, while the arrows with dotted lines mark
the direction of the cycle. (b) plots the transition field HOOP-IP against the % of simulated defects (in log scale). An asterisk has
been manually added with the transition field for the simulation with no defects. For simulations with more than 1% of defects,
the OOP-IP transition becomes volatile (i.e. it happens before the field changes from positive to negative), in contradiction with
the experimental results. The solid line is a guide for the eye, while the inset shows an example image of the surface defects
introduced.

Another concern about the OOP reorientation is the possibility of it being a trivial effect produced at the edges of the FM
layers. As mentioned in the main text, there is experimental evidence pointing against this possibility. However, a more thorough
study has been performed in order to fully discard this scenario. First, we simulated the field-induced OOP reorientation in
0.4×0.4 micron Fe films. As shown in figure S3a, the reorientation seems to be triggered by OOP oriented domains in the
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interior of the film.
On the other hand, we wanted to see the influence of any possible dominating edge effects on the underlying SC layer.

Simulations of 0.4×0.4 micron V films were made using the code for type II superconductors described above at T = 2 K,
with OOP magnetic fields applied at the edges of the simulated samples. As shown in figure S3b, the stationary state is reached
when vortices fill the interior of the film. This would produce high OOP stray fields affecting the interior of the Fe layer,
triggering a reorientation in the whole film rather than limiting it to the edges.

2.2 Influence of defects on the OOP-IP magnetization reorientation
In order to better understand the experimentally observed non-volatility of the OOP state in the junctions, we have simulated
numerically the influence of randomly distributed surface magnetization defects within the bottom and top layers of the
10 nm thick Fe layer. The defects are introduced in the simulations as spots of enhanced surface saturation magnetization
(MS(defects) = 1.25×MS(Fe)). We have found that the introduction of a small number (about 10−3%) of magnetic defects
per layer does not affect the non-volatity, but only varies the characteristic field HOOP-IP of the transition from the OOP state
to the IP alignment that takes place after the initial magnetization saturation (Figure S4). Above some critical defect number
of about 2×10−3% defects per layer the OOP-IP transition becomes volatile. As long as we always observe experimentally
non-volatility of this transition in our junctions, we can conclude that there is a relatively small number of magnetic defects
present in the epitaxial MTJs under study.

2.3 Dependence of HOOP with the junctions lateral size

Figure 5. Dependence of the OOP transition field with the lateral size of the junctions. (a) shows experimental results, with
the error bars corresponding to the standard deviation of the measured samples for each size. (b) shows the transition field for
micromagnetic simulations of different lateral sizes. Note that, due to computational limitations, the simulated sizes are smaller
than the actual samples. However, the trend is in qualitative agreement with the experimental results. The lines are linear
fittings of the experimental/simulation points, which should serve as guides for the eyes. This trend is accomplished both with
or without considering periodic boundary conditions (PBC).

The behaviour of the OOP transition field HOOP has been studied as a function of the samples lateral size, in a total of
14 different samples varying from 10× 10 to 40× 40 µm2. We found an increasing trend of HOOP with the lateral size, as
shown in Figure S5a. Micromagnetic simulations of the same transition have been performed in Fe films with lateral sizes of
0.1×0.1 to 0.4×0.4 µm2 (as the real dimensions were computationally prohibitive to simulate) with a qualitative agreement
to the experimental results, as shown in Figure S5b. These simulations have been made in the absence of previously discussed
phenomena such as defects or Meissner effect.

3 Bogoliubov–de Gennes theoretical model
In order to demonstrate how the superconducting proximity effect can cause a change in the magnetic anisotropy, we consider a
tight-binding Bogoliubov–de Gennes model for the V/MgO/Fe heterostructure. This model enables us to calculate the free
energy of the system, so that we can study how the energy cost for reorienting the magnetization changes with temperature. We
here only focus on the superconductivity-induced decrease in HOOP observed for 10×10 µm junctions. Vortex formation and
the size of the lattice is not taken into account here, and instead discussed in section S2.1 and in the microscopic model section
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in the main text. For the microscopic model of the V/MgO/Fe heterostructure, we consider the Hamiltonian

H =−t ∑
〈i, j〉,σ

c†
i,σ c j,σ −∑

i,σ
(µi−Vi)c

†
i,σ ci,σ −∑

i
Uini,↑ni,↓+ ∑

i,α,β
c†

i,α(hi ·σ)α,β ci,β −
i
2 ∑
〈i, j〉,α,β

λic
†
i,α n ·(σ×di, j)α,β c j,β . (1)

The first term describes the nearest-neighbor hopping, where t is the hopping integral. The second term describes the chemical
potential µi at each lattice site i, and the potential barrier Vi > 0 present in the insulating MgO layers. The third term gives
rise to an attractive on-site interaction in the superconducting V layer described by the onsite potental Ui > 0. The fourth term
introduces a local magnetic exchange field hi giving rise to ferromagnetism in the Fe layer. The Pauli matrices are contained in
the vector σ . The last term describes the Rashba spin-orbit coupling boosted by the MgO layers, where the spin-orbit field has
a magnitude λi and is directed along the interface normal n. The vector di, j connects site i and j. In the above Hamiltonian, c†

i,σ
and ci,σ are the second-quantization electron creation and annihilation operators at site i with spin σ , and ni,σ ≡ c†

i,σ ci,σ is the
number operator. The superconducting term is treated by a mean-field approach assuming that ci,↑ci,↓ ≈

〈
ci,↑ci,↓

〉
+δ , where

terms to the second order in the fluctuations δ are negligible. The superconducting gap is defined as ∆i ≡Ui
〈
ci,↑ci,↓

〉
and must

be treated self-consistently. The above model is valid in the ballistic limit, but since the effects considered here depend on the
formation of s-wave odd-frequency triplets that are robust to impurity scattering we would obtain qualitatively the same results
in the diffusive limit.

We consider a cubic lattice of size Nx×Ny×Nz with an interface normal along the x axis. We assume periodic boundary
conditions in the y and z directions, and apply the Fourier transform

ci,σ =
1√

NyNz
∑
k

ci,k,σ ei(k·i||) (2)

along these axes. To simplify notation we have defined i≡ ix, j ≡ jx, i|| = (iy, iz), and k ≡ (ky,kz). We also use that

1
NyNz

∑
i||

ei(k−k′)·i|| = δk,k′ . (3)

The Hamiltonian can be written on the form

H = H0 +
1
2 ∑

k
W †

k HkWk, (4)

where the basis is given by

W †
k = [B†

1,k, ...,B
†
i,k, ...,B

†
Nx,k], B†

i,k = [c†
i,k,↑ c†

i,k,↓ ci,−k,↑ ci,−k,↓], (5)

and where the Hamiltonian matrix Hk consists of Nx×Nx blocks

Hi, j,k = εi, j,kτ̂3σ̂0 +δi, j

[
i∆iτ̂+σ̂y− i∆∗i τ̂−σ̂y +hx

i τ̂3σ̂x +hy
i τ̂0σ̂y +hz

i τ̂3σ̂z−λi sin(ky)τ̂0σ̂z +λi sin(kz)τ̂3σ̂y

]
, (6)

with row and column indices (i, j). Above, τ̂iσ̂ j ≡ τ̂i⊗ σ̂ j is the Kronecker product of the Pauli matrices spanning Nambu and
spin space, τ̂± ≡ (τ̂1± iτ̂2)/2, and

εi, j,k ≡−2t [cos(ky)+ cos(kz)]δi, j− t(δi, j+1 +δi, j−1)− (µi−Vi)δi, j. (7)

The constant term is given by

H0 =−∑
i,k

{
2t [cos(ky)+ cos(kz)]+µi−Vi

}
+NyNz ∑

i

|∆i|2
Ui

. (8)

By diagonalizing Hk, we obtain eigenvalues En,k and eigenvectors

Φ†
n,k = [φ †

1,n,k · · · φ †
Nx,n,k], φ †

i,n,k = [u∗i,n,k v∗i,n,k w∗i,n,k x∗i,n,k]. (9)

The diagonalized Hamiltonian can be written as

H = H0−
1
2

′

∑
n,k

En,k +

′

∑
n,k

En,kγ†
n,kγn,k, (10)
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where the marked sum goes over {n,ky,kz > 0}, {n,ky > 0,kz = 0,−π}, and {n corresponding to En,ky,kz > 0,ky = 0,−π,kz =
0,−π}. Expectation values of the new operators can now be evaluated according to

〈
γ†

n,kγm,k

〉
= f (En,k)δn,m,

〈
γ†

n,kγ†
m,k

〉
=
〈
γn,kγm,k

〉
= 0, (11)

where f (En,k) is the Fermi-Dirac distribution. The new quasi-particle operators are related to the old operators by

ci,k,↑ = ∑
n

ui,n,kγn,k, ci,k,↓ = ∑
n

vi,n,kγn,k, c†
i,−k,↑ = ∑

n
wi,n,kγn,k, c†

i,−k,↓ = ∑
n

xi,n,kγn,k. (12)

The eigenenergies En,k and eigenvectors Φn,k obtained in this diagonalization, can be used to calculate physical observables for
the system. The superconducting gap is given by

∆i =
Ui

N

′

∑
n,k
{ui,n,kx∗i,n,k[1− f (En,k)]+ vi,n,kw∗i,n,k f (En,k)}, (13)

and is treated self-consistently.
We can calculate the critical field HOOP for reorienting the magnetization from an IP to an OOP orientation. The Zeeman

energy of an external magnetic field H is given by

FZeeman =−µ0µ tot ·H, (14)

where µ0 is the vacuum permeability, µ tot is the total magnetic moment, and H is the applied field. If we consider a system
where the free energy is minimal for an IP magnetization and maximal for an OOP magnetization, and we want to find the
external magnetic field needed to reorient the magnetization to the OOP direction, we must require that |FZeeman| ≥ FOOP−FIP.
We can then calculate the critical field from

HOOP =
FOOP−FIP

µ0µtot
. (15)

To take into account other anisotropy contributions not covered by this model, we let FOOP→ FOOP +Kanis. Above, the free
energy is given by

F = H0−
1
2

′

∑
n,k

En,k−
1
β

′

∑
n,k

ln(1+ e−βEn,k), (16)

where β = (kBT )−1. The total magnetic moment of the system for an OOP magnetization is given by

µtot =−2µB

′

∑
i,n,k

{
Re(u∗i,n,kvi,n,k) f (En,k)+Re(x∗i,n,kwi,n,k)

[
1− f (En,k)

]}
, (17)

when the interface normal is directed along the x axis.
Since the lattice must be scaled down in order to make the system computationally manageable, we choose the magnitude of

the on-site coupling potential Ui so that the superconducting coherence length is comparable to the thickness of the V layer. The
superconducting coherence length is given by ξ = h̄vF/π∆0, where vF = (1/h̄)dEk/dk

∣∣
k=kF

is the Fermi velocity calculated
for the normal-state eigenenergy Ek =−2t[cos(kx)+ cos(ky)+ cos(kz)]−µ , and ∆0 is the zero-temperature superconducting
gap.

We determine the superconducting critical temperature by a binomial search, where we decide if a given temperature is
above or below TC. This is decided by finding whether the superconducting gap measured in the middle of the superconducting
region increases towards a superconducting solution or decreases towards a normal state solution from the initial guess
∆� ∆(T = 0) under iterative recalculations.

In Fig. 4 in the main text, we have used the parameters t = 1, µi∈S = 0.9, µi∈SOC = µi∈F = 0.8, Vi∈SOC = 0.79, U = 1.4,
λ = 0.4, h = 0.8, NS

x = 28, NSOC
x = 3, NF

x = 8, and Ny = Nz = 50. This gives a coherence length of 21 lattice sites. All length
scales are scaled by the lattice constant a, all energy scales are scaled by the hopping parameter t, and the magnitude of the
spin-orbit coupling is scaled by ta.
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The spin transport inside an odd-frequency spin-triplet superconductor differs from that of a conventional su-
perconductor due to its distinct symmetry properties. We study spin transport inside an emergent odd-frequency
superconductor by replacing the spin-singlet gap matrix in the Usadel equation with a matrix representing
spin-triplet pairing that is odd under inversion of energy. We show that the peculiar nature of the density of
states allows for an even larger spin injection than in the normal state. Moreover, when the odd-frequency
pairing inherits its temperature dependence from a conventional superconductor through the proximity effect,
the density of states can transition from gapless to gapped as the temperature decreases. At the transition point,
the spin accumulation inside the odd-frequency superconductor is peaked and larger than in the normal state.
While the spin-flip scattering time is known to decrease below the superconducting transition temperature in
conventional superconductors, we find that the same is true for the spin-orbit scattering time in odd-frequency
superconductors. This renormalization is particularly large for energies close to the gap edge, if such a gap is
present.

DOI: 10.1103/PhysRevB.104.144513

Odd-frequency superconductivity possesses the same ro-
bustness against disorder as conventional superconductivity,
while allowing for the existence of Cooper pairs that can
carry a net spin. These properties are inherited from the
s-wave spin-triplet symmetry of the Cooper pairs [1], and
makes odd-frequency superconductors interesting candidates
for dissipationless spin transport [2–5]. Subsequent to the first
proposal of odd-frequency pairing as an allowed symmetry
of the superconducting state [6], a number of structures have
been suggested for realizing odd-frequency superconductivity
[7]. Among these are superconductor/ferromagnet hybrids
where conventional Cooper pairs are transformed into odd-
frequency spin triplets in the presence of the ferromagnetic
exchange field [8]. These can penetrate deep into the fer-
romagnet when, e.g., noncollinear magnetization alignment
[9–14], inhomogeneous magnetization [15–18], or spin-orbit
coupling [19–21] is used to form equal-spin-triplet pairs un-
affected by the Zeeman spin splitting. By now, signatures of
odd-frequency triplets have been observed in many different
structures, e.g., through modulation of the superconducting
critical temperature [22–24], density of states (DOS) [25,26],
and magnetic anisotropy [27,28], and through observation
of long-range supercurrents in Josephson junctions [11–14,
16–18], and the paramagnetic Meissner effect [29,30].

From a symmetry point of view, the odd-frequency super-
conducting pairing differs from the conventional one by its
spin-triplet symmetry leaving it invariant under exchange of
spin coordinates, and an odd parity with respect to exchange
of time coordinates for the electrons in the Cooper pair.
While the s-wave symmetry ensures robustness under regular
impurity scattering for both conventional and odd-frequency
superconductors, the former is expected to be less robust
to magnetic impurities and the latter to spin-orbit scattering

*lina.g.johnsen@ntnu.no

[2,32,33]. As was first discussed in the context of the prox-
imity effect in superconductor/ferromagnet structures [34],
another characteristic of odd-frequency pairing is that it alters
the local DOS. In an odd-frequency superconductor, the DOS
can follow an energy dependence similar to that of the con-
ventional superconductor with a gap around the Fermi energy.
However, another possibility is that the DOS is gapless and
peaked at zero energy [35,36]. These properties are essential
for describing the spin transport inside the odd-frequency
superconductor.

In conventional superconductors, Cooper pairs are spin-
less and quasiparticles are responsible for the spin transport
[37,38]. Therefore, spin injection is blocked at energies below
the gap edge. The onset of superconductivity also causes the
spin-flip scattering length to become energy dependent. For
energies close to the gap edge, there is a giant renormalization
of the spin-flip scattering length causing a rapid decrease in
the spin accumulation inside the superconductor [39]. Addi-
tionally, the magnetic impurities causes a weakening of the
superconducting gap [40]. The spin-orbit scattering time is not
renormalized by conventional superconductivity and remains
equal to its normal state value [39].

In this work we instead consider the nonequilibrium spin
accumulation in an emergent odd-frequency superconductor
in the presence of spin-flip and spin-orbit scattering. We com-
pare our results to the conventional case. Our approach is to
consider the Usadel equation for a conventional superconduc-
tor, and then to replace the conventional gap matrix with a
contribution with a spin-triplet symmetry and odd parity under
inversion of energy. We study the system shown in Fig. 1(a),
where spin is injected into the odd-frequency or conventional
superconductor from a normal-metal contact under an applied
spin voltage. The polarization axis of the injected spin is
chosen so that the spin transport is carried by quasiparticles
only. Although odd-frequency superconductivity has not been
found to exist intrinsically in materials, it can be induced

2469-9950/2021/104(14)/144513(10) 144513-1 ©2021 American Physical Society
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FIG. 1. (a) We study the nonequilibrium spin accumulation in a
conventional spin-singlet (↑↓ − ↓↑)z and odd-frequency spin-triplet
(↑↓ + ↓↑)z superconductor (SC) upon applying a spin-dependent
voltage |e|V to an adjacent normal metal (NM). The spin-dependent
voltage has opposite sign for spin-up and spin-down electrons, and
can be induced from an electric voltage |e|Vch applied between two
oppositely oriented ferromagnets (FM). The applied electric voltage
|e|Vch is in general not equal to the induced spin-dependent voltage
|e|V in the NM contact. The FMs are polarized along the z axis so that
the spins injected into the SC cannot be carried by the Cooper pairs.
The injected spins are relaxed by spin-flip and spin-orbit scattering
until equilibrium is reached a distance L from the NM contact. (b) We
suggest inducing odd-frequency superconductivity through proxim-
ity to a conventional superconductor. Spin-singlet Cooper pairs are
partially converted into triplets as they leak from a conventional
superconductor into a ferromagnet. Upon leaking through a second
sufficiently thick ferromagnet magnetized perpendicularly to the first
one, only spin triplets survive [22,23,31]. In the highly disordered
materials considered here, only s-wave pairing can be present [1,8].
The remaining triplet pairing then transforms the adjacent normal
metal into an emergent odd-frequency superconductor.

by the proximity effect. One way of doing this is presented
in Fig. 1(b), where leakage of Cooper pairs through two
misaligned ferromagnets effectively converts a normal metal
into an emergent odd-frequency spin-triplet superconductor.
Therefore, our predictions can be tested experimentally in a
hybrid structure.

The odd-frequency superconductivity does not renormalize
the spin-flip scattering time caused by magnetic impurities
compared to the normal state [2,32,33]. Instead, the spin-orbit
scattering length decreases below the superconducting critical
temperature. We find that when a gap is present in the DOS,
there is a giant renormalization of the spin-orbit scattering
length at the gap edge, similar to the renormalization of the
spin-flip scattering length in conventional superconductors.
Moreover, we find that the distinct features of the DOS [36]
causes the temperature dependence of the nonequilibrium
spin accumulation to behave qualitatively different from what
is expected for a conventional superconductor. It presents a
peak when the DOS transitions from peaked to gapped as the
temperature decreases. The possibility of a high DOS at low
energies also opens the possibility of a higher spin injection
than in the normal state.

I. THEORETICAL FRAMEWORK

A. Quasiclassical theory for conventional diffusive
superconductors

Our approach will be to generalize the quasiclassical the-
ory for a diffusive conventional superconductor [41,42] in
order to describe odd-frequency spin-triplet pairing [35,36].

The motivation behind using this approach is that writing
down a microscopic Hamiltonian for the odd-frequency pair-
ing would require adding a time dependence to the electron
creation and annihilation operators, which greatly adds to the
complexity of the problem. However, we know that the odd-
frequency pairing has an even parity under spin inversion and
an odd parity under inversion of energy. We can then gener-
alize the result for the conventional pairing so that the pairing
satisfies the desired symmetry relations. This comes at the
cost of not knowing the gap equation for the odd-frequency
pairing.

The impurity-averaged quasiclassical Green’s function
ǧs

av(R, ε) of a diffusive conventional superconductor can be
described by the Usadel equation

∇R · Ǐ(R, ε) = i[σ̌ (R, ε), ǧs
av(R, ε)]. (1)

Its underlying assumptions and derivation starting from a
continuum model is described in Appendix. The Green’s
function is defined in Keldysh space and has the matrix
structure

ǧs
av(R, ε) =

(
[ĝs

av(R, ε)]R [ĝs
av(R, ε)]K

0 [ĝs
av(R, ε)]A

)
, (2)

where [ĝs
av(R, ε)]R, [ĝs

av(R, ε)]A, and [ĝs
av(R, ε)]K are the

impurity-averaged quasiclassical retarded, advanced, and
Keldysh Green’s functions, respectively. The check denotes
8 × 8 matrices in Keldysh space, where ρ̌0 is the unit matrix,
while the hat denotes 4 × 4 matrices in Nambu ⊗ spin space.
We have defined a matrix current

Ǐ(R, ε) = −Dǧs
av(R, ε)∇Rǧs

av(R, ε), (3)

where D = τv2
F /3 is the diffusion coefficient. The diffusion

coefficient is determined by the Fermi velocity vF = pF /m,
and the scattering time associated with scattering on nonmag-
netic impurities τ = [2πnN0〈|u(epF − eqF )|2〉pF ,qF

]
−1

. Here n
is the density of nonmagnetic impurities, N0 is the DOS at
the Fermi level, and u(epF − eqF ) is the scattering potential
of a single nonmagnetic impurity. The scattering potential
is averaged over the all possible directions of the momenta
pF = pF epF and qF = qF eqF , where eqF and epF are unit vec-
tors. The self-energy matrix σ̌ (R, ε) = σ̂0(ε) + σ̌sf(R, ε) +
σ̌so(R, ε) + σ̂ S

sc(R) contains the contributions

σ̂0(ε) = ερ̂3, (4)

σ̌sf(R, ε) = (i/8τsf )σ̂ · ǧs
av(R, ε)σ̂, (5)

σ̌so(R, ε) = (i/8τso)ρ̂3σ̂ · ǧs
av(R, ε)ρ̂3σ̂, (6)

σ̂ S
sc(R) = �̂S(R). (7)

Above, ε is the quasiparticle energy, R is the center-
of-mass coordinate associated with the Green’s function,
ρ̂3 = diag(1, 1,−1,−1), and σ̂ = diag(σ, σ∗), where σ is
the vector of Pauli matrices. The self-energies σ̌sf(R, ε)
and σ̌so(R, ε) describe the spin-flip scattering on magnetic
impurities and the spin-orbit scattering on nonmagnetic impu-
rities, respectively. The respective scattering times are given
by τsf = [8πnmN0〈|um(epF − eqF )|2〉pF ,qF

S(S + 1)/3]
−1

and

144513-2



SPIN INJECTION AND SPIN RELAXATION IN … PHYSICAL REVIEW B 104, 144513 (2021)

τso = 9τ/(8α2 p4
F ). Here nm is the density of the magnetic im-

purities, um(epF − eqF ) and S are the scattering potential and
the spin of a single magnetic impurity, and α is the Rashba pa-
rameter. We have assumed that τso, τsf 	 τ so that scattering
on nonmagnetic impurities dominates over the spin-orbit and
spin-flip scattering. The spin-singlet superconducting pairing
is described by the gap matrix

�̂S = antidiag{�S,−�S, [�S]∗,−[�S]∗}. (8)

In this work we will assume the spin-singlet superconducting
gap �S to be spatially independent and follow a standard
Bardeen-Cooper-Schrieffer temperature dependence given by
�S(T ) = �0 f (T ), where

�0 = 1.76Tc, (9)

f (T ) = tanh

(
1.74

√
Tc

T
− 1

)
(10)

are the zero-temperature gap and the temperature dependence
of the gap, respectively. Above, Tc is the superconducting
critical temperature. The assumption that the superconducting
gap, and in particular its phase, is spatially independent holds
as long as we only consider spin transport. This is because
spin can only be carried by the quasiparticles. Charge can on
the other hand be carried by both quasiparticles and Cooper
pairs. This causes a conversion between quasiparticle and
Cooper pair transport that leads to a renormalization of the gap
and makes a spatially dependent phase of the order parameter
necessary.

B. Model for odd-frequency superconductivity

In order to describe an odd-frequency spin-triplet super-
conductor, we replace the spin-singlet contribution to the
Usadel equation σ̂ S by an energy-dependent contribution
σ̂ T(ε) = �̂T(ε) which has an odd parity with respect to
inversion of energy. Providing the order parameter with a
dependence on ε in this way produces the correct relation be-
tween the retarded and advanced Green function required for
odd-frequency pairing, f R

αβ (ε) = − f A
αβ (−ε), corresponding to

an odd parity with respect to exchange of time coordinates [5].
We also alter the structure of the gap matrix

�̂T(ε) = antidiag{�T(ε),�T(ε),−[�T(ε)]∗,−[�T(ε)]∗}
(11)

in order to describe spin-triplet pairing. We model the spin-
triplet pairing by two different plausible models [36]:

�T(ε, T ) = C f (T )ε

1 + (
Cε

2�max

)2 , (12)

�T(ε, T ) = C f (T )ε√
1 + (

Cε
�∞

)2
, (13)

giving rise to similar results. Equation (12) describes a pairing
that has a linear form C f (T )ε for small energies, reaches
it maximum �max, and then decays as ∼1/ε for large en-
ergies. Equation (13) describes a pairing that has the same
linear form for small energies, and that approaches a con-
stant value �∞ for large energies. We set the maximum

pairing �max and �∞ of the above models equal to the zero-
temperature singlet gap �0. As can be seen from the above
equations, we have assumed the temperature dependence to
be the same as for the singlet pairing. This is because when
the odd-frequency triplet paring is produced by the proximity
effect as described in Fig. 1(b), the temperature dependence
is inherited from the original singlet pairing. Both of the
above models produce a gapped DOS similar to that of a
spin-singlet superconductor for C f (T ) > 1. The gap is of
magnitude (2�max/C)

√
C f (T ) − 1 for the pairing in Eq. (12)

and (�∞/C)
√

[C f (T )]2 − 1 for the pairing in Eq. (13). For
0 < C f (T ) � 1, the DOS is instead gapless and peaked
around ε = 0 [35,36]. Note that the assumption that the pair-
ing is spatially independent also holds for the odd-frequency
pairing considered here. The triplet pairs considered (Sz = 0)
cannot carry any spin supercurrent polarized in the z direction,
and thus we may consider a spatially homogeneous order
parameter.

C. The kinetic equations and the nonequilibrium
spin accumulation

The Usadel equation is subject to a normalization condition

ǧs
av(R, ε)ǧs

av(R, ε) = ρ̌0 (14)

for the quasiclassical Green’s function. It follows from
the normalization condition that the quasiclassical Keldysh
Green’s function can be written it terms of the retarded and
advanced Green’s functions as

[ĝs
av(R, ε)]K =[

ĝs
av(R, ε)

]R
ĥ(R, ε) − ĥ(R, ε)

[
ĝs

av(R, ε)
]A

,

(15)

where ĥ(R, ε) is the distribution matrix. Moreover, it fol-
lows from the definitions of the retarded and advanced
Green’s functions that these are related by [ĝs

av(R, ε)]A =
−{ρ̂3[ĝs

av(R, ε)]Rρ̂3}†. In order to solve the Usadel equa-
tion for our system, we therefore only need expressions
for the distribution matrix and the retarded Green’s func-
tion. We assume that the distribution matrix is diagonal, and
write it as

ĥ(R, ε) = ρ̂0hL(R, ε) + ρ̂3hT(R, ε)

+
∑

i

(σ̂)ih
i
LS(R, ε) +

∑
i

ρ̂3(σ̂)ih
i
TS(R, ε), (16)

where i ∈ {x, y, z} refers to the spin projection axis. Above,
hL(R, ε), hT(R, ε), hi

LS(R, ε), and hi
TS(R, ε) are the energy,

charge, spin-energy, and spin distribution functions, respec-
tively. We define corresponding current densities

jL(R, ε) = Tr{ÎK
(R, ε)}/4, (17)

jT(R, ε) = Tr{ρ̂3Î
K

(R, ε)}/4, (18)

ji
LS(R, ε) = Tr{(σ̂)i Î

K
(R, ε)}/4, (19)

ji
TS(R, ε) = Tr{ρ̂3(σ̂)i Î

K
(R, ε)}/4 (20)
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in terms of the Keldysh part of the current matrix. We set
the retarded Green’s function for the spin-singlet (spin-triplet)
superconductor equal to its equilibrium solution,

{[
ĝs

av(ε)
]R}S(T) = [ρ̂3ε + �̂S(T)(ε)]IS(T)(ε), (21)

IS(T)(ε) = sgn(ε)
(ε2 − |�S(T)(ε)|2)√
ε2 − |�S(T)(ε)|2

− i
(|�S(T)(ε)|2 − ε2)√
|�S(T)(ε)|2 − ε2

, (22)

throughout the superconducting region. Above, 
(ε) is the
Heaviside step function. We have neglected the influence of
magnetic and spin-orbit impurity scattering on the retarded
Green’s function and instead study how the impurity scat-
tering affects the spin distribution function. A study of how
the above-mentioned scattering changes the Green’s function
would require a self-consistent solution for the supercon-
ducting pairing and would reveal a renormalization of the
superconducting gap. A self-consistent solution is not pos-
sible for the spin-triplet superconductor for which the gap
equation is unknown. Although a self-consistent solution
would not reveal a mixing between conventional and odd-
frequency paring in the present framework, it has been shown
to occur close to single magnetic impurities in clean supercon-
ductors [43,44]. If such a mixing were present, there would
be a contribution from both types of pairing to the nonequilib-
rium spin accumulation.

Focusing now on the spin transport, we insert the equi-
librium retarded Green’s function and the definition of the
distribution functions into the Keldysh component of the
Usadel equation. For the spin-singlet (spin-triplet) supercon-
ducting pairing we find a relation

∇R · [
jz
TS(R, ε)

]S(T) = −2α
S(T)
TSTS(ε)

[
hz

TS(R, ε)
]S(T)

, (23)

αS
TSTS(ε) =

(
1

τso
+ 1

τsf

ε2 + |�|2
ε2 − |�|2

)

(ε2 − |�|2), (24)

αT
TSTS(ε) =

(
1

τsf
+ 1

τso

ε2 + |�(ε)|2
ε2 − |�(ε)|2

)

(ε2 − |�(ε)|2)

(25)

between the spin current density jz
TS(R, ε) and the spin

distribution function hz
TS(R, ε). Notice that while spin-

singlet superconductivity renormalizes the spin-flip scattering
time, the odd-frequency spin-triplet superconductivity instead
renormalizes the spin-orbit scattering time. For a gapped
triplet superconductor [C f (T ) > 1], we see from the above
expression that there occurs a giant renormalization at the gap
edge ε → �(ε) causing rapid spin-orbit relaxation. From the
definition of the spin current density, we find that[

jz
TS(R, ε)

]S(T) = −2DS(T)
L (ε)∇R

[
hz

TS(R, ε)
]S(T)

, (26)

DS
L(ε) = D
(ε2 − |�|2), (27)

DT
L(ε) = D
(ε2 − |�(ε)|2). (28)

In order to study the spin distribution [hz
TS(R, ε)]S(T) inside a

singlet (triplet) superconductor under spin injection, we intro-
duce for simplicity transparent boundaries to a normal metal
with a spin voltage V↑ = −V↓ = V/2 at position x = −L/2.
Using more realistic tunneling boundary conditions simply
diminishes the magnitude of the spin injection, regardless
of whether we consider a conventional superconductor or
an odd-frequency superconductor, and does not change any of
our conclusions. We assume the spin injected into the singlet
or triplet superconductor from the normal metal to have re-
laxed completely at x = L/2. This corresponds to the system
introduced in Fig. 1(a). This situation can be described by the
boundary conditions

hz
TS(−L/2, ε) = 1

2

[
tanh

(ε + eV↑
2T

)
− tanh

(ε + eV↓
2T

)]
,

(29)

hz
TS(L/2, ε) =0, (30)

where the temperature T is constant throughout the material.
Solving Eqs. (23) and (26) with these boundary conditions, we
find that the spin distribution function for the singlet (triplet)
superconductor is given by

[
hz

TS(x, ε)
]S(T) = 1

2
hz

TS(−L/2, ε)
[
Hz

TS(x, ε)
]S(T)



(
ε2 − |�S(T)(ε)|2), (31)

[
Hz

TS(x, ε)
]S =

⎧⎨
⎩

cosh
(√

1
l2
so

+ 1
l2
sf

ε2+|�S|2
ε2−|�S|2 x

)
cosh

(√
1
l2
so

+ 1
l2
sf

ε2+|�S|2
ε2−|�S|2

L
2

) −
sinh

(√
1
l2
so

+ 1
l2
sf

ε2+|�S|2
ε2−|�S|2 x

)
sinh

(√
1
l2
so

+ 1
l2
sf

ε2+|�S|2
ε2−|�S|2

L
2

)
⎫⎬
⎭, (32)

[
Hz

TS(x, ε)
]T =

⎧⎨
⎩

cosh
(√

1
l2
sf

+ 1
l2
so

ε2+|�T(ε)|2
ε2−|�T(ε)|2 x

)
cosh

(√
1
l2
sf

+ 1
l2
so

ε2+|�T(ε)|2
ε2−|�T(ε)|2

L
2

) −
sinh

(√
1
l2
sf

+ 1
l2
so

ε2+|�T(ε)|2
ε2−|�T(ε)|2 x

)
sinh

(√
1
l2
sf

+ 1
l2
so

ε2+|�T(ε)|2
ε2−|�T(ε)|2

L
2

)
⎫⎬
⎭. (33)

We have defined the normal-state spin-flip and spin-orbit relaxation lengths lsf = √
Dτsf and lso = √

Dτso. The nonequilibrium
spin accumulation

[μz(x)]S(T) = − 1

N0

∫ ∞

−∞
dε NS(T)(ε)

[
hz

TS(x, ε)
]S(T)

(34)
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FIG. 2. While the DOS for a singlet superconductor (a) is
gapped, the DOS of an odd-frequency superconductor (b) can either
be peaked at zero temperature (blue) or gapped (purple and red). The
nonequilibrium spin accumulation corresponding to the DOS in (b) is
shown for spin-flip scattering with lsf = 0.15L (c) and for spin-orbit
scattering with lso = 0.15L (d). All plots correspond to a spin voltage
of |e|V = 0.5�0 and temperature T = 0.5Tc. The above corresponds
to the pairing type described in Eq. (12). The second pairing type
described in Eq. (13) gives similar results.

is determined by the spin distribution function given above
and the DOS NS(T)(ε) = N0Re({[gs

av(R, ε)]R}S(T)), where
{[gs

av(R, ε)]R}S(T) = εIS(T)(ε).

II. THE NONEQUILIBRIUM SPIN ACCUMULATION

A. The density of states

We first discuss how the density of states affects the
nonequilibrium spin accumulation inside the superconductor.
As shown in Figs. 2(a) and 2(b), the DOS of an odd-frequency
superconductor can either be gapped as in the conventional
superconductor, or it can be gapless and peaked at zero energy.
When the DOS is gapped, the situation is similar to that of
a conventional superconductor. There are no available states
below the gap edge, and spin is blocked from entering the su-
perconductor. At the gap edge, the DOS is large thus allowing

for a large spin injection. The conventional superconductor
always allows for a spin injection that is less than or equal
to the spin injection into a normal metal. This is because
the total number of states is conserved. For energies up to a
given spin voltage just above the gap edge, there will be fewer
available quasiparticle states as the available states have been
pushed out of the gap region towards higher energies. For the
gapped odd-frequency superconductor, the gap is smaller and
the peaks at the gap edge broader than in the conventional
superconductor. Although this causes the conservation of the
total number of states to be broken in our simple model, it has
been shown numerically that this problem can be resolved by
flanking the peak at the gap edge by a local minimum [36].
Spin voltages that do not allow for spin injection at such high
energies can then give rise to a spin injection that is higher
than than the spin injection in the normal state. For a gapless
odd-frequency superconductor, the spin injection can be even
larger, since the DOS is always larger than in the normal state,
except for at the minima appearing at higher energies [36].

Since the spin injection into an odd-frequency super-
conductor can be larger than than in the normal state, the
nonequilibrium spin accumulation close to the normal-metal
contact can also be larger. This is demonstrated in Figs. 2(c)
and 2(d) for positions close to x = −0.5L. Note that although
the additional minima in the DOS are not included in our
analytical model, the error is negligible as long as the temper-
ature and spin voltage is sufficiently low. This is because the
distribution function of the normal-metal contact [Eq. (29)]
becomes negligibly small at the high energies where the min-
imum appears. For the temperature and spin voltage used in
Fig. 2 the spin distribution function of the normal metal is ten
(hundred) times smaller than its maximum value at ε = 1.8�0

(ε = 1.1�0).
Another important observation is that since the temperature

dependence of the triplet pairing is inherited from the original
singlet condensate via the proximity effect [Fig. 1(b)], the
coefficient C f (T ) determining whether the DOS is gapped or
gapless is also temperature dependent. The coefficient f (T ) is
equal to one at zero temperature and zero at the superconduct-
ing critical temperature. This means that if the DOS start out
as gapped at T = 0 [C f (0) > 1] it must transition to a peaked
DOS as C f (T ) drops below one for higher temperatures.
Moreover, the DOS diverges as C f (T ) approaches one. This
results in a spin injection that is larger than in the normal state
due to the high number of available states at zero energy, as
we will demonstrate below.

B. Spin-flip and spin-orbit impurity scattering

While a conventional superconductor has a giant spin-flip
relaxation for energies close to the gap edge [39], odd-
frequency superconductivity does not renormalize the average
spin-flip scattering length. In fact, we find that the roles of
the spin-flip and spin-orbit scattering are opposite compared
to the spin-singlet case as can be seen from Eqs. (32) and
(33). Qualitatively this is reasonable since spin-flip caused
by magnetic impurities does not leave the spin part (↑↓ −
↓↑) of a conventional singlet superconductor invariant. Such
spin flip does, however, leave the spin part (↑↓ + ↓↑) of
an Sz = 0 triplet superconductor invariant. The spin-orbit
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FIG. 3. The nonequilibrium spin accumulation is plotted as a
function of temperature in the presence of spin-flip scattering for
lsf = 0.15L. (a) A gapless DOS where 0 � C f (T ) � 0.90 for all
temperatures. (b) A DOS that is gapped at low temperatures [1.05 >

C f (T ) > 1], and gapless at higher temperatures [0 � C f (T ) � 1].
Both are measured at a distance 0.25L away from the normal-metal
contact and correspond to an applied spin voltage of |e|V = 0.1�0.
The triplet pairing follows the model described by Eq. (12), however
the model described by Eq. (13) gives similar results.

relaxation length increases at the onset of the odd-frequency
superconductivity, and if a gap is present there is a giant
renormalization of the spin-orbit relaxation length for energies
close to the gap edge. This is demonstrated in Figs. 2(c) and
2(d). In Fig. 2(c) only spin-flip relaxation is present, and
the nonequilibrium spin accumulation in the odd-frequency
superconductor relaxes at the same rate as in the normal
metal. In the conventional superconductor, the spins relax
more rapidly. In Fig. 2(d) only spin-orbit relaxation is present,
and the nonequilibrium spin accumulation relaxes rapidly in-
side the odd-frequency superconductor. It relaxes at the same
rate for the normal metal and inside the conventional super-
conductor. In this case, the nonequilibrium spin accumulation
crosses from above to below that of the normal state, meaning
that the spin accumulation will behave qualitatively different
depending on at which position it is measured.

C. Temperature dependence

Finally, we study the temperature dependence of the
nonequilibrium spin accumulation. In Fig. 3 we consider
the nonequilibrium spin accumulation for C f (0) = 0.90
[Fig. 3(a)] and C f (0) = 1.05 [Fig. 3(b)] in the presence
of spin-flip scattering. When C f (T ) < 1 at zero tempera-
ture, the DOS is gapless for all temperatures up to Tc. The
high number of available states causes the spin injection at
the normal-metal contact to be higher than in the normal
state, and the spin-flip scattering rate is the same. Therefore,
the nonequilibrium spin accumulation will stay larger than
in the normal state for all temperatures regardless of at which
position we choose to measure it. This is demonstrated in
Fig. 3(a). In comparison, the spin accumulation in a conven-
tional superconductor relaxes quickly as the temperature is
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FIG. 4. The nonequilibrium spin accumulation is plotted as a
function of temperature in the presence of spin-orbit scattering for
lso = 0.15L. (a) and (b) A gapless DOS where 0 � C f (T ) � 0.90
for all temperatures. (c) and (d) A DOS that is gapped at low tem-
peratures [1 < C f (T ) < 1.05], and gapless at higher temperatures
[0 � C f (T ) � 1]. (a) and (c) Measured at a distance 0.05L away
from the normal-metal contact, while (b) and (d) are measured at a
distance 0.25L away from the normal-metal contact. The applied spin
voltage is |e|V = 0.1�0 for all panels. The triplet pairing follows
the model described by Eq. (12), however the model described by
Eq. (13) gives similar results.

decreased [39]. When C f (T ) > 1 at T = 0, the DOS goes
through a transition from gapped to gapless as the temperature
increases. In the absence of spin-orbit relaxation, this causes a
sharp peak in the spin accumulation at the temperature where
this transition happens, as shown in Fig. 3(b). For lower tem-
peratures, the spin accumulation decreases as the gap widens,
leaving fewer available states.

In Fig. 4 we consider the nonequilibrium spin accumula-
tion for the same values of C f (T ) in the presence of spin-orbit
scattering. In this case, the spins relax quickly inside the odd-
frequency superconductor. Thus, when the superconductor is
gapless for all temperatures [C f (T ) = 0.90], the spin accu-
mulation can either be larger than in the normal state as shown
in Fig. 4(a) or smaller as shown in Fig. 4(b) depending on how
close to the normal-metal contact it is measured. In the case
where the superconductor transitions from gapped to gapless
as the temperature increases, remnants of the peak seen in the
absence of spin-orbit scattering [Fig. 3(b)] only appear close
to the normal-metal contact as can be seen in Fig. 4(c). Further
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away, spin-orbit relaxation causes the spin accumulation to be
even smaller than for conventional superconductors.

Note that in Figs. 3 and 4 we have chosen a small spin
voltage in order to minimize the error from leaving out the
local minimum in the DOS (see Sec. II A). However, close
to Tc this will inevitably cause an overestimation in the spin
injection from the normal-metal contact. This should however
not cause any qualitative changes, since the spin accumulation
μz has to reach its normal-state value at Tc. It would rather
cause a small reduction in the spin accumulation for tempera-
tures close to Tc, and some smoothing of the peak in Fig. 3(b).

III. OUTLOOK AND CONCLUDING REMARKS

In this work we have shown how the nonequilibrium
spin accumulation in an odd-frequency superconductor differs
qualitatively in several ways from that of a conventional su-
perconductor. First, the density of states of the odd-frequency
superconductor allows for a spin injection that is larger than
in the normal state. Moreover, it can transition from gapless
to gapped as the temperature is decreased, causing a peak
in the spin injection at a certain transition temperature below
the critical temperature Tc of the superconductor. Second, the
roles of the spin-flip and spin-orbit impurity scattering are
interchanged compared to what is the case for conventional
superconductors. This causes a rapid spin-orbit relaxation,
and robustness in the presence of magnetic impurities.

There are several additional interesting effects which can
be implemented by adjusting the setup presented in Fig. 1.
First, when injecting a spin-polarized charge current directly
into a superconductor, it has been shown that the spin injection
increases compared to the normal state since the opening
of the gap causes a large spin splitting as spins accumu-
late at the interface [45–47]. At low temperatures, where
the density of states is gapped, this should also occur for
the odd-frequency superconductors considered here. Second,
we have considered the injected spin to be carried entirely
by quasiparticles. By allowing the Cooper pairs to be spin
polarized with respect to the polarization axis of the injected
spins, we open for the possibility that Cooper pairs contribute
to the spin transport. Spins can then be injected at energies
below the gap edge. However, this can only be described
by allowing the retarded Green’s function to deviate from
its equilibrium value and calls for a self-consistent solution
for the superconducting pairing. Third, we have considered
an effective odd-frequency superconductor in the absence of
spin-splitting fields. Externally applied magnetic fields are
known to enhance the spin accumulation inside conventional
superconductors [48–51]. In the absence of spin splitting, spin
accumulation is a direct consequence of imbalance in the spin
distribution function, while in the presence of spin splitting
the imbalance in the energy distribution function gives an
additional contribution due to coupling between the different
modes [52]. A similar coupling is expected to take place for
odd-frequency superconductors. Finally, we have considered
transparent boundaries between the metallic contact and the
superconductor. In reality, there would be some contact re-
sistance restricting the spin injection through the interface.
However, a comparison of the spin accumulation above and
below the superconducting critical temperature should yield

qualitatively the same result although the overall signal is
weaker. In experiments, the advantage of using a tunnel barrier
rather than a metallic contact is that it minimizes the proximity
effect between the contact and the superconductor, which
leads to a suppression in the superconducting gap close to the
interface.

ACKNOWLEDGMENTS

This work was supported by the Research Council of Nor-
way through its Centres of Excellence funding scheme Grant
No. 262633 QuSpin.

APPENDIX: DERIVATION OF THE USADEL EQUATION

We here give some more details about the underlying
assumptions of the Usadel equation given in Eq. (1). Our start-
ing point for deriving the Usadel equation is the continuum
Hamiltonian

H (r, t ) =
∫

dr
∑

σ

ψ†
σ (r, t )

(
− 1

2m
∇2

r − μ
)
ψσ (r, t )

+ 1

2

∫
dr [�(r)ψ†

↑(r, t )ψ†
↓(r, t ) + H.c.]

+
∫

dr
∑
σ,σ ′

ψ†
σ (r, t )U tot

σ,σ ′ (r)ψσ ′ (r, t ), (A1)

where ψ (†)
σ (r, t ) is a field operator annihilating (creating)

a spin-σ electron at position r and time t . The first term
introduces the kinetic energy for electrons of mass m,
and the chemical potential μ. The second term describes
superconducting attractive interaction in the mean field ap-
proximation. The superconducting gap is defined as �(r) =
V 〈ψ↑(r)ψ↓(r)〉. The last term introduces the total scattering
potential from the impurities.

We define a four-vector field operator in Nambu ⊗ spin
space as

ψ̂ (r, t ) = [ψ↑(r, t ) ψ↓(r, t ) ψ
†
↑(r, t ) ψ

†
↓(r, t )]T . (A2)

We also define the retarded, advanced, and Keldysh Green’s
functions in Nambu ⊗ spin space as

[ĜR(1, 2)]i, j = −i
(t1 − t2)

×
∑

k

(ρ̂3)ik〈{[ψ (1)]k, [ψ̂†(2)] j}〉, (A3)

[ĜA(1, 2)]i, j = i
(t2 − t1)

×
∑

k

(ρ̂3)ik〈{[ψ̂ (1)]k, [ψ̂†(2)] j}〉, (A4)

[ĜK (1, 2)]i, j = − i
∑

k

(ρ̂3)ik〈[[ψ̂ (1)]k, [ψ̂†(2)] j]〉, (A5)

respectively, where (1,2) is shorthand notation for
(r1, t1, r2, t2). These are elements of the Green’s function
Ǧ(1, 2) in Keldysh space as defined for the quasiclassical
Green’s function in Eq. (2). From the Heisenberg equations
of motion for the field operators, we find that the equations

144513-7



LINA G. JOHNSEN AND JACOB LINDER PHYSICAL REVIEW B 104, 144513 (2021)

of motion for the Keldysh space Green’s function can be
written as

[i∂t1 ρ̂3 − Ĥ (r1)]Ǧ(1, 2) = δ(1 − 2)ρ̌0, (A6)

Ǧ(1, 2)[i∂t2 ρ̂3 − ρ̂3Ĥ (r2)ρ̂3]† = δ(1 − 2)ρ̌0. (A7)

where

Ĥ (r) =
(

− 1

2m
∇2

r − μ

)
ρ̂0 − �̂S(r) + Ûtot(r). (A8)

The scattering potential matrix Ûtot(r) = U (r) + Ûso(r) +
Ûsf(r) describe scattering on nonmagnetic impurities, spin-
orbit impurity scattering, and scattering on magnetic impu-
rities, respectively. The scattering potentials are given by

U (r) =
∑

i

u(r − ri ), (A9)

Ûso(r) =
∑

i

iα[ρ̂3σ̂ × ∇ru(r − ri )] · ∇r, (A10)

Ûsf(r) =
∑

i

um(r − ri )σ̂ · Si, (A11)

where u(r − ri ) and um(r − ri ) are the scattering potentials of
a single nonmagnetic and magnetic impurity, and Si is the spin
of the magnetic impurity at position ri.

In order to solve Eqs. (A6) and (A7), we must replace the
impurity potentials by self-energies. To do this, we split the
Hamiltonian up into two parts, Ĥ (r) = Ĥ0(r) + Ûtot(r), where
Ĥ0(r) describes the system in the absence of impurity scatter-
ing. We introduce self-energies through the Dyson equations

Ǧ(1, 2) = Ǧ0(1, 2) + Ǧ0 • �̂ • Ǧ(1, 2), (A12)

Ǧ(1, 2) = Ǧ0(1, 2) + Ǧ • �̂† • Ǧ0(1, 2), (A13)

where the self-energies are defined as �̂(1, 2) =
δ(1 − 2)Ûtot(r2). Above, Ǧ0(1, 2) is the Green’s function
in the absence of impurity scattering, and we have introduced
the bullet product

A • B(1, 2) =
∫

d3 A(1, 3)B(3, 2). (A14)

We solve the Dyson equations iteratively within the self-
consistent Born approximation by neglecting terms above the
second order in �̂ • Ǧ and Ǧ • �̂†. Since we are not interested
in one specific impurity configuration, we take the average
over all impurities,

〈· · · 〉av =
N∏

n=1

(
1

V

∫
drn

)
· · · , (A15)

where V is the volume of the system. We assume that
the Green’s function is approximately equal to its impurity-
averaged value. By acting with [i∂t1 ρ̂3 − Ĥ0(r1)] and [i∂t2 ρ̂3 −
ρ̂3Ĥ0(r2)ρ̂3] on the resulting equations, we obtain expressions
on a similar form as Eqs. (A6) and (A7) where the impurity
potentials are replaced by expressions involving self-energies
and impurity averaged Green’s functions. Subtracting the two

equations, we find that

[i∂t1 ρ̂3 − Ĥ0(r1)]Ǧav(1, 2) − Ǧav(1, 2)[i∂t2 ρ̂3 − ρ̂3Ĥ0(r2)ρ̂3]†

− [〈�̂ • Ǧav • �̂〉av • Ǧav](1, 2) = 0. (A16)

In order to arrive at Eq. (1) we now need to introduce sev-
eral approximations to the above equation. We first introduce
center-of-mass and relative coordinates R = (r1 + r2)/2 and
r = r1 − r2, as well as absolute and relative time coordinates
T = (t1 + t2)/2 and t = t1 − t2. We assume that the Green’s
function is independent of the absolute time coordinate, and
that all quantities varies slowly in space compared to the
Fermi wavelength. This allows us to keep only the first order
gradients in the center of mass coordinate. We introduce the
Fourier transform and its inverse,

Ǧav(R, p, ε) =
∫

dr
∫

dt e−ip·r+iεt Ǧav(R, r, t ), (A17)

Ǧav(R, r, t ) =
∫

d p
(2π )3

∫
dε

2π
eip·r−iεt Ǧav(R, p, ε). (A18)

Under these assumptions, the Fourier transform of the bullet
product between two functions A(R, p, ε) and B(R, p, ε) is
given by

A • B(R, p, ε) = A(R, p, ε)B(R, p, ε)

+ i

2
[∇RA(R, p, ε) · ∇pB(R, p, ε)

− ∇pA(R, p, ε) · ∇RB(R, p, ε)]. (A19)

Next, we assume that the absolute value of the momentum
p is approximately equal to the Fermi momentum pF . This
allows us to apply the quasiclassical approximation∫

d p
(2π )3

Ǧav(R, p, ε) ≈ N0

∫
dξpF

∫
depF

4π
Ǧav(R, pF , ε).

(A20)

Above, N0 is the DOS at the Fermi level, ξpF = p2
F /2m, and

epF = pF /pF describes the direction of the momentum. We
will use the shorthand notation 〈· · · 〉pF = ∫

(depF /4π ) for the
average over all directions of the momentum. Moreover, we
introduce the quasiclassical Green’s function

ǧav(R, pF , ε) = i

π

∫
dξpF Ǧav(R, pF , ε). (A21)

In the diffusive limit, the quasiclassical Green’s function can
be approximated as

ǧav(R, pF , ε) ≈ ǧs
av(R, ε) + epF · ǧp

av(R, ε). (A22)

We assume that |ǧp
av(R, ε)| � ǧs

av(R, ε) and neglect terms of
second order in ǧp

av(R, ε).
After applying all these approximations to Eq. (A16), we

separate out the even contributions in epF by averaging over
all epF . We next separate out the odd contributions in epF by
multiplying the equation by epF before doing the averaging. In
the odd equation, we assume that the scattering on nonmag-
netic impurities dominates over all other terms, and use the
normalization condition

ǧav(R, pF , ε)ǧav(R, pF , ε) = ρ̌0 (A23)
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to express ǧp
av(R, ε) in terms of ǧs

av(R, ε) as

ǧp
av(R, ε) = −τvF ǧs

av(R, ε)∇Rǧs
av(R, ε). (A24)

This leaves us with contributions only from second order
terms in each of the three scattering potentials. Cross terms
including two different types of scattering potential either

disappear when we neglect terms from the odd equation, or
they are neglected due to averaging over all directions of
the spins of the magnetic impurities. In treating second order
terms in the magnetic impurity potential, the same averaging
over spin directions causes cross terms between two different
magnetic impurities to give zero contribution. We can then
write SiS j = S(S + 1)δi, j . Inserting Eq. (A24) into the even
equation results in the Usadel equation given in Eq. (1).
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At the interface between a ferromagnetic insulator and a superconductor there is a coupling between the
spins of the two materials. We show that when a supercurrent carried by triplet Cooper pairs flows through
the superconductor, the coupling induces a magnon spin current in the adjacent ferromagnetic insulator.
The effect is dominated by Cooper pairs polarized in the same direction as the ferromagnetic insulator, so
that charge and spin supercurrents produce similar results. Our findings demonstrate a way of converting
Cooper pair supercurrents to magnon spin currents.
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Introduction.—Ferromagnetic insulators (FIs) are of
high relevance for spin transport applications due to their
ability to carry pure spin currents over long distances [1].
The study of how these spin currents can be converted into
conventional electron-based charge and spin currents, and
vice versa, has therefore attracted much attention over a
number of years [2–4].
Early research on the topic showed that spin-polarized

electron currents can excite the magnetization of a metallic
ferromagnet via a spin-transfer torque [5–8], thus causing
propagating spin waves [9–11]. The spin-polarized electron
current can be obtained by sending a charge current through
a homogeneous magnetic region [7], or through the spin-
dependent scattering of a charge current via the spin-Hall
effect [12–15]. In this way, one may convert charge currents
into magnon spin currents. Conversely, precession of the
magnetization of a FI causes spin pumping where spin is
injected into an adjacent normal metal [16–20]. The
injected spin current can further be transformed into a
charge current through the inverse spin-Hall effect [21–26].
The precession of the magnetization of a FI can similarly

cause injection of quasiparticle spin currents into a conven-
tional s-wave superconductor (S). Early reports showed a
decrease in the spin injection causing a reduced Gilbert
damping [27]. This follows from the fact that the appear-
ance of an energy gap below the superconducting critical
temperature makes spin injection and transport in the form
of quasiparticles possible only at energies above the gap
edge [28]. Contrary to these observations [27,29], other
works found a coherence peak in the Gilbert damping just
below the superconducting critical temperature [30,31].
Theoretical works have followed the experimental
advances [32–36] considering, e.g., noncolinear magne-
tizations [37], and the effects of a spin-splitting field
[38,39]. The latter has been shown experimentally to cause
a giant enhancement of the spin transport across the
interface [40]. The converse effect, a conversion from

quasiparticle to magnon spin currents, has been predicted
when the population of one of the quasiparticle spin species
is higher [41].
Superconductors can however also carry charge and spin

supercurrents [42]. In conventional singlet superconduc-
tors, the Cooper pairs carry zero net spin and are easily
destroyed by magnetic fields. Supercurrents carried by
spin-polarized triplet Cooper pairs are, on the other hand,
robust to the spin-dependent pair-breaking effect of mag-
netic fields and allow for dissipationless spin transport
[43–45]. Moreover, they have attracted a lot of attention in
the light of recent spin-pumping experiments where both
spin-polarized supercurrents [46–49] and quasiparticle
spin currents [50] have been pointed out as potential
explanations for the observed effects. Motivated by these
advances, we pose the following fundamental question: Is it
possible for a triplet Cooper pair supercurrent to induce a
magnon spin current?
To answer this question, we study the coupling between

the spins in a ferromagnetic insulator and a p-wave
superconductor carrying triplet Cooper pair supercurrents.
We find that to the first order in perturbation theory, a
supercurrent only causes a renormalization of the magnon
gap. To the second order, both charge and spin super-
currents induce a magnon spin current in the adjacent FI.
This effect is dominated by Cooper pairs polarized parallel
to the magnetization. The magnon spin current appears due
to a symmetry breaking in the magnon energy spectrum
with respect to momentum inversion. The asymmetry
originates from the coupling to the superconductor, which
due to the presence of the supercurrent has an energy
spectrum that is tilted in momentum space. We propose
that the supercurrent-induced magnon spin current can be
measured in the S-FI structure shown in Fig. 1. However, as
we will discuss further, an intrinsic triplet superconductor is
not necessarily required, since such superconductivity can
be established even in nonsuperconducting materials via
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the proximity effect [42–45]. In the following, we present
our model for describing this structure.
Microscopic model.—To describe the S-FI structure, we

need a Hamiltonian H ¼ HS þHFI þHc describing the
superconductor, the ferromagnetic insulator, and the cou-
pling between these, respectively. We describe this system
as two separate translationally invariant two-dimensional
(2D) layers on top of each other, where coupling between
the layers exists for lattice sites corresponding to the same
location in the plane. This allows us to describe our
Hamiltonian in momentum space. Details on how the
Hamiltonian can be derived from a lattice model is
described in the Supplemental Material (SM) [51].
We describe the current-carrying state of the super-

conductor by the mean-field Hamiltonian,

HS ¼
X

k;σ

ϵkc
†
k;σck;σ −

1

2

X

k;σ

½Δδ
k;σc

†
kþQσ ;σc

†
−kþQσ ;σ þ H:c:�;

ð1Þ

ϵk ¼ −μ − 2t
X

δ

cosðk · δÞ; Δδ
k;σ ¼ fδσ sinðk · δÞ; ð2Þ

corresponding to pxðyÞ-wave superconductivity for ΔxðyÞ
k;σ .

The first term in HS sets the chemical potential μ and
describes hopping between nearest neighbor sites, where t
is the hopping integral. For layers with a square lattice
structure, the vectors δ from a given lattice site to all nearest
neighbors is a set of two perpendicular vectors. We can also
describe a one-dimensional (1D) chain by eliminating one
of the vectors in the set. The second term gives rise to p-

wave superconducting triplet pairing between electrons of
equal spin. The Cooper pairs have a center-of-mass
momentum of 2Qσ so that we have a supercurrent of
spin-σ Cooper pairs inside the superconductor. The super-
current is enforced by an externally applied homogeneous
phase gradient [51–53], which can be obtained experimen-
tally via electric contacts at each end of the superconductor.
The applied current is assumed to be smaller than the
critical supercurrent of the system. The strength of the
superconducting order parameter Δδ

k;σ is given by the real

parameter fδσ. The operators cð†Þk;σ annihilate (create) an
electron with momentum k and spin σ.
The Hamiltonian describing the ferromagnetic insulator

is obtained from a Heisenberg model with uniaxial
anisotropy favoring parallel spins aligned along the z axis.
By performing a Holstein-Primakoff (HP) transformation
to the second order in the bosonic operators, we arrive at

HFI ¼
X

q

ωqa
†
qaq; ωq ¼ 4S

�
Kþ J

X

δ

½1− cosðq · δÞ�
�
:

ð3Þ

The strength of the coupling between spins on neighboring
lattice sites is J > 0, and S is the magnitude of the spins.
The anisotropy favoring alignment along the z axis gives
rise to a magnon gap whose magnitude is determined by
K > 0. We include the magnon gap to make contact with an
experimentally realistic setting, and also to satisfy the
condition that the coupling strength must be small com-
pared to the original magnon energies for all momenta. The
operators að†Þq annihilate (create) a magnon of momentum
q. Since the FI is polarized along the z axis, all magnons
have spin along −z.
We now consider the coupling between the supercon-

ductor and the ferromagnetic insulator. By performing a HP
transformation to the second order in the bosonic operators
on the coupling Hc ¼ −

P
i Λsi · Si between the electron

spins si in the superconductor and the spins Si in the
ferromagnetic insulator, we find that the coupling Hc ¼
H2c

c þH2c1a
c þH2c2a

c consists of three terms. These are
given by

H2c
c ¼ −λ

ffiffiffiffiffiffiffi
NS
2

r X

k;σ

σc†k;σck;σ; ð4Þ

H2c1a
c ¼ −λ

X

k;q

ðc†kþq;↑ck;↓a
†
−q þ c†kþq;↓ck;↑aqÞ; ð5Þ

H2c2a
c ¼ λffiffiffiffiffiffiffiffiffi

2NS
p

X

k;q;q0;σ

σc†kþq;σck−q0;σa
†
−qaq0 : ð6Þ

Above, N is the total number of lattice sites, and λ ¼
Λ

ffiffiffiffiffiffiffiffiffiffiffiffi
S=2N

p
> 0 is the coupling strength, where we have

ISHE

FI

(a) (b)S

x

y

z

V

FIG. 1. A superconductor (S) can carry (a) a charge super-
current consisting of an equal number of spin-up and spin-down
triplet Cooper pairs traveling in the same direction or (b) a spin
supercurrent where the spin-up and spin-down triplets travel in
opposite directions. Because of a coupling between the spins in
the superconductor and in an adjacent ferromagnetic insulator
(FI), these supercurrents induce a magnon spin current in the FI
(green). The induced spin current can be measured through a
normal-metal contact via the inverse spin-Hall effect (ISHE). In
order to couple the currents, we only require that the Cooper pairs
must carry a net spin along the easy axis of the FI which is fixed
along the z axis. The orientation of the interface is not restricted
by our model, so that the Cooper pair-induced magnon spin
current also occurs if the FI is instead polarized in plane, in that
case with an interface in the xz plane.
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absorbed a factor into the coupling strength for simplicity
of notation. The first term,H2c

c , describes a spin splitting of
the fermionic energy spectrum.We absorb this term intoHS

by letting ϵk → ϵk;σ ¼ ϵk − σλ
ffiffiffiffiffiffiffiffiffiffiffiffi
NS=2

p
. In the absence of

magnons, HS þH2c
c reproduces the familiar energy spec-

trum of a triplet superconductor in a spin-splitting field.
The second term, H2c1a

c , transfers spin between fermion
and boson operators and will turn out to be significant for
inducing a magnon spin current. The third term,H2c2a

c , only
gives a constant shift in the magnon energy spectrum to
the first order in perturbation theory and is projected out to
the second order.
Before we start analyzing how the coupling affects the

magnonic part of the Hamiltonian, we first write the
superconducting part in the diagonal form:

HS ¼
X

k;σ

Ek−Qσ ;σγ
†
k;σγk;σ; ð7Þ

Ek;σ ¼
1

2
ðϵkþQσ ;σ − ϵ−kþQσ ;σÞ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1

2
ðϵkþQσ ;σ þ ϵ−kþQσ ;σÞ

�
2

þ jΔkj2
s

: ð8Þ

We have assumed the magnitude of the superconducting
order parameter jΔkj to be spin independent. The old
operators are related to the new ones by

ckþQσ ;σ ¼ uk;σγkþQσ ;σ þ sgnðΔσ
kÞvk;σγ†−kþQσ ;σ; ð9Þ

with coefficients

uk;σ
ðvk;σÞ

¼
"
1

2

 
1þð−Þ

1
2
ðϵkþQσ ;σ þ ϵ−kþQσ ;σÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½1
2
ðϵkþQσ ;σ þ ϵ−kþQσ ;σÞ�2 þ jΔkj2

q
!#

1=2

:

ð10Þ
Using the above relation, we also express the coupling
terms in Eqs. (5) and (6) in terms of the new fermion
operators. Note that while the coefficients uk;σ and vk;σ
remain invariant under inversion of k, a finite supercurrent
(Qσ ≠ 0) breaks the momentum inversion symmetry of the
eigenenergies Ek;σ.
To the first order in perturbation theory.—We first

investigate what happens if we only take into account
first-order terms in perturbation theory. This is done by
evaluating the expectation values with respect to the new
fermion operators, using that

hγ†k;σγk0;σ0 iγ ¼ fFDðEk−Qσ ;σÞδk;k0δσ;σ0 ; ð11Þ

hγ†k;σγ†k0;σ0 iγ ¼ hγk;σγk0;σ0 iγ ¼ 0; ð12Þ

where fFDðEk;σÞ is the Fermi-Dirac (FD) distribution.
Neglecting terms that are constant in the boson operators,
we find that

hHiγ ¼
X

q

ðωq þ ωλÞa†qaq; ð13Þ

ωλ ¼
λffiffiffiffiffiffiffiffiffi
2NS

p
X

k;σ

σfðu2k;σ − v2k;σÞfFDðEk;σÞ þ v2k;σg: ð14Þ

Since the coupling only results in a q independent renorm-
alization of the magnon gap, there is no magnon spin
current generated. The renormalization of the magnon gap
is caused by the spin splitting of the quasiparticle energy
spectrum and exists even in the absence of supercurrents.
Since the spin splitting originates from the adjacent FI,
there is an excess population of spin-up electrons, and the
magnon gap is always increased. A further renormalization
occurs in the presence of supercurrents due to the tilting of
the quasiparticle energy spectrum.
To the second order in perturbation theory.—Next, we

want to perform a Schrieffer–Wolff (SW) transformation to
obtain an effective Hamiltonian to the second order in
perturbation theory [54]. We define a transformed
Hamiltonian Heff¼eiSHe−iS, and use the Baker-
Campbell-Hausdorff formula to expand it. By requiring that

H2c1a
c þH2c2a

c ¼ i½HFI þHS; S�; ð15Þ
we project out first-order terms that do not commute with
HFI þHS. Keeping terms up to the second order, the
effective Hamiltonian can be written as

Heff ¼ HFI þHS þ
i
2
½S;H2c1a

c þH2c2a
c �; ð16Þ

where H2c
c is absorbed into HS. In order to determine S, we

make an ansatz that it consists of two types of terms, S2c1a

and S2c2a, that are of the same form as H2c1a
c and H2c2a

c ,
respectively. The coefficients are determined by solving
Eq. (15). By disregarding terms above second order in the

fluctuations að†Þq , and also neglecting all terms related to
renormalization of the superconductivity caused by mag-
nons (terms with four fermion operators), we are left with
only one nonzero commutator ½S2c1a; H2c1a

c �. After comput-
ing the commutator, evaluating the expectation value of the
Hamiltonian with respect to the fermion operators, and
diagonalizingwith respect to the boson operators, we end up
with an effective Hamiltonian of the form

hHeffiγ ¼
X

q

Ωqα
†
qαq; ð17Þ

Ωq ¼ Ωþ
qþðQ↑−Q↓Þ þ Ω−

−q−ðQ↑−Q↓Þ; ð18Þ

Ω�
q ¼ � 1

2
ðMð11Þ

q −Mð11Þ
−q Þ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1

2
ðMð11Þ

q þMð11Þ
−q Þ

�
2

− ðMð12Þ
q Þ2

s

; ð19Þ

Mð11Þ
q ¼ 1

2
ωq−ðQ↑−Q↓Þ þ

X

k

Að11Þ
k;q ; ð20Þ
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Mð12Þ
q ¼

X

k

Að12Þ
k;q : ð21Þ

The coefficientsAð11Þ
k;q andAð12Þ

k;q are given in the SM [51]. The
old magnon operators are related to the new ones by

aq−ðQ↑−Q↓Þ ¼ xqαq−ðQ↑−Q↓Þ − wqα
†
−q−ðQ↑−Q↓Þ; ð22Þ

with coefficients

xq
ðwqÞ

¼
(
1

2

"
þ
ð−Þ1þ

1
2
ðMð11Þ

q þMð11Þ
−q Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½1
2
ðMð11Þ

q þMð11Þ
−q Þ�2−ðMð12Þ

q Þ2
q

#)
1=2

:

ð23Þ

Wecannowevaluate expectationvalues of the newoperators
according to

hα†qαq0 iα ¼ fBEðΩqÞδq;q0 ; ð24Þ

hα†qα†q0 iα ¼ hαqαq0 iα ¼ 0; ð25Þ

where fBEðΩqÞ is the Bose-Einstein (BE) distribution.
Finally, we define the magnon spin current density

[55,56] polarized along z traveling in the δ direction:

jzδ ¼
1

N

X

q

vδqhSzqiα; vδq ¼ ðΩqþδ −Ωq−δÞ=2jδj; ð26Þ

hSzqiα ¼ −½jxqþðQ↑−Q↓Þj2 þ jw−q−ðQ↑−Q↓Þj2�fBEðΩqÞ: ð27Þ

Above, vδq is the velocity associated with a momentum
mode q, and hSzqiα is the spin associated with the new
magnon operators for a momentum mode q.
Induced magnon spin current.—Before presenting the

results for the magnon spin current, we argue that Curie’s
principle allows for charge and spin supercurrents to induce
magnon spin currents traveling along the same axis. Curie’s
principle states that an effect should obey the symmetries of
the cause. The symmetry of our system is that of a square
lattice with a magnetization along z. The p-wave order
parameter does not impose any further restrictions on the
symmetry. Since the presence of a charge or spin super-
current in the plane perpendicular to the z axis breaks both
the C4 rotational symmetry around the z axis and the mirror
symmetry in the xy plane, these leave the system without
any symmetry restrictions and allow for resulting magnon
spin currents in any direction. A spin or charge supercurrent
along the z axis however only allows for a magnon spin
current along the same axis. Since the expression for the
magnon spin current density [Eq. (26)] is the same
regardless of whether the supercurrent is traveling parallel
or perpendicular to the magnetization, the magnon spin

current has to abide by the strictest restriction. Thus, charge
and spin supercurrents can only induce magnon spin
currents along the same axis. In the following, we only
present the results for two coupled S and FI 1D chains,
since these are qualitatively the same as for two coupled
square lattice layers.
In Fig. 2, we show that both a charge and a spin

supercurrent induce the same finite magnon spin current
in the adjacent FI. A finite center-of-mass momentum
(Qσ ≠ 0) of the spin-σ Cooper pairs causes a symmetry
breaking in the eigenenergies Ek;σ of the superconductor
[Eq. (8)] with respect to inversion of the momentum. The
momentum inversion symmetry is broken irrespective of
the relative directions of Q↑ and Q↓. The asymmetry is
transferred to the eigenenergy spectrum Ωq of the new
boson operators [Eqs. (18) and (19)] via the coupling

Q

j z
 / 

 2
 (

q 
- 

-q
) 

/  
 2

q Q

FIG. 2. Both a charge (Q↑ ¼ Q↓ ¼ Q) and a spin
(Q↑ ¼ −Q↓ ¼ Q) supercurrent induce the same finite magnon
spin current density jz in an adjacent ferromagnetic insulator.
This is because spin-up Cooper pairs dominate in inducing the
magnon spin current. The supercurrents induce the magnon spin
current through an asymmetry in the eigenenergy spectrum Ωq of
the new boson operators with respect to inversion of the
momentum q (inset). The results are robust to changes in the
parameters, and for this particular figure we have chosen
μ ¼ −0.5, λ ¼ 10−4, f↑ ¼ f↓ ¼ 10−4, S ¼ 1=2, J ¼ 10−2, K ¼
10−3 for a 1D chain of N ¼ 365 lattice sites at temperature
T ¼ 0.001. For a square lattice with a px- or py-wave symmetry,
the results are qualitatively the same as in 1D. A supercurrent of
spin-up Cooper pairs induces a current of spin-down magnons in
the opposite direction, while transverse currents are not allowed.
All energies, as well as the magnon spin current density, are
scaled by the hopping parameter t. The temperature is scaled by
t=kB, where kB is the Boltzmann constant. The momenta q and Q
are both scaled by ℏ=a, where ℏ is the reduced Planck constant
and a is the lattice constant.
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[Eq. (5)]. To second order, the coupling transfers momen-
tum between quasiparticles and magnons. The eigenener-
gies Ωq enter into the expression for the magnon spin
current through the velocity of each momentum mode vq
and the Bose-Einstein distribution function fBEðΩqÞ in
Eqs. (26) and (27). Supercurrents of spin-σ Cooper pairs
are thus able to introduce a momentum inversion symmetry
breaking that causes a finite magnon spin current. We
illustrate this lack of symmetry by plotting Ωq − Ω−q for
q > 0 in the inset of Fig. 2. The asymmetry in the magnon
energy spectrum disappears for large momenta q, because
the renormalization of the quasiparticle energy spectrum is
also small for large momenta [see Eq. (8)].
The contribution from the spin-down Cooper pairs in

inducing the magnon spin current is negligible compared to
the contribution from the spin-up Cooper pairs. This can be
seen from the results for the charge and spin supercurrents
in Fig. 2. A charge supercurrent corresponds to spin-up and
spin-down Cooper pairs traveling in the same direction,
while for a spin supercurrent the spin-down Cooper pairs
instead travel in the opposite direction. The fact that
inverting the propagation direction of the spin-down
Cooper pairs has no visible effect on the magnon spin
current density implies that it is mostly spin-up Cooper
pairs that contribute in inducing the magnon spin current.
The fact that spin-up and spin-down Cooper pairs do not
contribute equally follows from the coupling between spins
in the superconductor and ferromagnetic insulator, where
the FI breaks the up-down symmetry by having a majority
spin polarization along z. We observe that this asymmetry
must be introduced through Eq. (5), since neglecting the
spin-splitting term [Eq. (4)] only slightly alters the results.
Outlook.—Our results provides a proof of principle,

showing that it is possible to convert both charge and
spin supercurrents into a magnon spin current. Although
we presented results for a px-wave symmetry in one
dimension, we expect similar results with a different
symmetry, e.g., a px þ ipy-wave symmetry [57]. In fact,
from results for a square lattice, we have verified that we
obtain qualitatively the same results for a px- and a py-
wave superconducting order parameter when the super-
current travels along the x axis. Other structures that have
been shown to carry spin-polarized supercurrents include
heterostructures where conventional superconductors are
combined with half-metals [58–61], magnetic multilayers
[62–64], or structures with spiral magnetic order [65–68].
These structures may also be relevant, since the crucial
ingredient for a broken momentum inversion symmetry is
the presence of spin-polarized triplet supercurrents, and
not the particular symmetry of the superconducting order
parameter. We therefore posit that together with the
p-wave superconductor discussed in this work, super-
currents of odd-frequency triplets could also be potential

candidates for inducing magnon spin currents in an
adjacent ferromagnetic insulator.
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In Sec. I, we present further details on the derivation of our
momentum space Hamiltonian from a lattice model. In Sec. II,
we present expressions for A(11)

k,q
and A(12)

k,q
from the Eqs. (20)

and (21) in the main text.

I. THE HAMILTONIAN

A. The superconductor

The momentum space Hamiltonian for the superconductor
(Eqs. (1) and (2) in the main text) is derived starting from

HS = −
∑
〈i, j 〉,σ

ti, jc
†
i,σcj,σ −

∑
i,σ

µic
†
i,σci,σ

− 1
4

∑
〈i, j 〉,σ

Ui, jni,σnj,σ . (1)

The first term describes nearest-neighbor hopping between
sites i and j, where ti, j is the hopping integral. The second
term introduces a chemical potential µi at lattice site i. In the
third term, Ui, j > 0 gives rise to the attractive nearest-neighbor
interaction associated with superconductivity. We assume
the structure to be either a one-dimensional (1D) chain, or a
square lattice. Above, ci,σ and c†i,σ are second quantization
annihilation and creation operators for electrons with spin σ
at lattice site i, and ni,σ ≡ c†i,σci,σ is the number operator.
We treat the superconducting term by a mean-field approach,
where we assume that ci,σcj,σ ≈

〈
ci,σcj,σ

〉
+ δS and neglect

second order terms in the fluctuations δS. We define the
superconducting order parameter as

∆σi, j ≡ Ui, j

〈
ci,σcj,σ

〉
. (2)

We want to describe a superconductor that carries a charge or
spin supercurrent. Such a supercurrent can be enforced by an
externally applied phase gradient. To have a finite supercurrent
in the system, we must require that the Cooper pairs have a
finite center-of-mass velocity. This is satisfied if we write the
superconducting order parameter on the form

∆σi, j = ∆
σ
i−je

iQσ ·(i+j), (3)

describing a propagation of the center-of-mass of a spin-σ
Cooper pair along the Qσ direction [1, 2]. The assumption that
the phase gradient 2Qσ is homogeneous follows from current
conservation. The superconducting order parameter can be
written on this form as long as the center-of-mass velocity is
small enough that the amplitude ∆σi−j is independent of the
center-of-mass coordinate. To arrive at the momentum space

Hamiltonian in Eqs. (1) and (2) in the main text, we assume
all parameters to be constant throughout the whole material,
perform the Fourier transform (FT)

ci,σ =
1√
N

∑
k

ck,σeik ·i, (4)

and use the relation
1
N

∑
i

ei(k+k
′)·i = δk,k′ . (5)

Here, N is the total number of lattice sites.
Note that although we choose to set the strength of the order

parameter f δσ in Eq. (2) in the main text to a constant value, it
can in principle be solved for self-consistently. This parameter
is real and has the value f δσ = =m[∆δσ], where

∆δσ = −
U
N

∑
k

〈
ck+Qσ,σc−k+Qσ,σ

〉
eik ·δ . (6)

B. The ferromagnetic insulator

The momentum space Hamiltonian for the ferromagnetic
insulator (Eq. (3) in the main text), we start from the Heisenberg
Hamiltonian

HFI = −
∑
〈i, j 〉

Ji, jSi · S j −
∑
〈i, j 〉

Ki, jSz
i Sz

j . (7)

The first term describes the ferromagnetic coupling between
neighboring spins for Ji, j > 0. The second term introduces an
anisotropy favoring alignment of the spins along the z direction
forKi, j > 0. Above, Si is the total spin and Sz

i the spin polarized
along the z axis at lattice site i. The spin is assumed tomainly be
directed along the z axis with weak spin fluctuations only. We
can therefore apply a Holstein-Primakoff (HP) transformation
to the second order in the magnon annihilation and creation
operators ai and a†i ,

S+i =
√

2Sai, (8)

S−i =
√

2Sa†i , (9)
Sz
i = S − ni . (10)

Above, S is the magnitude of the spins in the ferromagnetic
insulator, S±i = Sx

i ± iSy
i , and ni = a†i ai is the number operator.

By assuming that Ji, j and Ki are constant, and applying a
similar FT as for the fermion operators,

ai =
1√
N

∑
q

aqeiq ·i, (11)



2

we arrive at the momentum space Hamiltonian for the ferro-
magnetic insulator given in Eq. (3) in the main text.

C. The coupling

In order to describe a coupling between spins at the interface
between the superconductor and the ferromagnetic insulator,
we introduce

Hc = −
∑
i

Λsi · Si, (12)

where Λ > 0 is the coupling strength and

si =
1
2

∑
σ,σ′

c†i,σσσ,σ′ci,σ′, (13)

is the electron spin and σ is the vector of Pauli matrices. We
apply the HP transformation in Eqs. (8)-(10) to the spin Si
in the ferromagnetic insulator. Performing the dot product
between the two spin operators, we obtain

Hc = − Λ
∑
i

σni,σ(S − a†i ai)

− Λ
√

2S
∑
i

(c†
i,↑ci,↓a

†
i + c†

i,↓ci,↑ai). (14)

The first sum comes from the z component of the spins and
gives rise to spin-splitting in the quasi-particle energy spectrum
and the renormalization of the magnon gap. The second sum
comes from the x and y components and gives rise to magnon
spin currents in the ferromagnetic insulator if supercurrents are
present in the superconductor. We apply the FT in Eq. (4) to
the fermion operators and the FT in Eq. (11) to the magnon
operators in order to arrive at the momentum space Hamiltonian
for the coupling given in Eqs. (4)-(6) in the main text. In these
equations we have renamed the coupling terms to λ = Λ

√
S/2N

for simplicity of notation.

II. EXPRESSIONS FOR THE COEFFICIENTS

The coefficients A(11)
k,q

and A(12)
k,q

in Eqs. (20) and (21) in the main text are given by

A(11)
k,q
=
λ2

2

{
(uk,↑)2(uk+q,↓)2

[ fFD(Ek,↑) − fFD(Ek+q,↓)]
(Ek,↑ − Ek+q,↓) + ωq−(Q↑−Q↓)

+ (vk,↑)2(uk+q,↓)2
[(1 − fFD(E−k,↑)) − fFD(Ek+q,↓)]
−(E−k,↑ + Ek+q,↓) + ωq−(Q↑−Q↓)

+ (uk,↑)2(vk+q,↓)2
[ fFD(Ek,↑) − (1 − fFD(E−k−q,↓))]
(Ek,↑ + E−k−q,↓) + ωq−(Q↑−Q↓)

+ (vk,↑)2(vk+q,↓)2
[(1 − fFD(E−k,↑)) − (1 − fFD(E−k−q,↓))]
−(E−k,↑ − E−k−q,↓) + ωq−(Q↑−Q↓)

}
, (15)

A(12)
k,q
=
λ2

2
uk+q,↑uk,↓sgn(∆↑k+q)vk+q,↑sgn(∆

↓
k
)vk,↓

{ [ fFD(Ek+q,↑) − fFD(Ek,↓)]
−(Ek+q,↑ − Ek,↓) + ωq−(Q↑−Q↓)

− [ fFD(Ek+q,↑) − (1 − fFD(E−k,↓))]
−(Ek+q,↑ + E−k,↓) + ωq−(Q↑−Q↓)

− [(1 − fFD(E−k−q,↑) − fFD(Ek,↓)]
(E−k−q,↑ + Ek,↓) + ωq−(Q↑−Q↓)

+
[(1 − fFD(E−k−q,↑) − (1 − fFD(E−k,↓))]
(E−k−q,↑ − E−k,↓) + ωq−(Q↑−Q↓)

}
. (16)
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Unconventional superconductors are of high interest due to their rich physics, a topical example being
topological edge states associated with p-wave superconductivity. A practical obstacle in studying such
systems is the very low critical temperature Tc that is required to realize a p-wave superconducting phase in
a material. We predict that the Tc of an intrinsic p-wave superconductor can be significantly enhanced
by coupling to a conventional s-wave or d-wave superconductor with a higher critical temperature via an
atomically thin ferromagnetic (F) layer. We show that this Tc boost is tunable via the direction of the
magnetization in F. Moreover, we show that the enhancement in Tc can also be achieved using the Zeeman
effect of an external magnetic field. Our findings provide a way to increase Tc in p-wave superconductors
in a controllable way and make the exotic physics associated with such materials more easily accessible
experimentally.

DOI: 10.1103/PhysRevLett.127.267001

Introduction.—Superconductivity is one of the most
exotic states of matter and is often described as conven-
tional or unconventional, depending on the symmetry of
the underlying order parameter. Conventional spin-singlet
superconductors have an s-wave order parameter that is
isotropic in momentum space. Unconventional super-
conductors can instead have a highly anisotropic order
parameter, both in magnitude and in phase. The spin-triplet
p-wave (px þ ipy) order parameter is a prototypical
example [1], which is of high interest due to its edge
states. Such edge states may arise at interfaces of unconven-
tional superconductors where reflection causes the order
parameter to change sign [2–4] with energies lying midgap
at the normal-state Fermi level. Previous work has shown
that edge states arising from a p-wave superconductor can
be topologically protected from decoherence [5–7], making
them interesting as building blocks for qubits in topological
quantum computation [8,9].
Candidate materials for topological superconductivity

include 3He B-phase [10], the surface of Sr2RuO4 [11],
Cu-doped Bi2Se3 [12–14], p-type TlBiTe2 [15], and BC3

[16]. Sr2RuO4 is the most studied although the exact
underlying superconducting order parameter is hotly
debated [17–19]. Sr2RuO4 has a critical temperature Tc
of 1.5 K [20] and is highly sensitive to disorder [21],
making it challenging to utilize.
A way to locally increase the Tc of Sr2RuO4 is via the

3 K phase, which involves embedding Ru inclusions [22].
Similar local Tc enhancement has been predicted near
dislocations [23]. The 3 K phase was later attributed to local
stress induced by the Ru inclusions [24] and are mimicked

in pure Sr2RuO4 by applying uniaxial pressure [25,26].
Piezoelectric techniques can increase the Tc globally to
3.4 K [27,28]. By linking the uniaxial strain to spin and
charge fluctuations, the latter could serve as a further
mechanism for increasing Tc [24].
Finding a general method to enhance Tc of unconven-

tional superconductors in order to easily access their
interesting physics is an important, yet challenging, goal.
Proximity enhancement of Tc in s-wave systems has been
predicted theoretically [29] and recently shown experimen-
tally [30]. However, in a junction between a singlet and
triplet superconductor, there is no enhancement of the
critical temperature in the low-Tc superconductor, since
singlet Cooper pairs do not couple to triplet pairs [31,32].
In the case of transition-metal compounds, strong intra-

ionic spin-orbit coupling can enhance triplet superconduc-
tivity in a three-layer oxide heterostructure [33]. Hence, to
couple singlet and triplet superconductors, a spin-active
interface is required to facilitate conversion between singlet
and triplet Cooper pairs. Ferromagnets [34–36] and spin-
orbit coupling [37–39] are commonly used for generating
spin-triplet Cooper pairs from conventional superconduct-
ing pairing. In particular, both ferromagnets [40–42] and
spin-orbit coupling [43,44] have been used to study the
Josephson effect in s-wave-p-wave (SP) junctions.
In this Letter, we present a method to boost Tc of a triplet

superconductor. The key is to couple a low-Tc triplet
superconductor to a higher-Tc spin-singlet superconductor
(either s-wave or d-wave) via a ferromagnetic interface (F).
This is achievable using different types of ferromagnets,
but here we consider an atomically thin ferromagnetic
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interlayer. Using numerical diagonalization of a lattice-
model, we predict that such a coupling strongly enhances
the Tc of the triplet superconductor. Moreover, we show
that the Tc boost is controllable by rotating the ferromag-
netic exchange field with respect to the p-wave d vector.
Finally, we show that the enhancement of Tc is also
obtained via a Zeeman effect from an external mag-
netic field.
Model.—We model a two-dimensional SFP junction

using the tight-binding Bogoliubov-de Gennes framework
[45–49] with a square Nx × Ny lattice structure [50], as
illustrated in Fig. 1. The interface normal is along the x axis
and we assume periodic boundary conditions along y. The
Hamiltonian in terms of the second quantization electron
creation and annihilation operators c†iσ and ciσ is

H ¼ −t
X

hi;ji;σ
c†iσcjσ −

X

i;σ

μiniσ −
X

i

Uini↑ni↓

−
1

2

X

hi;ji;σ
V ijniσnj;−σ þ

X

i;σ;σ0
c†iσðhi · σÞσσ0ciσ; ð1Þ

where i ¼ ðix; iyÞ is the lattice site, t is the hopping
amplitude, μi is the chemical potential, and niσ ≡ c†iσciσ
is the number operator. The attractive on-site interaction
(Ui > 0) gives rise to isotropic singlet superconductivity in
S, while the nearest-neighbor interaction (V ij > 0) between
opposite spin electrons at sites i and j results in spin-triplet
superconductivity in P. The last term describes a spin-
splitting field hi interacting with the Pauli spin matrices
σ ¼ ðσx; σy; σzÞ to give a net spin polarization of the
itinerant electrons in F.
The two superconducting terms are treated by a mean-

field approach, assuming ci↑ci↓ ¼ hci↑ci↓i þ δ and neglect-
ing second order fluctuations in δ. These fluctuations can be
neglected for type I superconductors with a conventional
metallic normal state [51]. We obtain one on-site pair
correlation Fs;i ¼ hci↑ci↓i and four nearest-neighbor pair

correlations Fi;i�x̂ ¼ hci↑ci�x̂;↓i and Fi;i�ŷ ¼ hci↑ci�ŷ;↓i.
These are anomalous Green’s functions quantifying the
strength of the superconducting correlations in the material
and vanishing at Tc. x̂ and ŷ are vectors connecting nearest-
neighbor sites along the x and y axes, respectively. The
Hamiltonian is diagonalized numerically and solved itera-
tively for these five pair correlations. To describe the triplet
symmetry, we introduce the symmetrized nearest-neighbor

triplet pair correlation FðtripletÞ
ij ¼ ðFij − FjiÞ=2. After con-

vergence, we calculate the superconducting order parameters

Δs;i ¼ UFs;i; ð2Þ

Δpx;i ¼ VFpx;i ¼
V
2

�
FðtripletÞ
i;iþx̂ − FðtripletÞ

i;i−x̂

�
; ð3Þ

Δpy;i ¼ VFpy;i ¼
V
2

�
FðtripletÞ
i;iþŷ − FðtripletÞ

i;i−ŷ

�
: ð4Þ

The anomalous Green’s functions Fs;i, Fpx;i, and Fpy;i have

their own critical temperatures Ts
c, T

px
c , and T

py
c , respectively,

in the sense that they become smaller than some tolerance
level at a specific temperature. The highest Tc of an
anomalous Green’s function determines the temperature at
which the material becomes superconducting. The full
derivation of the model is given in [52]. The nearest-
neighbor model can describe a variety of superconducting
symmetries. To stabilize the p-wave pairing, the V and μP
parameters are chosen in accordance with the free energy
minimization in Ref. [53] and previously used values for
Sr2RuO4 [47]. The parameters U and μS are calibrated to
give Ts

c ∼ 10Tpx
c (in bulk systems), which is realistic for

common s-wave superconductors like Nb. However, the
resulting U=t ¼ 5.3 is too large to be realistic for an actual
Bardeen-Cooper-Schrieffer superconductor and is a result of
downscaling the lattice to a computationally manageable
system size. Nevertheless, it is the relative ratio of the critical
temperatures that is important to enhance Tc of the p-wave
superconductor and for this reason we expect that our
predictions hold for larger system sizes as well. The
parameters hz and μF are optimized to give the largest
effect. In the following, we study Fpx

and Fpy
to determine

how the coupling between the superconductors in Fig. 1
through an atomically thin ferromagnet influences the triplet
superconductivity.
Tc boost via singlet-triplet coupling.—We first consider

the pair correlations close to the surface of a finite two-
dimensional px þ ipy superconductor shown in Fig. 2(a).
In a single P (interfaced with vacuum), electrons are
reflected with opposite momentum in the x direction
(kx ↦ −kx), while the momentum in the y direction is
conserved. The px orbital symmetry sinðkxÞ is odd under
inversion of kx. This symmetry relation ΔðkxÞ ¼ −Δð−kxÞ
gives the criterion for having a midgap surface state [2,4].
A Cooper pair thus experiences an opposite sign after

FIG. 1. Schematic illustration of the two-dimensional SFP
cubic Nx × Ny lattice structure, with layer thicknesses of Nx;S,
Nx;F and Nx;P lattice sites, respectively. The y direction is
translationally invariant by using periodic boundary conditions
and Ny ≫ Nx.
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reflection. This causes the pair breaking that gives the
cancellation of Fpx

near the surface [3,54]. As a result,
there are more electrons present to form Cooper pairs in the
y direction and Fpy

increases close to the surface.
By bringing the P into contact with a normal metal (N) in

Fig. 2(b), Fpx
is no longer fully canceled at the interface

since Cooper pairs can enter the N via the proximity effect,
resulting in a suppression of the midgap states. In fact,
replacing the vacuum with any conducting material sup-
presses the midgap states since the reflection probability
goes from 1 to< 1. On the other hand Fpy

simply decreases
at the interface since Cooper pairs can now tunnel into N.
Both Fpx

and Fpy
decay exponentially in N. In Fig. 2(c),

we replace N with a conventional superconductor S,
forming a SP junction. The proximity effect is strongly
suppressed [31,32] and spans only a few lattice sites on
either side of the interface. Consequently, Fpx

and Fpy

reach their bulk values close to the interface. Like the NP
case, midgap surface state reflections are also suppressed
in SP and Fpx

overtakes Fpy
. Finally, by sandwiching a F

in between the S and P, as shown in Fig. 2(d), conversion of
an s-wave singlet into px-wave triplets takes place and Fpx

is boosted at the interface. Increasing the exchange field
results in an enhancement of singlet-to-triplet pair con-
version efficiency. Additionally, increasing the field weak-
ens the influence of the midgap surface state [40], thus
strengthening Fpx

.
Having demonstrated the behavior of the triplet corre-

lations Fpx
and Fpy

in different types of heterostructures in
Figs. 2(a)–2(d), we now consider the temperature depend-
ence of these correlations in order to demonstrate that Tc of
the triplet superconductor can be enhanced. First, consider
a system where P is thin (Nx;P small) enough that the
midgap surface states of the two surfaces partially overlap.
If P is interfaced by vacuum on either side, Fpx

vanishes at
both interfaces and is severely or even fully suppressed over
the whole width of the superconductor. Hence, its Tc (taken
in the middle of the P) is suppressed as well, as shown in
Fig. 2(e). The behavior of Fpx

ðTÞ is nonmonotonic which is
a known result in the presence of midgap surface states in a
thin P [3,4,55]. Placing the P in contact with an N or S
instead of a vacuum, Fpx

can be recovered by reducing
midgap surface state reflections, which is visible in
Figs. 2(f)–2(g) for the SP junction. The Tc in this case
matches the Tc of a bulk P.
The SFP junction shows an additional effect. The S has a

higher Tc than P; for our parameters, Ts
c ≈ 10Tpx

c . Once the
intrinsic Tc of P is exceeded, there is still a small amount
of triplets coming from the SF interface, stabilizing Fpx

above its intrinsic Tc. This results in a tail in T
px
c , as seen in

Fig. 2(h). For the optimal parameters, it is possible to nearly
double Tpx

c . Only Tpx
c is boosted while T

py
c remains the

same as a result of the structural symmetry. In this setup,
the interface normal is parallel to the x axis, meaning
spatial inversion symmetry is broken along x. The SF
bilayer converts even-frequency s-wave singlets into even-
frequency px-wave triplets and odd-frequency s-wave
triplets [56]. The latter do not contribute to the Tc enhance-
ment discussed here. Since there is no symmetry breaking
in the y direction, there is no conversion to py-wave triplets
[56]. Furthermore, the increase in the magnitude of Fpx

is
accompanied with a decrease in Fpy

since less midgap
surface states appear at the P interface.
The increase in Tpx

c is limited by the Tc of the
superconductor with the highest Tc in the heterostructure
and by the interface transparency. The effective interface
transparency depends on the presence of an explicit barrier

(a) (e)

(b) (f)

(c) (g)

(d) (h)

FIG. 2. Spatial pair correlation profiles ReðFpx
Þ (solid) and

ImðFpy
Þ (dashed) at the interface of (a) vacuum or P, (b) NP,

(c) SP, and (d) SFP at zero temperature. The pair correlations vs
normalized temperature for (e) thin single P, (f) thin-layer NP,
(g) SP, and (h) SFP junctions (Nx;N ¼ Nx;S ¼ 5, Nx;F ¼ 1,
Nx;P ¼ 10). The thin single P is severely suppressed. The
suppression is recovered inNP and SP. Singlet-triplet conversion
in SFP results in a tail in Tc. The parameters for all plots are
Ny ¼ 200, μN=t ¼ μS=t ¼ 1.2, U=t ¼ 5.3, μF=t ¼ 1.4,
hz=t ¼ 0.9, μP=t ¼ 1.8, and V=t ¼ 1.5.
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(not included in our model) and the Fermi surface mis-
match, i.e., different choices of μ. There is no intrinsic
enhancement of the pairing mechanism, sinceU and V stay
constant throughout our calculations. Regarding the layer
thicknesses, Tpx

c is doubled in SFP compared to a thin
single P with suppressed Tpx

c . The same effect is expected
in thicker layers, although the absolute Tpx

c increase will be
smaller.
It is known that triplet superconductivity is also induced

in SF bilayers [34,41]. However, both singlet and triplet
correlations occur simultaneously in these systems, leading
to mixed-pairing superconductivity. In contrast, in our case
only the triplet correlations have a non-negligible magni-
tude in the temperature regime exceeding the intrinsic Tpx

c ,
distinguishing it from the SF bilayer.
Controlling Tc enhancement via magnetization

direction.—Triplet superconductivity is generally described
by the d vector d≡ ½ðΔ↓↓−Δ↑↑Þ=2;−iðΔ↑↑þΔ↓↓Þ=2;Δ↑↓�
[36]. We consider px þ ipy pairing happens between
opposite spin electrons so that d is along ẑ. We study
the effect of changing the direction of the F spin-
splitting field h with respect to d. The S is isotropic and
the j↑↓i − j↓↑i spin-singlet Cooper pair is rotationally
invariant. The three spin-triplet states j↑↓i þ j↓↑i, j↑↑i,
and j↓↓i transform into each other when the quantization
axis changes [36,57], and we choose this axis to be along h.
Thus, a spin-splitting field hz converts singlets to j↑↓i þ
j↓↑i triplets polarized along the z axis. This is the native
triplet Cooper pairs of the P and hence boosts Tpx

c . By
changing the exchange field direction from hz to hx or hy,
singlets are converted to j↑↓i þ j↓↑i triplets with a
quantization axis along the x and y axis, respectively. In
the reference frame of the px þ ipy-wave superconductor,
this corresponds to j↑↑i and j↓↓i triplets. These triplets
suppress Tpx

c , as seen in Fig. 3. For the optimal parameters,
Tpx
c corresponding to hz is double the T

px
c for hx or hy. The

F also converts triplets originating from P into singlets, but

since the S is isotropic, this contribution is independent of
the exchange field direction.
The fact that the Tc enhancement is controlled by the

magnetization direction of F is an important observation
which could lead to interesting device concepts and a
means to further probe p-wave superconductivity. The
exchange field direction is tunable via an applied magnetic
field, meaning that Tpx

c can be tuned externally, while Ts
c

remains largely unchanged. This can serve as a switch in a
device. Similarly, to observe a Josephson current in a SFP
junction, an exchange field component parallel to the d
vector of the triplet order parameter (here pointing along z)
is required [42]. By extension, one could control the
Josephson current by rotating an applied magnetic field.
Tc boost via external magnetic field.—Finally, we

compare the SFP junction to a S=P junction with an
external field Bz along ẑ. When the superconductors are
much smaller than the magnetic penetration depth λ, the
orbital effect of Bz is quenched and superconductivity
coexists with a Zeeman splitting throughout both super-
conductors up to the Clogston-Chandrasekhar limit
[58,59]. This results in a spin polarization across the whole
junction. Since Fpx

and Fpy
have different magnitudes and

different Tc, they also have different critical fields Bpx
c and

B
py
c , respectively, with Bpx

c > B
py
c .

By applying the magnetic field, Fpy
first decreases. Since

fewer Cooper pairs are converted fromFpx
toFpy

, this results
in a net increase in Fpx

. The Fpx
-to-Fpy

conversion stops at

B
py
c , and Fpx

saturates to a maximum amplitude. This case is
shown in Fig. 4. Similar to hz, Bz facilitates singlet-to-triplet
conversion and Tpx

c shows a tail. Interestingly, the magnitude
ofFpx

inSPwithBz is significantly larger than inSFP, due to
the lack of Fpx

-to-Fpy
conversion.

However, Bz also introduces a gradient of Fs over the
full width of the P (positive at the SP interface, zero
in the middle, negative at the P or vacuum interface).

(a) (b)

FIG. 3. Pair correlations vs normalized temperature for SFP
with the exchange field in F (a) along ẑ and (b) along ŷ. Rotating
the exchange field changes Tc dramatically. The parameters
are Nx;S ¼ 5, Nx;F ¼ 1, Nx;P ¼ 10, Ny ¼ 200, μS=t ¼ 1.2,
U=t ¼ 5.3, μF=t ¼ 1.4, hz=t ¼ hy=t ¼ 0.9, μP=t ¼ 1.8, and
V=t ¼ 1.5.

(a) (b)

FIG. 4. Comparison between the pair correlations in a SFP
(a) with exchange field hz and (b) SP in an external field Bz, vs
normalized temperature. The external field is chosen as
Bz=t ¼ B

py
c ¼ 0.3, for which Fpx

is maximized. The parameters
are Nx;S ¼ 5, Nx;F ¼ 1, Nx;P ¼ 10, Ny ¼ 200, μS=t ¼ 1.2,
U=t ¼ 5.3, μF=t ¼ 1.4, hz=t ¼ 0.9, μP=t ¼ 1.8, and V=t ¼ 1.5.
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The magnitude of Fs at the interfaces is approximately
half the magnitude of Fpx

, which is significant, especially
since the interesting physics unique to P superconduc-
tivity are generally situated at the edges. In this respect,
the SFP structure is favorable since it maintains the pure
p-wave correlations in the P throughout the regime of
increased critical temperature. Increasing Bz further, our
model shows Fulde-Ferrell-Larkin-Ovchinnikov oscilla-
tions in the P.
Having demonstrated that Tc is enhanced in a P by

proximity to an S, it is interesting to explore enhancing Tc
further using a high-Tc cuprate dx2−y2-wave superconductor
(D). The theoretical framework used in this Letter does not
allow us to address the D case. The reason is that when
solved self-consistently, as is required to compute Tc, our
model tends to stabilize dþ px symmetry in D rather than
pure d-wave [53]. However, our findings for the SFP case
are indicative that a much larger Tpx

c could be possible if
one is able to experimentally realize a high-Tc super-
conductor or FP junction.
Possible materials combinationswith Sr2RuO4 include the

transition metal ferromagnet SrRuO3 [60], the highly spin-
polarized manganites such as La0.7Ca0.3MnO3 [61,62],
and the oxide superconductors YBa2Cu3O7−x [63] and
Pr1.85Ce0.15CuO4 [64]. Other materials to consider are
two-dimensional ferromagnets including Cr2Ge2Te6 [65],
CrI3 [66], and VSe2 [67].
Concluding remarks.—We have shown that the Tc of a

spin-triplet p-wave superconductor is controllable in an SFP
junction, where S has a higher Tc than P. A ferromagnetic
interlayer facilitates singlet-to-triplet conversion, providing
the P with triplets even above its intrinsic Tc. This shows up
as a tail in the order parameter-temperature phase diagram.
Rotating the F exchange field direction with respect to the
p-wave d vector controls the triplets, and therefore, Tc. An
exchange field parallel to d is able to nearly double Tc,
whereas an exchange field perpendicular to d converts
singlets to the wrong type of triplets and suppresses Tc.
Hence, the exchange field direction serves as a Tc switch and
can by extension control a Josephson current. In our model,
we considered an atomically thin F. Qualitatively similar
results are expected for thicker F.
Enhancing the Tc of a p-wave superconductor above

liquid helium temperatures would have massive practical
advantages from a device operation point of view. In the
case of Sr2RuO4 with its Tc of 1.5 K, the doubling of Tc is
still not enough, although it might be sufficient for different
p-wave materials. However, our results indicate that by
replacing the s-wave with a high-Tc cuprate d-wave
superconductor the p-wave Tc will be boosted even further.
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S1. INTRODUCTION

We model a two-dimensional S/F/P junction using the
lattice tight-binding Bogoliubov-de Gennes framework
with a cubic Nx × Ny lattice structure. The interface
normal is parallel to the x-axis and we assume periodic
boundary conditions along y. The physics at each site
and interactions between adjacent sites are expressed in

the second quantisation electron creation (c†iσ) and an-
nihilation (ciσ) operators at lattice site i = (ix, iy) with

spin σ. The number operator niσ ≡ c†iσciσ counts the
number of electrons occupying state i with spin σ. The
Hamiltonian (1) in the main text has five contributions:

1. The hopping term describes hopping between near-
est neighbours. The hopping amplitude tij is the
probability of an electron moving from site j to i,
i.e. an electron being created at site i and annihi-
lated at site j. The hopping Hamiltonian is

Ht = −
∑

〈i,j〉,σ
tijc
†
iσcjσ.

We assume that the hopping amplitude is the same
everywhere (tij = t). In two dimensions, every lat-
tice site has four nearest neighbours and Ht reduces
to

Ht = −t
∑

i,σ

c†iσci+x̂,σ + c†iσci−x̂,σ + c†iσci+ŷ,σ + c†iσci−ŷ,σ.

(S1)

2. The chemical potential µi is a material parameter
that generally differs between the different layers.
It acts as a constant offset to the electronic spec-
trum and is given by

Hµ = −
∑

i,σ

µiniσ. (S2)

3. The s-wave superconductor is modelled using by
the attractive on-site interaction Ui between elec-
trons with opposite spin (with Ui > 0).

HU = −
∑

i

Uini↑ni↓ (S3)

4. More complicated superconducting symmetries,
such as p-wave and d-wave, are modelled using the

nearest neighbour interaction Vij (with Vij > 0).
Generally, the nearest neighbour interaction can
contain all possible spin and momentum depen-
dence interactions. Here, we focus on px + ipy
symmetry corresponding to opposite-spin pairing
(↑↓ + ↓↑). Therefore, the nearest neighbour Hamil-
tonian is written as

HV = −1

2

∑

〈i,j〉,σ
Vijniσnj,−σ. (S4)

5. The ferromagnet is introduced using the itinerant
Stoner model. We model a local magnetic exchange
field h which splits the energy spectrum of spin-
up and spin-down electrons. The exchange field
interacts with the spin as

Hh =
∑

i

hi · si

where the spin density si at lattice site i is deter-
mined by the probability of an electron changing
its spin from σ′ to σ in accordance with the Pauli
spin matrices σ = (σx, σy, σz), that is

si =
∑

σ,σ′

c†iσσσσ′ciσ′ .

The ferromagnet Hamiltonian is then given by

Hh =
∑

i,σ,σ′

c†iσ(hi · σ)σσ′ciσ. (S5)

We note that HU , HV and Hh are only present in their
respective regions.

S2. MEAN-FIELD APPROXIMATION

The superconducting terms HU and HV contain
quadratic terms which are decoupled using the Hartree-
Fock mean-field approximation. This method assumes
that the exact value of a product of operators can be
approximated by a small fluctuation around its expec-

tation value, i.e. ci↑ci↓ = 〈ci↑ci↓〉 + δ and c†i↑c
†
i↓ =

〈c†i↑c
†
i↓〉 − δ†. Applying this directly to the on-site su-

perconductor Hamiltonian (S3) gives

HU =
∑

i

Ui

(
〈c†i↑c

†
i↓〉〈ci↑ci↓〉+ δ†〈ci↑ci↓〉+ δ〈c†i↑c

†
i↓〉
)
,
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where we neglected second order fluctuations in δ. We in-
troduce the s-wave superconducting gap ∆i ≡ Ui〈ci↑ci↓〉
such that HU becomes

HU =
∑

i

|∆i|2
Ui

+ ∆ic
†
i↑c
†
i↓ + ∆∗i ci↑ci↓.

The first term gives a constant contribution EU to the
total energy of the electron system, and can therefore be
neglected when calculating eigenvalues and eigenvectors.

The nearest-neighbour superconductor Hamilto-
nian (S4) is treated in a similar fashion. We introduce
the pair correlation function between electrons located
at sites i and j with opposite spin as Fσ,−σij ≡ 〈ciσcj,−σ〉.
The nearest-neighbour Hamiltonian HV is expressed in
the pair correlation function as

HV = −1

2

∑

〈i,j〉,σ
Vij

(
|Fσ,−σij |2 + Fσ,−σij c†iσc

†
j,−σ

+
(
Fσ,−σij

)∗
ciσcj,−σ

)
.

The first term is again a constant energy contribution,
EV . We expand the summation over σ, use that nearest-
neighbour interaction is symmetric (Vij = Vji) and

F ↑↓ji = −F ↓↑ij , such that HV becomes

HV = EV −
∑

〈i,j〉
Vij

[
F ↑↓ij c

†
i↓c
†
j↑ +

(
F ↑↓ij

)∗
ci↑cj↓

]
.

Since Vij only acts on the nearest neighbours, the sum-
mation over j yields four terms, similar to the hopping
Hamiltonian (S1). For brevity, we refer to the terms orig-

inating from
(
F ↑↓ij

)∗
as “h.c.” (hermitian conjugate). HV

becomes

HV = EV −
∑

i

Vi,i+x̂Fi,i+x̂c
†
i↑c
†
i+x̂,↓

+ Vi,i−x̂Fi,i−x̂c
†
i↑c
†
i−x̂,↓

+ Vi,i+ŷFi,i+ŷc
†
i↑c
†
i+ŷ,↓

+ Vi,i−ŷFi,i−ŷc
†
i↑c
†
i−ŷ,↓ + h.c.

S3. THE HAMILTONIAN IN k-SPACE

In our system, the interfaces are located along x and
we assume periodic boundary conditions in the infinite
y-direction. We write ky = 2πn/Ny, where n ∈ Z . To
implement the periodic boundary condition, we use the

Fourier transform

ciσ =
1√
Ny

∑

ky

cix,ky,σe
ikyiy . (S6)

The sum over ky spans the first Brillouin zone, such that
ky ∈ (−π, π]. We also note that, if the function inside
the summation does not depend on iy, the sum over iy
gives

1

Ny

∑

iy,ky,k′y

f(ky, k
′
y)e−i(ky−k

′
y)iy =

∑

ky

f(ky, k
′
y)δky,k′y .

(S7)
Applying the Fourier transform (S6) and using the rela-
tion (S7), the individual Hamiltonian contributions be-
come

Ht = −t
∑

i,j,k,σ

c†ikσcjkσ
(
δi,j+1 + δi,j−1 + 2 cos(ky)δij

)
,

Hµ = −
∑

i,k,σ

µic
†
ikσcikσ,

HU = EU +
∑

i,k

∆ic
†
ik↑c

†
i,−k↓ + ∆∗i ci,−k↓cik↑,

HV = EV +
∑

i,j,k

Fijkc
†
ik↑c

†
j,−k,↓ + F ∗ijkcj,−k,↓cik↑

with Fijk = −Vij
[
F x+i δi,j+1 + F x−i δi,j−1

+
(
F y+i eik + F y−i e−ik

)
δij

]
,

Hh =
∑

i,k,σ,σ′

(
hi · σ

)
σσ′c

†
ikσcikσ′ ,

where we have dropped the subscripts i = ix, j = jx and
k = ky and introduced the notation F x±i ≡ Fi,i±x̂ and

F y±i ≡ Fi,i±ŷ. The broken translation symmetry in the
x-direction leads to non-diagonal terms in Ht and HV in
the x-indices. In Ht, the δi,j+1 and δi,j−1 represent hop-
ping to nearest neighbours in x, whereas the 2 cos(ky)
is the standard electronic spectrum (the dispersion rela-
tion).

S4. DIAGONALISATION

To diagonalise the full Hamiltonian H, we first have to
express it in its current basis of single-electron creation

and annihilation operators. We define the basis B†ik =[
c†ik↑ c†ik↓ ci,−k↑ ci,−k↓

]
, such that the Hamiltonian

HV can be written as

H = EU + EV + 1
2

∑

i,j,k

B†ikHijkBjk (S8)

with
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Hijk =




εijk + hzi δij (hxi − ihyi )δij 0 ∆iδij + Fijk
(hxi + ihyi )δij εijk − hzi δij −∆iδij − Fj,i,−k 0

0 −∆∗i δij − F ∗i,j,−k −εijk − hzi δij −(hxi + ihyi )δij
∆∗i δij + F ∗jik 0 (−hxi + ihyi )δij −εijk + hzi δij


 . (S9)

where εijk = −tδi,j+1 − tδi,j−1 − (2t cos(k) + µi) δij .
We define a new basis Wk, which stacks the Nx sep-

arate Bik vectors into one long vector, i.e. W †k =[
B†1k B†2k . . . B†Nx,k

]
, such that

H = EU + EV + 1
2

∑

k

W †kHkWk.

The matrix Hk is Hermitian and is diagonalised numeri-
cally with eigenvalues Enk and eigenvectors γnk as

H = EU + EV + 1
2

∑

n,k

Enkγ
†
nkγnk. (S10)

Diagonalising the Hamiltonian effectively transforms the
system from the single-electron operator basis (denoted
by c, c†) to the Bogoliubov quasiparticle basis (denoted
by γ, γ†). Since Bogoliubov quasiparticles are part elec-
tron and part hole, the Bogoliubov operators are linear
combinations of electron creation and annihilation oper-
ators. The coherence factors u, v, w and x are associated
with the probability of electron-like and hole-like states
with spin-up and spin-down being occupied. The Bogoli-
ubov creation operator is

γ†nk =
∑

i

(
uinkc

†
ik↑ + vinkc

†
ik↓ + winkci,−k↑ + xinkci,−k↓

)
.

(S11)
However, in the summation in (S10), not all γnk are in-
dependent for all k-values. Since Cooper pairs impose
momentum restrictions on the pairing, there is a symme-
try relation between quasiparticles with +k and −k. We

find that γ†n,−k = γnk and En,−k = −Enk. To account

for this, we split the sum over k in (S10) in k > 0 and
k < 0 and k = 0 and use these symmetry relations to
rewrite them. We obtain

H = EU + EV +
∑

n,k>0

Enk

(
γ†nkγnk − 1

2

)

+
∑

En0≥0
En0

(
γ†n0γn0 − 1

2

)
,

where the notation
∑
En0≥0 is the summation over all

positive eigenvalues, including one zero-energy eigen-
value.

Taking the inverse of (S11), the single-electron op-

erators are related to quasiparticles as

cik↑ =
∑

n

uinkγnk, c†i,−k↑ =
∑

n

winkγnk,

cik↓ =
∑

n

vinkγnk, c†i,−k↓ =
∑

n

xinkγnk. (S12)

These expressions are the main ingredient to evaluate the
pair correlations in terms of the eigenvalues and eigen-
vectors of the system.

S5. SELF-CONSISTENT SOLUTION

The Hamiltonian Hk depends on the s-wave supercon-
ducting gap ∆i and the pair correlations F x±i and F y±i
which are initially unknown. By substituting (S12) we

express ∆i, F
x±
i and F y±i in the eigenvalues and eigen-

vectors of Hk. The self-consistent calculation consists of
choosing initial values for ∆i, F

x±
i and F y±i , diagonalis-

ing Hk to obtain the eigenvectors and eigenvalues, using
these to calculate new values for ∆i, F

x±
i and F y±i , sub-

stituting these back into Hk and repeating this procedure
until ∆i, F

x±
i and F y±i have converged.

The s-wave gap ∆i in terms of the eigenvectors and
eigenvalues is

∆i = Ui〈ci↑ci↓〉 =
Ui
Ny

(∑

n

uin0x
∗
in0〈γn0γ†n0〉

+
∑

k>0,n

uinkx
∗
ink〈γnkγ†nk〉+ vinkw

∗
ink〈γ†nkγnk〉

)
.

We arrange the eigenvectors in the diagonalising matrix
such that the first 2Nx are positive and the last 2Nx
are negative. Then, ui,2Nx+n,0 = w∗in0, xi±1,2Nx+n,0 =

v∗i±1,n0 and γ2Nx+n,0 = γ†n0. The Fermi-Dirac function
is defined as the expectation value of independent γ-

operators as f(Enk) = 〈γ†nkγnk〉. The s-wave gap be-
comes

∆i =
Ui
Ny

( ∑

k>0,n

uinkx
∗
ink[1− f(Enk)] + vinkw

∗
inkf(Enk)

+
∑

En≥0
uin0x

∗
in0[1− f(En0)] + vin0w

∗
in0f(En0)

)
.

(S13)
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FIG. S1. Symmetries of the nearest-neighbour pair correlations F x+, F x−, F y+ and F y− based on the spherical harmonics for
different superconducting pairing symmetries.

The nearest neighbour pair correlation F x±i is

F x±i = 〈ci↑ci±x̂,↓〉

=
1

Ny

(
Kx0 +

∑

k>0,n

uinkx
∗
i±1,nk[1− f(Enk)]

+ vi±1,nkw
∗
inkf(Enk)

)
, (S14)

where Kx0 corresponds to k = 0 and is given by

Kx0 =
∑

En≥0
uin0x

∗
i±1,n0[1− f(En0)]

+ vi±1,n0w
∗
in0f(En0).

Similarly, F y±i = Fi,i±ŷ becomes

F y±i = 〈ci↑ci±ŷ,↓〉

=
1

Ny

(
Ky0 +

∑

k>0,n

uinkx
∗
ink[1− f(Enk)]e±ik

+ vinkw
∗
inkf(Enk)e∓ik

)
, (S15)

with

Ky0 =
∑

En≥0
uin0x

∗
in0[1− f(En0)] + vin0w

∗
in0f(En0).

S6. SUPERCONDUCTING ORDER
PARAMETERS

After convergence, the self-consistency solutions (S13),
(S14) and (S15) are used to calculate the supercon-
ducting order parameters. The self-consistent s-wave
gap (S13) is directly the on-site s-wave order parameter,
as described in (2) in the main text. Linear combinations

of the pair amplitudes F x±i and F y±i provide order pa-
rameters with distinct symmetry properties. These lin-
ear combinations originate from the spherical harmonic
symmetry projected onto the lattice, as illustrated in Fig-
ure S1.

As given by (3) and (4) in the main text, the order
parameters for px-wave, py-wave and d-wave (dx2−y2) at
lattice site i are, respectively,

∆px,i = V Fpx,i =
V

2

(
F
x+(T)
i − F x−(T)

i

)
,

∆py,i = V Fpy,i =
V

2

(
F
y+(T)
i − F y−(T)

i

)
,

∆d,i = V Fd,i =
V

4

(
F
x+(S)
i + F

x−(S)
i − F y+(S)

i − F y−(S)i

)
.

The superscripts correspond to spin-singlet (S) and spin-
triplet (T) symmetries. Hence F (S) has to be anti-
symmetric under spin exchange, while F (T) is symmetric.
Therefore, they are defined as

F
(S)
ij =

Fij + Fji
2

, F
(T)
ij =

Fij − Fji
2

.
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Abstract
By solving the Bogoliubov–de Gennes equations for a d-wave superconductor, we explore how
the interplay between disorder and the orbital depairing of an external magnetic field influences
the superconductor–metal transition of the hole-overdoped cuprates. For highly disordered
systems, we find granular Cooper paring to persist above the critical field where the superfluid
stiffness goes to zero. We also show that because the vortices are attracted to regions where the
superconducting pairing is already weak, the Caroli–de Gennes–Matricon zero-bias peak in the
local density of states at the vortex cores disappears already at moderate disorder.

Keywords: superconducting phase transition, disorder, critical field, hole-overdoped cuprates,
Bogoliubov–de Gennes equations

(Some figures may appear in colour only in the online journal)

1. Introduction

The rich phase diagram of the cuprates allow for the study of
a variety of different phases by adjusting the concentration
of dopants [1, 2]. While undoped cuprates are antiferromag-
netic Mott insulators, a sufficient level of doping can cause the
onset of high-temperature superconductivity [3]. In the hole-
underdoped and optimally doped regimes, superconductivity
can no longer be described by Bardeen–Cooper–Schrieffer
(BCS) theory [4]. In these regimes, the normal state is not
a Fermi-liquid, but rather a pseudogap phase or a strange
metal [2, 5–7]. As the temperature is decreased, the onset
of superconductivity is determined by the superfluid stiffness
rather than the Cooper pairing [8]. Moreover, the competition
between superconducting and antiferromagnetic order causes
magnetic structures to arise around impurities [9–11] and vor-
tex cores [12–17].

In the less studied hole-overdoped regime, a large Fermi
surface with well-defined quasi-particles makes Fermi-liquid

theory a more suitable description of the normal-state [18, 19].
In the superconducting state, experimental observations fit
better with BCS theory [2, 20]. However, some puzzling
observations include Cooper pairs forming above the super-
conducting critical temperature (Tc) in Bi2Sr2CaCu2O8+x

(Bi2212) [21–23], and a large fraction of uncondensed elec-
trons below Tc in several of the hole-overdoped cuprates
[24–28]. Recent experimental studies of La2−xSrxCuO4

(LSCO) [27, 29–31] found that the superfluid stiffness
decreases linearly with increasing temperature, and that the
critical temperature depends on the zero-temperature super-
fluid stiffness. The claim that these findings go beyond BCS
theory has been challenged by theoretical works [32–34]. No
consensus has yet been reached, but it is clear that the relation
between the superconducting pairing and superfluid stiffness
shows interesting properties even when described within the
dirty BCS framework.

As a prime example, Li et al [35] predicted that upon
increasing the concentration of non-magnetic impurities in

1361-648X/23/115601+10$33.00 Printed in the UK 1 © 2023 IOP Publishing Ltd
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hole-overdoped Bi2212, the superfluid stiffness is lost, and
the superconductor transitions into a state with granular
Cooper pairing and spontaneous supercurrent loops. Since
the hole-overdoped cuprates are d-wave superconductors, they
are not protected by Anderson’s theorem [36–38] and super-
conductivity is strongly suppressed in the vicinity of non-
magnetic impurities [39, 40]. In [23, 35] modeling Bi2212,
the authors in particular highlight the importance of flat bands
in the anti-nodal regions causing increased pair-breaking and
the transition into the granular state.

In this work, we study how the interplay between dis-
order and the orbital depairing of an external magnetic field
influences the superconductor–metal transition of the hole-
overdoped cuprates. By solving the Bogoliubov–de Gennes
(BdG) equations for a disordered d-wave superconductor,
we study the superfluid stiffness and superconducting pair-
ing close to the transition. Like Li et al [35], we consider a
band-structure fitting experimental measurements of Bi2212
[23] with a band-filling that gives rise to flat bands close
to the Fermi level in the antinodal regions. We find that
when the system becomes sufficiently disordered, granular
Cooper pairing persists beyond the magnetic field driven
superconductor to metal transition. This allows us to conveni-
ently reach the intermediate regime predicted for the disorder
driven superconductor–metal transition in [35] by tuning an
external magnetic field. Moreover, we show that the Caroli–de
Gennes–Matricon (CdGM) zero-bias peak in the local density
of states (LDOSs) at the vortex cores vanishes at moderate dis-
order, as the vortices start penetrating regions where the super-
conductivity is already weak. This sensitivity to disorder could
contribute to the elusiveness of the CdGM zero-bias peak in
experimental studies [41–45].

2. Model

We consider a disordered type-II d-wave superconductor
under an applied magnetic field. The lattice structure con-
sidered is a two-dimensional (2D) square lattice, which to
good approximation models the quasi-2D structure of the
cuprates [1]. Moreover, we assume the superconducting film
to be thin enough that the orbital effect of the perpendicular
magnetic field dominates over the Zeeman splitting. This sys-
tem can be described by the Hamiltonian

H=−
∑

i, j,σ

ti, je
iϕi,jc†i,σcj,σ −

∑

i,σ

(µ−Vi)ni,σ

+
∑

⟨i, j⟩

(
∆i, jc

†
i,↑c

†
j,↓ + h.c.

)
. (1)

Here, c†i,σ, ci,σ, and ni,σ = c†i,σci,σ are the creation, annihila-
tion, and number operators associated with a spin-σ electron
at lattice site i. Each of the above terms are explained in the
following.

The first term describes hopping between neighboring
lattice sites. We include hopping between nearest, next nearest

and third nearest neighbors. These three types of hopping are
associated with hopping parameters ti,j = t, t′, t′′, respectively.
The applied magnetic field introduces an accumulated Peierls
phase

ϕi,j =− π

ΦSC
0

ˆ ri

rj

dr ·A(r) (2)

when an electron moves from position rj to position ri.
Here, ΦSC

0 = hc/2e is the superconducting flux quantum, and
A(r) = B(0,x,0) is the vector potential in the Landau gauge
resulting from a homogeneous external magnetic field B.

The second term in equation (1) introduces the chemical
potential µ and the disorder potential Vi. We consider a ran-
dom disorder potential in the range Vi ∈ [−V,V]. The chemical
potential is adjusted in order to fix the hole density xwhile con-
sidering different disorder strengths. The hole density is given
by

x=
1

NxNy

∑

i,σ

⟨
1− ni,σ

⟩
. (3)

We consider hole-doped superconductors (0< x⩽ 1) far away
from half-filling (x= 0). In this regime, the cuprates are purely
superconducting without competing antiferromagnetic order.
Experimental observations suggest a more conventional beha-
vior, where BCS theory captures many aspects of the super-
conductivity well [1, 2].

The last term in equation (1) introduces the supercon-
ducting pairing arising from a nearest-neighbor interaction
described within the mean field approximation [46]. The pair-
ing correlation ∆i,j = J⟨ci,↑cj,↓⟩ is used to calculate the spin-
singlet pairing∆S

i,j = (∆i,j+∆j,i)/2. The d-wave spin-singlet
paring is defined as

∆d
i =

1
4

(
∆+x

i +∆−x
i −∆+y

i −∆−y
i

)
, (4)

where∆±x(y)
i =∆i,i±x(y) exp

(
iϕi,i±x(y)

)
. In order to make the

numerical calculations feasible, we need to scale down the
lattice size compared to a realistic system. The parameter J
should ideally be chosen large enough that the vortex dia-
meter is much smaller than the width of the system, but still
small enough that the vortex spans at least a few lattice sites.
The parameters chosen for each plot is given in the corres-
ponding figure text. We consider the zero-temperature limit as
our theoretical framework do not capture the effect of thermal
fluctuations.

We calculate the spin-singlet d-wave pairing self-
consistently from the Bogoliubov–de Gennes equations of the
Hamiltonian in equation (1). We follow the method in [46].
For details, see the appendix. In order to reduce the system size
without disturbance from edge effects, we define a magnetic
unit cell containing an even number of superconducting flux
quanta and apply periodic boundary conditions at its edges.
Thus, we can solve the BdG equations for a periodic array of
Mx×My magnetic unit cells of size Nx×Ny.
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Figure 1. We consider a normal state band structure fitting experimental measurements of Bi2212 at 22 % hole doping [23] using next
nearest and third nearest neighbor hopping parameters t ′/t=−0.05 and t ′ ′/t= 0.2, respectively [35]. Panel (a) shows the Fermi surface
(black lines), and panel (b) the bandstructure along the red line in panel (a). The band structure is plotted from the Γ point to the M point
and towards the X point. The position of the Γ, M, and X points in the first Brillouin zone are indicated by a white, yellow, and black dot,
respectively. In panel (b), the Fermi level is marked by the black dotted line, and the M point is marked by the yellow dotted line. Scattering
between the antinodal regions by a wave vector q= (±π,± ′π), as illustrated by the white arrow in panel (a), is pair breaking due to the
d-wave pairing having opposite signs in the antinodal regions around (±π,0) and (0,±π) [50]. The flat band shown in panel (b) increases
the scattering between the antinodal regions, thus making the d-wave pairing more sensitive to impurities [51].

In highly disordered materials, the existence of supercon-
ducting pairing is no longer a good measure for whether the
material is superconducting. This is because paring can exist
locally without any global phase coherence. For defining the
superconducting phase transition, we therefore introduce the
superfluid stiffness Ds. We calculate the superfluid stiffness
from the Kubo formula [46–48]

Ds

πe2
=⟨−Kx⟩−Λxx(qx = 0,qy → 0,ω = 0), (5)

that describes the linear response to a vector potential
Axei(q·ri−ωt) applied in the x direction. Above, ⟨Kx⟩ is the
expectation value of the kinetic energy and Λxx(q,ω) is the
current-current correlation function. The kinetic energy asso-
ciated with the x oriented bonds is given by

Kx =− 1
NxNy

∑

i,δ,σ

δ2x
(
ti+δ,ie

iϕi+δ,ic†i+δ,σci,σ + h.c.
)
. (6)

The current–current correlation function is given by

Λxx(q,ω) =
i

NxNy

ˆ ∞

0
dt eiωt ⟨[Jx(q, t),Jx(−q,0)]⟩ , (7)

where Jx(q, t) =
∑

i exp(−iq · ri)Jx(ri, t) is the Fourier trans-
form of the x oriented particle current

J(ri, t) = i
∑

δ,σ

δx
(
ti+δ,ie

iϕi+δ,ic†i+δ,σci,σ − h.c.
)
. (8)

With these physical quantities, we are able to study whether
superconducting pairing is present, whether the material is
superconducting, and how currents flow inside the material.

Finally, we define the LDOSs in terms of the retarded Green’s
function [46]

Ni =− 1
π

∑

σ

ℑm
[
GR
i,σ,i,σ(ω)

]
, (9)

GR
i,α,j,β(ω) =−i

ˆ ∞

0
dt eiωt

⟨{
ci,α(t),c

†
j,β(0)

}⟩
. (10)

This furthermore allows us to study the LDOSs inside the
vortex cores.

3. Results

In order to study how the strong pair breaking associated with
the d-wave pairing symmetry affects the magnetic field driven
superconducting transition, we choose parameters modeling
Bi2212 at 22% hole doping. As shown in figure 1, this band
filling gives rise to flat bands close to the Fermi surface in
the antinodal regions, causing increased scattering between
regions where the superconducting pairing has opposite signs
[23]. For the case of zero external magnetic field, such flat
bands have been shown to cause a strong suppression of
the superconducting pairing and superfluid stiffness under
increasing disorder [35]. By choosing parameters giving
a high sensitivity to disorder, our parameters allow us to
study the opposite limit compared to the robust conventional
superconductor studied in [49].

We first consider the how the superconducting pairing
evolves under increasing disorder in the presence of a con-
stant magnetic field. Figures 2(a)–(e) show the superconduct-
ing pairing inside a magnetic unit cell penetrated by four
superconducting flux quanta for various disorder strengths.
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Figure 2. Panels (a)–(e): the d-wave pairing∆d
i in a magnetic unit cell containing 4 vortices for impurity potentials V/t= 0.4, 0.5, 0.6, 0.7,

and 0.8, respectively. The corresponding plots for zero magnetic field are shown below each panel. The pairing is scaled by its value∆d
0 in a

clean system without vortices. The arrows represent the net current through each lattice site, and the red dots mark the positions of the
vortex cores determined from the phase of∆d

i . Panels (f)–(j): the local density of states at the vortex cores in panels (a)–(e) (blue), and at the
corresponding lattice sites for zero magnetic field (green). The LDOS is averaged over all vortex sites and their nearest and next nearest
neighbors. The black curves show the LDOS averaged over all lattice sites in the absence of the magnetic field for the given impurity
potential (dotted) and in a clean system (solid). (Parameters: J/t= 0.9, Nx(y) = 28, Mx(y) = 10.).

While the vortices in a clean system form a regular lat-
tice due to the mutual repulsion between vortices, increas-
ing disorder causes the vortices to shift towards highly dis-
ordered regions where the superconducting pairing is already
weak. In figures 2(a)–(e), we typically find one vortex where
the superconducting pairing is at its weakest, and the other
three vortices in or close to local minima sufficiently far away
from other vortices. In the highly disordered systems, a vortex
can be located close to a grain boundary if the vortex repul-
sion makes this energetically favorable. It is however very
unlikely to find vortices in the middle of a superconducting
grain. Themagnetic field therefore suppresses the Cooper pair-
ing in the regionswhere the pairing is alreadyweak, and causes

superconducting pairing to survive in grains surrounded by
regions where the pairing is absent.Wewill later show that this
granularity is associated with a vanishing superfluid stiffness.

In figures 2(f)–(j), we study how the LDOSs at the vortex
cores changes as the disorder increases. When the disorder is
low, the LDOS at the vortex core show a clear CdGM zero-
bias peak [52]. However, the CdGM zero-bias peak vanishes
already at moderate disorder where the pairing is not yet gran-
ular in the absence of magnetic fields. This is clearly seen
from figures 2(c) and (h). The zero-bias peak is nearly absent,
although before applying the magnetic field there is a clear
superconducting gap in the average density of states and the
superconducting paring always remains above 40%of its value

4
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Figure 3. Panels (a) and (b): the superconducting pairing∆d and superfluid stiffness Ds under increasing disorder for a system penetrated
by 4 and 24 vortices, respectively, for pairing potential J/t= 0.9. Panel (c): the superconducting pairing for 4 vortices for a weaker pairing
potential J/t= 0.3. Panels (d)–(f): the superconducting pairing and superfluid stiffness as a function the number of vortices penetrating the
system for disorder strengths V/t= 0.4, V/t= 0.6, and V/t= 0.8 for pairing potential J/t= 0.9. In all panels, the superconducting pairing
and superfluid stiffness are averaged over all lattice sites and impurity configurations, and plotted with respect to their values∆d

0 and D
0
s in a

clean system with zero external magnetic field. The insets show a zoom in on the data in the main plots. The error bars represent the
standard deviation. (In this figure, Nx = Ny = 28, and Mx =My = 1.).

in the clean system. Since the vortices are being attracted to
regions of high disorder where the superconducting pairing is
minimal, the suppression of the zero-bias peak is determined
by the disorder potential in the most strongly disordered
regions. In these regions, we see that the superconducting
gap in the LDOS in the absence of an external magnetic
field is more filled up than when we average over the whole
system, see especially panel (h). The sensitivity to disorder
could be a contributing factor to the absence of the CdGM
zero-bias peak in hole-overdoped cuprates. The zero-bias peak
has been observed in conventional superconductors [53] and
more recently also in the cuprate YBa2Cu3O7−δ (Y123) [54].
Observing the CdGM zero-bias peak in cuprates have other-
wise proved difficult, and experimental studies of Bi2212 have
not shown signatures of a robust zero-bias peak [41–45].

In figure 3, we plot the superconducting pairing and super-
fluid stiffness as a function of the disorder strength and the
applied magnetic field. Each data point is calculated by aver-
aging over all lattice sites and 70–100 impurity configurations.
The error bars represent the standard deviation. The standard
error of the mean is 12%–10% of the standard deviation.

Since we are considering relatively small lattice sizes, the
superconducting transition is sensitive not only to themagnetic
field and the impurity strength, but also the impurity configur-
ation. Although the superconducting transition is sharper for a
specific impurity configuration, the superconducting transition
is seen in our plots as a gradual transition where an increasing
fraction of the impurity configurations result in zero superfluid
stiffness. This is represented by the error bars dropping down
to zero and the data points gradually approaching zero. Note
that when plotting the superconducting pairing and superfluid
stiffness as a function of the magnetic field, we will not get a
purely monotonous decrease, particularly for weaker disorder
strengths. This is because not all of the field strengths can pro-
duce a square lattice of vortices in a clean system. This error
decreases with increasing system size and disorder.

In figures 3(a)–(c), we plot the average superconduct-
ing pairing and superfluid stiffness as a function of dis-
order for a system under a constant applied magnetic field.
In panel (a) where the applied magnetic field is weak,
the superconducting pairing remains finite for all impurity
strengths and configurations, while the superfluid stiffness

5
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goes to zero for an increasing fraction of the impurity
configurations as the disorder is increased. For strong disorder,
we thus find a regime of finite superconducting pairing bey-
ond the superconducting transition as was predicted in [35]
for zero applied magnetic field. The superconducting pair-
ing survives in islands that grow smaller and fewer in num-
ber as the disorder increases. Such islands survives for much
higher disorder strengths than what is presented in the figure.
In panel (b), we consider an applied field that is closer to the
critical field of the superconductor. While the superfluid stiff-
ness is still more suppressed than the superconducting pair-
ing, the difference is smaller than for weaker field strengths.
In panel (c), we show the average superconducting pairing as
a function of the disorder strength for a weaker pairing poten-
tial. This demonstrates that there is a second transition where
the superconducting pairing also goes to zero. However, this
transition happens for a higher disorder strength and magnetic
field than what is reasonable to consider for the band width
and system size in panels (a) and (b).

In figures 3(d)–(f) we study the average superconducting
pairing and superfluid stiffness as a function of the applied
magnetic field for different disorder strengths. Despite the
non-monotonous behavior caused by the small system size, we
see that the average pairing always remain finite, while some
fraction of the impurity configurations result in zero super-
fluid stiffness for the higher field strengths, similar to the res-
ults in panels (a) and (b). These results differs qualitatively
for what is expected for a clean system, where we know that
the superconducting pairing and superfluid stiffness must go
to zero simultaneously at the critical field. Instead, we find
that in disordered systems, the intermediate granular regime
appears also beyond themagnetic field driven superconducting
transition. In panel (f), where the disorder strength is high, the
superfluid stiffness starts its transition at lower field strengths
than in panels (d) and (e). This, together with the results from
panels (a) and (b), indicates that the intermediate granular
regime appears at lower field strengths with increasing dis-
order. As shown in figure 2, the vortices contribute to suppress-
ing superconductivity in the already disordered regions and
thus makes the superconductivity granular. Once the system
is granular, the magnetic field does not punch additional holes
in the superconducting condensate and the pairing decreases
very slowly as the field is increased. It is interesting to note that
the separation between the two transitions where the superfluid
stiffness and superconducting pairing vanishes, also found for
a conventional s-wave superconductor in [49], persists despite
our conservative choice of parameters where the flat bands
makes the d-wave pairing very sensitive to impurity scatter-
ing. As a result, the intermediate regime of remnant super-
conducting pairing in the superconductor–metal transition can
be conveniently studied by tuning the external magnetic field,
provided that the system is sufficiently disordered.

4. Concluding remarks

We have here provided a description of the magnetic field
driven superconductor–metal transition in the disordered

hole-overdoped cuprates when described solely within the
dirty-BCS theory. We find that the CdGM zero-bias peak in
the LDOSs at the vortex cores vanishes already at moder-
ate disorder, due to the vortices being attracted to the most
disordered regions. We also show that there is an interme-
diate regime with remnant superconducting pairing at the
superconductor–metal transition, which can be reached by tun-
ing an externalmagnetic field. It still debated towhat extent the
more unconventional nature of the cuprates needs to be taken
into account in the description of the hole-overdoped regime.
While we have here studied the low-temperature limit, it is
likely that at temperatures closer to the critical temperature,
thermal fluctuations could be the dominant cause for the loss of
phase coherence of the Cooper pairs. Moreover, experiments
predict a pseudogap to exist in the antinodal regions of the
Fermi surface above the superconducting critical temperature,
particularly in underdoped to weakly overdoped samples [55].
It is unclear whether a second pseudogap could enter the dens-
ity of states also beyond the disorder and field driven supercon-
ducting transition in the highly disordered overdoped samples
considered here. Another open question is what the exact
nature of the material is at disorder and field strengths where
both the superfluid stiffness and superconducting pairing is
absent. Experimental studies suggest that the hole-overdoped
cuprates are metallic rather than insulating in the normal-state
suggesting that the material could be conducting beyond the
two transitions [30]. Although it far outside the scope of this
work to resolve this debate, we find that the superconductor–
metal transition in the disordered hole-overdoped cuprates
show some interesting features even when described within
the BdG framework.
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Appendix. Theoretical framework

The full Bogoliubov–de Gennes equations

In order to diagonalize the Hamiltonian in equation (1), we
solve the Bogoliubov–de Gennes equations of the system
following the approach in [46, 56]. We first define a basis

ψi =
(
ci,↑ ci,↓ c

†
i,↑ c

†
i,↓
)T
, (A.1)

and write the Hamiltonian in the form

H= H0 +
1
2

∑

i, j

ψ†
i Hi, jψj. (A.2)
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Above, H0 is a constant and Hi,j is a 4× 4 matrix. The
Hamiltonian can be written in a diagonal form

H= H0 +
1
2

∑

n

Enγ
†
nγn (A.3)

by solving the full BdG equations

∑

j

Hi, jϕj,n = Enϕi,n. (A.4)

Here, En are the eigenenergies and ϕi,n the eigenvectors
labeled by n ∈ [1,4NxNy]. There are seemingly twice as many
fermionic operators γn compared to our original operators ci,σ,
which means pairs of the new operators must related to each
other. It can be shown that there are two equivalent solutions

En, ϕi,n =
(
ui,n↑ ui,n↓ vi,n↑ vi,n↓

)T
, (A.5)

−En, ϕi,n =
(
v∗i,n↑ v

∗
i,n↓ u

∗
i,n↑ u

∗
i,n↓

)T
. (A.6)

Since the eigenenergies of these equivalent solutions differ
only by a sign, we can write the the Hamiltonian in a diag-
onal form

H= H0 −
1
2

∑

n for En>0

En+
∑

n for En>0

Enγ
†
nγn (A.7)

including only positive eigenenergies. The old operators are
related to the new ones by

ci,σ =
∑

n for En>0

(
ui,n,σγn+ v∗i,n,σγ

†
n

)
. (A.8)

Since the operators in the diagonalized Hamiltonian are now
independent, the expectation values of the new operators can
be evaluated as

⟨
γ†nγm

⟩
= fFD(En)δn,m, (A.9)

⟨
γ†nγ

†
m

⟩
=

⟨
γnγm

⟩
= 0 (A.10)

for En > 0, where fFD(En) is the Fermi–Dirac distribution.

The reduced Bogoliubov–de Gennes equations

Wecan simplify our calculation by realizing that in the absence
of spin–orbit coupling and spin-flip scattering, the Hamilto-
nian matrix contains two independent blocks [46]. It turns out
that the two independent sets of BdG equations can be written
in exactly the same form and that while one results in positive
eigenenergies, the other results in negative eigenenergies. It is
therefore farmore efficient to solve the reduced BdG equations

∑

j

(
ϵi,j ∆i,j

∆∗
j,i −ϵj,i

)(
uj,n
vj,n

)
= En

(
ui,n
vi,n

)
(A.11)

for all positive and negative eigenenergies labeled by n ∈
[1,2NxNy]. For simplicity of notation, we have defined

ϵi, j =−ti, jeiϕi, j − (µ−Vi)δi, j. (A.12)

The diagonalized Hamiltonian can then be written in the form

H= H0 −
1
2

∑

n

|En|+
∑

n

|En|γ†nγn, (A.13)

where the old operators can be written in terms of new operat-
ors using the relations

ci,↑ =
∑

n for En>0

ui,nγn+
∑

n for En<0

ui,nγ
†
n , (A.14)

ci,↓ =
∑

n for En>0

v∗i,nγ
†
n +

∑

n for En<0

v∗i,nγn. (A.15)

The expectation values of the new operators are given by
⟨
γ†nγm

⟩
= fFD(|En|)δn,m, (A.16)

⟨
γ†nγ

†
m

⟩
=

⟨
γnγm

⟩
= 0. (A.17)

The reduced BdG equations in their current form is suitable
for studying systems of a finite size. However, when studying
vortex formation, it is beneficial to consider a larger systems.
Therefore, we next introduce periodic boundary conditions to
eliminate edge effects.

Boundary conditions and self-consistent solution

When applying an external magnetic field perpendicular to the
sample, the translational invariance of the lattice is broken by
the Peierls phase. However, by introducing magnetic unit cells
containing an even number of superconducting flux quanta,
we can regain the translational invariance of the lattice under
translation between equivalent sites in different magnetic unit
cells [46, 57, 58]. This allows us to use periodic boundary con-
ditions, and we can consider smaller lattice sizes without the
disturbance of edge effects.

We considerMx×Mymagnetic unit cells of sizeNx×Ny. A
translation between magnetic unit cells is described by a vec-
tor Rlx,ly = (lxNxa, lyNya,0), where lx(y) ∈ [0,Mx(y) − 1] and a
is the lattice constant. By applying periodic boundary con-
ditions through the magnetic Bloch theorem [59], our eigen-
vectors and eigenenergies acquire an index

k=
2πlx
MxNxa

x+
2πly
MyNya

y. (A.18)

This allows us to solve the BdG equations for a system size
of Nx×Ny for MxMy values of k, rather than for a system of
size NxMx×NyMy. We choose to absorb a k dependent phase
factor into the eigenvector so that

(
ui,n,k
vi,n,k

)
= eik·ri

(
ũi,n,k
ṽi,n,k

)
. (A.19)
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The BdG equations now take the form

∑

j

eik·(rj−ri)
(
ϵi,j ∆i,j

∆∗
j,i −ϵj,i

)(
ũj,n,k
ṽj,n,k

)
= En,k

(
ũi,n,k
ṽi,n,k

)
.

(A.20)

These are solved together with the self-consistency equation
for the superconducting pairing correlations

∆i,j =
U

MxMy

∑

n,k

eik·(ri−rj)ũi,n,k(ṽj,n,k)
∗[1− fFD(En,k)].

(A.21)

Inside a magnetic unit cell, the only phase factors we
need to consider are the Peierls phases associated with elec-
tron hopping. The nonzero Peierls phases are ϕi±y,i =∓πϕix
for nearest neighbor hopping, ϕi±x± ′y,i =∓ ′πϕ(ix± 1/2) for
next nearest neighbor hopping, and ϕi±y,i =∓2πϕix for third
nearest neighbor hopping. These depend on the magnetic field
through ϕ= NΦSC

0
/NxNy = Ba2/ΦSC

0 . When site i and j in
equations (A.20) and (A.21) lies in different magnetic unit
cells, we need to apply the translationRlx,ly to one of the eigen-
vectors so that all eigenvalues lie in the same magnetic unit
cell. Upon such a translation, the eigenvalues pick up an addi-
tional phase through the boundary condition

(
ũi,n,k(ri+Rlx,ly)
ṽi,n,k(ri+Rlx,ly)

)
=

(
e−iχ(ri,Rlx,ly )/2ũi,n,k(ri)
e+iχ(ri,Rlx,ly )/2ṽi,n,k(ri)

)
. (A.22)

The phase

χ(ri,Rlx,ly) =
2π

ΦSC
0

A(Rlx,ly) · ri = 2πϕlxNxiy. (A.23)

is the total phase picked up by the superconducting pairing
through the translation

∆d
i (ri−Rlx,ly) = ∆d

i (ri)e
iχ(ri,Rlx,ly ). (A.24)

By solving the reduced BdG equation in equation (A.20)
together with the self-consistency equation in equation (A.21)
and the boundary condition in equation (A.22), we obtain
eigenenergies and eigenvalues that we can use to calculate
physical observables.

Physical observables

We here give the expressions for the physical observables in
terms of the eigenenergies and eigenvalues. The hole concen-
tration is given by

x=
1

NxNyMxMy

∑

i,n,k

{
1− |ũi,n,k|2fFD(En,k)− |ṽi,n,k|2

×
[
1− fFD(En,k)

]}
(A.25)

and determines the doping level. The d-wave superconduct-
ing pairing is calculated using equations (4) and (A.21). The
superfluid stiffness is calculated from the Kubo formula in

equation (5), where we insert the expectation value of the
kinetic energy associated with the x oriented bonds

⟨−Kx⟩=
1

NxNyMxMy

∑

i,δ,n,k

δ2x
(
ti+δ,ie

iϕi+δ,i
{
ũ∗i+δ,n,kũi,n,ke

−ik·δ

× fFD(En)+ ṽ∗i,n,kṽi+δ,n,ke
ik·δ[1− fFD(En)

]}
+ c.c

)

(A.26)

and the current–current correlation function

Λxx(q,ω) =
1

NxNy(MxMy)2

∑

n,k,m,k ′

fFD(En,k)− fFD(Em,k ′)

ω+ iδ+En,k−Em,k ′

×An,k,m,k ′(−q)Am,k ′,n,k(q). (A.27)

Above, δ = {x,y,x± y,2x,2y} and

Am,k ′,n,k(q) =
∑

i,δ

δxti+δ,ie
i(q−k ′+k)·ri[(ũ∗i+δ,m,k ′ ũi,n,ke

−ik ′·δ

− ṽ∗i,m,k ′ ṽi+δ,n,ke
ik·δ)eiϕi+δ,i +

(
ṽ∗i+δ,m,k ′ ṽi,n,k

× e−ik ′·δ − ũ∗i,m,k ′ ũi+δ,n,ke
ik·δ)e−iϕi+δ,i

]
.

(A.28)

The bond currents can be obtained by multiplying
equation (A.26) with i and reversing the sign of the com-
plex conjugate. In figure 2, we have included bond currents
along all bonds by removing the factor δ2x . Finally, the LDOSs
is given by

Ni =
1

MxMy

∑

n,k

[
|ũi,n,k|2δ(ω−En,k)+ |ṽi,n,k|2δ(ω+En,k)

]
.

(A.29)

In our numerical calculation, the δ-function is approximated
by δ(x) = (1/π)[Γ/(x2 +Γ2)], where Γ = 0.05.
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Abstract

Spinful triplet Cooper pairs can be generated from their singlet counterparts available in a

conventional superconductor (S) using two or more noncollinear magnetic moments, typically con-

tributed by different magnets in a multilayered heterostructure. Here, we theoretically demonstrate

that an S interfaced with a canted antiferromagnet (AF) harbors spinful triplet Cooper pairs capi-

talizing on the intrinsic noncollinearity between the two AF sublattice magnetizations. As the AF

canting can be controlled by an applied field, our work proposes a simple bilayer structure that

admits controllable generation of spin-triplet Cooper pairs. Employing the Bogoliubov-de Gennes

framework, we delineate the spatial dependence of the spin-triplet correlations. We further evalu-

ate the superconducting critical temperature as a function of the AF canting, which provides one

experimental observable associated with the emergence of these triplet correlations.

I. INTRODUCTION

The dissipationless flow of charge in superconductors is partly responsible for their central

role in the various emerging quantum technologies [1, 2]. The widely available conventional

superconductors, such as Al and Nb, are made of spin-singlet Cooper pairs, which harbor no

net spin [3]. A superconductor hosting spin-triplet Cooper pairs can support dissipationless

spin currents [4–8], deemed valuable for switching magnetic memories [9–13], as well as exotic

excitations, such as Majorana bound states [14]. Such an unconventional superconductor can

be engineered from its conventional counterpart employing heterostructures incorporating

magnetic multilayers [5–8, 15]. The basic requirement for achieving spinful triplets from spin-

singlets is exposing the latter to two or more noncollinear spin-splitting fields. A wide variety

of multilayered hybrids comprising conventional superconductors (S) and ferromagnets (F)

has been employed to achieve the desired spinful triplets [16–29], coming a long way from

the initial critical temperature studies [30, 31].

Since a Néel ordered antiferromagnet (AF) bears no net spin or magnetic moment, for

some time it was considered inert at causing spin-splitting in an adjacent superconductor.

Indeed, early experiments found a metallic AF to behave just like a normal metal when

considering its effect on an adjacent superconductor [32]. More recent experiments, on the

∗ simran.chourasia@uam.es
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other hand, found the AF to substantially affect the adjacent S with intriguing dependen-

cies [33–38]. From the theory perspective, Josephson junctions [39, 40] and interfaces [41]

involving itinerant AFs were shown to exhibit non-trivial properties due to quasiparticle

reflections. Moreover, a recent work demonstrates that an uncompensated interface of an

insulating AF with an adjacent S induces a strong spin-splitting as well as spin-flip scattering

thereby strongly influencing the S [42]. Subsequent work found even the fully compensated

interface between the AF and S to be spin-active [43]. This has been understood as due

to the AF inducing Néel triplets whose pairing amplitude has an alternating sign in space

similar to the AF spin [44]. Altogether, the potential usefulness of AFs [45] in engineering

novel superconducting effects and devices, such as a filter [46], is starting to be understood.

Pekar and Rashba [47] already recognized long ago that even though the net spin van-

ishes in an AF, at the lattice constant length scale, the AF harbors a spin or magnetization

profile that rapidly varies in space changing its sign from one lattice site to the next, which

should manifest itself in physical observables. As a result, the AF with its two sublattice

magnetizations antiparallel to each other generates zero-spin Néel triplets [44]. Proceeding

further along this line of thought, a homogeneous canted AF with its sublattice magnetiza-

tions deviating from an antiparallel alignment effectively harbors a noncollinear spin texture

capable of generating spinful triplet Cooper pairs in an adjacent S. This exciting possibility

is theoretically examined in the present work.

Here, employing the Bogoliubov-de Gennes (BdG) framework [48], we theoretically inves-

tigate a bilayer structure consisting of an insulating AF exchange coupled via a compensated

interface to an adjacent S. We examine the critical temperature and spin-triplet correlations

in the S as a function of the canting in the AF, which allows us to continuously tune the AF

from its collinear antiparallel state to it effectively becoming an F. We find that Néel triplets

are generated in the S both from the interband pairing channel considered recently [44], and

from the conventional intraband pairing. We find that the latter channel results in Néel

triplets formation due to an imprinting of the Néel character by the AF on the normal state

electronic wavefunctions in the S. Although this channel of Néel triplet generation is found to

be much weaker than the interband pairing channel, it admits qualitatively new effects. We

show that it is only in the intraband pairing channel that spinful Néel triplets are generated

due to the intrinsic noncollinearity of a canted AF. The S critical temperature variation as

a function of the AF canting angle is found to be consistent with the intraband Néel triplets

3



being weaker than their interband counterparts, and may offer a convenient experimental

signature of this interplay.

The paper is organized as follows. Section II introduces the model and BdG framework

employed in our analysis. The dependence of spin-triplet correlations on space and AF

canting is discussed in Sec. III, while the variation of superconducting critical temperature

is discussed in Sec. IV. Until this point, we consider a one-dimensional model that allows

a simple and semianalytic understanding of the essential physics. In Sec. V, we employ

a two-dimensional model for the S to validate our prior results and further examine the

spatial dependence of the triplet correlations. We conclude with discussion and summary of

the key points in Sec. VI. The appendices provide details of the BdG framework, analytic

evaluation of the normal state electronic properties in the bilayer, triplet correlations for a

different configuration of the AF sublattice magnetizations, and the parameters employed

in our numerical routines.

II. AF/S BILAYER MODEL

We consider a bilayer structure comprising an insulating AF exchange coupled via a

compensated interface to the S layer, as depicted schematically in Fig. 1(a). We anticipate

that all three kinds of spin-triplet correlations will be generated in the S when the AF

sublattice magnetizations are canted [Fig. 1(a)]. We employ the Bogoliubov-de Gennes

method and numerically evaluate the superconducting properties self-consistently [48]. The

canted-AF is taken to be an ideal insulator with a large band-gap. Consequently, the

Hamiltonian is formulated only for the itinerant electrons in S. The AF’s influence on the

S is accounted for by incorporating a spatially dependent spin-splitting caused by the AF

spins [42, 49, 50]. Furthermore, with the aim of allowing a semianalytic understanding

to the essential physics, we consider a one-dimensional model as depicted schematically in

Fig. 1(b). The resulting Hamiltonian is given by

H =− µ
∑

j,σ

c†j,σcj,σ − t
∑

〈i,j〉

∑

σ

c†i,σcj,σ −
J

2

∑

j

~Mj · ~Sj

+
∑

j

( |∆j|2
U

+ ∆∗jcj,↓cj,↑ + ∆jc
†
j,↑c
†
j,↓

)
, (1)
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FIG. 1. (a) Schematic depiction of the system and key physics under investigation. Equal-spin and

zero-spin triplet correlations are generated in a conventional s-wave spin-singlet superconductor

when it is interfaced with a canted antiferromagnet (canted-AF). This results from the intrinsic

noncollinearity between the two AF sublattice magnetizations. (b) Schematic depiction of our

model investigated using the Bogoliubov-de Gennes method. The black circles represent lattice

sites of the superconductor and blue (red) circles represent A (B) sublattice sites of the canted-AF.

The blue and red arrows denote the local AF magnetic moments. The canting angle θt allows us

to vary the magnet from being a collinear AF (θt = 0) to a ferromagnet (θt = π/2).

where c†j,σ (cj,σ) is the creation (annihilation) operator of an electron with spin σ at site j of

the S layer, with j = 1, 2, . . . , N as the site index. Here, the spin quantization axis is taken

along the z-axis. We further consider periodic boundary conditions by allowing electrons to

hop between sites j = 1 and j = N .

In Eq. (1), µ is the chemical potential. Within our theoretical method, it is determined

via the filling factor f , which is the fraction of filled electronic states in the system. For

f = 0.5 (half-filled band), we obtain µ = 0. This corresponds to the Fermi wave-vector

kF = π/2a located at the AF Brillouin zone boundary, where a is the lattice constant.

The normal state electronic dispersion and properties for the case of an AF in its collinear

anti-parallel state have been discussed in Appendix A. For f 6= 0.5, µ is non-zero and the

Fermi level is away from the AF Brillouin zone boundary. In the following analysis, we will

consider the two qualitatively distinct cases of f = 0.5 and f 6= 0.5, corresponding to µ = 0

5



and µ 6= 0.

The second term in Eq. (1) is the kinetic energy term, describing hopping between nearest

neighboring sites 〈i, j〉 with t > 0 as the hopping parameter.

The third term in the Hamiltonian [Eq. (1)] accounts for the spin-splitting due to the

localized magnetic moments in the canted-AF [6, 51, 52]. J ~Mj/2 is the local spin-splitting

field which causes an energy shift of spin-up and spin-down electrons by ∓J/2, with respect

to the local spin-quantization axis along ~Mj. Here, ~Mj = [(−1)j+1 cos θt x̂ + sin θt ŷ] is

the unit vector along the direction of local magnetic moment at the jth canted-AF site.

The AF sublattice magnetizations are taken to be in the x-y plane to examine the spin-

triplet correlation with the quantization axis (z) perpendicular to this plane. A different

magnetic configuration has also been investigated and discussed in the appendix. ~Sj =

[(c†j,↑cj,↑ − c†j,↓cj,↓)ẑ + (c†j,↑cj,↓ + c†j,↓cj,↑)x̂ + (−ic†j,↑cj,↓ + ic†j,↓cj,↑)ŷ] is the spin operator of an

electron at site j of the superconductor.

The last term in Eq. (1) accounts for the conventional s-wave spin-singlet supercon-

ducting correlations. It is obtained by mean field approximation of the pairing interaction

−U∑j nj,↑nj,↓, where U > 0 is the attractive pairing potential and nj,σ = c†j,σcj,σ is the

number operator [48]. ∆j = −U〈cj,↓cj,↑〉 is the resulting superconducting order parameter.

The total Hamiltonian Eq. (1) is numerically diagonalized and the superconducting state

is determined self-consistently as detailed in Appendix B. The exact parameters employed

in our numerical routines have been specified in Appendix C.

III. TRIPLET CORRELATIONS

In this section, we quantify and investigate the different spin-triplet correlations in the S.

Consider the anomalous Matsubara Green’s function Fjj,σσ′(τ) = −〈Tτcj,σ(τ)cj,σ′(0)〉, where

τ = it̃ is the imaginary time with t̃ as the time [53, 54]. Further, Tτ is the ordering operator

for imaginary time τ . In the Fourier space, we obtain

Fjj,σσ′(iωl) =

∫ β

0

eiωlτFjj,σσ′(τ) dτ, (2)

where β = ~/kBT , kB is the Boltzmann constant, T is the temperature, and ωl = (2l +

1)π/β are the fermionic Matsubara frequencies with integer l. See Appendix B for further

calculation details. Since the spin-triplet correlations are odd in frequency [5], we take a
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sum over all positive Matsubara frequencies to define an appropriate dimensionless quantity

that would allow us to quantify the correlations

Fj,σσ′ =
1

β

∑

ωl>0

Fjj,σσ′(iωl). (3)

Employing this notation, we express the relevant superconducting correlations

F s
j =

1

2
(Fj,↓↑ − Fj,↑↓) , (4)

F t,z
j = −1

2
(Fj,↓↑ + Fj,↑↓) , (5)

F t,x
j =

1

2
(Fj,↑↑ − Fj,↓↓) , (6)

F t,y
j =

i

2
(Fj,↑↑ + Fj,↓↓) . (7)

F s is the spin-singlet correlation. F t,z, F t,x, and F t,y are the zero-spin triplet correlations

when spin is measured along z-, x-, and y-axis respectively. Together, the latter three

[Eqs. (5)-(7)] allow us to express all three kinds of the spin-triplet correlations with z quan-

tization axis. We evaluate the quantities defined in Eqs. (4)-(7) to investigate the different

superconducting correlations in our system.

A. Numerical results

In an isolated conventional superconductor, only F s is non-zero while F t,x, F t,y, and F t,z

are zero. Now, if we consider an F/S bilayer, then the electrons with opposite spins acquire

a relative phase. This causes the zero-spin triplet correlation with spin-quantization axis

along the F magnetization to become non-zero [5, 55]. For example, if the magnetization of

the ferromagnet is along the z-axis, then F t,z becomes non-zero while F t,x and F t,y remain

zero. Similarly, F t,x and F t,y become non-zero when magnetization of the ferromagnet is

along x- and y-axis, respectively.

Quasiclassical theory [53, 54] shows that the triplet vector ~F t
j = F t,x

j x̂+F t,y
j ŷ+F t,z

j ẑ always

has a component aligning with the local exchange field J ~Mj/2 whether the magnetization of

the ferromagnet in a F/S bilayer is homogeneous or inhomogeneous [4, 56]. We, therefore,

study these correlations in order to decompose the contribution of antiferromagnetic and

ferromagnetic components of the canted-AF.

For θt = 0 (Fig. 1), our considered AF becomes a collinear antiferromagnet with the axis

of magnetic moments along the x-direction. As we increase the value of θt by a small amount,
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FIG. 2. Spatial variation of the normalized triplet correlations for 10 lattice sites considering

maximal noncollinearity corresponding to the canting angle θt = π/4 and filling factor f = 0.6

(µ/∆0 ≈ 37, where 2∆0 is the zero-temperature superconducting gap without the adjacent AF).

We plot the real part of the zero-spin triplet correlation F t,zj [panel (a)], and the imaginary parts

of the spin-triplet correlations F t,xj [panel (b)] and F t,yj [panel (c)]. The imaginary part of the

former and the real parts of the latter two are zero. All the correlations are normalized by the

spatially averaged magnitude of the singlet correlation |F s|. The detailed parameters employed for

the numerical evaluation are specified in Appendix C.

the canted-AF acquires a net magnetization along the y-direction. So the canted-AF can

be decomposed into an antiferromagnetic component (along the x-axis) and a ferromagnetic

component (along the y-axis). For a collinear AF, we obtain Néel triplets. This means the

component of ~F t
j parallel to the axis of the Néel vector modulates with the Néel order of

the AF [44]. For θt = π/2, we effectively obtain a F/S structure with the F magnetization

along the y-axis.

We now investigate the case of θt = π/4 that produces maximum noncollinearity between

the two AF sublattice magnetization. In Fig. 2, triplet correlations for a canted-AF/S bilayer

have been plotted as a function of space for filling factor f = 0.6. We see that F t,z, the

component of ~F t perpendicular to the canted-AF sublattice magnetizations plane, is also

being generated along with the in-plane components F t,x and F t,y. It oscillates from a

constant positive to negative value with Néel order. However, it only appears for non-zero

µ, and is zero at half-filling (f = 0.5) where µ = 0. F t,x too oscillates between a constant

positive and negative value with Néel order, while F t,y is constant in space. Both F t,x and

8



FIG. 3. Variation of triplet correlations with canting angle θt for filling factors f = 0.5 (µ = 0)

and f = 0.6 (µ/∆0 ≈ 37), where ∆0 represents the zero-temperature value of the superconducting

order parameter in absence of the canted-AF layer. (a) The average magnitude of the normalized

spin-triplet correlation F t,z is maximum when the noncollinearity between the two sublattices is

maximum, i.e. at θt = π/4. However, it is zero at half-filling (f = 0.5). (b) Average magnitude

of the normalized spin-triplet correlation F t,x = [F↑↑ − F↓↓]/2 decreases as the effective antifer-

romagnetism becomes weaker with increasing θt. (c) The average magnitude of the normalized

spin-triplet correlation F t,y = [i(F↑↑ + F↓↓)]/2 increases as the effective ferromagnetism becomes

stronger with increasing θt. The averages are taken over all the sites and are denoted via an over-

head bar. The detailed parameters employed for the numerical evaluation are specified in Appendix

C.

F t,y are imaginary, consistent with previous theoretical results for F/S bilayers [55, 56]. The

AF sublattice magnetization configuration has been so chosen here to obtain and focus on

the non-zero and spatially constant sum of the equal-spin triplets F↑↑ and F↓↓. In Appendix

D, we present the correlations for a configuration when the AF Néel order is aligned with

the z-axis [44]. To conclude this discussion, the intrinsic noncollinearity of the canted AF

successfully generates all three components of the spin-triplet correlations.

We now examine the dependence of these spin-triplets on the canting angle. To this

end, we plot the average magnitudes of the three spin-triplet correlations vs. the canting

angle θt in Fig. 3. As we change θt from 0 to π/2 the system changes from a collinear AF

(along x-axis) to a collinear F (along y-axis). As discussed above, F t,z is found to vanish

identically at µ = 0 (f = 0.5) for all canting angles. This will be explained further below.

However, for non-zero µ (away from the half-filling case), it increases from 0 to a finite value
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as we go from a collinear antiferromagnetic alignment to maximal noncollinearity between

the sublattice magnetic moments, and decreases back to zero in the ferromagnetic alignment

[Fig. 3(a)]. This component thus results directly due to the AF sublattice magnetization

noncollinearity.

The spatially averaged value of |F t,x| decreases as θt goes from 0 to π/2 [Fig. 3(b)].

This component, therefore, essentially follows the Néel vector magnitude and appears to

stem directly from the antiferromagnetism [44]. It has been understood as being due to the

interband pairing, which is feasible when µ is smaller or comparable to the superconducting

gap. However, we also find such Néel triplets to be present for µ ≈ 37∆0 (f = 0.6),

although they are significantly weaker than for the case of µ = 0 [Fig. 3(b)]. We attribute

this observation to a modification of the normal state electronic wavefunctions by the AF, so

that even the conventional intraband pairing causes a finite generation of the Néel triplets.

Finally, the average value of |F t,y| increases with the canting angle and it appears to be

caused primarily by the net magnetization.

B. Insights from simplified analytics

In order to understand the difference between µ = 0 and µ 6= 0 cases, we examine

the electronic properties of a bilayer comprising a normal metal and an AF, as detailed in

Appendix A. For µ = 0, the Fermi wave-vector is kF = π/2a. This means that the electrons

participating in the formation of Cooper pairs have |k| ∼ π/2a. The eigenfunctions with

|k| ∼ π/2a are such that the probability of finding an electron is non-zero on one sublattice

while it is zero on the other sublattice. Now, the electrons near the Fermi level of the

superconductor which interact with sublattice A do not see sublattice B and vice-versa.

Therefore the triplet correlations are generated independently by sublattices A and B. The

resultant correlations we obtain are a sum of correlations generated by the two sublattices.

So, the only non-zero components are F t,x and F t,y. This separation of the two sublattices at

a special value of the electronic chemical potential is reminiscent of a similar result obtained

for spin pumping via AFs [57–60].

In contrast, for µ 6= 0, the Fermi level is within one of the bands and the wavefunctions of

the states near the Fermi energy are such that the electrons on a site of the A sublattice also

have a non-zero probability at the sites of the B sublattice. There is no way for the electrons
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to arrange themselves to decouple the two sublattices [59, 60]. The electrons experience a

spin-splitting field in one direction at site 1 (of sublattice A) and in another direction at

site 2 (of sublattice B), then again the first orientation at site 3 (of sublattice A). So, the

electrons see the noncollinearity between the magnetic moments on the adjacent lattice sites.

Therefore, the correlation F t,z along the direction perpendicular to the plane of magnetic

moments of the canted-AF becomes non-zero along with the in-plane components F t,x and

F t,y when µ 6= 0. At the same time, the electronic amplitudes at the two sublattices are

different due to the adjacent AF, as detailed in Appendix A. This lends the normal electronic

states a weak Néel character which manifests itself in the emergence of Néel triplets even

for the conventional intraband pairing.

IV. CRITICAL TEMPERATURE

The formation of spin-triplet Cooper pairs comes at the cost of destroying their spin-

singlet counterparts that are originally produced in and stabilize the superconducting

state [52, 61, 62]. Hence, the critical temperature is reduced with the formation of spin-

triplets, which may offer a convenient experimental signature. Thus, we investigate the

critical temperature of our AF/S bilayer now via numerical self-consistent solution of the

BdG equation (1).

Critical temperature Tc vs. canting angle θt is plotted in Fig. 4 for (a) f = 0.5 (µ = 0)

and (b) f = 0.6 (µ ≈ 37∆0). We find that for µ = 0, Tc increases with θt while it manifests

the opposite dependence for µ 6= 0. These intriguing and distinct dependencies can be

understood based on our analysis of spin-triplets generation above.

Let us first consider the f = 0.5, corresponding to µ = 0, case presented in Fig. 4(a).

In this case, a strong generation of spin-zero Néel triplets [Fig. 3(b)] due to interband

pairing leads to maximal Tc suppression at θt = 0. Hence, the Tc increases with θt since

the Tc suppression is stronger for the collinear AF case (θt = 0) than for the F case (θt =

π/2). Further, when the exchange field is large enough, we find a complete suppression

of superconductivity at θt = 0 corresponding to a vanishing Tc. The abrupt change in Tc

with θt here is attributed to the additional contribution to superconductivity suppression

by the opening of a normal dispersion bandgap by the AF, as described in Appendix A.

This normal state bandgap predominantly affects the superconducting pairing at half-filling
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FIG. 4. (a) Normalized critical temperature Tc vs. canting angle θt for filling factor (a) f = 0.5 and

(b) f = 0.6 considering different values of the spin-splitting J . Here, Tc0 and 2∆0 are respectively

the critical temperature and the zero-temperature superconducting gap of the same superconductor

without the AF layer. The detailed parameters employed for the numerical evaluation are specified

in Appendix C.

when µ = 0.

For the case of f = 0.6, the Néel spin-triplets generation by the antiferromagnetic order

is much weaker (Fig. 3). On the other hand, the ordinary spin-triplets generation by a

ferromagnet remain of the same order of magnitude as for f = 0.5. Thus, Tc is largest

for θt = 0 and it decreases with θt. The amplitude of spin-triplets generated due to the

noncollinearity [Fig. 3(a)] remains small and does not seem to affect the Tc dependence

substantially. Contrary to the µ = 0 case, the variation of Tc with θt is smooth even for

large values of the exchange field J .

V. CORRELATIONS IN 2-D

In our discussion above, we have considered a one-dimensional (1-D) superconductor with

the aim of examining essential physics employing analytic results discussed in Appendix A.

We now validate these results using a two-dimensional (2-D) model for the S. This further

allows us to examine how the spin-triplet correlations vary with space as we move away from

the S/AF interface.
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FIG. 5. Spatial variation of the spin-triplet correlations for a 2-D superconductor. The sites are

indexed as (jx, jy). The sites with index (jx, 1) form the layer adjacent to the AF. A small section

of size 14 × 14 of a superconducting sheet of size 102 × 14 has been plotted here for clarity. The

real part of the normalized zero-spin triplet correlation F t,zj [panel (a)], and the imaginary parts

of the normalized spin-triplet correlations F t,xj [panel (b)] and F t,yj [panel (c)] have been plotted

as colormaps. The imaginary part of the former and the real parts of the latter two are zero.

We consider maximal noncollinearity (θt = π/4) and filling fraction f = 0.6 (|µ| � |∆0|). All

the correlations are normalized with respect to the magnitude of the singlet correlation |F sj |. The

detailed parameters employed for the numerical evaluation are specified in Appendix C.

In Fig. 1(b), the superconducting lattice is along the x-axis. We add more such 1-D layers

in the y-direction to create our 2-D model for the S. Each site of this 2-D sheet is indexed as

(jx, jy) so that jx takes a value between 1 to Nx, and jy takes a value between 1 to Ny, where

Nx and Ny are the number of sites along x- and y-direction, respectively. The spin-splitting

effect is experienced only by the electrons at the sites next to the AF/S interface. Thus,

it suffices to treat the AF via the same 1-D model as before. Overall, the Hamiltonian of

Eq. (1) is modified by letting all site indices j take the form (jx, jy). Summation in the

spin-splitting term is now over the sites with indices of the form (jx, 1). We continue to

consider periodic boundary condition along the x-axis, like in the 1-D case.

Carrying out the BdG diagonalization self-consistently and numerically, we evaluate the

spatially-resolved spin-triplet correlations [Eqs. (4)-(7)] for this system and plot them in

Fig. 5. We have the same observations in the first layer (along the AF/S interface) of the

2-D sheet as the 1-D case discussed in section III. Additional calculations not presented
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here confirm that F t,z appears only when µ is non-zero. We observe that F t,x and F t,z

show modulation between positive and negative values along the y-axis apart from along

the x-axis. This is interesting because the system has nothing imposing Néel order along the

y-axis on the correlations. In addition, we find some layers in which the alternating pattern

of positive and negative values is skipped. This is attributed to Friedel-like oscillations [44,

48]. We found that these skipping of pattern only appears for non-zero µ while we get a

perfect alternating pattern along the y-axis for µ = 0 case. The correlation component F t,y

[Fig. 5(c)] is constant in each layer along the interface (along the x-axis) but decays as we

move away from the interface along the y-direction. So, the 2-D case is consistent with and

corroborates our 1-D results. We find that the spatial pattern (oscillating with Néel order

or being constant in space) imposed on superconducting correlations along the interfacial

direction also manifests itself perpendicular to the AF/S interface.

VI. CONCLUDING REMARKS

We have theoretically demonstrated the generation of all, including the spinful, spin-

triplet Cooper pairs in a conventional superconductor by an adjacent canted antiferromagnet.

Our proposal leverages the intrinsic noncollinearity between the two sublattice magnetiza-

tions in a canted antiferromagnet for applications in superconducting hybrids. This canting

can be induced intrinsically by Dzyaloshinskii-Moriya interaction, such as in hematite [63].

Additionally, it can be induced and controlled using an applied magnetic field [64]. The

resulting spin-triplets have a predominantly Néel character, i.e., their amplitude oscillates

in space on the lattice length scale similar to the Néel spin order. The superconducting

critical temperature is more strongly suppressed by the interband Néel spin-triplets than by

a ferromagnetic spin-splitting field of similar magnitude, thereby offering an experimental

signature of their generation. Altogether, our analysis highlights the noncollinear nature of

homogeneous canted antiferromagnets by employing them for generating spin-triplet Cooper

pairs in a simple superconducting bilayer. This manner of generating noncollinearity using

a homogeneous antiferromagnet is expected to find use in other phenomena that have tra-

ditionally relied on magnetic multilayers or spin textures.
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Appendix A: Normal metal interfaced with an antiferromagnet

In order to understand when interband and intraband pairing is favored, we consider

the normal-state wave functions of an AF/normal metal bilayer. The Hamiltonian for the

conducting electrons of a normal metal interfaced with an insulating AF is modeled as [65]

H =− µ
∑

j,σ

c†j,σcj,σ − t
∑

〈i,j〉

∑

σ

c†i,σcj,σ −
J

2

∑

j

~Mj · ~Sj, (A1)

where ~Mj = (−1)j+1ẑ gives the magnetic texture of a collinear AF. Other symbols have the

same meaning as in section II of the main text.

In order to calculate the eigenenergies and eigenvectors, the Hamiltonian is written in

terms of creation and annihilation operators for electrons at sublattices A and B. Creation

operators for electrons at sublattices A and B are defined as a†j,σ = c†2j−1,σ, and b†j,σ = c†2j,σ,

where j = 1, 2, . . . , N/2. Then, the basis is changed from Wannier wavefunctions to Bloch

wavefunctions using the relation

a†j,σ =
∑

k∈FBZ

1√
N/2

e−ik(2j−2)aa†k,σ, and b†j,σ =
∑

k∈FBZ

1√
N/2

e−ik(2j−1)ab†k,σ, (A2)

where a is the lattice constant, and k is a reciprocal lattice vector in the first Brillouin zone

(FBZ). Now, the Hamiltonian can be written in the form

H =
∑

k

(
a†k,↑ a

†
k,↓ b

†
k,↑ b

†
k,↓

)
H(k)

(
ak,↑ ak,↓ bk,↑ bk,↓

)T
, (A3)

giving the dispersion relation

E±(k) = −µ±
√

4t2 cos2(ka) + (J/2)2, (A4)

where the two energy bands E±(k) are two-fold degenerate. The eigenvectors for energy

band E−(k) are

ψ1(k) =N2




2t cos(ka)

0

−J/2 +
√

4t2 cos2(ka) + (J/2)2

0




=




u
(1)
Ak↑

u
(1)
Ak↓

u
(1)
Bk↑

u
(1)
Bk↓



, and (A5)

ψ2(k) =N1




0

2t cos(ka)

0

J/2 +
√

4t2 cos2(ka) + (J/2)2




=




u
(2)
Ak↑

u
(2)
Ak↓

u
(2)
Bk↑

u
(2)
Bk↓



. (A6)

15



0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FIG. 6. Non-zero components of eigenfunction ψ1 (Eq. (A5)) of a normal metal/AF bilayer for

different strengths of magnetic exchange interaction as a function of positive k values in the first

Brillouin zone.

Whereas the eigenvectors for the energy band E+(k) are

ψ3(k) =N1




2t cos(ka)

0

−J/2−
√

4t2 cos2(ka) + (J/2)2

0




=




u
(3)
Ak↑

u
(3)
Ak↓

u
(3)
Bk↑

u
(3)
Bk↓



, and (A7)

ψ4(k) =N2




0

2t cos(ka)

0

J/2−
√

4t2 cos2(ka) + (J/2)2




=




u
(4)
Ak↑

u
(4)
Ak↓

u
(4)
Bk↑

u
(4)
Bk↓



. (A8)

Here, N1 and N2 are the normalization factors of the eigenvectors. ψ1 and ψ3 correspond

to the wavefunctions of spin ↑ electrons, whereas ψ2 and ψ4 correspond to spin ↓ electrons.

Fig. 6 shows a plot of the non-zero components of ψ1 for positive k values . Let us compare

the case of J = 0 and J 6= 0 to study how the states of a metal are modified when it is

brought in contact with an AF.

From Fig. 6, we see that the probabilities of finding a spin ↑ electron at sites of sublattice

A and B are equal for J = 0. However, for J 6= 0, the probability on A sublattice is more
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than that on B sublattice. It is important to note that the probability of finding spin ↑
electrons at sublattice A sites becomes 1 and that for sublattice B becomes 0 at k = π/2a.

Similar asymmetries in the sublattices arise for states ψ2, ψ3, and ψ4 as soon as we make J

non-zero. For ψ2, the probability of finding a spin ↓ electron at sublattice site B becomes

more than that for sublattice A. For the states of E+(k) band (ψ3 and ψ4), the roles of

sublattices A and B are interchanged with respect to spin.

Near the Brillouin zone boundary (BZB) of band E−(k) (i.e. ψ1 and ψ2), all the spin ↑
electrons get localized to the sites of sublattice A and all the spin ↓ electrons get localized

to the sites of sublattice B. For the band E+(k), sublattices A and B interchange their

roles and we find that spin ↑ electrons get localized at sublattice B and spin ↓ electrons

get localized at sublattice A near the BZB. This property of the electronic states near the

BZB is the reason why interband pairing is the dominant mechanism for the formation of

on-site opposite-spin Cooper pairs in an AF/S bilayer when the Fermi level lies within the

antiferromagnetic band gap E+−E−. On the other hand, intraband pairing is the dominant

mechanism when the Fermi level lies within one of the two bands.

Appendix B: Bogoliubov-de Gennes calculation

The Hamiltonian in Eq. (1) can be written as

H = −µN +
∑

j

|∆j|2
U

+
1

2

∑

i,j

Ψ†iH̃i,jΨj, (B1)

where Ψ†j =
(
c†j,↑ c

†
j,↓ cj,↑ cj,↓

)
and N is the total number of sites. The matrix H̃ is diago-

nalized by solving the BdG equations

∑

j

H̃i,jφj,n = Enφi,n, where (B2)

φi,n =
(
ui,n,↑ ui,n,↓ vi,n,↑ vi,n,↓

)T
, (B3)

is the eigenvector and En the eigenenergies of H̃. Now the Hamiltonian can be written as

H = −µN +
∑

j

|∆j|2
U

+
∑̃

n

Γ†nEnΓn, (B4)

where
∑̃

n represents sum over positive eigenenergies, and Γn’s are Bogoliubov fermionic

operators related to the old fermionic operators by cj,σ =
∑̃

n(uj,n,σΓn + v∗j,n,σΓ†n). The

17



superconducting order parameter is calculated self-consistently using the relation

∆j = −U
∑̃

n

[
uj,n,↓v

∗
j,n,↑[1− fFD(En)] + v∗j,n,↓uj,n,↑fFD(En)

]
, (B5)

where fFD(En) = 〈Γ†nΓn〉 = 1/(eEn/kBT + 1) is the Fermi-Dirac distribution.

In order to calculate the spin-triplet correlations, we consider the anomalous Matsubara

Green’s function Fjj,σσ′(τ) = −〈Tτcj,σ(τ)cj,σ′(0)〉, where τ = it̃ is the imaginary time, t̃ is

the time, and Tτ is the ordering operator for τ . Taking its Fourier transform, we get

Fjj,σσ′(iωl) =

∫ β

0

eiωlτFjj,σσ′(τ) dτ =
∑̃

n

[
uj,n,σv

∗
j,n,σ′

iωl − En/~
+
v∗j,n,σuj,n,σ′

iωl + En/~

]
, (B6)

where β = ~/kBT , kB is the Boltzmann constant, T is the temperature, and ωl = (2l+1)π/β

is a Matsubara frequency for fermions with integer l. This expression is used in calculating

the correlations in Eq. (3) and their relevant components Eqs. (4)- (7).

Appendix C: Numerical parameters

The parameters used for each of the figures are

• Fig. 2: Number of sites N = 302, hopping parameter t = 10, pair potential U/t = 1,

temperature T/Tc = 0.1, canting angle θt = π/4, filling factor f = 0.6 (µ/∆ = 37),

magnetic exchange interaction strength J = 0.018 t (= 1.09∆).

• Fig. 3: N = 302, t = 10, U/t = 1, kBT/t = 0.001. For filling factor f = 0.5 (µ/∆0 =

0), J = 0.012 t = 1.09∆0 was taken. For f = 0.6 (µ/∆0 = 37), J = 0.018 t = 1.09∆0

was taken. Here, 2∆0 represents the superconducting gap in the absence of the canted-

AF at zero-temperature.

• Fig. 4: N = 302, t = 10, U/t = 1 was used for the calculation of Tc for filling factors

f = 0.5 (µ/∆0 = 0) and f = 0.6 (µ/∆0 = 37). The critical temperature of the isolated

superconductor Tc0 for f = 0.5 is 0.0101 t/kB and f = 0.6 is 0.0076 t/kB.

• Fig. 5: A 2-D sheet with Nx = 102, Ny = 14, t = 10, J = 0.1 t = 4.4 |∆|, θt = π/4,

U/t = 1, f = 0.6 (µ/|∆| = 19), and at kBT/t = 0.001 was used to calculate the

correlations. Here, |∆| represents the average magnitude of the superconducting order

parameter.
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FIG. 7. Spatial variation of normalized triplet correlations for 10 lattice sites considering θt = π/4

and µ/∆ = 37, corresponding to filling factor f = 0.6. We show the imaginary part of the triplet

correlations F t,zj [panel (a)] and F t,xj [panel (b)], and the real part of the triplet correlation F t,yj

[panel (c)]. The real part of the two former and the imaginary part of the latter are zero. All the

correlations are normalized by the spatially averaged magnitude of the singlet correlation |F s|. (d)

Orientation of the magnetic moments of sublattices A and B of the AF in the rotated configuration.

Appendix D: Canted-AF/S with rotated magnetic moments

To compare the results of this article with Ref. [44], one needs to rotate the magnetic

moments of the Hamiltonian [Eq. (1)] to ~Mj = [(−1)j+1 cos θt ẑ + sin θt x̂] (see Fig. 7(d)).

The correlations for this rotated system is plotted in Fig. 7. Here, F t,z is the Néel triplet

correlation coming from the antiferromagnetic component of the canted-AF, F t,x comes from

the ferromagnetic component, and F t,y comes from the noncollinearity in the canted-AF.

ACKNOWLEDGMENTS

SC and AK acknowledge financial support from the Spanish Ministry for Science and

Innovation – AEI Grant CEX2018-000805-M (through the “Maria de Maeztu” Programme

for Units of Excellence in R&D). LJK acknowledges support from the Research Council of

Norway through its Centres of Excellence funding scheme, Project No. 262633 ‘QuSpin’.

19



IVB acknowledges support from MIPT, Project FSMG-2023-0014.

[1] Z.-L. Xiang, S. Ashhab, J. Q. You, and F. Nori, Hybrid quantum circuits: Superconducting

circuits interacting with other quantum systems, Rev. Mod. Phys. 85, 623 (2013).

[2] P. Krantz, M. Kjaergaard, F. Yan, T. P. Orlando, S. Gustavsson, and W. D. Oliver, A quantum

engineer’s guide to superconducting qubits, Applied Physics Reviews 6, 021318 (2019).

[3] M. Sigrist and K. Ueda, Phenomenological theory of unconventional superconductivity, Rev.

Mod. Phys. 63, 239 (1991).

[4] M. Eschrig, Spin-polarized supercurrents for spintronics: a review of current progress, Reports

On Progress In Physics 78, 104501 (2015).

[5] F. S. Bergeret, A. F. Volkov, and K. B. Efetov, Odd triplet superconductivity and related

phenomena in superconductor-ferromagnet structures, Rev. Mod. Phys. 77, 1321 (2005).

[6] F. S. Bergeret, M. Silaev, P. Virtanen, and T. T. Heikkilä, Colloquium: Nonequilibrium effects
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[33] M. Hübener, D. Tikhonov, I. A. Garifullin, K. Westerholt, and H. Zabel, The antiferromag-

net/superconductor proximity effect in Cr/V/Cr trilayers, Journal Of Physics-Condensed Mat-

ter 14, 8687 (2002).

[34] C. Bell, E. J. Tarte, G. Burnell, C. W. Leung, D.-J. Kang, and M. G. Blamire, Proximity

and josephson effects in superconductor/antiferromagnetic Nb/γ−Fe50Mn50 heterostructures,

Phys. Rev. B 68, 144517 (2003).

[35] B. L. Wu, Y. M. Yang, Z. B. Guo, Y. H. Wu, and J. J. Qiu, Suppression of superconductivity

in Nb by IrMn in IrMn/Nb bilayers, Applied Physics Letters 103, 152602 (2013).

[36] R. L. Seeger, G. Forestier, O. Gladii, M. Leiviskä, S. Auffret, I. Joumard, C. Gomez, M. Rubio-
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